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## INTRODUCTION

Few of us can any longer keep up with the flood of scientific literature, even in specialized subfields. Any attempt to do more and be broadly educated with respect to a large domain of science has the appearance of tilting at windmills. Yet the synthesis of ideas drawn from different subjects into new, powerful, general concepts is as valuable as ever, and the desire to remain educated persists in all scientists. This series, Advances in Chemical Physics, is devoted to helping the reader obtain general information about a wide variety of topics in chemical physics, a field that we interpret very broadly. Our intent is to have experts present comprehensive analyses of subjects of interest and to encourage the expression of individual points of view. We hope that this approach to the presentation of an overview of a subject will both stimulate new research and serve as a personalized learning text for beginners in a field.

Stuart A. Rice

## PREFACE

The study of chemical reactions covers a variety of phenomena, ranging from the microscopic mechanisms of reaction processes through structural changes involving macromolecules such as proteins, to biochemical networks within cells. One common question concerning these seemingly diverse phenomena is how we can understand the temporal development of the system based on its dynamics.

At the microscopic level, chemical reactions are dynamical phenomena in which nonlinear vibrational motions are strongly coupled with each other. Therefore, deterministic chaos in dynamical systems plays a crucial role in understanding chemical reactions. In particular, the dynamical origin of statistical behavior and the possibility of controlling reactions require analyses of chaotic behavior in multidimensional phase space.

In contrast, conventional reaction rate theory replaces the dynamics within the potential well by fluctuations at equilibrium. This replacement is made possible by the assumption of local equilibrium, in which the characteristic time scale of vibrational relaxation is supposed to be much shorter than that of reaction. Furthermore, it is supposed that the phase space within the potential well is uniformly covered by chaotic motions. Thus, only information concerning the saddle regions of the potential is taken into account in considering the reaction dynamics. This approach is called the transition state theory.

Recently, however, experimental studies have cast a doubt on this assumption (see Ref. 1 for a review). For example, spectroscopic studies reveal hierarchical structures in the spectra of vibrationally highly excited molecules [2]. Such structures in the spectra imply the existence of bottlenecks to intramolecular vibrational energy redistribution (IVR). Reactions involving radicals also exhibit bottlenecks to IVR [3]. Moreover, time-resolved measurements of highly excited molecules in the liquid phase show that some reactions take place before the molecules relax to equilibrium [4]. Therefore, the assumption that local equilibrium exists prior to reaction should be questioned. We seek understanding of reaction processes where the assumption does not hold.

The problem requires analyses of phase-space structures in systems with many degrees of freedom. In particular, appreciating the global structure of the phase space becomes essential for our understanding of reactions under nonequilibrium conditions. In order to make this point clear, we briefly summarize the present status of the study.

Since the 1980s, concepts and results from nonlinear physics have been incorporated into studies of unimolecular reactions. (For a review, see Rice and co-workers' contribution in this volume.) In particular, concepts established for systems with two degrees of freedom have played an important role in defining the reaction rate based on dynamics [5]. The concept of transition state has been examined from the standpoint of dynamical system theory, and reformulated in terms of normally hyperbolic invariant manifolds (NHIMs). While transition states in the conventional sense are situated in configuration space, NHIMs corresponding to saddles are structures in phase space. In order to formulate transition states as dividing surfaces, we have to resort to NHIMs and their stable and unstable manifolds. These phase space structures enable us to avoid the so-called recrossing problem. Moreover, Lie perturbation theory makes it possible to calculate the dividing surfaces at least locally near the NHIMs (see Ref. 6 for a review).

However, in systems with more than two degrees of freedom, the dividing surfaces do not generally exist globally in phase space $[7,8]$. Thus, the attempt to define the reaction rate based on dynamics has not been successful for systems with many degrees of freedom. Instead, global features of the phase space, such as the network of reaction paths, emerge as crucial ingredients in studying reactions from the dynamical point of view.

The reason why the dividing surfaces do not generally exist globally is because intersections between the stable and unstable manifolds of NHIMs sometimes involve tangency. This tangency reveals that branching structures exist in the network of reaction paths. Moreover, combining these branching structures with the Arnold web in the potential well, the global aspects of the phase space offer rich possibilities for nonergodic behavior for reactions in systems with many degrees of freedom. Implications of this possibility are to be sought in reactions under nonequilibrium conditions.

Thus, we shift our attention from quantities related to local equilibrium, notably reaction rate constants, to nonequilibrium aspects of reaction processes. In particular, we list the following three closely related questions as most important.

First, do dynamical correlations exist in processes involving multiple saddles, such as structural changes of macromolecules in clusters and proteins? In the conventional theory, it is supposed that consecutive processes of going over saddles take place independent of one another. In other words, the system loses its memory of the past immediately, since the vibrational relaxation within a well is assumed to be much faster than the escape from it and multistep processes are conventionally assumed to be Markov processes. To the contrary, when the characteristic time scale of IVR is comparable to that of the reaction, the system can keep dynamical correlations as it goes over successive saddles.

These correlations result in (a) acceleration of reactions for some initial conditions and (b) deceleration for others. This approach will shed new light on problems such as why reactions proceed on multibasin energy landscapes without being trapped in deep minima [9], why proteins fold so effectively, how enzymes help specific reactions to take place, and so on.

Second, how we can characterize nonequilibrium reactions using a dynamical viewpoint? Since the conventional concepts are not sufficient here, we need new ideas that relate measurable quantities to reaction dynamics. In particular, for reactions involving structural changes of macromolecules, collective variables will be necessary to describe processes, and the degrees of freedom that compose collective variables will change as the reaction proceeds over multiple saddles. Furthermore, dynamical correlations are likely to play important roles. Then, we need methods that answer the following questions: What degrees of freedom are necessary to describe reaction dynamics, in what way do they evolve and vary during the processes, and how we can extract information on their dynamics from measurements?

Third, what is the dynamical origin of Maxwell's demon? As is well known since the work of Maxwell, Szilard, and Brillouin, nonequilibrium conditions are necessary for systems to do information processing. Therefore, in studying biochemical reactions, we are interested in how nonequilibrium conditions are maintained at the molecular level. From the viewpoint of dynamics, in particular, the following problem stands out as crucial: Does any intrinsic mechanism of dynamics exist which helps to maintain nonequilibrium conditions in reaction processes? In other words, are there any reactions in which nonergodicity plays an essential role for systems to exhibit functional behavior?

Keeping these subjects in perspective, we organized a conference entitled "Geometrical Structures of Phase Space in Multidimensional ChaosApplications to Chemical Reaction Dynamics in Complex Systems" from 26th October to 1st November, 2003, at the Yukawa Institute for Theoretical Physics, Kyoto University, Kyoto, Japan. A pre-conference was also held at Kobe University from 20th to 25th October.

This conference was interdisciplinary, where researchers from physics (including astrophysics), biophysics, physical chemistry, and nonlinear science gathered to discuss a wide range of problems in reaction dynamics with the common theme that chaos in dynamical systems plays a crucial role in studying chemical reactions. Furthermore, we argue that reactions involving macromolecules such as clusters, liquids, and proteins are important examples of dynamical systems with many degrees of freedom. Thus, we expect that studies of these reactions from a dynamics point of view will shed new light on phenomena such as phase transitions in clusters, slow relaxation in liquids, and
the efficiency of protein folding, as well as in seeking the possibility of manipulating these reactions.

In particular, in the Conference we focused our attention on the following topics.

1. Transition state theory revisited from the dynamical point of view, including a historical perspective of the study.
2. Phase-space structure of Hamiltonian systems with multiple degrees of freedom-in particular, normally hyperbolic invariant manifolds (NHIMs), intersections between their stable and unstable manifolds, and the Arnold web.
3. Analyses of reaction processes based on the phase space structure of the system.
4. Quantum aspects of chaos and how we can control them.
5. Nonstatistical properties, such as nonstationary behavior and multiple scales of time and distance for evolution, in systems of many degrees of freedom.
6. Dynamical understanding of reaction processes in macromolecules and liquids, such as phase transitions, fast alloying, energy redistribution, and structural changes in clusters and proteins.
7. Data mining to extract information on dynamics from time series data from experiments and simulations of molecular dynamics.
8. Dynamical insights into reactions at the macroscopic level, including chemical networks in cells and their evolution.

Here, in this volume, we have collected contributions from the invited speakers, from poster presentations that received the best poster awards (Yanao, Honjo, and Okushima), and from poster presentations chosen to cover topics that were not treated by the invited speakers. The best poster awards were decided based on a jury vote by the invited speakers and a popular vote by all the participants. Note, however, that there were many other posters that also deserved inclusion here.

In the following, we give a brief overview of the content of this volume. The volume consists of the following three parts:
I. Phase-space geometry of multidimensional dynamical systems and reaction processes.
II. Complex dynamical behavior in clusters and proteins, and data mining to extract information on dynamics.
III. New directions in multidimensional chaos and evolutionary reactions.

In the first part, our aim is to discuss how we can apply concepts drawn from dynamical systems theory to reaction processes, especially unimolecular reactions of few-body systems. In conventional reaction rate theory, dynamical aspects are replaced by equilibrium statistical concepts. However, from the standpoint of chaos, the applicability of statistical concepts itself is problematic. The contribution of Rice's group gives us detailed analyses of this problem from the standpoint of chaos, and it presents a new approach toward unimolecular reaction rate theory.

In statistical reaction rate theory, the concept of transition state plays a key role. Transition states are supposed to be the boundaries between reactants and products. However, the precise formulation of the transition state as a dividing surface is only possible when we consider "transition states" in phase space. This is the place where the concepts of normally hyperbolic invariant manifolds (NHIMs) and their stable and unstable manifolds come into play.

The contributions of Komatsuzaki and Berry, and of Uzer's group, discuss these manifolds, and they present their calculations using Lie perturbation theory methods. The contribution of Wiesenfeld discusses these manifolds in reaction processes involving angular momenta, and the contribution by Joyeux et al. shows applications of the perturbation theory method to reactions involving Fermi resonance. The contribution of Sano discusses invariant manifolds in the Coulomb three-body problem.

The importance of NHIMs, and their stable and unstable manifolds is shared strikingly between chemical reactions and astrophysics. Therefore in the conference at Kyoto, Koon, from Caltech, discussed controlling an orbiter in astrophysics, and Uzer presented his study of asteroids near Jupiter, where analyses of these manifolds were essential.

In reaction processes for which there is no local equilibrium within the potential well, global aspects of the phase space structure become crucial. This is the topic treated in the contribution of Toda. This work stresses the consequences of a variety of intersections between the stable and unstable manifolds of NHIMs in systems with many degrees of freedom. In particular, "tangency" of intersections is a feature newly recognized in the phase space structure. It is a manifestation of the multidimensionality of the system, where reaction paths form a network with branches.

Here, we also include the contributions related to quantum mechanics: The chapter by Takami et al. discusses control of quantum chaos using coarsegrained laser fields, and the contribution of Takahashi and Ikeda deals with tunneling phenomena involving chaos. Both discuss how chaos in classical behavior manifests itself in the quantum counterpart, and what role it will play in reaction dynamics.

In the second part, we collect contributions concerning dynamical processes in complex systems such as clusters and proteins. Here, we also include those ideas related to data mining, since this topic is an indispensable part of the studies on dynamics of macromolecules.

The contribution of Berry presents an overview of the study of clusters as vehicles for investigating complex systems. The study of clusters has given birth to a variety of new ideas which turned out to be fruitful in other complex systems such as proteins. The contribution of Takatsuka discusses dynamical and statistical aspects of phase transitions in clusters, and the contribution of Yanao and Takatsuka studies the gauge structure arising from the dynamics of floppy molecules. Shida's contribution presents an important issue related to saddles of index of two or more, and shows their role in the phase transitions of clusters. Another interesting phenomenon of clusters is fast alloying, discussed in the contribution of Shimizu et al. from the standpoint of reaction dynamics.

Liquids and proteins are complex systems for which the study of dynamical systems has wide applicability. In the conference, relaxation in liquids ( $\varepsilon$ entropy by Douglas at the National Institute of Standards and Technology, nonlinear optics by Saito, and energy bottlenecks by Shudo and Saito), energy redistribution in proteins (Leitner and Straub et al.), structural changes in proteins (Kidera at Yokohama City University), and a new formulation of the Nosé-Hoover chain (Ezra at Cornell University) were discussed. Kidera’s talk discussed time series analyses in molecular dynamics, and it is closely related to the problem of data mining. In the second part of the volume, we collect the contributions by Leitner and by Straub's group, and the one by Shudo and Saito in the third part.

The contribution by Komatsuzaki's group bridges the two research fieldsthat is, dynamics in complex systems and data mining. They apply to a model of proteins the methods of embedding and Allan variance, both of which have been developed in dynamical system theory. Their results reveal, using the Allan variance, nonstationary behavior in protein dynamics, and they show, by embedding, how many degrees of freedom are necessary to describe this dynamics. Thus, this contribution indicates a crucial role for the methods of data mining in the study of processes involving macromolecules.

Therefore, contributions to methods of data mining are included here. It is uncommon to discuss this topic in the context of reaction processes. However, as we have already discussed, data mining becomes ever more important in analyzing experiments and simulations. In conventional data analyses, the concepts of equilibrium statistical physics have been routinely applied. To the contrary, in situations in which local equilibrium breaks down, established methods do not exist to analyze experiments and simulations. Thus, data mining
to extract information on dynamics is crucial here. In the conference, several methods were discussed (Broomhead at Manchester University on embedding, Vulpiani on finite-size Lyapunov exponents, Taguchi on nonmetric methods, and Hasegawa on inductive thermodynamics approach from time series). Here we include the contributions by Taguchi and Oono and by Hasegawa and Ohtaki.

In the third part, those contributions are collected which discuss nonergodic and nonstationary behavior in systems with many degrees of freedom, and seek new possibilities to describe complex reactions, including even the evolution of living cells.

Conventional theory supposes that statistical ideas would be more applicable to systems of many degrees of freedom than to few-body systems. To the contrary, in these systems, new kinds of behavior such as multiergodicity, nonstationarity, and an anomalous approach to equilibrium can emerge. Consequently, their implications for reaction dynamics should be explored, especially in those cases where biological functions are involved.

Thus, the contribution of Shudo and Saito starts by presenting the problem concerning the relation between nonergodicity and $1 / f$ noise. For systems with two degrees of freedom, the dynamical origin of $1 / f$ noise is attributed to the hierarchical structures of resonant tori (Aizawa). However, for systems with many degrees of freedom, this relationship is not well understood. This discussion goes on to systems with a gap in the spectrum of characteristic time scales and nonergodic behavior, based on the studies of the Italian group (Benettin et al.). The contributions of Aizawa and of Yamaguchi also discuss these problems in the context of cluster formation (Aizawa) and of an approach to equilibrium (Yamaguchi). These features will become important in understanding reaction processes in complex systems such as protein folding and slow relaxation in complex liquids.

Nonlinear resonances are important factors in reaction processes of systems with many degrees of freedom. The contributions of Konishi and of Honjo and Kaneko discuss this problem. Konishi analyzes, by elaborate numerical calculations, the so-called Arnold diffusion, a slow movement along a single resonance under the influence of other resonances. Here, he casts doubt on the usage of the term "diffusion." In other words, "Arnold diffusion" is a dynamics completely different from random behavior in fully chaotic regions where most of the invariant structures are lost. Hence, understanding "Arnold diffusion" is essential when we go beyond the conventional statistical theory of reaction dynamics. The contribution of Honjo and Kaneko discusses dynamics on the network of nonlinear resonances (i.e., the Arnold web), and stresses the importance of resonance intersections since they play the role of the hub there.

Here we also include the contribution of Okushima, in which the concept of the Lyapunov exponents is extended to orbits of finite duration. The mathematical definition of the Lyapunov exponents requires ergodicity to ensure convergence of the definition. On the other hand, various attempts have been made to extend this concept to finite time and space, to make it applicable to nonergodic systems. Okushima's idea is one of them, and it will find applications in nonstationary reaction processes.

The contributions of Vulpiani's group and of Kaneko deal with reactions at the macroscopic level. The contribution of Vulpiani's group discusses asymptotic analyses to macroscopic reactions involving flows, by presenting the mechanism of front formation in reactive systems. The contribution of Kaneko deals with the network of reactions within a cell, and it discusses the possibility of evolution and differentiation in terms of that network. In particular, he points out that molecules that exist only in small numbers can play the role of a switch in the network, and that these molecules control evolutionary processes of the network. This point demonstrates a limitation of the conventional statistical quantities such as density, which are obtained by coarse-graining microscopic quantities. In other words, new concepts will be required which go beyond the hierarchy in the levels of description such as micro and macro.

We hope that the contributions collected in this volume convey the stimulating and interdisciplinary atmosphere of the conference. We also expect that the results and discussions in these contributions form a first and decisive step toward understanding reaction processes from the standpoint of dynamics.

The conference was supported by the following grants and institute. We greatly appreciate these organizations for their financial support.

- Japan Society for Promotion of Science, Japan-U.S. Cooperative Science Program.
- The Inoue Foundation for Science.
- Yukawa Institute for Fundamental Physics, Kyoto University.
- Grant-in-Aid for Scientific Research on Priority Areas "Control of Molecules in Intense Laser Fields" from the Ministry of Education, Science, Sports, and Culture.
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## PART I

## PHASE-SPACE GEOMETRY OF MULTIDIMENSIONAL DYNAMICAL SYSTEMS AND REACTION PROCESSES

## CHAPTER 1
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## I. INTRODUCTION

Studies of the rate of a unimolecular reaction have been central to the development of our understanding of reaction dynamics for almost a century. In the early 1900s such reactions appeared mysterious, since the source of the energy required for reaction to occur was not immediately apparent. Indeed, it took careful experimental work to demonstrate that thermal unimolecular reactions were induced by collisions and not by absorption of ambient radiation and that the observed unimolecular kinetics held in only a limited pressure range. Once the phenomenological description of unimolecular reaction kinetics was established, attention turned to the development of a molecular description of the reaction rate. It was understood from the beginning of these studies that a detailed description of the nonlinear dynamical evolution of an energized molecule is extraordinarily difficult. A key breakthrough occurred when it was
realized that for many purposes a statistical description of the energy distribution in the excited molecule suffices. Indeed, statistical theories of molecular energy distribution have been central to our understanding of the kinetics and dynamics of unimolecular reactions.

The beauty of statistical treatments of chemical reaction dynamics lies in their simplicity and universality. Rice, Ramsberger, and Kassel (RRK) [1,2], building on the earlier work of Lindemann and Hinshelwood, developed a statistical theory of unimolecular reaction rate based on the assumption that complete intramolecular energy transfer precedes reaction. Under this assumption, detailed information regarding the excitation step of a unimolecular reaction is irrelevant, and the reaction rate depends only upon the energy of a molecule. The RRK theory is based on classical mechanics. Marcus recast and further developed the RRK theory in the 1950s [3,4] by taking into account the major elements of the energy state structure of the molecule imposed by quantum mechanics. The resultant RRKM statistical theory of unimolecular reaction rate is, by any measure, one of the great successes of chemical physics; it is widely applicable and provides an excellent description of the experimental data in the overwhelming majority of cases [5,6]. There are, however, some instances in which the RRKM theory gives inaccurate or unphysical predictions. In many of these instances the failure of the RRKM theory can be traced to a breakdown of the assumption that the rate of intramolecular energy transfer is greater than the rate of reaction and/or that all states of the molecule are accessible for energy transfer. Typically, analysis of these cases has retained the conceptual framework of the theory and merely modified some of the analysis associated with the intramolecular energy transfer step.

The success of a statistical theory of the overall dynamical evolution of an isolated molecule relies largely on the intrinsic stochasticity of the internal motions-that is, on the existence of deterministic dynamical chaos. As such, studies of the rate of a chemical reaction have become interdisciplinary, and they involve significant overlap with the field of nonlinear dynamics and deterministic chaos [7]. The renaissance in the development of classical unimolecular reaction rate theory has been motivated by the recognition that cantori, remnants of invariant phase space curves with highly irrational winding numbers, constitute bottlenecks to chaotic transport between disjoint phase space regions $[8,9,10]$. In particular, in treating model molecular systems with two degrees of freedom (DOFs) Davis and Gray [11] replaced the RRKM transition state, which is defined in configuration space, by an exact separatrix that is defined in phase space. The separatrix defines the boundary in phase space between products and reactants-for example, the boundary between bounded motion and unbounded motion in a fragmentation reaction. Davis and Gray also incorporated the bottlenecks to intramolecular energy transfer into their reaction rate theory. This modified statistical theory accurately predicts, for
example, the decay rate of a simplified classical model of $\mathrm{He}-\mathrm{I}_{2}$; that decay rate is overestimated by conventional RRKM theory by at least an order of magnitude. The work of Davis and Gray demonstrated the potential for accurate prediction of unimolecular fragmentation rate constants inherent in statistical theories that account for highly inhomogeneous energy transport. The Davis-Gray theory was later simplified by Gray, Rice, and Davis [12] by replacing the exact separatrix with an approximate phase-space dividing surface, and it was further modified by Zhao and Rice [13-16] to account for some effects of vibrational and rotational motion in both reactants and products and to develop approximations for analytical treatments of intramolecular energy flow. The several reported tests of the Zhao-Rice version of unimolecular reaction rate theory (identified by the acronym MRRKM) are in good, but not perfect, agreement with classical simulations and actual experimental results.

Developing a reaction rate theory for realistic polyatomic systems requires significant extensions of the Davis-Gray theory. One might intuitively expect that the higher the system dimension, the better a statistical description. But this is not the case, and a rigorous extension of the Davis-Gray theory to manydimensional systems is challenging. For example, identifying the bottlenecks to energy flow in systems with three or more DOFs is far from trivial, since there are no invariant phase-space structures that can separate the energy shell into disjoint regions. Many of the extant approaches, including the MRRKM theory, have either demonstrated or assumed the importance of pairwise frequency ratios, and much work along this direction remains to be done. Furthermore, because of so-called homoclinic tangency [17], a concept further discussed below, the usefulness of a many-dimensional analog of the exact separatrix in the Davis-Gray theory is unclear. Indeed, in a study of a model van der Waals molecule fragmentation reaction, Gillilan and Ezra [18] observed that a twodimensional projection of a many-dimensional separatrix associated with the fixed point at infinity may or may not resemble the separatrix of a twodimensional system, implying that this high-dimensional separatrix is unsuitable for determining the flux that crosses from the molecular complex region to the free fragments region of phase space. Of course, this result does not preclude the existence of a well-behaved separatrix associated simultaneously with several fixed points.

In a study of the rate of isomerization of HCN to CNH, Rice and co-workers [19] suggested exploiting a reaction path Hamiltonian as a device to permit extension of classical statistical reaction rate theory from few-dimensional to many-dimensional systems. In that approach the dynamics of the reacting molecule is reduced to that of a system with a complicated but one-dimensional reactive DOF coupled with other effective DOFs. Although their calculations based on this approach yield an accurate description of the isomerization rate as
a function of energy, the reaction path treatment cannot be immediately rationalized because the implicit coupling between the complicated reaction coordinate and the other DOFs, via the definition of the reaction coordinate, obscures the meaning of the two-dimensional mapping that is exploited. Recent advances in chaotic transport in many-dimensional systems, and particularly the Wiggins theory of normally hyperbolic invariant manifolds (NHIM) in dynamical systems [20,21], offer new opportunities to refine classical reaction rate theories. For example, instead of using a reaction path Hamiltonian, Wiggins et al. [22] proposed to transform the system Hamiltonian by a sequence of local and nonlinear canonical transformations to a particular form, which then allows for explicit construction of an exact many-dimensional separatrix and straightforward calculation of the flux across that separatrix. This novel methodology, although based on a local picture of the reaction dynamics, is expected to greatly deepen our understanding of the similarities and differences between many-dimensional and few-dimensional reacting systems.

A successful reaction rate theory cannot completely ignore some of the important features of the reaction dynamics. Reacting molecular systems cannot be truly ergodic, and this "order in chaos" is precisely why statistical theories must be rather sophisticated. The importance of this point can be appreciated, for example, from examination of the reactive islands theory (RIT) [23-25] of the rate of unimolecular isomerization. Incorporated into RIT is a high degree of phase space structure associated with the chaotic dynamics of isomerization. More significantly, Komatsuzaki and Berry [26] have presented a systematic approach to identifying local regularities embedded in the chaotic dynamics of many-dimensional systems. The key element in their approach is the use of Lie canonical perturbation theory to rotate away the irregular behavior particularly associated with the motion along the reaction coordinate, and then to identify local constants of the motion. Since the frequency associated with the reactive mode is imaginary, they show that at least one local approximate constant of motion exists even when the dynamics of the transition state becomes manifestly chaotic. This important result makes it possible to construct a local multidimensional separatrix and has provided new perspectives into chemical reaction dynamics.

With this brief overview of classical theories of unimolecular reaction rate, one might wonder why classical mechanics is so useful in treating molecular systems that are microscopic, and one might question when a classical statistical theory should be replaced by a corresponding quantum theory. These general questions bring up the important issue of quantum-classical correspondence in general and the field of quantum chaos [27-29] (i.e., the quantum dynamics of classically chaotic systems) in particular. For example, is it possible to translate the above classical concepts (e.g., phase space separatrix, NHIM, reactive islands) into quantum mechanics, and if yes, how? What is the consequence of
quantization for energy transport in chaotic systems? Anticipating its importance to chemical reaction rate theory, we shall also review some recent results from the relatively young field of quantum chaos.

Recent years have also witnessed exciting developments in the active control of unimolecular reactions [30,31]. Reactants can be prepared and their evolution interfered with on very short time scales, and coherent light sources can be used to imprint information on molecular systems so as to produce more or less of specified products. Because a well-controlled unimolecular reaction is highly nonstatistical and presents an excellent example in which any statistical theory of the reaction dynamics would terribly fail, it is instructive to comment on how to view the vast control possibilities, on the one hand, and various statistical theories of reaction rate, on the other hand. Note first that a controlled unimolecular reaction, most often subject to one or more external fields and manipulated within a very short time scale, undergoes nonequilibrium processes and is therefore not expected to be describable by any unimolecular reaction rate theory that assumes the existence of an equilibrium distribution of the internal energy of the molecule. Second, strong deviations from statistical behavior in an uncontrolled unimolecular reaction can imply the existence of "order in chaos" and thus more possibilities for inexpensive active control of product formation. Third, most control scenarios rely on quantum interference effects that are neglected in classical reaction rate theory. Clearly, then, studies of controlled reaction dynamics and studies of statistical reaction rate theory complement each other.

This review chapter, intended to be self-contained and reasonably focused on the work developed in our group, is organized as follows. We begin with introducing some basic but important concepts in classical mechanics and chaotic transport, including canonical transformations, the KAM theorem, bottlenecks to chaotic transport in both few-dimensional and many-dimensional systems, normally hyperbolic invariant manifolds, and more. These concepts are strengthened, in Section III, by presenting some simple mapping models for unimolecular fragmentation. Then, in Section IV, we review a number of classical theories of unimolecular predissociation reaction rate, with detailed comparisons between different theories and between theoretical and experimental results. This is followed, in Section V, by a review of unimolecular isomerization rate theories and their application to various model systems. In Section VI we describe some standard quantum and semiclassical approaches to unimolecular reaction rate theory, with emphasis placed on their connections to classical approaches. Finally, Section VII contains a brief survey of some recent results concerning quantum transport in classically chaotic systems; how these results are expected to influence our understanding of quantum effects in unimolecular reaction dynamics is also discussed. Section VIII contains some concluding remarks and speculations.

## II. PHASE-SPACE STRUCTURE OF MOLECULAR DYNAMICS

## A. Canonical Transformation

In classical mechanics the state of a system with $n$ DOFs is represented by a vector $\left(q_{1}, q_{2}, \ldots, q_{n} ; p_{1}, p_{2}, \ldots, p_{n}\right) \equiv(\mathbf{q}, \mathbf{p})$ in a $2 n$-dimensional phase space, whose evolution is governed by Hamilton's equations of motion

$$
\begin{equation*}
\frac{d \mathbf{q}}{d t}=\frac{\partial H}{\partial \mathbf{p}}, \quad \frac{d \mathbf{p}}{d t}=-\frac{\partial H}{\partial \mathbf{q}} \tag{1}
\end{equation*}
$$

where $\mathbf{q}$ represents the configuration coordinates, $\mathbf{p}$ represents the conjugate momenta, and $H=H(\mathbf{q}, \mathbf{p})$. Although time-dependent systems such as periodically kicked systems will also be discussed in this review, here we restrict ourselves to time-independent systems. Then the energy of the system, denoted by $E$, is conserved, and the time-evolving trajectories are necessarily restricted to a $(2 n-1)$-dimensional hypersurface.

There exists a special type of coordinate transformation in phase space, called a canonical transformation, which transforms the original system variables $(\mathbf{q}, \mathbf{p})$ to new system variables $\left(\mathbf{q}^{\prime}, \mathbf{p}^{\prime}\right) \equiv\left(q_{1}^{\prime}, q_{2}^{\prime}, \ldots, q_{n}^{\prime} ; p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{n}^{\prime}\right)$ while retaining the structure of Hamilton's equations of motion, that is,

$$
\begin{equation*}
\frac{d \mathbf{q}^{\prime}}{d t}=\frac{\partial H^{\prime}}{\partial \mathbf{p}^{\prime}}, \quad \frac{d \mathbf{p}^{\prime}}{d t}=-\frac{\partial H^{\prime}}{\partial \mathbf{q}^{\prime}} \tag{2}
\end{equation*}
$$

where $H^{\prime}=H^{\prime}\left(\mathbf{q}^{\prime}, \mathbf{p}^{\prime}\right)=H(\mathbf{q}, \mathbf{p})$. A canonical transformation can be generated by requiring $\mathbf{p} \cdot d \mathbf{q}-\mathbf{p}^{\prime} \cdot d \mathbf{q}^{\prime}$ to be a complete differential $d F$. For example, if $F=F\left(\mathbf{q}, \mathbf{q}^{\prime}\right)$, then one needs

$$
\begin{equation*}
\mathbf{p}=\frac{\partial F_{1}}{\partial \mathbf{q}}, \quad \mathbf{p}^{\prime}=-\frac{\partial F_{1}}{\partial \mathbf{q}^{\prime}} \tag{3}
\end{equation*}
$$

to realize the canonical transformation. Of particular importance is the case in which $F$ can be written as $F_{2}\left(\mathbf{q}, \mathbf{p}^{\prime}\right)-\mathbf{p}^{\prime} \cdot \mathbf{q}^{\prime}$. One then obtains

$$
\begin{equation*}
\mathbf{p}=\frac{\partial F_{2}}{\partial \mathbf{q}}, \quad \mathbf{q}^{\prime}=\frac{\partial F_{2}}{\partial \mathbf{p}^{\prime}} \tag{4}
\end{equation*}
$$

where $\mathbf{q}^{\prime}$ should be regarded as a function of $\mathbf{q}$ and $\mathbf{p}^{\prime}$. Due to energy conservation, Eq. (4) directly leads to the Hamilton-Jacobi equation:

$$
\begin{equation*}
H\left(\mathbf{q}, \frac{\partial F_{2}}{\partial \mathbf{q}}\right)=E \tag{5}
\end{equation*}
$$

Solving this partial differential equation, which is required to construct the canonical transformation, is in general as difficult as solving Eq. (1). However, Eq. (5) is very useful in obtaining approximate solutions using, for example, perturbation theory.

An alternative procedure to generate a canonical transformation is to use the Hamiltonian flow itself. Consider an arbitrary Hamiltonian system of the same dimension as the original system. The associated functional dependence of the final state at $t=t_{f}$ on the initial state at $t=t_{i}$ can be represented by

$$
\begin{equation*}
\mathbf{q}\left(t_{i}\right) \rightarrow \mathbf{q}\left(t_{f}\right)=\mathbf{q}\left[\mathbf{q}\left(t_{i}\right), \mathbf{p}\left(t_{i}\right)\right] ; \quad \mathbf{p}\left(t_{i}\right) \rightarrow \mathbf{p}\left(t_{f}\right)=\mathbf{p}\left[\mathbf{q}\left(t_{i}\right), \mathbf{p}\left(t_{i}\right)\right] \tag{6}
\end{equation*}
$$

Since both initial and final states satisfy the same equations of motion, the transformation of Eq. (6) is a natural canonical transformation. This kind of canonical transformation is a basic tool in the so-called Lie canonical perturbation theory for obtaining approximate constants of the motion.

## B. Invariant Measure

A classical statistical theory is concerned with an ensemble of classical trajectories. Denote the $k$ th evolving trajectory in an ensemble by $\left[\mathbf{q}_{k}(t), \mathbf{p}_{k}(t)\right]$. Then the ensemble average of a physical observable $A(\mathbf{q}, \mathbf{p})$ is given by

$$
\begin{equation*}
\bar{A}(t)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} A\left[\mathbf{q}_{k}(t), \mathbf{p}_{k}(t)\right] \tag{7}
\end{equation*}
$$

Consider now a trajectory density function $D(\mathbf{q}, \mathbf{p}, t)$, defined by

$$
\begin{equation*}
D(\mathbf{q}, \mathbf{p}, t)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} \delta\left[\mathbf{q}-\mathbf{q}_{k}(\mathbf{t})\right] \delta\left[\mathbf{p}-\mathbf{p}_{k}(\mathbf{t})\right] \tag{8}
\end{equation*}
$$

$D(\mathbf{q}, \mathbf{p})$ thus defined is evidently normalized, that is,

$$
\begin{equation*}
\int D(\mathbf{q}, \mathbf{p}, t) d \mathbf{q} d \mathbf{p}=1 \tag{9}
\end{equation*}
$$

The ensemble average $\bar{A}(t)$ can be expressed as

$$
\begin{equation*}
\bar{A}(t)=\int A(\mathbf{q}, \mathbf{p}) D(\mathbf{q}, \mathbf{p}, t) d \mathbf{q} d \mathbf{p} \tag{10}
\end{equation*}
$$

Invariant measure on classical phase space is an important concept in statistical theory. Suppose that there is an arbitrary phase space volume $V(t)$ at time $t$, which evolves to $V^{\prime}\left(t^{\prime}\right)$ at time $t^{\prime}$. An invariant measure,
denoted by $\mu_{i}$, has the property that it gives the same measure for $V(t)$ and $V^{\prime}\left(t^{\prime}\right)$. That is,

$$
\begin{equation*}
\mu_{i}[V(t)]=\mu_{i}\left[\mathrm{~V}^{\prime}\left(t^{\prime}\right)\right] \tag{11}
\end{equation*}
$$

Because the transformation from $[\mathbf{q}(t), \mathbf{p}(t)]$ to $\left[\mathbf{q}\left(t^{\prime}\right), \mathbf{p}\left(t^{\prime}\right)\right]$ is canonical, an almost trivial example of invariant measure in its differential form is given by

$$
\begin{equation*}
d \mu_{i}=d \mathbf{q} d \mathbf{p} \tag{12}
\end{equation*}
$$

The energy of a time-independent Hamiltonian system is a conserved quantity. In this case an invariant measure can be constructed on the energy shell $H(\mathbf{q}, \mathbf{p})=E$, that is,

$$
\begin{equation*}
d \mu_{i}=N \delta(H-E) d \mathbf{p} d \mathbf{q} \tag{13}
\end{equation*}
$$

where $N$ is a normalization constant. Similarly, if taking into account the total angular momentum $J_{\text {total }}$ that is conserved at $J$, an invariant measure can be constructed through

$$
\begin{equation*}
d \mu_{i}=N \delta(H-E) \delta\left(J_{\text {total }}-J\right) d \mathbf{p} d \mathbf{q} \tag{14}
\end{equation*}
$$

## C. Action and Angle Variables

For a completely separable Hamilton-Jacobi equation, one can always derive $n$ constants of motions for a system with $n$ DOFs. It is illustrative to consider a simple case in which $H=\sum_{j} H_{j}\left(q_{j}, p_{j}\right)$ and therefore $H_{j}\left(q_{j}, p_{j}\right)$ is conserved. The corresponding Hamilton-Jacobi equation can be readily solved by requiring $F_{2}=\sum_{j} g_{j}\left(q_{j}, \boldsymbol{\alpha}\right)$, where $\boldsymbol{\alpha} \equiv\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}\right)$, and

$$
\begin{equation*}
H_{j}\left(q_{j}, \frac{\partial g_{j}}{\partial q_{j}}\right)=\alpha_{j}, \quad j=1,2, \ldots, n \tag{15}
\end{equation*}
$$

where the $\alpha_{j}$ are constants of motion with $\sum_{j} \alpha_{j}=E$. Consider now $n$ new variables $\left(I_{1}, I_{2}, \ldots, I_{n}\right)$, each of which is defined by

$$
\begin{equation*}
I_{j}=\frac{1}{2 \pi} \oint p_{j} d q_{j}=\frac{1}{2 \pi} \oint \frac{\partial g_{j}\left(q_{j} \boldsymbol{\alpha}\right)}{\partial q_{j}} d q_{j,} \quad j=1,2, \ldots, n \tag{16}
\end{equation*}
$$

where $\oint$ denotes the integration over one period of the oscillation in $q_{j}$. Equation (16) defines the so-called action variables. These action variables can
be regarded as new momentum variables, and they are new constants of motion since they depend on $\alpha$ only:

$$
\begin{equation*}
I_{j}=I_{j}(\boldsymbol{\alpha}), \quad j=1,2, \ldots, n \tag{17}
\end{equation*}
$$

Inverting Eq. (17) yields $\alpha_{j}$ as functions of $I_{1}, I_{2}, \ldots, I_{n}$, which further gives the dependence of $g_{j}$ on $I_{1}, I_{2}, \ldots, I_{n}$ :

$$
\begin{equation*}
g_{j}=g_{j}\left[q_{j}, \boldsymbol{\alpha}\left(I_{1}, I_{2}, \ldots, I_{n}\right)\right] \tag{18}
\end{equation*}
$$

The new coordinate variables $\phi_{j}$ that are conjugate to $I_{j}$ are called angle variables. The transformation from $(\mathbf{q}, \mathbf{p})$ to $\left(\phi_{1}, \phi_{2}, \ldots, \phi_{n}\right)$ can be obtained from

$$
\begin{equation*}
\phi_{j}=\frac{\partial g_{j}\left[q_{j}, \boldsymbol{\alpha}\left(I_{1}, I_{2}, \ldots, I_{n}\right)\right]}{\partial I_{j}} \tag{19}
\end{equation*}
$$

Using the action and angle variables, Hamilton's equations of motion take the following simple form:

$$
\begin{align*}
\frac{d \phi_{j}}{d t}=\frac{\partial \alpha_{j}}{\partial I_{j}}=\omega_{j}\left(I_{j}\right), & j=1,2, \ldots, n  \tag{20}\\
\frac{d I_{j}}{d t}=-\frac{\partial \alpha_{j}}{\partial \phi_{j}}=0, & j=1,2, \ldots, n \tag{21}
\end{align*}
$$

Equation (20) indicates that $\phi_{j}$ assumes a linear time dependence. Furthermore, using Eqs. (16) and (19), one finds that over one oscillation period, the change in $\phi_{j}$ is given by

$$
\begin{equation*}
\oint d \phi_{j}=\oint d \frac{\partial g_{j}\left[q_{j}, \boldsymbol{\alpha}\left(I_{1}, I_{2}, \ldots, I_{n}\right)\right]}{\partial I_{j}}=\frac{\partial \oint p_{j} d q_{j}}{\partial I_{j}}=2 \pi \tag{22}
\end{equation*}
$$

Equation (21) makes it clear that the action-angle variable representation directly addresses the oscillation frequencies without looking into the details of the dynamics. Indeed, as shown below, the action-angle variable representation plays a key role in understanding important qualitative features of Hamiltonian dynamics.

## D. KAM Theorem

Consider a two-DOF system with the following Hamiltonian:

$$
\begin{equation*}
H=H_{0}\left(J_{1}, J_{2}\right)+\epsilon H_{1}\left(J_{1}, J_{2}, \phi_{1}, \phi_{2}\right) \tag{23}
\end{equation*}
$$

Here $J_{1}, J_{2}$ and $\phi_{1}, \phi_{2}$ are action and angle variables, $H_{0}\left(J_{1}, J_{2}\right)$ is the zerothorder Hamiltonian, and $\epsilon H_{1}\left(J_{1}, J_{2}, \phi_{1}, \phi_{2}\right)$ represents a perturbing Hamiltonian in a general form. The motion associated with $H_{0}\left(J_{1}, J_{2}\right)$ can be easily obtained; it is

$$
\begin{align*}
& J_{1}=\text { constant }, \quad J_{2}=\text { constant }  \tag{24}\\
& \phi_{i}=\phi_{0, i}+\omega_{i}\left(J_{1}, J_{2}\right) t, \quad \omega_{i} \equiv \partial H_{0} / \partial J_{i}, \quad i=1,2 \tag{25}
\end{align*}
$$

The corresponding trajectories can be best visualized as motion restricted to a two-dimensional torus, as shown in Fig. 1. If the frequency ratio, or the winding number $\omega_{1} / \omega_{2}$, is a rational number, the two DOFs are in resonance and an individual trajectory will close on itself on the torus. By contrast, if $\omega_{1} / \omega_{2}$ is an irrational number, then as time evolves a single trajectory will eventually cover the torus. The motion in the latter case is called conditionally periodic.

Kolmogoroff, Arnold, and Moser (KAM) established a theorem regarding the qualitative features of a perturbed Hamiltonian system. The KAM theorem states that, under small perturbation and for an analytical $H_{1}\left(J_{1}, J_{2}, \phi_{1}, \phi_{2}\right)$ in a

(a)

(b)

Figure 1. (a) Angle-action variables $\left(\phi_{1}, \phi_{2}, J_{1}, J_{2}\right)$ and the invariant torus for a two-oscillator system. (b) A periodic trajectory on the torus.
certain domain, classical trajectories display two kinds of motion. One is topologically the same as for $H_{0}\left(J_{1}, J_{2}\right)$, while the other can be chaotic-that is, extremely sensitive to slight changes in the initial condition. Specifically, the KAM theorem demonstrates that (a) with "sufficiently small" $\in$ and

$$
\begin{equation*}
\frac{\partial\left(\omega_{1}, \omega_{2}\right)}{\partial\left(J_{1}, J_{2}\right)} \neq 0 \tag{26}
\end{equation*}
$$

most of the unperturbed tori bearing conditionally periodic motion persist, but slightly perturbed by $\epsilon H_{1}\left(J_{1}, J_{2}, \phi_{1}, \phi_{2}\right)$; and (b) tori bearing motion with rational or almost rational frequency ratios are either drastically deformed or destroyed. Moreover, although the unperturbed tori with rational frequency ratios are everywhere, the majority (in the sense of measure theory) of initial conditions are shown to be restricted to deformed tori bearing conditionally periodic motion.

Hence, for small perturbations the system is nearly integrable: Most classical trajectories are restricted to two-dimensional phase-space structures that are often called "KAM tori." Since two classical trajectories cannot cross each other, a torus such as shown in Fig. 1 is in fact an impenetrable phase-space structure, dividing the three-dimensional energy shell into disjoint regions. With stronger perturbations, more KAM tori are expected to be destroyed and therefore more trajectories become chaotic.

## E. Poincaré Surface of Section

The classical dynamics of a system can also be analyzed on the so-called Poincaré surface of section (PSS). Hamiltonian flow in the entire phase space then reduces to a Poincaré map on a surface of section. One important property of the Poincaré map is that it is area-preserving for time-independent systems with two DOFs. In such systems Poincaré showed that all dynamical information can be inferred from the properties of trajectories when they cross a PSS. For example, if a classical trajectory is restricted to a simple two-dimensional torus, then the associated Poincaré map will generate closed KAM curves, an evident result considering the intersection between the torus and the surface of section. If a Poincaré map generates highly erratic points on a surface of section, the trajectory under study should be chaotic. The Poincare map has been a powerful tool for understanding chemical reaction dynamics in few-dimensional systems.

Here we show several examples of PSS using realistic molecular systems. In particular, Fig. 2 shows a PSS of a model T-shaped $\mathrm{HeI}_{2}$ molecule undergoing unimolecular dissociation, with a total energy of $E=-2662 \mathrm{~cm}^{-1}$. Figure 3 depicts the PSS of a model T-shaped $\mathrm{HeBr}_{2}$ molecule with the initial vibrational energy of the $\mathrm{Br}-\mathrm{Br}$ bond chosen to be the same as that of the 15 th quantum


Figure 2. Poincaré surface of section of the T-shaped $\mathrm{HeI}_{2}$ with a total energy $-2662 \mathrm{~cm}^{-1}$. $Q=R-R_{0}$, where $R$ is the $\mathrm{He}-\mathrm{I}_{2}$ bond length and $R_{0}$ is its equilibrium value. $P$ is the momentum conjugate to $R$. [From S. K. Gray, S. A. Rice, and M. J. Davis, J. Phys. Chem. 90, 3470 (1986).]


Figure 3. Poincaré surface of section of the T-shaped $\mathrm{HeBr}_{2}$ at the $\mathrm{Br}-\mathrm{Br}$ vibrational state $v=15$, showing a $4: 1$ resonance. [From A. A. Granovsky et al., J. Chem. Phys. 108, 6282 (1998).]


Figure 4. Poincaré surface of section of molecular isomerization of cyclobutanone $\left(\mathrm{C}_{4} \mathrm{H}_{6} \mathrm{O}\right)$ for the total reaction energy $E=0.01 \mathrm{a} . \mathrm{u}$, showing a $3: 1$ resonance.
vibrational state. Shown in Fig. 4 is a PSS associated with the molecular isomerization of cyclobutanone $\left(\mathrm{C}_{4} \mathrm{H}_{6} \mathrm{O}\right)$ at a total reaction energy of $E=0.01$ a.u. The reaction coordinate of the isomerization reaction is given as $s=r \phi$, where $r$ is the $\mathrm{C}=\mathrm{O}$ bond distance and $\phi$ is the $\mathrm{C}=\mathrm{O}$ wagging angle.

These examples indicate that the PSS associated with reacting moecular systems typically displays both regular and irregular structures. In particular, the random looking splatter of points on the PSS is generated by a single trajectory, and trajectories with initial conditions that are only slightly different would yield similar patterns. In contrast, there are also smooth KAM curves that occupy significant portions of the PSS. Clearly, trajectories associated with regular structures give no contribution to reaction and only chaotic trajectories, which wander over the entire PSS generate reaction. Also seen is that there often exists a chain of islands between the regular and chaotic regions. For example, in Fig. 2 there are four islands surrounding the closed curves at their centers. Trajectories initiated from these islands cannot escape; they consecutively revisit them. That is, a classical trajectory intersects the PSS four times before visiting all the islands and thus completing a "rotation" on the PSS. This suggests that this chain of islands is the new phase-space structure associated with a zeroth-order torus of a $4: 1$ resonance. These important features of the PSS can be found in virtually all two-DOF Hamiltonian systems that are neither totally separable nor strongly chaotic.

## F. Stability Analysis

Further insights into reaction dynamics can be obtained by analyzing the stability of classical trajectories. Presumably, stable periodic orbits will be restricted to KAM tori and therefore be nonreactive; and unstable periodic orbits will provide information about the location of resonances and therefore some qualitative features of the intramolecular energy flow.

As an example, consider a two-dimensional dynamical mapping with the simplest periodic orbit-that is, a fixed point at $\left(q_{0}, p_{0}\right)$. Suppose that the initial condition $\left(q_{0}^{\prime}, p_{0}^{\prime}\right)$ is only infinitesimally shifted from $\left(q_{0}, p_{0}\right)$ with $q_{0}^{\prime}-q_{0}=d q ; p_{0}^{\prime}-p_{0}=d p$. With one iteration of the map, $\left(q_{0}, p_{0}\right)$ evolves to ( $q_{1}, p_{1}$ ), and the initial "errors" $d q$ and $d p$ are propagated to $\delta q$ and $\delta p$, which is given by

$$
\begin{equation*}
\binom{\delta q}{\delta p}=\mathbf{M}\binom{d q}{d p} \tag{27}
\end{equation*}
$$

where the Jacobi transformation matrix $\mathbf{M}$, usually called the monodromy matrix, is given by

$$
\mathbf{M}=\left(\begin{array}{ll}
\frac{\partial q_{1}}{\partial q_{0}} & \frac{\partial q_{1}}{\partial p_{0}}  \tag{28}\\
\frac{\partial p_{1}}{\partial q_{0}} & \frac{\partial p_{1}}{\partial p_{0}}
\end{array}\right) \equiv\left(\begin{array}{ll}
M_{11} & M_{12} \\
M_{21} & M_{22}
\end{array}\right)
$$

For an area-preserving map, such as the Poincaré map, one has

$$
\begin{equation*}
\operatorname{det}(\mathbf{M})=M_{11} M_{22}-M_{12} M_{21}=1 \tag{29}
\end{equation*}
$$

This leads to a simple relationship between the two eigenvalues of the $\mathbf{M}$ matrix. Indeed, directly solving

$$
\begin{equation*}
\operatorname{det}(\mathbf{M}-\lambda \mathbf{I})=0 \tag{30}
\end{equation*}
$$

one finds that the eigenvalues are given by

$$
\begin{align*}
\lambda_{ \pm} & =\frac{M_{11}+M_{22}}{2} \pm\left[\frac{\left(M_{11}+M_{22}\right)^{2}}{4}-1\right]^{1 / 2} \\
& =\frac{M_{11}+M_{22}}{2} \pm i \frac{1}{2}\left[4-\left(M_{11}+M_{22}\right)^{2}\right]^{1 / 2} \tag{31}
\end{align*}
$$

with $\lambda_{+} \lambda_{-}=1$.

For stable periodic trajectories the two eigenvalues $\lambda_{ \pm}$are complex numbers conjugate to each other, and the corresponding eigenvectors correspond to a simple rotation around the fixed point $\left(q_{0}, p_{0}\right)$. By contrast, provided that

$$
\begin{equation*}
\frac{\left(M_{11}+M_{22}\right)^{2}}{4}>1 \tag{32}
\end{equation*}
$$

the eigenvalues $\lambda_{ \pm}$are real and one of them (say $\lambda_{+}$) must be larger than 1 . In this case periodic orbits are unstable: A small error in initial conditions along the direction of the $\lambda_{+}$eigenvector will be amplified by a factor of $\lambda_{+}$for each iteration of the map, a clear example of the exponential sensitivity of chaotic trajectories. The Lyapunov exponent, which is defined by the exponential divergence rate of two nearby trajectories, is then given by $\ln \lambda_{+}$. Thus there is an unstable manifold associated with the unstable fixed point. However, if $d q$ and $d p$ are precisely along the direction of the $\lambda_{-}$eigenvector associated with the same unstable fixed point, the displacement between two nearby trajectories exponentially contracts rather than expands, as is clear from the fact $\lambda_{-}=1 / \lambda_{+}<1$. Hence there is also a stable manifold associated with an unstable fixed point. This result holds for any area-preserving map. The marginal case $\lambda_{+}=\lambda_{-}=1$ is indicative of the onset of chaos. A more detailed and extensive discussion of stability analysis can be found in the excellent book Regular and Chaotic Dynamics by Lichtenberg and Lieberman [7].

The basic picture discussed above is quite general in Hamiltonian systems. Of particular importance is the concept of stable and unstable manifolds associated with unstable periodic orbits. Trajectories along the stable manifold will be mapped toward the periodic orbit, whereas trajectories along the unstable manifold will be mapped away from the periodic orbit. It turns out that the union of segments of the stable and unstable manifolds is very useful in defining the reaction separatrix and calculating the flux crossing the separatrix in few-dimensional systems.

## G. Bottlenecks in Few-Dimensional Systems

The KAM theorem demonstrates the existence of KAM tori when the perturbations to the motion are small. What happens when a nearly integrable Hamiltonian is strongly perturbed? For example, with increasing perturbation strength, what is the last KAM torus to be destroyed and how should we characterize the phase space structures when all KAM tori are destroyed? Using simple dynamical mapping systems, which can be regarded as Poincaré maps in Hamiltonian systems with two DOFs, MacKay, Meiss, and Percival [8,9] and Bensimon and Kadanoff [10] showed that the most robust KAM curve
against perturbation has a winding number associated with the golden mean, that is,

$$
\begin{equation*}
\frac{\omega_{1}}{\omega_{2}}=(1+g) \tag{33}
\end{equation*}
$$

where $\omega_{1}$ and $\omega_{2}$ are the frequencies, and

$$
\begin{equation*}
g=\frac{1}{2}(\sqrt{5}-1)=\frac{1}{1+\frac{1}{1+\frac{1}{1+2}}}=0.61803398 \ldots \tag{34}
\end{equation*}
$$

More importantly, they showed that even after the most robust KAM curve is destroyed, its remnants display highly fractal structures characteristic of a cantorus, thereby constituting strong bottlenecks to phase space transport. That is, although a classical trajectory is extremely sensitive to slight changes in its initial condition, this trajectory may still find it difficult to go from one phase space region to another through the cantorus. Qualitatively, this is because the exponential sensitivity of chaotic motion is a local property, whereas transport between disjoint phase space regions is a nonlocal phenomenon.

The existence of bottlenecks to Hamiltonian transport suggests that intramolecular energy flow can be highly nonergodic. Thus, accounting for the bottlenecks should greatly improve chemical reaction rate theories. For example, for the $4: 1$ resonance shown in Figs. 2 and 3, the intramolecular bottleneck should be located at

$$
\begin{equation*}
\frac{\omega_{1}}{\omega_{2}}=4+g \tag{35}
\end{equation*}
$$

For the case in Fig. 4 the intramolecular bottleneck is expected to be associated with

$$
\begin{equation*}
\frac{\omega_{1}}{\omega_{2}}=3+g \tag{36}
\end{equation*}
$$

## H. Bottlenecks in Many-Dimensional Systems

In exact dynamics simulations the main difference between many-dimensional and few-dimensional systems is the requirement for computational resources. However, in the context of reaction rate theory the most relevant issue is how to understand and describe the qualitative differences between a few-dimensional topological structure and its many-dimensional analog. For example, given that the PSS in few-dimensional systems provides a powerful tool with which to analyze reaction dynamics, can we utilize the PSS in many-dimensional
systems? The answer is no, because in many-dimensional systems a Poincaré map on a surface of section is no longer an area-preserving map. Hence, it is unclear how to visualize and effectively analyze classical trajectories in a system with many DOFs.

It was shown above that KAM tori can separate a three-dimensional energy surface into disjoint regions. Trajectories on one side of a torus can never reach the other side. This simple picture does not hold in many-dimensional systems. To see this more clearly, consider a nearly integrable system with $n$ DOFs. Its energy surface has dimension $2 n-1$. Thus any phase space structure that can separate this energy surface into two disconnected pieces must have a dimension of $2 n-2$. On the other hand, from the above-mentioned actionangle variable analysis, one sees that each KAM torus is characterized by $n$ actions, so that they have dimension $2 n-n=n$, far smaller than $2 n-2$ if $n \geq 3$. As such, KAM tori in many-dimensional systems no longer present structural barriers that restrict chaotic trajectories from visiting almost the entire energy surface. This phenomenon is called Arnold diffusion.

Arnold diffusion is typically slow if the system is not strongly chaotic, a case relevant to many unimolecular reactions. In this sense, although KAM tori no longer divide the energy surface into disjoint regions, their very existence still generates effective bottlenecks to phase-space transport. Furthermore, recent studies of many-dimensional reacting systems suggest that the golden mean cantori (taken in the sense of pairwise frequency ratios) continue to be strong bottlenecks to phase space transport. For example, Tersigni and Rice [32] examined the robustness of cantori in a system with two DOFs perturbed by a third DOF and found that the golden mean cantorus defined in terms of the first two DOFs remains a significant bottleneck in the full system. With a local frequency analysis approach, Martens, Davis, and Ezra [33] analyzed a threeDOF model of the OCS molecule and noticed the importance of the ratio between the $\mathrm{O}-\mathrm{C}$ and $\mathrm{C}-\mathrm{S}$ vibrational frequencies, shedding light on the slow chaotic transport observed in the same molecule [34]. Assuming that the most effective bottleneck is associated with a highly irrational pairwise frequency ratio, Zhao and Rice also considered a three-dimensional system and obtained fairly good results that will be reviewed later.

## I. Normally Hyperbolic Invariant Manifold

An unstable periodic orbit is one-dimensional, being of dimension two less than the energy surface in systems with two DOFs. In an $n$-DOF system the energy surface is of dimension $2 n-1$. In such systems, Wiggins showed that the analog of unstable periodic orbits is the so-called "normally hyperbolic invariant manifold" (NHIM) of dimension $2 n-3$ [20,21]. Trajectories slightly displaced from an NHIM can be analyzed using a many-dimensional stability analysis. The
expansion and contraction rates normal to an NHIM will dominate those tangent to it. Wiggins demonstrated that an NHIM, if it exists, is structurally stable-that is, robust against perturbations. Wiggins further proved that there always exist NHIMs associated with each individual many-dimensional resonance condition, that is,

$$
\begin{equation*}
\mathbf{m} \cdot \boldsymbol{\omega}=m_{1} \omega_{1}+m_{1} \omega_{2}+\cdots+m_{n} \omega_{n}=0 \tag{37}
\end{equation*}
$$

where the $m_{i}$ are integers not all of which are zero, and $\omega_{i}$ is the frequency associated with the $i$ th DOF.

Similar to unstable periodic orbits, an NHIM has stable and unstable manifolds that are of dimension $2 n-2$ and are also structurally stable. Note that a union of the segments of the stable and unstable manifolds is also of dimension $2 n-2$, which is only of dimension one less than the energy surface. Hence, as far as dimensionality is concerned, it is possible for a combination of the stable and unstable manifolds of an NHIM to divide the many-dimensional energy surface so that reaction flux can be defined. However, unlike the fewdimensional case in which a union of the stable and unstable manifolds necessarily encloses a phase space region, a combination of the stable and unstable manifolds of an NHIM may not do so in a many-dimensional system. This phenomenon is called "homoclinic tangency," and it is extensively discussed in a recent review article by Toda [17].

To be more specific, consider a system with the following Hamiltonian:

$$
\begin{align*}
H= & \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+\lambda q_{n} p_{n}+f_{1}\left(q_{1}, q_{2}, \ldots, q_{n-1}, p_{1}, p_{2}, \ldots, p_{n-1}, q_{n} p_{n}\right) \\
& +f_{2}\left(q_{1}, q_{2}, \ldots, q_{n-1}, p_{1}, p_{2}, \ldots, p_{n-1}\right) \tag{38}
\end{align*}
$$

where $q_{i}$ and $p_{i}$ are conjugate canonical variables, and

$$
\begin{equation*}
f_{1}\left(q_{1}, q_{2}, \ldots, q_{n-1}, p_{1}, p_{2}, \ldots, p_{n-1}, 0\right)=0 \tag{39}
\end{equation*}
$$

Wiggins et al. [22] pointed out that one can always locally transform a Hamiltonian to the form of Eq. (1.38) if there exists a certain type of saddle point. Examination of the associated Hamilton's equations of motion shows that $q_{n}=p_{n}=0$ is a fixed point that defines an invariant manifold of dimension $2 n-2$. This manifold intersects with the energy surface, creating a $(2 n-3)$-dimensional invariant manifold. The latter invariant manifold of dimension $2 n-3$ is an excellent example of an NHIM. More interesting, in this case the stable and unstable manifolds of the NHIM, denoted by $W^{s}$ and $W^{u}$,
respectively, can be explicitly constructed by a simple stability analysis. One finds

$$
\begin{array}{lll}
W^{s}: & \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}=\mathrm{constant}>0, & q_{n}=0 \\
W^{u}: & \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}=\mathrm{constant}>0, & p_{n}=0 \tag{41}
\end{array}
$$

It should always be remembered that this representation is a local picture of the dynamics. A general way of constructing an NHIM is still unknown and may not exist at all.

## III. MAPPING MODELS OF UNIMOLECULAR FRAGMENTATION

## A. Two-Dimensional Free Particle in a Morse-like Kicking Field

Gaspard and Rice [35] were the first to use simple mapping models to simulate the dynamics of molecular fragmentation. Consider first a model describing a free particle periodically kicked by a Morse-like potential. The Hamiltonian is given by

$$
\begin{equation*}
H=\frac{P^{2}}{2 m}+T G(X) \sum_{n=-\infty}^{\infty} \delta(t-n T) \tag{42}
\end{equation*}
$$

where the kicking potential is given by

$$
\begin{equation*}
G(X)=D\left[1-\exp (-\alpha X)^{2}\right] \tag{43}
\end{equation*}
$$

with

$$
\begin{equation*}
\lim _{X \rightarrow \infty} \frac{d G(X)}{d X}=0 \tag{44}
\end{equation*}
$$

This choice of $G(X)$ is designed to mimic some aspects of a molecular process. The classical phase space is two-dimensional. Let $\left(X_{n}, P_{n}\right)$ be the position and momentum of the particle just before the $n$th kick. Then the kicking field induces an area-preserving map

$$
\begin{align*}
& P_{n+1}=P_{n}-T \frac{d G\left(X_{n}\right)}{d X_{n}}  \tag{45}\\
& X_{n+1}=X_{n}+\frac{T}{m} P_{n+1} \tag{46}
\end{align*}
$$

To simplify the matter, the scaling transformation

$$
\begin{equation*}
p_{n}=\frac{\alpha T}{m} P_{n}, \quad q_{n}=\alpha X_{n} \tag{47}
\end{equation*}
$$

is introduced, resulting in the difference equations

$$
\begin{align*}
& p_{n+1}=p_{n}+d\left[\exp \left(-2 q_{n}\right)-\exp \left(-q_{n}\right)\right]  \tag{48}\\
& q_{n+1}=q_{n}+p_{n+1} \tag{49}
\end{align*}
$$

It is seen that after the scaling the map from $\left(p_{n}, q_{n}\right)$ to $\left(p_{n+1}, q_{n+1}\right)$ depends on only one parameter, $d=2 \alpha^{2} T^{2} D / m$. To be as realistic as possible, we assume $d>0$.

The map of Eqs. (48) and (49) has two fixed points: $(q, p)=(0,0)$ and $(q, p)=(\infty, 0)$. Their stabilities are determined by the eigenvalues $\Lambda$ of the linearized mapping, which are given by

$$
\begin{equation*}
\operatorname{det}(\mathbf{J}-\Lambda \mathbf{I})=0 \tag{50}
\end{equation*}
$$

where $\mathbf{J}$ is the Jacobian of the mapping. At the fixed point $(q, p)=(0,0)$ the eigenvalues are

$$
\begin{equation*}
\Lambda_{ \pm}=\frac{1}{2}[2-d \pm \sqrt{d(d-4)}] \tag{51}
\end{equation*}
$$

When $0<d<4$, these two eigenvalues can be written as

$$
\begin{equation*}
\Lambda_{ \pm}=\exp ( \pm i 2 \pi \rho) \tag{52}
\end{equation*}
$$

with $d=2-2 \cos (2 \pi \rho)$. Suppose now $\rho$ can be expressed as the ratio of two integer numbers, say, $m_{1} / m_{2}$. Then after $m_{2}$ iterations of this map one has $\left(\Lambda_{ \pm}\right)^{m_{2}}=1$. That is, after $m_{2}$ rotations on the two-dimensional plane a small change in the initial condition returns exactly to its starting value. As such, this new expression for $\Lambda_{ \pm}$is indicative of resonances. These resonances are arranged in the parameter space in a monotone sequence between $\rho=1 / \infty$ and $\rho=1 / 2$. Of particular importance are the low-order resonances associated with $d=2$ and $d=3$.

In most cases of $0<d<4$, there are a set of bounded trajectories surrounding the stable fixed point and forming the main quasi-periodic islands. These regular trajectories are bounded by the largest invariant island. Outside the largest island there also exist smaller quasi-periodic islands, forming an invariant set of positive Lebesgue measure in the two-dimensional phase space. Besides, there exists a Cantor-like invariant set of unstable trajectories
wandering between these small quasi-periodic islands. This latter set is the repellor of the system that controls the escape dynamics.

By plotting only the trajectories that remain at a finite distance over long times, the global invariant set can be constructed, as shown in Fig. 5 for different values of $d$. Seen in Fig. 5a are large regular islands around $p=q=0$ for $d=1.8$. Then, for the case of $d=2$ shown in Fig. 5b, there is a catastrophic collapse of the global invariant set when the center $p=q=0$ undergoes a loworder resonance. A large island reappears as the value of $d$ further increases, as shown in Fig. 5c.

Also interesting is the dynamical behavior associated with the fixed point at infinity, that is, $(q, p)=(\infty, 0)$. Here we introduce the concept of homoclinic orbit, which is a trajectory that goes to an unstable fixed point in the past as well as in the future. A homoclinic orbit thus passes the intersection between the unstable and stable manifolds of a particular fixed point. Indeed, as shown in Fig. 6, these manifolds generate a so-called homoclinic web. In particular, Fig. 6a displays a Smale horseshoe giving a two-symbol subdynamics, indicating that the fixed point $(\infty, 0)$ is not a saddle. Nevertheless, it is still unstable with distinct stable and unstable manifolds, with its dynamics much slower than that for a saddle. Figure $6 b$ shows an example of a numerical plot of the stable and unstable manifolds.

Gaspard and Rice also considered a kicking field with several minima and maxima such that the mapping has several bottlenecks, with each bottleneck associated with particular fixed points. The existence of several bottlenecks allows their model to better mimic some properties of intramolecular energy flow. Specifically, they chose

$$
\begin{equation*}
\frac{d g}{d q}=-d e^{-q}\left(e^{-q}-r\right)\left(e^{-q}-s\right)\left(e^{-q}-w\right) \tag{53}
\end{equation*}
$$

In this case, there are four fixed points, located at $(\infty, 0),(-\ln r, 0),(-\ln s, 0)$, $(-\ln w, 0)$, respectively. One example of such a map is given by

$$
\begin{align*}
& p_{n+1}=p_{n}+d e^{-q_{n}}\left(e^{-q_{n}}-1\right)\left(e^{-q_{n}}-1 / 2\right)\left(e^{-q_{n}}-1 / 4\right)  \tag{54}\\
& q_{n+1}=q_{n}+p_{n+1} \tag{55}
\end{align*}
$$

with the two stable fixed points $(0,0)$ and $(\ln 4,0)$ and the intermediate saddle point $(\ln 2,0)$. The number of fixed pointed can be reduced by one if we choose, for example, $w=0$ instead of $w=1 / 4$. Then the following map is obtained:

$$
\begin{align*}
p_{n+1} & =p_{n}+d e^{-2 q_{n}}\left(e^{-q_{n}}-1\right)\left(e^{-q_{n}}-1 / 2\right)  \tag{56}\\
q_{n+1} & =q_{n}+p_{n+1} \tag{57}
\end{align*}
$$



Figure 5. Phase portrait of the Gaspard-Rice two-dimensional mapping with the two fixed points at $(0,0)$ and $(\infty, 0)$. (a) The portrait is obtained with 54 trajectories and 400 iterations; $d=1.8$. (b) Same as in (a) except for $d=2$ with 48 trajectories. (c) Same as in (a) except for $d=2.2$ with 22 trajectories. [From P. Gaspard and S. A. Rice, J. Phys. Chem. 93, 6947 (1989).]


Figure 6. (a) Formation of a Smale horseshoe after six iterations starting from the domain labeled 0 under the Gaspard-Rice two-dimensional mapping with $d=1.8$ and two fixed points at $(0,0)$ and $(\infty, 0)$. The curves are the stable and unstable manifolds forming the homoclinic web. $(b)$ The stable manifold $W_{s}$ and the unstable manifold $W_{u}$. Their intersections $a$ and $b$ define two distinct homoclinic orbits. Another homoclinic orbit is defined by the point $t$ where $W_{s}$ is tangent to $W_{u}$. [From P. Gaspard and S. A. Rice, J. Phys. Chem. 93, 6947 (1989).]
with one stable fixed point at $(0,0)$ and one saddle point at $(\ln 2,0)$ for $0<d<8$. A standard homoclinic structure can be linked with this saddle, and it mimics an intramolecular bottleneck. Also observed are resonances associated with the center point $(0,0)$, catastrophic collapses of the invariant sets, and a
period-doubling bifurcation at $d=8$ that generates a period-2 orbit of the center type. The phase space structures for the various cases are shown in Fig. 7.

## B. Four-Dimensional Free Rotor in a Morse-like Kicking Field

Gaspard and Rice [35] also proposed a four-dimensional map in order to study Hamiltonian systems with Arnold diffusion. The model Hamiltonian is a free rotor in a Morse-like kicking field and takes the following form:

$$
\begin{equation*}
H=\frac{L^{2}}{2 I}+\frac{P^{2}}{2 m}+T G(\theta, X) \sum_{n=-\infty}^{\infty} \delta(t-n T) \tag{58}
\end{equation*}
$$

The kick amplitude $G(\theta, X)$ is assumed to vanish at large distance $X$. Note that the rotor may escape from the kicking field. Gaspard and Rice studied a kicking field defined by

$$
\begin{equation*}
G(\theta, X)=D\left[(1+g \cos \theta) e^{-2 \alpha X}-2 e^{-\alpha X}\right] \tag{59}
\end{equation*}
$$

with $D>0$ and $|g|<1$ in order for the motion be stable in the repulsive part of the field. With a proper scaling one obtains

$$
\begin{align*}
l_{n+1} & =l_{n}+c \sin \theta_{n} e^{-2 q_{n}}  \tag{60}\\
\theta_{n+1} & =\theta_{n}+l_{n+1}  \tag{61}\\
p_{n+1} & =p_{n}+d\left[\left(1+g \cos \theta_{n}\right) e^{-2 q_{n}}-2 e^{-q_{n}}\right]  \tag{62}\\
q_{n+1} & =q_{n}+p_{n+1} \tag{63}
\end{align*}
$$

as a four-dimensional map induced by Hamilton's equations of motion. This map is pseudosymplectic in the sense that

$$
\begin{equation*}
\mathbf{J}^{\mathbf{t}} \boldsymbol{\omega} \mathbf{J}=\boldsymbol{\omega} \tag{64}
\end{equation*}
$$

where $\mathbf{J}$ is the Jacobian

$$
\begin{equation*}
\mathbf{J}=\frac{\partial\left(l_{n+1}, p_{n+1}, \theta_{n+1}, q_{n+1}\right)}{\partial\left(l_{n}, p_{n}, \theta_{n}, q_{n}\right)} \tag{65}
\end{equation*}
$$

and the $\boldsymbol{\omega}$ matrix is given by

$$
\boldsymbol{\omega}=\left(\begin{array}{rrrr}
0 & 0 & \alpha & 0  \tag{66}\\
0 & 0 & 0 & \beta \\
-\alpha & 0 & 0 & 0 \\
0 & -\beta & 0 & 0
\end{array}\right)
$$



Figure 7. Phase portrait of the Gaspard-Rice two-dimensional mapping model. (a) The mapping has two stable fixed points at $(0,0)$ and $(\ln 4,0)$ and one intermediate saddle point at $(\ln 2,0) ; d=2$. (b) The mapping has one stable fixed point at $(0,0)$ and one saddle point at $(\ln 2,0)$; $d=1$. (c) The mapping has one stable fixed point at $(0,0)$ and one saddle point at $(\ln 2,0) ; d=5$. [From P. Gaspard and S. A. Rice, J. Phys. Chem. 93, 6947 (1989).]
with $2 c \alpha=d g \beta$. Of course, this map preserves the phase space volume, as is evident from $\operatorname{det}(\mathbf{J})=1$.

There are two fixed points at a finite distance. The first one is at $l=0, \theta=0$, $p=0, q=\ln (1+g)$, where the four stability eigenvalues are

$$
\begin{align*}
& \Lambda_{1,2}=1+\frac{c}{2(1+g)^{2}} \pm\left(\frac{c}{(1+g)^{2}}\left[1+\frac{c}{4(1+g)^{2}}\right]\right)^{1 / 2}  \tag{67}\\
& \Lambda_{3,4}=1-\frac{d}{2(1+g)} \pm\left(\frac{d}{1+g}\left[\frac{d}{4(1+g)}-1\right]\right)^{1 / 2} \tag{68}
\end{align*}
$$

with

$$
\begin{equation*}
\Lambda_{1} \Lambda_{2}=1, \quad \Lambda_{3} \Lambda_{4}=1 \tag{69}
\end{equation*}
$$

The second one is at $l=0, \theta=0, p=0, q=\ln (1-g)$, where the four stability eigenvalues are

$$
\begin{align*}
& \Lambda_{1,2}=1-\frac{c}{2(1+g)^{2}} \pm\left(\frac{c}{(1-g)^{2}}\left[\frac{c}{4(1-g)^{2}}-1\right]\right)^{1 / 2}  \tag{70}\\
& \Lambda_{3,4}=1-\frac{d}{2(1+g)} \pm\left(\frac{d}{1-g}\left[\frac{d}{4(1-g)}-1\right]\right)^{1 / 2} \tag{71}
\end{align*}
$$

The decay dynamics of this map is intended to mimic the process of molecular fragmentation. Gaspard and Rice calculated the decay of an ensemble of particles for varying values of $d$. Figure 8 shows the escape time as a function


Figure 8. Escape time function as a function of $l$ in the Gaspard-Rice four-dimensional mapping for $d=3, c=g=0.1$, with the initial condition $p=q=0$ and $\theta=1$. [From P. Gaspard and S. A. Rice, J. Phys. Chem. 93, 6947 (1989).]


Figure 9. Population decay of an ensemble of 50,000 particles under the four-dimensional mapping with $d=2$ and $c=g=0.1$. The initial ensemble is uniformly distributed in the rectangle $\left(\theta_{1}=-1.0, \theta_{2}=1.0, l_{1}=0.0, l_{2}=2.0\right)$ of the $q=p=0$ plane. [From P. Gaspard and S. A. Rice, J. Phys. Chem. 93, 6947 (1989).]
of $l$ in the four-dimensional mapping for $d=3$. The decay is seen to be rather fast and the escape time as a function of $l$ displays regular peaks. However, for some other values of $d$ (e.g., $d=2$ ) the decay is much slower, and the escape time is a highly irregular function of initial conditions. This can be explained in terms of the slow depletion of the quasi-invariant set. Indeed, as shown in Fig. 9 the decay dynamics was found to occur over two different time scales and could be approximated by a bi-exponential curve for intermediate times. This suggests the existence of long-time correlations in the dynamics of molecular fragmentation. However, it is possible that long-time correlations do not play an important role in a classical reaction rate theory because the subtle dynamical behavior on the long-time scale will also be strongly affected by collisions, emission of radiation, and probably quantum interference effects.

## IV. THEORY OF UNIMOLECULAR PREDISSOCIATION

## A. Davis-Gray Analysis

The most important element of the Davis-Gray theory of unimolecular reaction rate is the identification of bottlenecks to intramolecular energy flow and the intermolecular separatrix to molecular fragmentation. Davis and Gray's work was motivated by the discovery of bottlenecks in chaotic transport by MacKay, Meiss, and Percival [8,9] and by Bensimon and Kadanoff [10].


Figure 10. Poincaré surface of section for collinear OCS relaxation at $E=20,000 \mathrm{~cm}^{-1}$. It shows three major quasi-periodic regions, the resonance islands, the location of the dividing surface for intramolecular energy transfer, and a typical turnstile. [From M. J. Davis, J. Chem. Phys. 83, 1016 (1985).]

The first application of transport bottlenecks to a molecular system was in the study of vibrational relaxation of a model OCS molecule with two DOFs. Davis [36] found that the correct location of the bottleneck requires finding a set of unstable orbits that have a set of resonance conditions

$$
\begin{equation*}
\frac{\omega_{\mathrm{CO}}}{\omega_{\mathrm{CS}}}=\frac{3}{1}, \frac{5}{2}, \frac{8}{3}, \frac{13}{5}, \frac{21}{8}, \frac{34}{13}, \ldots \tag{72}
\end{equation*}
$$

This series of resonance conditions converges to $2.618 \ldots$, implying that the most important bottleneck to intramolecular energy transfer is determined by a golden mean cantorus, that is,

$$
\begin{equation*}
\omega_{\mathrm{CO}}=(2+g) \omega_{\mathrm{CS}}=2.618 \ldots \omega_{\mathrm{CS}} \tag{73}
\end{equation*}
$$

where $\omega_{\mathrm{CO}}$ and $\omega_{\mathrm{CS}}$ are the frequencies of the CO and CS stretches. The phase space structure of this OCS bottleneck on a PSS is shown in Fig. 10.

The bottleneck effects can be better understood by visualizing the PSS at different times, as shown in Fig. 11. Seen there are three disjoint regions separated by closed curves. The middle curve is approximately the last KAM curve separating two primary resonance zones. The randomly positioned dots shown in Fig. 11a represent an ensemble of classical trajectories that are completely located at the outermost region, called region I. At a later time the trajectories pass a barrier separating region I and region II and enter region II. Since the most inner part is associated with purely regular motion, the trajectories will never get into that region.


Figure 11. Poincaré surfaces of section for collinear OCS relaxation at $E=20,000 \mathrm{~cm}^{-1}$ at two different times. [From M. J. Davis, J. Chem. Phys. 83, 1016 (1985).]

After properly locating the exact dividing surface, Davis used the following equations to describe the population transfer between the two regions:

$$
\begin{align*}
\frac{d N_{1}}{d \tau} & =-\kappa_{1} N_{1}+\kappa_{2} N_{2}  \tag{74}\\
\frac{d N_{2}}{d \tau} & =\kappa_{1} N_{1}-\kappa_{2} N_{2} \tag{75}
\end{align*}
$$

where $N_{1}$ and $N_{2}$ refer to the populations in region I and region II, and $\kappa_{1}$ and $\kappa_{2}$ are given by the ratios

$$
\begin{equation*}
\kappa_{1}=\frac{A_{t}}{A_{1}}, \quad \kappa_{2}=\frac{A_{t}}{A_{2}} \tag{76}
\end{equation*}
$$

where $A_{t}$ is the flux in or flux out, and $A_{1}$ and $A_{2}$ represent the areas of region I and region II, respectively. The flux can be exactly calculated by examining the area of the so-called turnstile, a phase space structure that will be explained in detail below. The total population $N$ is the sum of the populations in the two regions

$$
\begin{equation*}
N=N_{1}+N_{2} \tag{77}
\end{equation*}
$$

Equations (74) and (75) can be easily solved to yield

$$
\begin{align*}
& \frac{N_{1}}{N}=\frac{1}{k}\left(k_{1} e^{-k t}+k_{2}\right)  \tag{78}\\
& \frac{N_{2}}{N}=\frac{k_{1}}{k}\left(1-e^{-k t}\right) \tag{79}
\end{align*}
$$



Figure 12. Population relaxation of linear OCS with energy $E=20,000 \mathrm{~cm}^{-1}$. The circles are the results of numerical simulation and the solid line represents the results of the theoretical kinetics model. The initial population is assumed to be in region II. The top panel is the population versus time in region I, and the lower panel is the population versus time in region II. [From M. J. Davis, J. Chem. Phys. 83, 1016 (1985).]
where $k_{1}, k_{2}$, and $k$ are

$$
\begin{equation*}
k_{1}=\frac{\kappa_{1}}{\tau_{1}}, \quad k_{2}=\frac{\kappa_{2}}{\tau_{2}}, \quad k=\frac{\kappa_{1}+\kappa_{2}}{\tau_{1}+\tau_{2}} \tag{80}
\end{equation*}
$$

The time scales characterized by $\tau_{1}$ and $\tau_{2}$ give the mean passage time through the dividing surface. Figure 12 shows the time-dependent populations of regions I and II for OCS relaxation. The circles denote the numerical results and the solid line is given by the above kinetics model. The initial population is assumed to be in region II. The top panel is the population versus time in region I, and the lower panel is the population versus time in region II. These comparisons demonstrate that the Davis-Gray kinetics model is very successful.


Figure 13. Energy relaxation of linear OCS at $E=20,000 \mathrm{~cm}^{-1}$. The top panel is for region I, and the lower panel is for region II. The smooth line is from the theoretical model calculation. [From M. J. Davis, J. Chem. Phys. 83, 1016 (1985).]

The energy relaxation associated with each of the regions can also be predicted, and the results are displayed in Fig. 13 in a comparison with numerical experiments. Again, there is impressive agreement between the numerical results and the theoretical calculations.

Davis and Gray then successfully extended Davis's analysis to van der Waals molecule predissociation reactions such as

$$
\begin{equation*}
\mathrm{HeI}_{2}(v) \rightarrow \mathrm{He}+\mathrm{I}_{2}\left(v^{\prime}<v\right) \tag{81}
\end{equation*}
$$

As is typical for van der Waals molecules, there is a very large difference between the $\mathrm{I}_{2}$ and $\mathrm{He}-\mathrm{I}_{2}$ stretching frequencies. Depending upon the vibrational energy associated with $I_{2}$, the effective frequency of $\mathrm{He}-\mathrm{I}_{2}$ stretching is about four to five times smaller than that of $\mathrm{I}_{2}$. A discrepancy in vibrational frequencies of this magnitude greatly inhibits intramolecular energy transfer and is expected


Figure 14. An $\mathrm{HeI}_{2}$ surface of section for an unstable trajectory which forms a collision complex. The total energy is $-2661.6 \mathrm{~cm}^{-1}$. Also shown are the reaction separatrix and the intramolecular bottleneck. (a) Graph showing the full dynamics of the trajectory. (b)-(f) Graphs illustrating the trajectory over five consecutive time ranges. These graphs are arranged to demonstrate the manner in which the trajectory moves with respect to the bottleneck and the separatrix. [From M. J. Davis and S. K. Gray, J. Chem. Phys. 84, 5389 (1986).]
to lead to a breakdown of the RRKM assumption of fast energy randomization. This is indeed the case for the predissociation of $\mathrm{HeI}_{2}$. To simplify the analysis of the nonlinear dynamics, Davis and Gray [11] adopted a simple model of the molecule. Specifically, they assumed that the equilibrium geometry of $\mathrm{HeI}_{2}$ is T-shaped and that the I-I and $\mathrm{He}-\mathrm{I}_{2}$ stretches describe all the vibrational motion. The rotation of the molecule, along with its influence on the fragementation kinetics, is neglected. Davis and Gray then located the dividing surface for fragmentation and the bottlenecks to intramolecular energy flow, and they calculated the fluxes across these surfaces using this model Hamiltonian. Both the dividing surface for fragmentation and the bottleneck to energy transfer on a PSS are shown in Fig. 14.

Davis and Gray also demonstrated the existence of a series of intramolecular energy transfer bottlenecks, each corresponding to the breakup of a KAM torus. For example, for $\mathrm{I}_{2}$ in the vibrational state $v=20$ they found intramolecular bottlenecks associated with frequency ratios equal to $(3+g)$ and up. However, Davis and Gray found that the last "golden mean torus" to be broken up is the most effective bottleneck to intramolecular energy transfer and is therefore


Figure 15. A trajectory that undergoes predissociation with the total energy of the system $E=-2661.6 \mathrm{~cm}^{-1}$. In (a) the trajectory is trapped inside an intramolecular bottleneck and escapes in (b) and finally dissociates. [From M. J. Davis and S. K. Gray, J. Chem. Phys. 84, 5389 (1986).]
the only one that needs to be considered to model intramolecular relaxation. Figure 15 illustrates the most significant intramolecular bottleneck, the turnstile used for calculating the flux, and a trajectory undergoing predissociation, with the initial vibrational state of $\mathrm{I}_{2}$ given by $v=20$ and the total energy $E=-2661.6 \mathrm{~cm}^{-1}$.

With only the most effective intramolecular energy transfer bottleneck accounted for, a simple kinetics model describing the dynamics of $\mathrm{He}-\mathrm{I}_{2}$ predissociation can be defined:

$$
\begin{align*}
& \frac{d N_{1}}{d t}=-k_{1} N_{1}  \tag{82}\\
& \frac{d N_{2}}{d t}=k_{1} N_{1}-k_{2} N_{2} \tag{83}
\end{align*}
$$

Here $N_{1}$ is the population of region I-that is, outside the regions of quasiperiodic motion but inside the bottleneck to intramolecular energy transfer; $k_{1}$ is the rate constant for trajectories that leave region I; $N_{2}$ is the population of region II-that is, outside the bottleneck but inside the reaction separatrix; and $k_{2}$ is the corresponding escape rate constant. Integrating Eqs. (82) and (83) gives the time dependence of the populations:

$$
\begin{align*}
& \frac{N_{1}(t)}{N_{T}}=f_{1} e^{-k_{1} t}+f_{q}  \tag{84}\\
& \frac{N_{2}(t)}{N_{T}}=\frac{1}{k_{d}}\left[k_{1} f_{1} e^{-k_{1} t}+\left(k_{d} f_{2}+k_{1} f_{1}\right) e^{-k_{2} t}\right] \tag{85}
\end{align*}
$$



Figure 16. The T-shaped $\mathrm{HeI}_{2}$ vibrational predissociation time dependence with the initial vibrational state of $\mathrm{I}_{2}$ given by $v=20$ and $v=30 . N=N_{1}+N_{2}$. The dashed lines represent results from theoretical kinetics calculations, and the solid lines represent results from trajectory calculations. [From M. J. Davis and S. K. Gray, J. Chem. Phys. 84, 5389 (1986).]
where $N_{T}$ is the total number of trajectories, $f_{1}$ is the fraction of phase space points that start in region I at $t=0, f_{2}$ is the fraction of phase space points that start in region II at $t=0, f_{q}$ is the fraction of phase space points corresponding to quasi-periodic motion, and

$$
\begin{equation*}
k_{d}=k_{2}-k_{1} \tag{86}
\end{equation*}
$$

This kinetics model was tested against the numerically exact classical trajectory calculations for two initial vibrational states of $\mathrm{I}_{2}$, namely, $v=20$ and $v=30$. The results are shown in Fig. 16. In particular, in the case of $v=20$ the theoretical result fits the numerical data extremely well.

It is worth mentioning that Davis and Gray also found that at low energy, for example, when $\mathrm{I}_{2}$ is initially in a vibrational state with $v<5$, no classical dissociation occurs. Furthermore, if $\mathrm{I}_{2}$ is initially in a vibrational state with $20>v>5$, the dynamics appears to be so complicated that including only one intramolecular bottleneck does not suffice. Indeed, in the case of $v=10$ Davis and Gray used two intramolecular bottlenecks to model the $\mathrm{HeI}_{2}$ fragmentation reaction. The two bottlenecks on a PSS are illustrated in Fig. 17. It is seen that


Figure 17. The Poincaré surface of section for T -shaped $\mathrm{HeI}_{2}$ with the initial vibrational state of $\mathrm{I}_{2}$ given by $v=10$. Two bottlenecks to intramolecular energy transfer are shown, together with a 5:1 resonance zone and the dissociation dividing surface. From top to bottom the figures show how trajectories escape the first and then the second intramolecular bottlenecks. The bottom panel shows trajectories passing the separatrix for dissociation. [From M. J. Davis and S. K. Gray, J. Chem. Phys. 84, 5389 (1986).]
trajectories have to escape the first and then the second intramolecular bottleneck before passing the dividing surface for dissociation.

## B. The Gray-Rice-Davis ARRKM Theory

The Davis-Gray theory teaches us that by retaining the most important elements of the nonlinear reaction dynamics it is possible to accurately locate the intramolecular bottlenecks and to have an exact phase space separatrix as the transition state. Unfortunately, even for systems with only two DOFs, there may be considerable technical difficulties associated with locating the exact bottlenecks and the separatrix. Exact calculations of the fluxes across these phase space structures present more problems. For these reasons, further development of unimolecular reaction rate theory requires useful approximations.

Gray, Rice, and Davis [12] developed an alternative RRKM (ARRKM) theory in an attempt to simplify the Davis-Gray theory for van der Waals predissociation reactions. Specifically, they replaced the exact separatrix with an approximate phase space dividing surface by dropping a number of small terms in the system Hamiltonian, and they replaced the exact mapping that defines the flux across the true separatrix with an analytic treatment of the flux across the approximate separatrix. This simplification is schematically presented in Fig. 18.

In addition, the ARRKM theory is restricted to the energy regime in which the initial energy of the diatom is large (corresponding to a high-lying vibrational state). Hence, it can be assumed that the rates of crossing the cantori are much greater than that of crossing the separatrix. This separation of time scales being the case, the rate of fragmentation is solely determined by the rate of crossing the separatrix.

Briefly, the ARRKM theory represents the microcanonical rate constant in the form

$$
\begin{equation*}
k(E)=\frac{1}{N_{S}} \int d \mathbf{q} \int d \mathbf{p} \delta(S) \dot{S} \theta(S) \delta(E-H) \tag{87}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{S}=\int d \mathbf{q} \int d \mathbf{p} \theta[-S(x, p)] \delta(E-H) \tag{88}
\end{equation*}
$$

Here $H$ is the full system Hamiltonian, $E$ is the system energy, $S(\mathbf{q}, \mathbf{p})=0$ defines the separatrix, $\dot{S}$ denotes the time derivative on the separatrix, $\delta(E-H)$ defines the surface of constant energy, and $\theta(S)$ is the Heaviside step function. Note that in essence the ARRKM theory belongs to the class of generalized variational transition state theories. Indeed, if the separatrix is chosen to be the conventional dividing surface in the configuration space, then the ARRKM theory reduces to RRKM theory. However, the phase space separatrix defined in


Figure 18. (a) A schematic composite surface of section for nonrotating T-shaped $\mathrm{HeI}_{2}$. (b) Idealization of surface of section indicating flow out of various phase-space regions. The hatched areas represent regions of quasi-periodic motion. [From S. K. Gray, S. A. Rice, and M. J. Davis, J. Phys. Chem. 90, 3470 (1986).]
the ARRKM theory does not necessarily pass through the conventional configuration space transition state.

To be more specific, consider again the two-DOF, nonrotating, T-shaped model van der Waals molecule $\mathrm{HeI}_{2}$ studied by Davis and Gray. The system Hamiltonian is

$$
\begin{equation*}
H=\frac{P^{2}}{2 \mu}+\frac{p^{2}}{2 m}+V(R, r) \tag{89}
\end{equation*}
$$

with

$$
\begin{equation*}
V(R, r)=2 V_{\mathrm{He}-\mathrm{I}}\left(R_{\mathrm{He}-\mathrm{I}}\right)+V_{\mathrm{I}-\mathrm{I}}(r) \tag{90}
\end{equation*}
$$

and

$$
\begin{equation*}
R_{\mathrm{He}-\mathrm{I}}=\sqrt{\left(R^{2}+r^{2} / 4\right)} \tag{91}
\end{equation*}
$$

where $R$ is the van der Waals bond length (also the reaction coordinate), $r$ is the I-I bond length, $V_{\mathrm{He}-\mathrm{I}}\left(R_{\mathrm{He}-\mathrm{I}}\right)$ is the potential for the $\mathrm{He}-\mathrm{I}$ interaction, and $V_{\mathrm{I}-\mathrm{I}}(r)$ is the $\mathrm{I}_{2}$ stretching potential, both taken to be Morse functions. The ARRKM theory uses the following zeroth-order phase space separatrix

$$
\begin{equation*}
S(R, P)=\frac{P^{2}}{2 \mu}+V_{R}(R)=0 \tag{92}
\end{equation*}
$$

With this simplification, Gray, Rice, and Davis obtained reasonably accurate values for the predissociation rate constant as a function of initial vibrational excitation. The rate constant thus obtained is larger than that from exact trajectory calculations by about a factor of two. By contrast, the RRKM theory would give a rate constant that is about three orders of magnitude larger than is observed.

As expected, if the initial vibrational energy of $\mathrm{I}_{2}$ is not large, then the rates at which trajectories cross intramolecular bottlenecks will be comparable to the rate of crossing the separatrix. In these cases the accuracy of the ARRKM predictions decreases. In addition, when applied to a similar system with three DOFs to include the orbital angular momentum of the separating fragments, the AKKRM theory does not yield satisfactory results. This should not be discouraging, considering the previously mentioned fundamental differences between few-dimensional and many-dimensional systems.

## C. The Zhao-Rice Approximation (MRRKM)

In this subsection we describe the Zhao-Rice approximation [13,14] to the Davis-Gray theory. The approximations introduced by Zhao and Rice concern the calculation of the locations of, and the fluxes of phase-space points across, the separatix to fragmentation and the bottlenecks to intramolecular energy transfer. The dividing surface for fragment separation is represented by a vibrationrotation state-dependent separatrix, whose approximation is similar to but extends and improves the approximation for the separatrix introduced by Gray, Rice, and Davis. The novel feature in Zhao and Rice's theory is the representation of the bottlenecks to intramolecular energy transfer as dividing surfaces in phase space. The locations of these dividing surfaces are determined
by the same conditions that are used to locate the remnants of robust tori with frequency ratios related to the golden mean. The flux of phase-space points across both the separatrix and the intramolecular bottlenecks is calculated with an analytic representation instead of a stroboscopic mapping. The rate of unimolecular reaction is identified with the net rate at which phase-space points escape from the region of bounded motion to the region of free fragment motion by consecutively crossing the dividing surfaces for intramolecular energy exchange and the separatrix. The Zhao-Rice approximation to the intramolecular and intermolecular flow in systems with higher dimensionality has been named the modified RRKM theory (MRRKM). The MRRKM theory gives predictions of the rates of predissociation of van der Waals molecules that are in very good agreement with available experimental data.

Zhao and Rice started their analysis by defining a Hamiltonian for a model system designed to mimic a van der Waals complex of the diatom BC and the atom X. The full classical Hamiltonian for that system can be represented, as a function of the variables $\left\{\mathbf{P}, \mathbf{p}, \mathbf{l}, \mathbf{j}, \mathbf{R}, \mathbf{r}, q_{l}, q_{j}\right\}$, in the form

$$
\begin{equation*}
H=\frac{\mathbf{P}^{2}}{2 \mu}+\frac{\mathbf{p}^{2}}{2 m}+\frac{\mathbf{l}^{2}}{2 \mu \mathbf{R}^{2}}+\frac{\mathbf{j}^{2}}{2 m \mathbf{r}^{2}}+V(\mathbf{R}, \mathbf{r}, \gamma) \tag{93}
\end{equation*}
$$

where the effective masses in the Hamiltonian are

$$
\begin{equation*}
m=\frac{m_{B} m_{C}}{m_{B}+m_{C}} \tag{94}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu=\frac{m_{\mathrm{X}}\left(m_{B}+m_{C}\right)}{m_{\mathrm{X}}+m_{B}+m_{C}} \tag{95}
\end{equation*}
$$

$\mathbf{r}$ is the vector connecting the two atoms in the diatom $\mathrm{BC}, \mathbf{R}$ is the vector from the center of mass of BC to X , and $\mathbf{P}$ and $\mathbf{p}$ are the corresponding conjugate momenta. Here $\mathbf{l}$ is the orbital angular momentum

$$
\begin{equation*}
\mathbf{l}=\mathbf{R} \times \mathbf{P} \tag{96}
\end{equation*}
$$

and $\mathbf{j}$ is the diatom rotational angular momentum

$$
\begin{equation*}
\mathbf{j}=\mathbf{r} \times \mathbf{p} \tag{97}
\end{equation*}
$$

Note that the total angular momentum $\mathbf{J}=\mathbf{j}+\mathbf{l}$ is conserved. For convenience we denote $|\mathbf{X}|$ by $X$ and adopt here the convention $\hbar=1$. The angle between the
vectors $\mathbf{R}$ and $\mathbf{r}$ is given by $\gamma$, which can be written in terms of the angle variables $q_{l}$ and $q_{j}$ as

$$
\begin{equation*}
\cos (\gamma)=-\cos \left(q_{l}\right) \cos \left(q_{j}\right)+\left[\left(l^{2}+j^{2}-J^{2}\right) /(2 l j)\right] \sin \left(q_{l}\right) \sin \left(q_{j}\right) \tag{98}
\end{equation*}
$$

The potential function appearing in the Hamiltonian can only depend on the magnitudes of $R$ and $r$ and the angle $\gamma$. Zhao and Rice chose the potential energy surface for the model van der Waals molecule to be a combination of Morse functions such that

$$
\begin{align*}
V(\mathbf{R}, \mathbf{r}, \gamma) & =V(\mathbf{r})+W(\mathbf{R}, \mathbf{r}, \gamma)  \tag{99}\\
W(\mathbf{R}, \mathbf{r}, \gamma) & =\sum_{i=1}^{2} V\left(x_{i}\right) \tag{100}
\end{align*}
$$

where

$$
\begin{equation*}
V(x)=D[\exp [-2 \alpha(x-\bar{x})]-2 \exp [-\alpha(x-\bar{x})]] \tag{101}
\end{equation*}
$$

is a Morse potential with parameters $D, \alpha$, and $\bar{x}$. If the molecular fragment $B C$ is homonuclear then

$$
\begin{align*}
& x_{1}=\left[R^{2}+r^{2} / 4+R r \cos (\gamma)\right]^{1 / 2}  \tag{102}\\
& x_{2}=\left[R^{2}+r^{2} / 4-R r \cos (\gamma)\right]^{1 / 2} \tag{103}
\end{align*}
$$

while for the heteronuclear case

$$
\begin{align*}
& x_{1}=\left[R^{2}+r_{1}^{2} / 4+R r_{1} \cos (\gamma)\right]^{1 / 2}  \tag{104}\\
& x_{2}=\left[R^{2}+r_{2}^{2} / 4-R r_{2} \cos (\gamma)\right]^{1 / 2} \tag{105}
\end{align*}
$$

with

$$
\begin{align*}
& \mathbf{r}_{1}=\frac{m_{B}}{\left(m_{B}+m_{C}\right)} \mathbf{r}  \tag{106}\\
& \mathbf{r}_{2}=\frac{m_{C}}{\left(m_{B}+m_{C}\right)} \mathbf{r} \tag{107}
\end{align*}
$$

Note also that parity conservation can be used to decouple the Hamiltonian for the model system into four equivalent parts. Indeed, either of the substitutions $q_{l} \rightarrow q_{l}+\pi$ and $q_{j} \rightarrow q_{j}+\pi$ generates the exchanges $x_{1} \rightarrow x_{2}$ and $x_{2} \rightarrow x_{1}$.

These substitutions leave the potential function, and therefore also the Hamiltonian, unchanged. This property of the Hamiltonian simplifies the integration over phase-space.

The system Hamiltonian can be approximated, as in the ARRKM theory, by decoupling the diatom vibrational motion from overall rotational motion of the molecule and from the van der Waals bond stretching. With this approximation,

$$
\begin{equation*}
H_{0}=H_{0}^{1}(p, r)+H_{0}^{2}(P, j, l, R, \gamma) \tag{108}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}^{1}(p, r)=\frac{p^{2}}{2 m}+V(r) \tag{109}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{0}^{2}(P, j, l, R, \gamma)=\frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma) \tag{110}
\end{equation*}
$$

with $\bar{r}$ being the equilibrium internuclear separation in the diatom. Given this approximate three-body Hamiltonian, the energy is well approximated to first order in the vibrational anharmonicity by

$$
\begin{equation*}
E=E_{D}+E_{r}(v)+E_{R}(n)+E_{\gamma}(j, l) \tag{111}
\end{equation*}
$$

with

$$
\begin{align*}
E_{D} & =-\left(D_{\mathrm{X} B}+D_{\mathrm{X} C}+D_{B C}\right)  \tag{112}\\
E_{r}(v) & =\left(v+\frac{1}{2}\right) \omega_{r}-\left(v+\frac{1}{2}\right)^{2} \chi_{r}  \tag{113}\\
E_{R}(n) & =\left(n+\frac{1}{2}\right) \omega_{R}-\left(n+\frac{1}{2}\right)^{2} \chi_{R} \tag{114}
\end{align*}
$$

and $E_{\gamma}(j, l)$ given by

$$
\begin{equation*}
E_{\gamma}(j, l)=\left(j+\frac{1}{2}\right) \omega_{j}+\left(l+\frac{1}{2}\right) \omega_{\ell}-\left(j+\frac{1}{2}\right)^{2} \chi_{j}-\left(l+\frac{1}{2}\right)^{2} \chi_{l} \tag{115}
\end{equation*}
$$

in the case of $J>0$ and

$$
\begin{equation*}
E_{\gamma}(j, l)=\left(l+\frac{1}{2}\right) \omega_{\gamma}-\left(l+\frac{1}{2}\right)^{2} \chi_{\gamma} \tag{116}
\end{equation*}
$$

for $J=0$ and $j=l$.

Suppose that the system is prepared in a specified vibrational state of the diatom with a vibrational quantum number $v$, while the van der Waals bond is maintained in its ground vibrational state $(n=0)$. The several frequencies appeared in the preceding equations, corresponding to motion along the several coordinates, are defined by

$$
\begin{equation*}
\omega_{x}=\left[\frac{1}{M_{x}} \frac{d^{2} H}{d x^{2}}\right]_{x=\bar{x}}^{1 / 2}, \quad \chi_{x}=\frac{\omega_{x}^{2}}{4 D_{x}} \tag{117}
\end{equation*}
$$

where $x=R, r, \gamma ; M_{x}=\mu, m, I(\bar{R}, \bar{r})$.

## 1. An Approximate Dividing Surface for the Separatrix

For a given diatom vibrational state with classical vibrational action $v$, Zhao and Rice defined a vibrational-state-dependent separatrix function by

$$
\begin{equation*}
S_{\mathrm{Sep}}=\frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma)-\varepsilon_{R, \gamma}(0)-\varepsilon(v) \tag{118}
\end{equation*}
$$

where $\varepsilon(v)$ is the energy that can be transferred from the diatom vibrational mode to the van der Waals stretching and bending modes. The definition of $S_{\text {Sep }}$ is motivated by considerations based on the conservation of energy. The total energy of the system is given by

$$
\begin{align*}
& \frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma)+\left[\frac{p^{2}}{2 m}+V(r)\right] \\
= & \frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma)+E_{r}\left(v^{\prime}<v\right) \\
\approx & \varepsilon_{R, \gamma}(0)+E_{r}(v) \tag{119}
\end{align*}
$$

so that

$$
\begin{align*}
S_{\mathrm{Sep}} & =\frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma)-\varepsilon_{R, \gamma}(0)-\left[E_{r}(v)-E_{r}\left(v^{\prime}<v\right)\right] \\
& \approx 0 \tag{120}
\end{align*}
$$

which is just the definition for $S_{\text {Sep }}$. For a T-shaped nonrotating model the dependences of $S_{\text {Sep }}$ on $j, l$, and $\gamma$ are eliminated.

The inclusion of $\varepsilon(v)$ in the definition of separatrix involves the assumption that, as in adiabatic variational transition state theory, the diatom remains in the same vibrational state throughout the slow van der Waals bond stretching and breaking process. That is, the vibrational quantum number $v$ of the diatom in the
van der Waals molecule is invariant throughout the bond-breaking process. However, the frequency of the diatom vibration with quantum number $v$ is a function of the length of the van der Waals bond, and it is not constant throughout the bond-breaking process. That frequency is obtained from

$$
\begin{equation*}
\omega(v)=\frac{d}{d v} E_{r}(v) \tag{121}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\omega(v)=\omega_{r}-(2 v+1) \chi_{r} \tag{122}
\end{equation*}
$$

The active part of the vibrational energy is defined by the relation

$$
\begin{equation*}
\varepsilon(v)=E_{r}(v)-E_{r}\left(v^{\prime}<v\right) \approx v \frac{d}{d v}\left[E_{r}(v)-E_{r}\left(v^{\prime}<v\right)\right] \tag{123}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\varepsilon(v)=v \omega(v) \tag{124}
\end{equation*}
$$

and

$$
\begin{equation*}
S_{\mathrm{Sep}}=\frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma)-\varepsilon_{R, \gamma}(0)-v \omega(v) \tag{125}
\end{equation*}
$$

In a classical treatment, any fraction of the energy deposited in the diatom vibration can be transferred to the van der Waals stretching and bending modes. However, there is a penalty associated with transferring energy in excess of that needed to break the van der Waals bond, so one expects to find that the average energy transferred is much less than the total diatom vibrational energy.

## 2. An Approximate Dividing Surface for Intramolecular Bottlenecks

Zhao and Rice then developed an approximation to locate the intramolecular bottlenecks and calculate the associated flux. There are two principal motivations for the development of such an approximation. These are, first, the need to simplify the very complicated mapping-based calculation of the flux crossing a cantorus so as to make the calculation practical in systems with many DOFs and, second, the desirability of having a simple representation of the intramolecular energy transfer barrier in terms of molecular properties.

Imagine that a dividing surface is drawn around the cantorus. Since the cantorus lies entirely inside the separatrix, the dividing surface that just contains it will correspond to a bound state of the molecule-that is, one with negative
energy. In this region of phase-space the maximum kinetic energy that can be accumulated in the van der Waals bond of the molecule can be estimated from

$$
\begin{equation*}
\omega_{R}(n)=\frac{\omega_{r}(v)}{(N+g)} \tag{126}
\end{equation*}
$$

with the local frequency $\omega_{R}(n)$ given by

$$
\begin{equation*}
\omega_{R}(n)=\frac{d}{d n} E_{R}(n)=\omega_{R}-(2 n+1) \chi_{R} \tag{127}
\end{equation*}
$$

A simple rearrangement yields

$$
\begin{equation*}
n=-\frac{1}{2}+\frac{\left[\omega_{R}-\omega_{R}(n)\right]}{2 \chi_{R}} \tag{128}
\end{equation*}
$$

which gives

$$
\begin{align*}
E_{R}(n) & =\frac{\left[\omega_{R}^{2}-\omega_{R}^{2}(n)\right]}{4 \chi_{R}} \\
& =\frac{1}{4 \chi_{R}}\left[\omega_{R}^{2}-\frac{\omega_{r}^{2}(v)}{(N+g)^{2}}\right] \tag{129}
\end{align*}
$$

This is the maximum kinetic energy accessible to the van der Waals bond when motion is limited to the interior of the dividing surface that just contains the contorus.

To locate the intramolecular bottleneck, it is assumed that there is no energy transfer to the van der Waals stretching motion or to rotational motion, so the energy in all other DOFs is conserved. This energy is negative, corresponding to bounded motion, and is given by

$$
\begin{equation*}
\frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma) \approx-D_{\mathrm{X} B}-D_{\mathrm{X} C}+E_{R}(n)+E_{\gamma}(j, l) \tag{130}
\end{equation*}
$$

which leads to the following definition of the dividing surface that represents the intramolecular bottleneck:

$$
\begin{align*}
S_{\mathrm{intra}}= & \frac{P^{2}}{2 \mu}+\frac{l^{2}}{2 \mu R^{2}}+\frac{j^{2}}{2 m \bar{r}^{2}}+W(R, \bar{r}, \gamma) \\
& +\left[D_{\mathrm{X} B}+D_{\mathrm{X} C}-E_{R}(n)-E_{\gamma}(j, l)\right] \tag{131}
\end{align*}
$$

Again, for a T-shaped nonrotating model molecule the dependence of $S_{\text {intra }}$ on $j, l$, and $\gamma$ can be eliminated and we find

$$
\begin{equation*}
S_{\mathrm{intra}}=\frac{P^{2}}{2 \mu}+W(R, \bar{r})+D_{\mathrm{X} B}+D_{\mathrm{X} C}-\frac{1}{4 \chi_{R}}\left[\omega_{R}^{2}-\frac{\omega_{r}^{2}(v)}{(N+g)^{2}}\right] \tag{132}
\end{equation*}
$$

When applied to a particular case, $N$ is chosen using the prescription introduced by Davis and Gray. For example, in $\mathrm{HeI}_{2}$ the frequency of the van der Waals bond is $26.4 \mathrm{~cm}^{-1}$ and the diatom vibrational state with $v=20$ has a local frequency $\omega_{r}(v)=93.81 \mathrm{~cm}^{-1}$, implying that $4<N<\infty$.

As shown before, in a system with two DOFs the bottlenecks to intramolecular energy transfer appear in those regions of phase-space where the nonlinear oscillators have the most difficulty driving each other-that is, regions where the ratio of frequencies is irrational. For the three-body system here, Zhao and Rice selected for consideration only the pairwise resonances, assuming that these dominate the system dynamics. This assumption is consistent with the numerical results of the dynamics of model systems with four DOFs studied by Gillilan and Ezra [18]. The most important of the pairwise resonances is that involving coupling of the diatom vibration and the van der Waals bond vibration. In this case the local frequencies associated with the other degrees of freedom are not constrained. Let

$$
\begin{equation*}
\omega_{r}(v) / \omega_{R}(n)=R_{f} \tag{133}
\end{equation*}
$$

and, for simplicity, we assume $j=0$ and $l=0$. Then

$$
\begin{equation*}
E_{R}(n)=\frac{1}{4 \chi_{R}}\left[\omega_{R}^{2}-\frac{\omega_{r}^{2}(v)}{R_{f}^{2}}\right] \tag{134}
\end{equation*}
$$

and the intramolecular bottleneck dividing surface takes the form

$$
\begin{equation*}
S_{\mathrm{intra}}=\frac{P^{2}}{2 \mu}+W(R, \bar{r}, \gamma)+D_{\mathrm{X} B}+D_{\mathrm{X} C}-\frac{1}{4 \chi_{R}}\left[\omega_{R}^{2}-\frac{\omega_{r}^{2}(v)}{R_{f}^{2}}\right] \tag{135}
\end{equation*}
$$

## 3. A Zeroth-Order Calculation of the Rate Constant for Crossing Intramolecular Bottlenecks

It is instructive to examine a zeroth-order calculation of intramolecular energy transfer in a model molecule in which the energies of the vibrational and rotational modes are conserved separately, in which the initial excitation of the van der Waals stretching mode is zero $(n=0)$, and in which the initial values of
the molecular and orbital angular momenta are zero $(j=l=0)$. During the intramolecular vibrational relaxation process the maximum kinetic energy in the van der Waals mode cannot exceed the initial energy, so

$$
\begin{equation*}
\frac{P^{2}}{2 \mu} \leq E_{R}(n=0) \tag{136}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{j^{2}}{2}\left(\frac{1}{\mu R^{2}}+\frac{1}{m r^{2}}\right) \approx E_{\gamma}(j=l=0) \tag{137}
\end{equation*}
$$

Given these constraints the intramolecular rate constant can be rewritten as

$$
\begin{equation*}
k_{\mathrm{intra}}=\frac{1}{N_{A}} \int d P d p d R d r d \gamma \dot{S} \theta(\dot{S}) \delta(S) \delta(E-H) \theta\left[E_{R}(0)-\frac{P^{2}}{2 m}\right] \tag{138}
\end{equation*}
$$

Integration over the momenta yields

$$
\begin{equation*}
k_{\mathrm{intra}}=\frac{\mu}{N_{A}} \int d R d r d \gamma \sum_{i=1}^{2} \frac{\dot{S} \theta(\dot{S}) \theta\left(2 \mu E_{R}(0)-P_{i}^{2}\right)}{\sqrt{P_{i}^{2}\left(A^{2}-P_{i}^{2}\right)}} \tag{139}
\end{equation*}
$$

with

$$
\begin{align*}
& A^{2}=2 \mu\left[E-E_{\gamma}(j=l=0)-V(R, r, \gamma)\right]  \tag{140}\\
& P_{1}=+\sqrt{2 \mu\left[E_{R}(n)-D_{\mathrm{X} B}-D_{\mathrm{X} C}-W(R, \bar{r}, \gamma)\right]} \tag{141}
\end{align*}
$$

and

$$
\begin{equation*}
P_{2}=-\sqrt{2 \mu\left[E_{R}(n)-D_{\mathrm{X} B}-D_{\mathrm{X} C}-W(R, \bar{r}, \gamma)\right]} \tag{142}
\end{equation*}
$$

To calculate the normalization constant $N_{A}$ in $k_{\text {intra }}$ Zhao and Rice proceeded as follows. Assuming that the system is prepared in a state with all the phasespace points inside the intramolecular bottleneck dividing surface, then the density of these phase-space points can be written as

$$
\begin{equation*}
\rho(p, x)=F_{S}(p, x) \delta(E-H) \tag{143}
\end{equation*}
$$

One can also assume that after the intramolecular vibrational relaxation process is completed the phase-space points are uniformly distributed inside the system
separatrix. The zeroth-order approximation to that region then defines the constraint

$$
\begin{equation*}
\frac{P^{2}}{2 \mu}+W(R, \bar{r}, \gamma)<0 \tag{144}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{A}=\int d P d p d R d r d \gamma \theta(-F) \delta(E-H) \tag{145}
\end{equation*}
$$

with

$$
\begin{equation*}
F=\frac{P^{2}}{2 \mu}+W(R, \bar{r}, \gamma) \tag{146}
\end{equation*}
$$

After integration over momentum, one finds

$$
\begin{equation*}
N_{A}=2 \int d R d r d \gamma \arcsin \left(\frac{P}{A}\right)_{\min } \tag{147}
\end{equation*}
$$

with

$$
\begin{equation*}
P_{\min }=\min [\sqrt{-2 \mu W(R, \bar{r}, \gamma)}, A] \tag{148}
\end{equation*}
$$

## 4. The Rate Constant for Crossing the Separatrix

One still has to carry out calculations for the rate constant $k_{\text {Sep }}$ of crossing the separatrix $S_{\text {Sep }}$ defined above. According to the ARRKM theory, for particular total angular momentum $J$ one has

$$
\begin{equation*}
k_{\mathrm{Sep}}(J)=\frac{1}{N_{A}(J)} \int d P d p d j d l d r d q_{j} d q_{l} \dot{S} \theta(\dot{S}) \delta(S) \delta(E-H) \tag{149}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{A}(J)=\int d P d p d j d l d r d q_{j} d q_{l} \theta(-S) \delta(E-H) \tag{150}
\end{equation*}
$$

with the values for $j$ and $l$ constrained by angular momentum conservation.
The integrals in Eqs. (149) and (150) can be evaluated as follows. We slightly deviate from a strictly classical analysis by quantizing the orbital angular momentum $l$ and the diatom rotational angular momentum $j$. That is, we assign
$j$ and $l$ integer values, which procedure reduces the dimensionality of the integrations by two and thereby reduces the difficulty of subsequent numerical evaluation by the Monte Carlo method. For any given value of $J, j$ and $l$ are related by

$$
\begin{equation*}
l=|J-j|,|J-j+1|, \ldots,|J+j-1|,|J+j| \tag{151}
\end{equation*}
$$

so that $k(J)$ and $N_{A}(J)$ reduce to

$$
\begin{align*}
k_{\mathrm{Sep}}(J) & =\frac{1}{N_{A}(J)} \sum_{j=0}^{j_{\max }} \sum_{l=|J-j|}^{|J+j|} \int d P d p d R d r d q_{j} d q_{l} \dot{S} \theta(\dot{S}) \delta(S) \delta(E-H)  \tag{152}\\
N_{A}(J) & =\sum_{j=0}^{j_{\max }} \sum_{l=|J-j|}^{|J+j|} \int d P d p d R d r d q_{j} d q_{l} \theta(-S) \delta(E-H) \tag{153}
\end{align*}
$$

The integration over $p$ yields

$$
\begin{align*}
k_{\text {inter }}(J) & =\frac{\sqrt{2 m}}{N_{A}(J)} \sum_{j=0}^{j_{\max }} \sum_{l=|J-j|}^{|J+j|} \int \frac{d P d R d r d q_{j} d q_{l} \dot{S}_{\text {Sep }} \theta\left(\dot{S}_{\text {Sep }}\right) \delta\left(S_{\text {Sep }}\right)}{\sqrt{E-\frac{P^{2}}{2 \mu}-\frac{l^{2}}{2 \mu R^{2}}-\frac{j^{2}}{2 m r^{2}}-V(R, r, \gamma)}}  \tag{154}\\
N_{A}(J) & =\sum_{j=0}^{j_{\max }} \sum_{l=|J-j|}^{|J+j|} \int \frac{d P d R d r d q_{j} \sqrt{2 m} \theta\left(-S_{\text {Sep }}\right)}{\sqrt{E-\frac{P^{2}}{2 \mu}-\frac{l^{2}}{2 \mu R^{2}}-\frac{j^{2}}{2 m r^{2}}-V(R, r, \gamma)}} \tag{155}
\end{align*}
$$

The time derivative of the separatrix

$$
\begin{equation*}
\dot{S}_{\mathrm{Sep}}=\frac{d}{d t} S_{\mathrm{Sep}}(P, R, j, l, \gamma) \tag{156}
\end{equation*}
$$

can be evaluated from its Poisson bracket with the Hamiltonian

$$
\begin{align*}
\dot{S}_{\text {Sep }}= & \frac{\partial S_{\text {Sep }}}{\partial R} \frac{\partial H}{\partial P}-\frac{\partial S_{\text {Sep }}}{\partial P} \frac{\partial H}{\partial R} \\
& +\frac{\partial S_{\text {Sep }}}{\partial q_{l}} \frac{\partial H}{\partial l}-\frac{\partial S_{\text {Sep }}}{\partial l} \frac{\partial H}{\partial q_{l}}+\frac{\partial S_{\text {Sep }}}{\partial q_{j}} \frac{\partial H}{\partial j}-\frac{\partial S_{\text {Sep }}}{\partial j} \frac{\partial H}{\partial q_{j}} \tag{157}
\end{align*}
$$

Then it is followed by integration over $P$, leading to

$$
\begin{equation*}
k_{\mathrm{Sep}}(J)=\frac{\sqrt{4 \mu m}}{N_{A}(J)} \sum_{j=0}^{j_{\max }} \sum_{l=|J-j|}^{|J+j|} \sum_{i=1}^{2} \int \frac{d R d r d q_{j} d q_{l} \mu \dot{S}_{\mathrm{Sep}} \theta\left(\dot{S}_{\mathrm{Sep}}\right)}{\sqrt{P_{i}^{2}\left(A^{2}-P_{i}^{2}\right)}} \tag{158}
\end{equation*}
$$

with

$$
\begin{align*}
& P_{1}=+\sqrt{2 \mu\left[\varepsilon_{R, \gamma}(0)+v \omega(v)-\frac{l^{2}}{2 \mu R^{2}}-\frac{j^{2}}{2 m \bar{r}^{2}}-w(R, \bar{r}, \gamma)\right]}  \tag{159}\\
& P_{2}=-\sqrt{2 \mu\left[\varepsilon_{R, \gamma}(0)+v \omega(v)-\frac{l^{2}}{2 \mu R^{2}}-\frac{j^{2}}{2 m \bar{r}^{2}}-w(R, \bar{r}, \gamma)\right]} \tag{160}
\end{align*}
$$

and

$$
\begin{equation*}
A=\sqrt{2 \mu\left[E-\frac{l^{2}}{2 \mu R^{2}}-\frac{j^{2}}{2 m \bar{r}^{2}}-w(R, \bar{r}, \gamma)\right]} \tag{161}
\end{equation*}
$$

The step function sets the limit for the integration range of $P$, namely,

$$
\begin{equation*}
-\left|P_{i}\left(l, j, R, q_{l}, q_{j}\right)\right| \leq P \leq\left|P_{i}\left(l, j, R, q_{l}, q_{j}\right)\right|, \quad i=1,2 \tag{162}
\end{equation*}
$$

After carrying out the integration over $P$, one finds

$$
\begin{align*}
k_{\mathrm{Sep}} & =\frac{1}{N_{A}(J)} \sum_{j=0}^{j_{\max }} \sum_{l=|J-j|}^{|J+j|} \sum_{i=1}^{2} \int \frac{d R d r d q_{j} d q_{l} \mu \dot{S}_{\mathrm{Sep}} \theta\left(\dot{S}_{\mathrm{Sep}}\right)}{\sqrt{P_{i}^{2}\left(A^{2}-P_{i}^{2}\right)}}  \tag{163}\\
N_{A}(J) & =2 \sum_{j=0}^{j_{\max }} \sum_{l=|J-j|}^{|J+j|} \int d P d R d r d q_{j} d q_{l} \arcsin \left[\frac{P_{\min }\left(l, j, R, r, q_{l}, q_{j}\right)}{A\left(l, j, R, r, q_{l}, q_{j}\right)}\right] \tag{164}
\end{align*}
$$

with

$$
\begin{equation*}
P_{\min }=\min \left\{P_{i}\left(l, j, R, r, q_{l}, q_{j}\right), A\left(l, j, R, r, q_{l}, q_{j}\right)\right\} \tag{165}
\end{equation*}
$$

The total rate constant is determined by the sum over contributions from all $k_{\text {inter }}(J)$, that is,

$$
\begin{equation*}
k_{\mathrm{Sep}}=\lim _{J_{\max } \rightarrow+\infty} \sum_{J=0}^{J_{\max }} k_{\mathrm{Sep}}(J) \tag{166}
\end{equation*}
$$

The model of van der Waals fragmentation used by Zhao and Rice, like that of Davis and Gray from which it is derived, assumes that the crossings of the several bottlenecks in the phase-space of the molecule are independent. A


Figure 19. A schematic plot of the ideal bottlenecks on the Poincaré surface of section for van der Waals molecule predissociation. $R$ is the van der Waals bond length and $P$ is the conjugate momentum. $S_{1}$ is the intramolecular bottleneck dividing surface and $S_{2}$ is the intermoleculear bottleneck dividing surface.
schematic bottleneck on a PSS is shown in Fig. 19. Then the observed rate of fragmentation is described by the set of kinetic equations

$$
\begin{align*}
& \frac{d N_{1}}{d t}=-k_{\text {intra }} N_{1}  \tag{167}\\
& \frac{d N_{2}}{d t}=k_{\text {intra }} N_{1}-k_{\mathrm{Sep}} N_{2} \tag{168}
\end{align*}
$$

where $N_{1}$ and $N_{2}$ are the populations of phase-space points inside and outside the intramolecular energy transfer dividing surface. The solution to this set of equations is

$$
\begin{align*}
& N_{1}(t)=N_{1}(0) e^{-k_{\text {intra }} t}  \tag{169}\\
& N_{2}(t)=N_{2}(0) e^{-k_{\mathrm{sep}} t}+\frac{N_{1}(0) k_{\text {intra }}}{k_{\mathrm{Sep}}-k_{\text {intra }}}\left[e^{-k_{\text {intrat }} t}-e^{-k_{\mathrm{sep}} t}\right] \tag{170}
\end{align*}
$$

and the total number of points inside the separatrix is

$$
\begin{align*}
N(t)= & N_{1}(t)+N_{2}(t) \\
= & \frac{N_{1}(0)}{k_{\mathrm{Sep}}-k_{\mathrm{intra}}}\left[k_{\mathrm{Sep}} e^{-k_{\mathrm{intra}} t}-k_{\mathrm{intra}} e^{-k_{\mathrm{Sep}} t}\right] \\
& +N_{2}(0) e^{-k_{\mathrm{Sep}} t} \tag{171}
\end{align*}
$$

The separation of the phase-space inside the separatrix into a region inside and a region outside the intramolecular energy transfer dividing surface defines the initial conditions $N_{1}(0)$ and $N_{2}(0)$, and leads us to write

$$
\begin{align*}
N_{1}(0) & =f_{1} N(0)  \tag{172}\\
N_{2}(0) & =f_{2} N(0)  \tag{173}\\
f_{1}+f_{2} & =1 \tag{174}
\end{align*}
$$

so that total population as a function of time is given by

$$
\begin{equation*}
\frac{N(t)}{N(0)}=\frac{f_{1}}{k_{\mathrm{Sep}}-k_{\text {intra }}}\left[k_{\mathrm{Sep}} e^{-k_{\text {intra }} t}-k_{\mathrm{intra}} e^{-k_{\mathrm{Sep}} t}\right]+f_{2} e^{-k_{\mathrm{Sep}} t} \tag{175}
\end{equation*}
$$

Zhao and Rice have calculated the fragmentation rate constant $k$ by fitting the numerical simulation data from the time at which dissociation first starts to the time when

$$
\begin{equation*}
\ln \left(\frac{N(t)}{N(0)}\right)=-1 \tag{176}
\end{equation*}
$$

This method of calculating the fragmentation rate constant gives good agreement with the rate constants determined by trajectory calculations.

## D. The Reaction Path Analysis

In this section we discuss the use of the Miller-Handy-Adams reaction path formalism [37] so that the dynamics of a seemingly complicated system can be better understood and analyzed. For example, if, with that formalism, the dynamics of a system can be reasonably reduced to only two or three DOFs, then it is expected that one can directly apply the above various statistical theories for few-dimensional systems. In the reaction path formalism the reactive trajectory is determined by the minimum energy path with small displacements from that path.

The Hamiltonian for an N -particle molecular system is, in Cartesian coordinates, given by

$$
\begin{equation*}
H(\mathbf{p}, \mathbf{x})=\sum_{i=1}^{3 N} \frac{P_{i}^{2}}{2 m_{i}}+V(\mathbf{x}) \tag{177}
\end{equation*}
$$

where $\mathbf{x}$ is the $3 N$-dimensional coordinate vector and $P_{i}(i=1-3 N)$ are the conjugate momenta. Let $\mathbf{a}=\left(a_{1}, \ldots, a_{3 N}\right)$ be a vector on the reaction path. Then
the potential energy function $V(\mathbf{x})$ can be expanded near the reaction path in powers of $(\mathbf{x}-\mathbf{a})$. To second-order, one has

$$
\begin{equation*}
V(\mathbf{x}) \approx V(\mathbf{a})+\nabla V(\mathbf{a}) \cdot(\mathbf{x}-\mathbf{a})+\frac{1}{2}(\mathbf{x}-\mathbf{a}) \cdot \mathbf{F} \cdot(\mathbf{x}-\mathbf{a}) \tag{178}
\end{equation*}
$$

where $\mathbf{F}$ is the force constant matrix. Because the displacement vector $(\mathbf{x}-\mathbf{a})$ is orthogonal to the reaction path in the 3 N -dimensional space, the linear term in the preceding equation vanishes. The motions associated with the overall rotation and the translation of the center of mass are not of interest and can be removed by use of the projected force constant matrix

$$
\begin{equation*}
\mathbf{F}^{P}=\left(1-P^{R T}\right) \cdot \mathbf{F} \cdot\left(1-P^{R T}\right) \tag{179}
\end{equation*}
$$

where $P^{R T}$ is the projection operator for the overall translational and rotational motion. Following the application of the projector $P^{R T}$, a normal mode analysis can be carried out for vibrational motion.

For a polyatomic reactant with many DOFs, the scale of numerical calculations required to execute this approach can be prohibitively large. The simplest approximation that reduces the scale of numerical calculations is to neglect some subset of the internal molecular motions. However, this approximation usually leads to considerable error. A more sophisticated and intuitively reasonable approximation is to reduce the system dimensionality by placing constraints on the values of the internal molecular coordinates (instead of omitting them from the analysis). It is this approximation that we now consider.

Assuming that most of the atomic displacements in the reactant molecule are small, the most obvious choices for constraints on the internal coordinates not directly participating in the reaction are fixed values of the bond lengths and bond angles. To represent the fixed bond length between atoms $A$ and $B$, denoted by $d_{A B}$, a unit vector is introduced, the components of which are

$$
\begin{equation*}
e_{A \alpha}^{(A B)}=\frac{\left(r_{A \alpha}-r_{B \alpha}\right)}{\sqrt{2} d_{A B}}, \quad e_{B \alpha}^{(A B)}=-\frac{\left(r_{A \alpha}-r_{B \alpha}\right)}{\sqrt{2} d_{A B}}, \quad \alpha=x, y, z \tag{180}
\end{equation*}
$$

These components are combined to form the vector

$$
\begin{equation*}
\mathbf{u}_{(A B)}^{T}=\left(0, \ldots, 0, e_{A x}^{(A B)}, e_{A y}^{(A B)}, e_{A z}^{(A B)}, 0, \ldots, 0, e_{B x}^{(A B)}, e_{B y}^{(A B)}, e_{B z}^{(A B)}, 0, \ldots, 0\right) \tag{181}
\end{equation*}
$$

To represent the fixed angle between atoms $M, O$, and $N$, with $O$ at the vertex position, we introduce the following two unit vectors:

$$
\begin{align*}
& e_{N \alpha}^{(M O N)}=\frac{\lambda}{d_{N O} \sin \theta_{M O N}}\left[\frac{\left(r_{N \alpha}-r_{O \alpha}\right)}{d_{N O}} \cos \theta_{M O N}-\frac{\left(r_{M \alpha}-r_{O \alpha}\right)}{d_{M O}}\right]  \tag{182}\\
& e_{O \alpha}^{(M O N)}=-\left(e_{M \alpha}^{(M O N)}+e_{N \alpha}^{(M O N)}\right), \quad \alpha=x, y, z \tag{183}
\end{align*}
$$

where $\lambda$ is a normalization constant, and the bond angle $\theta_{M O N}$ is defined by

$$
\begin{equation*}
\cos \theta_{M O N}=\frac{\left(\mathbf{r}_{M}-\mathbf{r}_{O}\right) \cdot\left(\mathbf{r}_{N}-\mathbf{r}_{O}\right)}{d_{M O} d_{N O}} \tag{184}
\end{equation*}
$$

These vector components are combined to form the unit vector

$$
\begin{align*}
\mathbf{u}_{(M O N)}^{T}= & {\left[0, \ldots, 0, e_{M x}^{(M O N)}, e_{M y}^{(M O N)}, e_{M z}^{(M O N)}\right.} \\
& 0, \ldots, 0, e_{O x}^{(M O N)}, e_{O y}^{(M O N)}, e_{O z}^{(M O N)} \\
& \left.0, \ldots, 0, e_{N x}^{(M O N)}, e_{N y}^{(M O N)}, e_{N z}^{(M O N)}, 0, \ldots, 0\right] \tag{185}
\end{align*}
$$

To construct the projection operators corresponding to the constraints, the subspace unit vectors representing different constraints must be independent. As shown by Miller et al., this can be affected by Gram-Schmidt orthogonalization that yields a set of orthogonal unit vectors:

$$
\begin{equation*}
\mathbf{u}_{k}^{\prime}=N_{k}\left[1-\sum_{j=1}^{k-1} \mathbf{u}_{j} \mathbf{u}_{j}^{T}\right] \mathbf{u}_{k} \tag{186}
\end{equation*}
$$

where $N_{k}$ is the normalization constant. The projection operator is then given by

$$
\begin{equation*}
P^{C}=\sum_{k=1}^{f} \mathbf{u}_{k}^{\prime} \mathbf{u}_{k}^{\prime} T \tag{187}
\end{equation*}
$$

where the prime indicates orthogonalized unit vectors and $f$ is the total number of constraints (the same as number of DOFs reduced). The use of $P^{C}$ yields

$$
\begin{equation*}
\mathbf{F}_{\text {final }}=\left(\mathbf{1}-P^{C}-P^{R T}\right) \cdot \mathbf{F} \cdot\left(\mathbf{1}-P^{C}-P^{R T}\right) \tag{188}
\end{equation*}
$$

A normal mode representation of the Hamiltonian for the reduced system involves the diagonalization of the projected force constant matrix $\mathbf{F}_{\text {final }}$, which
in turn generates a reduced-dimension potential energy surface in terms of the mass-weighted coordinates of the reaction path:

$$
\begin{equation*}
V\left(s, Q_{1}, \ldots, Q_{3 N-f-7}\right)=V(s)+\sum_{k=1}^{3 N-f-7} \frac{1}{2} \omega_{k}^{2}(s) Q_{k}^{2} \tag{189}
\end{equation*}
$$

The coordinates $\left\{Q_{k}, k=1,2, \ldots,(3 N-f-7)\right\}$ are the normal mode coordinates and $\omega_{k}(s), k=1,2, \ldots,(3 N-f-7)$, are the corresponding normal mode frequencies. The kinetic energy is then given by

$$
\begin{equation*}
T=\sum_{k=1}^{3 N-f-7} \frac{1}{2} P_{k}^{2}+\frac{\left[p_{s}-\sum_{k=1, \ell=1}^{3 N-f-7} Q_{k} B_{k \ell}(s) P_{\ell}\right]^{2}}{2\left(1+\sum_{k=1}^{3 N-f-7} Q_{k} B_{k, 3 N-f-6}\right)^{2}} \tag{190}
\end{equation*}
$$

where the $B_{k \ell}(s)$ describe the Coriolis coupling between the normal modes and the $B_{k, 3 N-f-6}(s)$ originate from the curvature of the reaction path.

Further reduction of the constrained reaction path model is possible. Here we adopt a system-bath model in which the reaction path coordinate defines the system and all other coordinates constitute the bath. The use of this representation permits the elimination of the bath coordinates, which then increases the efficiency of calculation of the motion along the reaction coordinate. In particular, Miller showed that a canonical transformation of the reaction path Hamiltonian $(T+V)$ yields [38]

$$
\begin{align*}
H= & \frac{1}{2} \frac{p_{s}^{2}}{\left[1+\sum_{k=1}^{33-7} Q_{k} \tilde{B}_{k, 3 N-f-6}\right]^{2}}+V(s) \\
& +\sum_{k=1}^{3 N-f-7} \frac{1}{2} P_{k}^{2}+\sum_{k=1}^{3 N-f-7} \frac{1}{2} \tilde{\omega}_{k}^{2}(s) Q_{k}^{2}+\sum_{k, \ell=1 k \neq \ell}^{3 N-f-7} Q_{k} \tilde{B}_{k \ell}(s) Q_{\ell} \tag{191}
\end{align*}
$$

where $\tilde{B}_{k \ell}(s)$ and $\tilde{B}_{k, 3 N-f-6}$ are related to $B_{k \ell}(s)$ and $B_{k, 3 N-f-6}$ via a unitary transformation, and the $\tilde{\omega}_{k}$ are the normal mode frequencies in the new representation. If we expand the first term of Eq. (191) such that

$$
\begin{align*}
& \frac{1}{\left[1+\sum_{k=1}^{3 N-f-7} Q_{k} \tilde{B}_{k, 3 N-f-6}\right]^{2}} \\
& =1-2 \sum_{k=1}^{3 N-f-7} Q_{k} \tilde{B}_{k, 3 N-f-6}+3 \sum_{k=1}^{3 N-f-7} Q_{k}^{2} \tilde{B}_{k, 3 N-f-6}^{2}+\cdots
\end{align*}
$$

then

$$
\begin{align*}
H= & \frac{p_{s}^{2}}{2}+V(s)-\frac{p_{s}^{2}}{2}\left[2 \sum_{k=1}^{3 N-f-7} Q_{k} \tilde{\boldsymbol{B}}_{k, 3 N-f-6}-3 \sum_{k=1}^{3 N-f-7} Q_{k}^{2} \tilde{\boldsymbol{B}}_{k, 3 N-f-6}^{2}+\cdots\right] \\
& +\sum_{k=1}^{3 N-f-7} \frac{1}{2} P_{k}^{2}+\sum_{k=1}^{3 N-f-7} \frac{1}{2} \tilde{\omega}_{k}^{2}(s) Q_{k}^{2}+\sum_{k, \ell=1}^{3 N-f-7} Q_{k} \tilde{\boldsymbol{B}}_{k \ell}(s) Q_{\ell} \tag{193}
\end{align*}
$$

For consistency with the quadratic approximation used in the potential expansion, the above expression for $H$ has been truncated at the quadratic term; the higher-order and off-diagonal terms in the expansion can be treated as perturbations. Then, the approximate effective Hamiltonian for the reaction dynamics can be written in the form

$$
\begin{align*}
H_{\mathrm{eff}}\left(s,\left\{Q_{k}\right\}\right)= & \frac{p_{s}^{2}}{2}+\sum_{k=1}^{3 N-f-7} \frac{1}{2} P_{k}^{2}+V(s)+\sum_{k=1}^{3 N-f-7} \frac{1}{2} \Omega_{k}^{2}(s) Q_{k}^{2} \\
& -2 E_{a}(s) \sum_{k=1}^{3 N-f-7} Q_{k} \tilde{B}_{k, 3 N-f-6}(s) \tag{194}
\end{align*}
$$

where $E_{a}(s) \equiv p_{s}^{2} / 2$ and $\Omega_{k}^{2}(s)$ is given by

$$
\begin{equation*}
\Omega_{k}^{2}(s)=\tilde{\omega}_{k}^{2}(s)+6 E_{a}(s) \tilde{B}_{k, 3 N-f-6}^{2}(s) \tag{195}
\end{equation*}
$$

We note that this effective Hamiltonian $H_{\text {eff }}\left(s,\left\{Q_{k}\right\}\right)$ treats the bath as a set of linearly shifted harmonic oscillators, that is,

$$
\begin{align*}
H_{\text {eff }}\left(s,\left\{Q_{k}\right\}\right)= & \frac{p_{s}^{2}}{2}+\sum_{k=1}^{3 N-f-7} \frac{1}{2} P_{k}^{2}+U(s)+\sum_{k=1}^{3 N-f-7} \frac{1}{2} \Omega_{k}^{2}(s) \\
& \times\left[Q_{k}-\frac{2 E_{a}(s)_{k} \tilde{B}_{k, 3 N-f-6}(s)}{\Omega_{k}(s)}\right]^{2} \tag{196}
\end{align*}
$$

where $U(s)$ serves as the effective energy barrier and is given by

$$
\begin{equation*}
U(s)=V(s)-\sum_{k=1}^{3 N-f-7} 2\left[\frac{E_{a}(s)_{k} \tilde{B}_{k, 3 N-f-6}(s)}{\Omega_{k}(s)}\right]^{2} \tag{197}
\end{equation*}
$$

One way of eliminating the harmonic bath coordinates is to use the vibrational adiabatic approximation, which leads to

$$
\begin{equation*}
H_{\mathrm{ad}}=\frac{p_{s}^{2}}{2}+U(s)+\sum_{k=1}^{3 N-f-7} \varepsilon_{\mathrm{vib}}\left(n_{k}, s\right) \tag{198}
\end{equation*}
$$

with

$$
\begin{equation*}
\varepsilon_{\mathrm{vib}}\left(n_{k}, s\right)=\left(n_{k}+\frac{1}{2}\right) \hbar \Omega_{k}(s) \tag{199}
\end{equation*}
$$

where the zero-point vibrational motion has been accounted for.

## E. $\mathbf{X I}_{\mathbf{2}}$ Predissociation

The van der Waals molecules $\mathrm{XI}_{2}(\mathrm{X}=\mathrm{He}, \mathrm{Ne}, \mathrm{Ar})$ are the primitive systems for testing the various theories described in the preceding subsections. The unimolecular reactions are

$$
\begin{equation*}
\mathrm{XI}_{2}(v) \rightarrow \mathrm{X}+\mathrm{I}_{2}\left(v^{\prime}<v\right) \tag{200}
\end{equation*}
$$

These reactions have played a significant role in understanding unimolecular predissociation. The potential parameters relevant to the calculations reviewed below are listed in Table I.

$$
\text { 1. } \mathrm{HeI}_{2}
$$

The predissociation of $\mathrm{HeI}_{2}$ has been extensively studied, both experimentally and theoretically. Davis and Gray [11] carried out a detailed analysis of the classical mechanics of predissociation of a nonrotating T-shaped model of $\mathrm{HeI}_{2}$. Gray, Rice, and Davis [12] evaluated the predissociation rate using their ARRKM theory and explored the associated PSS for various initial vibrational states. For the same system, Zhao and Rice studied both the intramolecular bottleneck and intermolecular dividing surface using their MRRKM theory.

We consider first the simplest model of the $\mathrm{HeI}_{2}$ predissociation, namely the one that restricts the geometry to a T-shape and that excludes rotation. The calculated rate constant for crossing the separatrix from the MRRKM theory, as

TABLE I
Morse Potential Parameters for Triatomic van der Waals Molecules

| Diatomic | $D(\mathrm{~cm})$ | $\alpha\left(\mathrm{a}_{0}^{-1}\right)$ | $\bar{x}\left(\mathrm{a}_{0}^{-1}\right)$ |
| :--- | :---: | :---: | ---: |
| $\mathrm{I}-\mathrm{I}$ | 4911 | 0.9380 | 5.6994 |
| $\mathrm{Cl}-\mathrm{Cl}$ | 3145 | 1.2450 | 4.5610 |
| $\mathrm{I}-\mathrm{Cl}$ | 1270 | 2.0955 | 5.0267 |
| $\mathrm{I}-\mathrm{Ar}$ | 122 | 0.7000 | 9.4500 |
| $\mathrm{I}-\mathrm{Ne}$ | 26 | 0.9525 | 10.2045 |
| $\mathrm{I}-\mathrm{He}$ | 18 | 0.6033 | 7.5589 |
| $\mathrm{Ne}-\mathrm{Cl}$ | 39 | 0.9525 | 6.9920 |
| $\mathrm{He}-\mathrm{Cl}$ | 14 | 0.8467 | 6.8030 |

TABLE II
Rate Constants (in $\mathrm{cm}^{-1}$ ) for Crossing the Separatrix in the Case of a T-Shaped $\mathrm{HeI}_{2}$ Molecule ${ }^{a}$

| $v$ | Davis-Gray | MRRKM | ARRKM |
| :--- | :---: | :---: | :---: |
| 10 | 0.186 | 0.140 | 0.52 |
| 20 | 0.374 | 0.393 | 0.80 |
| 30 | 0.626 | 0.679 | 1.09 |
| 50 | 1.295 | 1.22 | 1.89 |

${ }^{a}$ The initial vibrational state of $\mathrm{I}_{2}$ is represented by $v$.
a function of initial vibrational excitation, is displayed in Table II along with the exact calculations of the same rate constant by Davis and Gray [11] and the approximate ARRKM calculations by Gray, Rice, and Davis [12]. It is seen that the rate constants obtained from MRRKM theory are in satisfactory agreement with the results of Davis and Gray over the range $v=10-50$. Also evident is that the MRRKM rates are significantly better than those from ARRKM, which is, after all, based upon a zeroth-order approximation to the phase space separatrix. It should be stressed that thus far all these calculations omit the effect of nonstatisitical intramolecular energy transfer, and hence give results that are too large by more than a factor of 2 for $v=20$ and about a factor of 20 for $v=10$.

When the effect of intramolecular energy transfer is taken into account, more accurate rate constants can be obtained. We first compare the rate constants associated with the intramolecular bottleneck from the MRRKM theory with those from the Davis-Gray turnstile approach. As seen in Table III, they are in reasonable agreement. Hence, the Davis-Gray theory and the MRRKM theory predict similar overall reaction rates. This is demonstrated in Table IV. Table IV also shows that the predissociation rate constants would have been overestimated by a factor more than 100 if the RRKM theory were to be directly applied.

TABLE III
Intramolecular Bottleneck Predissociation Rate Constants (in $\mathrm{cm}^{-1}$ ) for the T-Shaped $\mathrm{HeI}_{2}$ Molecule ${ }^{a}$

| $v$ | Davis-Gray | MRRKM |
| :--- | :---: | :---: |
| 10 | 0.121 | 0.16 |
| 20 | 0.216 | 0.27 |
| 30 | 0.273 | 0.43 |
| 50 | - | 0.60 |

[^1]TABLE IV
The Overall Predissociation Rate Constant (in $\mathrm{cm}^{-1}$ ) for the T-Shaped $\mathrm{HeI}_{2}$ Molecule, with Intramolecular Bottlenecks Considered ${ }^{a}$

| $v$ | Davis-Gray | MRRKM | ARRKM | RRKM |
| :--- | :---: | :---: | :---: | :---: |
| 10 | 0.083 | 0.076 | 0.52 | 66.0 |
| 20 | 0.17 | 0.24 | 0.80 | 110.5 |
| 30 | 0.56 | 0.56 | 1.09 | 135.7 |
| 50 | 1.57 | 1.22 | 1.89 | 128.0 |

[^2]A more complicated model of the van der Waals molecule allows for considerations of diatom rotation and the orbital angular momentum of the separating fragments, subject to the constraint that the total angular momentum is zero $(J=0, j=l)$. The theoretical rate constants for this model, with or without considering intramolecular bottleneck effects, are compared to the experimental data of Levy and co-workers $[39,40]$ in Table V for $v=5$ to $v=35$. As expected, the calculated fragmentation rate constants without intramolecular bottleneck effects are larger than the observed fragmentation rate constants by a considerable amount, namely a factor of 12 when $v=5$, decreasing to a factor of 2 when $v=20$. However, the overall reaction rates from the MRRKM theory are seen to be in rather good agreement with the experimental data.

## 2. $\mathrm{NeI}_{2}$ and $\mathrm{ArI}_{2}$

Experimental results for the predissociation of $\mathrm{NeI}_{2}$ are available from the work of Zewail and co-workers [41]. Since the frequency of the $\mathrm{NeI}_{2}$ van der Waals

TABLE V
Predissociation Rate Constant of the MRRKM Theory (in $\mathrm{cm}^{-1}$ ) for a Three-Dimensional Model of the $\mathrm{HeI}_{2}$ Molecule, Compared to the Available Experiment Observations ${ }^{a}$

| $v$ | $k_{\text {Sep }}$ | $k_{\text {intra }}$ | $k$ | Experiment |
| ---: | :--- | :--- | :--- | :---: |
| 5 | 0.039 | 0.018 | 0.013 | 0.0032 |
| 10 | 0.068 | 0.034 | 0.028 | 0.015 |
| 15 | 0.10 | 0.044 | 0.047 | 0.034 |
| 20 | 0.13 | 0.086 | 0.086 | 0.070 |
| 25 | 0.15 | 0.15 | 0.13 | 0.12 |
| 30 | 0.22 | 0.34 | 0.22 | 0.19 |
| 35 | 0.25 | - | 0.25 | - |

[^3]TABLE VI
Predissociation Rate Constants of the MRRKM Theory (in $\mathrm{cm}^{-1}$ ) for a Three-Dimensional Model of the $\mathrm{NeI}_{2}$ Molecule, Compared to the

Available Experiment Data ${ }^{a}$

| $v$ | $k_{\text {Sep }}$ | $k_{\text {intra }}$ | $k$ | Experiment |
| :--- | :---: | :--- | :---: | :---: |
| 10 | 0.019 | 0.016 | 0.011 | - |
| 13 | 0.046 | 0.0096 | 0.020 | 0.025 |
| 14 | 0.051 | 0.011 | 0.025 | 0.027 |
| 15 | 0.063 | 0.025 | 0.038 | 0.029 |
| 16 | 0.064 | 0.031 | 0.043 | 0.033 |
| 17 | 0.067 | 0.031 | 0.048 | 0.042 |
| 18 | 0.074 | 0.027 | 0.056 | 0.050 |
| 19 | 0.073 | 0.043 | 0.060 | 0.061 |
| 20 | 0.082 | 0.048 | 0.073 | 0.062 |
| 21 | 0.085 | 0.073 | 0.081 | 0.077 |
| 22 | 0.10 | 0.11 | 0.10 | 0.092 |
| 23 | 0.11 | 0.28 | 0.11 | 0.10 |
| 25 | 0.13 | - | 0.13 | - |

${ }^{a}$ The initial vibrational state of $\mathrm{I}_{2}$ is represented by $v$.
bond is much larger than that in $\mathrm{HeI}_{2}$, we expect the contribution of flux across the intramolecular energy transfer dividing surface to the rate of predissociation to be smaller than in $\mathrm{HeI}_{2}$. The calculated $k_{\text {Sep }}$ as a function of initial vibrational excitation from $v=10$ to $v=25$ is compared with the experimental data in Table VI. It is seen that the neglect of the influence of intramolecular vibrational relaxation on the predissociation process does lead to an overestimate of the fragmentation rate, but the discrepancy is much smaller than in the $\mathrm{HeI}_{2}$ case. Indeed, for $\mathrm{NeI}_{2}$ we find reasonable agreement between the calculated $k_{\text {Sep }}$ and the observed rate constants for $v>18$, and the error is less than a factor of 2 for $v<18$. The MRRKM calculations of the rate of predissociation of $\mathrm{NeI}_{2}$, which include the rate of intramolecular energy transfer and allow for nonzero diatom and fragment orbital angular momenta (subject to the total angular momentum being zero, $J=0, j=l$ ) are also shown in Table VI. Comparison to experimentally observed predissociation lifetimes for $\mathrm{NeI}_{2}$ shows that the agreement between the MRRKM theory and experiment is satisfactory.

Zewail and co-workers [42] made a few measurements of the rate of predissociation of $\mathrm{ArI}_{2}$ but only the ratios of the rate constants for different initial vibrational excitation were reported. The predissociation of $\mathrm{ArI}_{2}$ was also experimentally studied by Levy co-workers [39,40]. The experimental data-for example, the ratio $k(v=21) / k(v=18)$-again support the MRRKM theory. In this particular application, the MRRKM calculations were based on a threedimensional model in which both diatom and fragment orbital angular

TABLE VII
Predissociation Rate Constant of the MRRKM Theory (in $\mathrm{cm}^{-1}$ ) for the Three-Dimensional $\mathrm{ArI}_{2}$ Molecule ${ }^{a}$

| $v$ | $k_{\text {Sep }}$ | $k_{\text {intra }}$ | $k$ |
| :--- | :--- | :--- | :--- |
| 15 | 0.020 | 0.0048 | 0.0088 |
| 16 | 0.034 | 0.0082 | 0.016 |
| 17 | 0.047 | 0.0098 | 0.024 |
| 18 | 0.045 | 0.015 | 0.027 |
| 19 | 0.059 | 0.021 | 0.038 |
| 20 | 0.063 | 0.026 | 0.045 |
| 21 | 0.071 | 0.033 | 0.054 |
| 22 | 0.085 | 0.069 | 0.071 |
| 25 | 0.089 | 0.073 | 0.085 |
| 30 | 0.12 | 0.018 | 0.012 |

${ }^{a}$ The initial vibrational state of $\mathrm{I}_{2}$ is represented by $v$.

TABLE VIII
The Rate Constant Ratio $k(v=21) / k(v=18)$ for Three-Dimensional $\mathrm{ArI}_{2}$ Predissociation

| Levy and co-workers | Beswick and Jortner | Zewail and co-workers | MRRKM |
| :---: | :---: | :---: | :---: |
| 2.2 | 2.5 | 2.9 | 2.0 |

momentum are nonzero (again subject to the total angular momentum being zero, $J=0, j=l)$. The corresponding MRRKM rates are shown in Table VII. A comparison between the MRRKM result, the theoretical result of Beswick and Jortner [43], and the observed data for the rate-constant ratio $k(v=21) /$ $k(v=18)$ is shown in Table VIII. The agreement between calculated and observed ratios of reaction rate constants is modestly good.

## F. $\mathrm{XCl}_{\mathbf{2}}$ and XICl Predissociation

## 1. $\mathrm{HeCl}_{2}$ and $\mathrm{NeCl}_{2}$

Cline and co-workers [44-46] carried out experiments on the rates of predissociation of both $\mathrm{HeCl}_{2}$ and $\mathrm{NeCl}_{2}$, with the initial vibrational state of $\mathrm{Cl}_{2}$ in a certain range. The calculated fragmentation rates of $\mathrm{HeCl}_{2}$ as a function $v$ are listed in Table IX along with the available experimental data. For the same molecule, Table X displays a comparison of the MRRKM calculated lifetimes and the experimental predissociation lifetimes by Cline and co-workers. Similar comparsions are made for $\mathrm{NeCl}_{2}$ in Table XI and Table XII.

TABLE IX
Predissociation Rate Constants from the MRRKM Theory (in $\mathrm{cm}^{-1}$ ) for the Three-Dimensional $\mathrm{HeCl}_{2}$ Molecule Compared to the Available

Experiment Observations ${ }^{a}$

| $v$ | $k_{\text {Sep }}$ | $k_{\text {intra }}$ | $k$ | Experiment |
| ---: | :---: | :---: | :---: | :---: |
| 6 | 0.123 | 0.0086 | 0.0080 | - |
| 7 | 0.135 | 0.012 | 0.011 | - |
| 8 | 0.150 | 0.023 | 0.020 | 0.011 |
| 9 | 0.172 | 0.032 | 0.027 | 0.019 |
| 10 | 0.183 | 0.016 | 0.033 | 0.030 |
| 11 | 0.187 | 0.038 | 0.065 | 0.055 |
| 12 | 0.216 | 0.070 | 0.099 | 0.101 |
| 13 | 0.277 | 0.088 | 0.14 | - |
| 14 | 0.284 | 0.056 | 0.17 | - |
| 15 | 0.295 | 0.069 | 0.18 | - |

${ }^{a}$ The initial vibrational state of $\mathrm{Cl}_{2}$ is represented by $v$.

TABLE X
Predissociation Lifetime (in ps) for the Three-Dimensional $\mathrm{HeCl}_{2}$ Molecule ${ }^{a}$

| $v$ | MRRKM | Cline (QM) | Cline (Expt.) | Zhang | Gray |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 8 | 271 | 311 | 506 | 245 | 240 |
| 9 | 198 | 231 | 275 | 180 | - |
| 10 | 160 | 131 | 179 | 180 | - |
| 11 | 82 | 75 | 97 | 100 | - |
| 12 | 53 | - | 44 | 52 | 66 |
| 13 | - | 33 | - |  |  |

${ }^{a}$ The initial vibrational state of $\mathrm{Cl}_{2}$ is represented by $v$.

TABLE XI
Predissociation Rate Constant from the MRRKM Theory (in $\mathrm{cm}^{-1}$ ) for the Three-Dimensional $\mathrm{NeCl}_{2}$ Molecule Compared to the Available

Experiment Observations ${ }^{a}$

| $v$ | $k_{\text {Sep }}$ | $k_{\text {intra }}$ | $k$ | Experiment |
| ---: | :---: | :---: | :---: | :---: |
| 6 | 0.096 | 0.0045 | 0.0043 | - |
| 7 | 0.125 | 0.0157 | 0.013 | - |
| 8 | 0.147 | 0.025 | 0.021 | - |
| 9 | 0.174 | 0.034 | 0.028 | 0.022 |
| 10 | 0.178 | 0.022 | 0.040 | 0.029 |
| 11 | 0.200 | 0.043 | 0.071 | 0.053 |
| 12 | 0.226 | 0.032 | 0.075 | 0.081 |
| 13 | 0.244 | 0.076 | 0.12 | 0.16 |
| 14 | 0.287 | 0.079 | 0.15 | - |
| 15 | 0.295 | 0.069 | 0.16 | - |

[^4]TABLE XII
Predissociation Lifetime (in ps) for the Three-Dimensional $\mathrm{NeCl}_{2}$ Molecule ${ }^{a}$

| $v$ | MRRKM | Cline (Expt.) | Gray | Gray (QM) |
| ---: | :---: | :---: | :---: | :---: |
| 9 | 192 | 240 | - | 310 |
| 10 | 131 | 180 | - | - |
| 11 | 75 | 100 | 150 | 120 |
| 12 | 71 | 66 | - | - |
| 13 | 44 | 33 | 44 | 40 |
| 20 | 10 | - | 4.5 | - |

${ }^{a}$ The initial vibrational state of $\mathrm{Cl}_{2}$ is represented by $v$.

Wozny and Gray [47] reported classical trajectory calculations of the rate of predissociation of $\mathrm{NeCl}_{2}$ for $v=11,13$, and 20 . Their results are also compared with MRRKM calculations in Table XII. In particular, in the case of $v=13$, Wozny and Gray's trajectory calculation and MRRKM calculation give the same lifetime of 44 ps . However, for $v=11$ and $v=20$ the MRRKM theory gives lifetimes of 75 ps and 10 ps , respectively, whereas the classical trajectory calculations yield the values 150 ps and 4.5 ps . These differences are, of course, a measure of the accuracy of the approximations used in the MRRKM theory.

The excellent agreement between the MRRKM theory and the experimental results shown above is not totally expected. After all, the MRRKM theory is an approximate and classical statistical theory. As such, it is interesting to actually compare the MRRKM results with fully quantum mechanical calculations for the same systems using the same potential energy surface. Some such quantum calculations are available. In particular, Cline et al. [48] carried out timeindependent quantum mechanical calculations of the rates of predissociation of $\mathrm{HeCl}_{2}$ and $\mathrm{NeCl}_{2}$. For the same molecules, Gray and Wozny [49] also carried out time-dependent wave packet dynamics calculations of the rates of predissociation, and Zhang and Zhang [50] reported quantum mechanical golden-rule-approximation calculations of the rates of predissociation of $\mathrm{HeCl}_{2}$ for $v=8$ to $v=13$. The results of these calculations have also been listed in Table X and Table XII.

Clearly, quantum mechanical calculations in many cases yield better agreement with experimental data than do the classical theory calculations. Indeed, Gray, Rice, and Noid [51], and Davis and Gray [11] discussed the lowenergy limit for the rate of predissociation of $\mathrm{HeI}_{2}$ and demonstrated that for initial energies lower than a certain value classical theories will predict a zero rate constant while quantum mechanically the rate constant is never zero due to tunneling. These observations indicate that, in some cases-for example, when high accuracy of a theoretical prediction is needed or tunneling effects are important-classical unimolecular reaction rate theory may have to be replaced

TABLE XIII
Predissociation Lifetime (in ps) for a Three-Dimensional HeICl or NeICl Molecule

| System | MRRKM | Experiment | Gray |
| :--- | :---: | :---: | :---: |
| $\operatorname{HeICl}(\mathrm{v}=3)$ | 557 | 550 | 1000 |
| $\mathrm{NeICl}(\mathrm{v}=5)$ | 116 | - | 160 |
| $\mathrm{NeICl}(\mathrm{v}=10)$ | 43 | 50 | - |

by a quantum theory. However, Table X also shows that for $\mathrm{HeCl}_{2}$ the predictions of the MRRKM theory are rather close to the results of quantum mechanical calculations, the deviation being, typically, less than 40 ps for all the initially excited states in the energy range studied. It is also interesting to note that even quantum mechanical calculations are not in perfect agreement with the experimental data. This discrepancy could be linked to a number of sources, amongst which are the accuracy of the potential energy surface, the difference between reduced-dimension and full-dimension descriptions, uncertainties in an experimental setup, and so on.

## 2. HeICl and NeICl

Experimental studies of the fragmentation of HeICl and NeICl by Skene and coworkers [52-54] are restricted to the region of low-lying initial vibrational states of ICl, that is, $v=3-10$. The classical trajectory calculations of Gray and Wozny [49], the MRRKM calculations [16] and the experimental results are listed in Table XIII for comparison. Once again there is reasonable agreement between MRRKM, direct trajectory calculations, and experimental data.

## V. THEORY OF ISOMERIZATION

## A. Gray-Rice Theory

Gray and Rice [55] developed a theory of the rate of isomerization that differs in several important aspects from the conventional RRKM theory. In addition to applying the ideas introduced by Davis and Gray-that is, identifying the exact phase-space separatrix for reaction-Gray and Rice proposed a three-state model for the process of isomerization. This proposal was motivated by the observation that as long as the molecule remains intact, there must be, in addition to the states we identify with isomers $A$ and $B$, a third state, denoted by $C$, with energy in excess of the barrier to isomerization, which is neither $A$ or $B$. The existence of these three states can be clearly seen in trajectory studies of an isomerizing molecule.

The original Gray-Rice theory of isomerization was developed from a twoDOF model in which the potential energy surface displays a double well when
cut along the reaction coordinate. The model potential energy surface they used is defined by the sum of a fourth-order polynomial in the $y$-coordinate (the reaction coordinate), a Morse potential in the orthogonal coordinate $x$, and a coupling potential between the two DOFs. The Hamiltonian has the form

$$
\begin{equation*}
H\left(x, y, p_{x}, p_{y}\right)=\frac{p_{x}^{2}}{2 m_{x}}+\frac{p_{y}^{2}}{2 m_{y}}+V_{x}+V_{y}+W(x, y) \tag{201}
\end{equation*}
$$

where

$$
\begin{align*}
V_{x} & =D\left(1-e^{-\alpha x}\right)^{2}  \tag{202}\\
V_{y} & =4 y^{2}\left(y^{2}-1\right)+\varepsilon_{b}  \tag{203}\\
W(x, y) & =4 y^{2}\left(y^{2}-1\right)\left(1-e^{-z \alpha x}\right) \tag{204}
\end{align*}
$$

Here $\varepsilon_{b}$ is the barrier height of the potential energy surface; $D, \alpha$, and $z$ are potential parameters, and $m_{x}=m_{y}$ is the mass factor.

Clearly, the $A$ and $B$ isomer states should be inside the separatrix, and the state $C$ should be in the phase-space region outside of the separatrix but inside the energy boundary. A schematic diagram of this three-state isomerization model is presented in Fig. 20. From the results of previous analyses of predissociation we expect that within the $A$ and $B$ domains there are, in general, intramolecular bottlenecks to energy transfer. However, these bottlenecks are


Figure 20. Schematic surface of section in modeling the Gray-Rice theory of isomerization, showing the separatrix and the phase regions $\mathrm{A}, \mathrm{B}$, and C , which are the generalized states of the system.


Figure 21. Construction of the exact separatrix on the surface of section for a symmetric double-well model potential. (a) The unstable manifold; (b) Superposition of the stable (dashed) and unstable (solid) manifolds. (c) The exact separatrix, which is a union of portions of the above manifolds. (d) Turnstiles superimposed on the separatrix. [From S. K. Gray and S. A. Rice, J. Chem. Phys. 86, 2020 (1987).]
not considered in the original Gray-Rice theory of isomerization because, for the potential parameters and energies studied, the motion in their model system is dominantly chaotic.

Gray and Rice extended the Davis-Gray method of locating a predissociation separatrix to the case of isomerization. That is, they generated the stable and unstable manifolds associated with the saddle point of isomerization and then defined the separatrix as a union of the segments of the generated stable and unstable manifolds. The flux crossing the separatrix can then be calculated by one iteration of the separatrix on the PSS. This is illustrated in Fig. 21. In particular, superimposing the iterated separatrix on the original separatrix yields "lobes," and trajectories are seen to leave the inside of the separatrix only through the small areas labeled "+" and enter the separatrix through the areas labeled "-". Each "+" or "-" pair seen in Fig. 21 is called a turnstile.

The time dependences of the populations of the $A, B$, and $C$ states are then given by the three-state scheme

$$
\begin{align*}
& \frac{d A}{d t}=-k_{A C} A+k_{C A} C  \tag{205}\\
& \frac{d B}{d t}=-k_{B C} B+k_{C B} C  \tag{206}\\
& \frac{d C}{d t}=-\left(k_{C A}+k_{C B}\right) C+k_{A C} A+k_{B C} B \tag{207}
\end{align*}
$$

where $A, B$, and $C$ represent the respective populations, $k_{A C}$ is the rate constant associated with phase-space points that cross from $A$ to $C, k_{C B}$ is the rate constant associated with phase space points that cross from $C$ to $B$, and so on. The normalization condition is $A+B+C=1$. Furthermore, for a symmetric double well potential one has $k_{A C}=k_{B C}, k_{C A}=k_{C B}$. With the initial condition

$$
\begin{equation*}
A(0)=1, B(0)=C(0)=0 \tag{208}
\end{equation*}
$$

the time dependences of the populations are given by

$$
\begin{align*}
& A(t)=A_{e}+\left(\frac{1}{2}-A_{e}\right) e^{-\lambda_{1} t}+\frac{1}{2} e^{-\lambda_{2} t}  \tag{209}\\
& B(t)=B_{e}+\left(\frac{1}{2}-B_{e}\right) e^{-\lambda_{1} t}-\frac{1}{2} e^{-\lambda_{2} t}  \tag{210}\\
& C(t)=1-A(t)-B(t) \tag{211}
\end{align*}
$$

where $\lambda_{1}=k_{A C}+2 k_{C A}, \lambda_{2}=k_{A C}$, and

$$
\begin{equation*}
A_{e}=B_{e}=\frac{k_{C A}}{k_{A C}+2 k_{C A}} \tag{212}
\end{equation*}
$$

Gray and Rice also proposed an approximate analytical treatment for locating the separatrix for isomerization, the use of which leads to an overestimate of the rate constants by about a factor of two relative to the values obtained from direct trajectory studies.

## B. Zhao-Rice Approximation

Zhao and Rice extended the above-sketched Gray-Rice theory to include the effects of intramolecular energy transfer, using analytical approximations for various quantities [15]. Because this extension is in the same spirit as in the case of unimolecular predissociation, the Zhao-Rice approximation presented here is still called the MRRKM theory. Zhao and Rice employed a model double-well potential similar to that used by Gray and Rice, but parameterized to have greater flexibility. Specifically, the three terms in the potential of Eq. (201) are taken to have the following form:

$$
\begin{align*}
V_{x} & =D\left(1-e^{-\alpha x}\right)^{2}  \tag{213}\\
V_{y} & =\epsilon y^{2}(y-a)(y-b)+\varepsilon_{b}  \tag{214}\\
W(x, y) & =\eta \epsilon y^{2} y^{2}(y-a)(y-b)\left(1-e^{-z \alpha x}\right) \tag{215}
\end{align*}
$$

where $a, b, \epsilon, m_{x}, m_{y}, D, \varepsilon_{b}, z$, and $\eta$ are parameters. When $a=b$, the potential function has a symmetric double well; when $a \neq b$, the potential function has an asymmetric double well.

Zhao and Rice adopted the same three-state model for isomerization as introduced by Gray and Rice. Assuming that there are no direct transitions from $A$ to $B$, the elementary rate constant in the three-state model is given by $k_{A C}=F_{A C} / N_{A}, k_{C A}=F_{C A} / N_{C}$, where $N_{A}$ and $N_{C}$ are normalization factors, and $F_{A C}=F_{B C}$ (for the symmetric double-well case) is the flux of phase space points from region $A$ to region $C$. According to the ARRKM theory one has

$$
\begin{equation*}
F_{A C}=\int d x d y d p_{x} d p_{y} \delta\left(S_{\mathrm{Sep}}\right) \dot{S}_{\mathrm{Sep}} \theta\left(\dot{S}_{\mathrm{Sep}}\right) \delta(E-H) \tag{216}
\end{equation*}
$$

where $S_{\text {Sep }}$ is the phase-space separatrix dividing region $A$ from region $C$. Zhao and Rice defined an approximate separatrix by

$$
\begin{equation*}
S_{\text {Sep }}=\frac{p_{y}^{2}}{2 m_{y}}+V_{y}+W(\bar{x}, y)-\Delta \varepsilon \tag{217}
\end{equation*}
$$

where $\bar{x}$ is a fixed value of the $x$-coordinate, and $\Delta \varepsilon$ is given below. Use of $S_{\text {Sep }}$ and integrating over $p_{x}$ and $p_{y}$ yields

$$
\begin{equation*}
F_{A C}=\int \frac{d x d y \sqrt{2 m_{x}} \theta\left(y^{\ddagger}-y\right)}{\sqrt{E+V_{y}+W(\bar{x}, y)-\Delta \varepsilon-V(x, y)}}\left|\frac{\partial[W(x, y)-W(\bar{x}, y)]}{\partial y}\right| \tag{218}
\end{equation*}
$$

where $y^{\ddagger}=0$ for the case of a symmetric potential energy surface and if the dividing surface defined by $S_{\text {Sep }}=0$ is the exact separatrix. The normalization constants for regions $A$ and $C$ are calculated from

$$
\begin{align*}
& N_{A}=4 \sqrt{m_{x} m_{y}} \int d x d y \theta\left(y^{\ddagger}-y\right) \arcsin \left(\frac{P_{\min }}{G}\right)  \tag{219}\\
& N_{C}=4 \sqrt{m_{x} m_{y}} \int d x d y \theta\left(y^{\ddagger}-y\right) \theta[E-V(x, y)]\left[\pi-2 \arcsin \left(\frac{P_{\min }}{G}\right)\right] \tag{220}
\end{align*}
$$

with

$$
\begin{align*}
G & =\sqrt{E-V(x, y)}  \tag{221}\\
P_{\min } & =\min \left[G, \sqrt{\Delta \varepsilon-V_{y}-W(\bar{x}, y)}\right] \tag{222}
\end{align*}
$$

The Zhao-Rice approximation for obtaining $S_{\text {Sep }}$ is based on the following considerations. First, there is a maximum kinetic energy (denoted by $\varepsilon_{b}$ ) associated with the motion along the reaction coordinate $y$ and within the separatrix that defines one geometric isomer. They defined the dividing surface to exclude the trajectories for which the kinetic energy along $y$ exceeds this value because such trajectories generate direct conversion of $A$ to $B$, which is omitted in the Gray-Rice three-state model of isomerization. Second, on the transition state dividing surface the $x$-component of the energy is defined to be

$$
\begin{equation*}
\frac{p_{x}^{2}}{2 m_{x}}+V_{x}=\varepsilon_{x} \tag{223}
\end{equation*}
$$

Thus, by conservation of energy, one has

$$
\begin{equation*}
\frac{p_{y}^{2}}{2 m_{y}}+V_{y}+W(\bar{x}, y)=\Delta \varepsilon \tag{224}
\end{equation*}
$$

where $\Delta \varepsilon=E-\varepsilon_{x}$. Equation (224) is identical to the above definition of $S_{\text {Sep }}$ since

$$
\begin{equation*}
S_{\mathrm{Sep}}=\frac{p_{y}^{2}}{2 m_{y}}+V_{y}+W(\bar{x}, y)-\Delta \varepsilon=0 \tag{225}
\end{equation*}
$$

Thus, assuming $\Delta \varepsilon=\varepsilon_{b}$, Zhao and Rice obtained an approximate separatrix, denoted $S_{\text {Sep }}^{A}$ and given by

$$
\begin{equation*}
S_{\mathrm{Sep}}^{A}=\frac{p_{y}^{2}}{2 m_{y}}+V_{y}+W(\bar{x}, y)-\varepsilon_{b} \tag{226}
\end{equation*}
$$

To include some bottleneck effects in intramolecular energy flow, Zhao and Rice defined a second dividing surface drawn around a region of quasi-periodic motion of isomer $A$. This dividing surface lies inside the separatrix. To so do, they considered the case when the initial state of the system has all of the energy in the $x$-DOF and only zero-point energy $E_{y}(0)$ in the $y$-DOF. By analogy with the construction of $S_{\text {Sep }}^{A}$, they proposed the following intramolecular energy transfer dividing surface

$$
\begin{equation*}
S_{\text {intra }}^{A}=\frac{p_{y}^{2}}{2 m_{y}}+V_{y}+W(\bar{x}, y)-E_{y}(0) \tag{227}
\end{equation*}
$$

Note that, although their analysis is based on classical mechanics, the zero-point energy in the $y$-DOF was taken into account to better approximate the partitioning of the energy between different DOFs. When the motion in the $y$ DOF is confined to the vicinity of the isomer geometry minimum, the harmonic approximation should be valid. Then

$$
\begin{equation*}
E_{y}(n)=\left(n+\frac{1}{2}\right) \hbar \omega_{y} \tag{228}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega_{y}=\left(\frac{1}{m_{y}} \frac{\partial^{2} H(x, y)}{\partial y^{2}}\right)_{x=x_{0}, y=y_{0}}^{1 / 2} \tag{229}
\end{equation*}
$$

Inserting this expression into $S_{\text {intra }}^{A}$ yields

$$
\begin{equation*}
S_{\mathrm{intra}}^{A}=\frac{p_{y}^{2}}{2 m_{y}}+V_{y}+W(\bar{x}, y)-\frac{1}{2} \hbar \omega_{y} \tag{230}
\end{equation*}
$$

The corresponding rate constant associated with $S_{\text {intra }}^{A}$ can be calculated in the same way as in the case of $S_{\text {Sep }}^{A}$.

A simple kinetics model of the three-state mechanism that takes into account bottlenecks to intramolecular energy transfer can be developed by splitting the phase space region $A$ into the quasi-periodic motion region $A_{1}$ and the highly chaotic region $A_{2}$, with $A=A_{1}+A_{2}$. Such a kinetics model is presented in Fig. 22. Let $k_{A_{1} A_{2}}$ be the rate constant for flow of phase space points from $A_{1}$ into


Figure 22. Schematic mechanism of reaction including intramolecular energy transfer. The phase-space of state $A$ is partitioned into $A_{1}$ and $A_{2} . S_{1}$ is a representation of an intramolecular energy transfer dividing surface, and $S_{2}$ is the $A$-state separatrix.
$A_{2}$, and let $k_{A_{2} A_{1}}$ be the back flow rate from $A_{2}$ to $A_{1}$. Then, with obvious notation one obtains

$$
\begin{align*}
\frac{d A_{1}}{d t} & =-k_{A_{1} A_{2}} A_{1}+k_{A_{2} A_{1}} A_{2}  \tag{231}\\
\frac{d A_{2}}{d t} & =k_{A_{1} A_{2}} A_{1}-\left(k_{A_{2} A_{1}}+k_{A_{2} C}\right) A_{2}+k_{C A_{2}} C  \tag{232}\\
\frac{d B_{1}}{d t} & =-k_{B_{1} B_{2}} B_{1}+k_{B_{2} B_{1}} B_{2}  \tag{233}\\
\frac{d B_{2}}{d t} & =k_{B_{1} B_{2}} B_{1}-\left(k_{B_{2} B_{1}}+k_{B_{2} C}\right) B_{2}+k_{C B_{2}} C  \tag{234}\\
\frac{d C}{d t} & =k_{A_{2} C} A_{2}+k_{B_{2} C} B_{2}-\left(k_{C B_{2}}+k_{C A_{2}}\right) C \tag{235}
\end{align*}
$$

This set of first-order linear differential equations can be formally solved to yield the populations as functions of time for the various regions in phase space.

Based on the Gray-Rice assumption that dynamical chaos is fully developed before the isomerization reaction occurs, crossing the intramolecular bottleneck can be considered to be independent of crossing the intermolecular dividing surface. Then the rate constant for the transfer of phase space points from region $A$ to $C$, as observed by Gray and Rice, can be described by only using Eqs. (231) and (232) with $k_{C A_{2}}=0$. Hence

$$
\begin{align*}
& A_{1}(t)=Q_{1} e^{-\lambda_{1} t}+\frac{Q_{2} k_{A_{2} A_{1}}}{k_{A_{2} A_{1}}-\lambda_{2}} e^{-\lambda_{2} t}  \tag{236}\\
& A_{2}(t)=\frac{Q_{1} k_{A_{1} A_{2}}}{k_{A_{2} A_{1}}+k_{A_{2} C}-\lambda_{1}} e^{-\lambda_{1} t}+Q_{2} e^{-\lambda_{2} t} \tag{237}
\end{align*}
$$

where

$$
\begin{align*}
\lambda_{1}= & \frac{1}{2}\left[k_{t}+\sqrt{k_{t}^{2}-4 k_{A_{1} A_{2}} k_{A_{2} C}}\right]  \tag{238}\\
\lambda_{2}= & \frac{1}{2}\left[k_{t}-\sqrt{k_{t}^{2}-4 k_{A_{1} A_{2}} k_{A_{2} C}}\right]  \tag{239}\\
k_{t}= & k_{A_{1} A_{2}}+k_{A_{2} A_{1}}+k_{A_{2} C}  \tag{240}\\
Q_{1}= & A_{1}(0)-\frac{Q_{2} k_{A_{2} A_{1}}}{k_{A_{1} A_{2}}-\lambda_{2}}  \tag{241}\\
Q_{2}= & {\left[A_{2}(0)-\frac{A_{1}(0) k_{A_{1} A_{2}}}{k_{A_{2} A_{1}}+k_{A_{2} C}-\lambda_{1}}\right] } \\
& \times\left[1-\frac{k_{A_{1} A_{2}} k_{A_{2} A_{1}}}{\left(k_{A_{1} A_{2}}-\lambda_{2}\right)\left(k_{A_{2} A_{1}}+k_{A_{2} C}-\lambda_{1}\right)}\right]^{-1} \tag{242}
\end{align*}
$$

The population inside the $A$-separatrix $A(t)=A_{1}(t)+A_{2}(t)$ is given by

$$
\begin{align*}
A(t)= & Q_{1}\left(1+\frac{k_{A_{1} A_{2}}}{k_{A_{2} A_{1}}+k_{A_{2} C}-\lambda_{1}}\right) e^{-\lambda_{1} t} \\
& +Q_{2}\left(1+\frac{k_{A_{2} A_{1}}}{k_{A_{2} A_{1}}-\lambda_{2}}\right) e^{-\lambda_{2} t} \tag{243}
\end{align*}
$$

The above result can also rewritten as

$$
\begin{align*}
\frac{A(t)}{A(0)}= & \bar{Q}_{1}\left(1+\frac{k_{A_{1} A_{2}}}{k_{A_{2} A_{1}}+k_{A_{2} C}-\lambda_{1}}\right) e^{-\lambda_{1} t} \\
& +\bar{Q}_{2}\left(1+\frac{k_{A_{2} A_{1}}}{k_{A_{2} A_{1}}-\lambda_{2}}\right) e^{-\lambda_{2} t} \tag{244}
\end{align*}
$$

with

$$
\begin{align*}
\bar{Q}_{1}= & f_{1}-\frac{\bar{Q}_{2} k_{A_{2} A_{1}}}{k_{A_{2} A_{1}}-\lambda_{2}}  \tag{245}\\
\bar{Q}_{2}= & {\left[f_{2}-\frac{f_{1} k_{A_{1} A_{2}}}{k_{A_{2} A_{1}}+k_{A_{2} C}-\lambda_{1}}\right] } \\
& \times\left[1-\frac{k_{A_{1} A_{2}} k_{A_{2} A_{1}}}{\left(k_{A_{1} A_{2}}-\lambda_{2}\right)\left(k_{A_{2} A_{1}}+k_{A_{2} C}-\lambda_{1}\right)}\right]^{-1} \tag{246}
\end{align*}
$$

and

$$
\begin{equation*}
f_{1}=\frac{A_{1}(0)}{A(0)}, f_{2}=\frac{A_{2}(0)}{A(0)} \tag{247}
\end{equation*}
$$

Assuming that the effective rate constant $k_{A C}$ is equivalent to that determined from trajectory studies and also assuming that

$$
\begin{equation*}
A(t)=A(0) e^{-k_{A C} t} \tag{248}
\end{equation*}
$$

for short time, Zhao and Rice evaluated $k_{A C}$ by fitting the numerical simulation data. Specifically, this fitting was carried out by setting

$$
\begin{equation*}
\ln \left[\frac{A\left(\tau_{A C}\right)}{A(0)}\right]=-1 \tag{249}
\end{equation*}
$$

with $k_{A C}=1 / \tau_{A C}$. In essence, this procedure assumes that relaxation in region $A$ is fully developed before the transition from $A$ to $C$ occurs, and thus the contribution from $k_{A_{2} A_{1}}$ is negligible. The initial conditions are chosen so that $f_{1}$ is approximated by the fraction of quasi-periodic region on the PSS within the isomer $A$ region. Once the rate constant $k_{A C}$ is known, $k_{C A}$ can be determined from

$$
\begin{equation*}
k_{C A}=\frac{k_{A C} k_{C A_{2}}}{k_{A_{2} C}} \tag{250}
\end{equation*}
$$

If the $A$ to $C$ and $C$ to $B$ transitions are independent processes, then a simple approximation to the effective isomerization lifetime $\tau$ can be made:

$$
\begin{equation*}
\tau=\frac{1}{k}=\frac{1}{k_{C A}}+\frac{1}{k_{A C}} \tag{251}
\end{equation*}
$$

## C. Reactive Island Theory

A beautiful classical theory of unimolecular isomerization called the reactive island theory (RIT) has been developed by DeLeon and Marston [23] and by DeLeon and co-workers [24,25]. In RIT the classical phase-space structures are analyzed in great detail. Indeed, the key observation in RIT is that different cylindrical manifolds in phase space can act as mediators of unimolecular conformational isomerization. Figure 23 illustrates homoclinic tangling of motion near an unstable periodic orbit in a system of two DOFs with a fixed point $\tau$, and it applies to a wide class of isomerization reaction with two stable isomer


Figure 23. Homoclinic tangling of motion near an unstable periodic orbit in a system of two degrees of freedom at a fixed point $\tau$. [From A. M. O. De Almeida et al., Physica D 46, 265 (1990).]
states ( $A$ and $B$ ), represented by two wells in the potential energy surface. Furthermore, the existence of a homoclinic orbit guarantees that on a particular surface of section the Poincaré map always has the structure shown in Fig. 23.

As is clear from the previously discussed properties of unstable periodic orbits and NHIM, there are both stable $\left(W_{A}^{-}, W_{B}^{-}\right)$and unstable manifolds ( $W_{A}^{+}, W_{B}^{+}$) associated with the unstable fixed point shown in Fig. 23. These manifolds are called stable and unstable cylinders in RIT. The intersection of the cylinders with a surface of section generates the so-called reactive islands (RI). Specifically, RIs can be constructed for a given dynamical system by propagating ensembles of trajectories along the stable and unstable branches of a reactive periodic orbit, the propagation being in negative and positive time, respectively. Figure 24 presents Poincaré maps for an isomerization system on two different surfaces, showing $W^{+}$and $W^{-}$RI structures.

For a system with two DOFs, both the cylinder and the surface of section (denoted $\Sigma$ ) are of dimension two and embedded within the three-dimensional energy shell. Their intersection is therefore generically along lines. There are three major possibilities: (i) The intersection is a line of infinite length; (ii) the intersection is a reducible closed curve on the cylinder; and (iii) the intersection is an irreducible closed curve on the cylinder. Figure 25 shows a schematic drawing of a surface $\Sigma$ intersecting a $W^{-}$cylinder. In Fig. 25A (one orbit) and Fig. 25B (several orbits) the surface intersects $W^{-}$tangentially forming a reducible curve. In Fig. 25C the surface intersects $W^{-}$transversely, forming an irreducible curve (which is identified to be an RI in RIT). Figure 26 shows a schematic surface $\Sigma$ intersecting a $W^{-}$cylinder both transversely and tangentially, demonstrating how a discontinuous Poincaré map can be obtained.
(a)

(b)



Figure 24. Reactive island structure for a two-well potential isomerization model, generated from the stable and unstable branches of the transition state fixed point. (a) Stable branch structure. (b) Unstable branch structure. [From A. M. O. De Almeida et al., Physica D 46, 265 (1990).]

The RIs display a number of interesting mathematical and physical properties. To briefly introduce these properties, we define the RIs generated from the same branch (either the stable or the unstable branch) to be of the same family. We also denote by $\mathrm{RI}_{j+1}$ the reactive island generated from a further iteration of the reactive island $\mathrm{RI}_{j}$. That is, the area of $\mathrm{RI}_{j}$ will, upon one positive or negative time iteration, map onto $\mathrm{RI}_{j+1}$ or $\mathrm{RI}_{j-1}$ within the same family. It


Figure 25. Schematic drawing of a surface $\Sigma$ intersecting a cylinder. (A, one orbit; B, several orbits) $\Sigma$ intersects the cylinder tangentially, forming a reducible curve. (C) $\Sigma$ intersects the cyclinder transversally, forming an irreducible curve-that is, a reactive island. [From A. M. O. De Almeida, et al. , Physica D 46, 265 (1990).]


Figure 26. A schematic presentation of a surface $\Sigma$ intersecting with a $W^{-}$cylinder both transversally and tangentially, and how a discontinuous Poincaré map is obtained. [From A. M. O. De Almeida et al., Physica D 46, 265 (1990).]
can be shown that: (i) All reactive islands within a family have the same area. (ii) The area of an RI is equal to the action over one period of motion of the transition state periodic orbit. Consequently, the area of an RI from a stable branch family will be equal to the area of an RI from an unstable branch family. (iii) Reactive islands from the same family cannot intersect one another. (iv) The intersection of two RIs from different families generates four lobes and an overlap region. Four homoclinic points will be generated by the peripheries of the two intersecting RIs. The four lobes pair into two sets of equal area lobes. Those lobes generated from the stable branch bound reactive dynamics in positive time, whereas those lobes generated from the unstable branch bound reactive dynamics in negative time. The overlap region is reactive in both positive and negative time. These properties of RIs make it clear that the probabilities associated with isomerization reaction, trapping, and back reaction are entirely determined by the overlap between stable and unstable branches of RIs. (v) Reactive to trapped motion will proceed through the RIs generated from the unstable branch, whereas trapped to reactive motion will proceed through the RIs generated from the stable branch. The last member of a family of RIs from the stable branch constitutes the bottleneck to reaction.

Figure 27 illustrates reactive motion through cylindrical manifolds and construction of the manifolds. It shows that a trajectory initially trapped in conformer $A$ eventually enters the interior of the cylinder $W_{A}^{-}$. By going through $W_{A}^{-}$, it reacts, and it goes to conformer $B$ by entering manifold $W_{B}^{+}$. The cylinder $W_{A}^{-}$mediates all pre-reactive motion $A \rightarrow B$, and the cylinder $W_{B}^{-}$mediates all


Figure 27. An example of cylindrincal manifolds in a system with two DOFs. A trajectory is initially trapped in conformer $A$ and eventually enters the interior of the cylinder $W_{A}^{-}$. By going through $W_{A}^{-}$, it reacts, and it goes to conformer $B$ by entering the manifold $W_{B}^{+}$. [From N. De Leon, M. A. Mehta, and R. Q. Topper, J. Chem. Phys. 94, 8310 (1991).]
pre-reactive motion $B \rightarrow A$. Due to time-reversal symmetry, $W_{A}^{+}$and $W_{B}^{+}$ mediate all post-reactive motion. Therefore, the four cylinders, particularly their overlaps in phase space, mediate all the details of the kinetics of isomeriza-tion-for example, how flux moves back and forth between the two isomer states.

A detailed discussion of RIT is beyond the scope of this chapter. Here we confine ourselves to the first-order kinetics obtained from RIT. Since RIT shows that all forward reactions must occur by passing through the interior of $W_{A}^{-}$, and all backward reactions must occur by passing through the interior of $W_{B}^{-}$, the simplest reaction mechanism predicted by RIT takes into account only direct recrossing-that is, recrossing motion within one oscillation of the reaction coordinate. The kinetics associated with this simplest case can be represented by

$$
\begin{align*}
& A \xrightarrow{\delta} W_{A}^{-} \xrightarrow{\gamma} W_{B}^{+} \xrightarrow{\beta} B  \tag{252}\\
& B \xrightarrow{\delta} W_{B}^{-} \xrightarrow{\gamma} W_{A}^{+} \xrightarrow{\beta} A
\end{align*}
$$

In addition, RIT introduces a common rate constant $\alpha$ associated with the transitions $W_{A}^{+} \rightarrow W_{A}^{-}$and $W_{B}^{+} \rightarrow W_{B}^{-}$. Then the population dynamics is
given by

$$
\begin{align*}
\frac{d A(t)}{d t} & =\beta W_{A}^{+}(t)-\delta A(t)  \tag{253}\\
\frac{d W_{A}^{+}(t)}{d t} & =\gamma W_{B}^{-}(t)-(\alpha+\beta) W_{A}^{+}(t)  \tag{254}\\
\frac{d W_{A}^{-}(t)}{d t} & =\alpha W_{A}^{+}(t)+\delta A(t)-\gamma W_{A}^{-}(t)  \tag{255}\\
\frac{d B(t)}{d t} & =\beta W_{B}^{+}(t)-\delta B(t)  \tag{256}\\
\frac{d W_{B}^{+}(t)}{d t} & =\gamma W_{A}^{-}(t)-(\alpha+\beta) W_{B}^{+}(t)  \tag{257}\\
\frac{d W_{B}^{-}(t)}{d t} & =\alpha W_{B}^{+}(t)+\delta B(t)-\gamma W_{B}^{-}(t) \tag{258}
\end{align*}
$$

Here $A(t), B(t), W_{A}^{+}(t), W_{A}^{-}(t), B(t), W_{B}^{+}(t)$, and $W_{B}^{-}(t)$ are the populations of the respective phase space regions, and the rate constants $\alpha, \beta, \gamma$, and $\delta$ are explicitly given by RIT by calculating the areas of overlap regions and the density of states. The overall isomerization rate constant can be obtained by solving the preceding set of equations. Assuming a set of eigenvalues $\{\lambda\}$ associated with the kinetic equations, RIT takes $k_{\text {RIT }}=\inf (\lambda)$ to be the reaction rate constant of isomerization.

As an application of RIT, consider the following Hamiltonian system

$$
\begin{align*}
H= & \frac{1}{2 \mu}\left(p_{1}+p_{2}\right)+D\left[1-\exp \left(-\lambda q_{2}\right)\right] \\
& +4 q_{1}^{2}\left(q_{1}^{2}-1\right) \exp \left(-z \lambda q_{2}\right) \tag{259}
\end{align*}
$$

where the parameters have the values $\mu=8.0, D=10.0, z=2.3$, and $\lambda=1.95$. The Hamiltonian is symmetric with respect to the reaction coordinate $q_{1}$. The dynamics of this specific system is classically chaotic, the potential energy barrier is at $E=0$, and there exists a family of periodic orbits along $q_{2}$ at $q_{1}=0$ for energies greater than zero. Figures 28 and 29 present reactive island structure on a surface of section and kinetics data for this symmetric model Hamiltonian with energies $E=1.0$ and 3.0 , respectively, compared to the result from a purely random model (PR) and to that of classical trajectory calculations.

## D. Gray-Rice Theory Versus Reactive Island Theory

It is interesting and important to note that the conceptual structure of the lowestorder application of RIT is similar to the Gray-Rice three-state model of


Figure 28. Reactive island structure on a surface of section and kinetics data for the symmetric model Hamiltonian for $E=1.0$. (a) The reactive island structure. (b) The population decay of isomer A from different calcualtions. [From A. M. O. De Almeida et al., Physica D 46, 265 (1990).]
isomerization. Let us first recall that the mechanism of the Gray-Rice three-state model can be summarized in the form

$$
\begin{equation*}
[A] \rightleftarrows k_{A C}[C] \leftrightarrows k_{k_{C A}}^{k_{B C}}[B] k_{C B} \tag{260}
\end{equation*}
$$

where $A$ and $B$ are the stable isomer states, and $C$ is the intermediate state. The three state kinetics equations are

$$
\begin{align*}
& \frac{d A}{d t}=-k_{A C} A+k_{C A} C  \tag{261}\\
& \frac{d B}{d t}=-k_{B C} B+k_{C B} C  \tag{262}\\
& \frac{d C}{d t}=-\left(k_{C A}+k_{C B}\right) C+k_{A C} A+k_{B C} B \tag{263}
\end{align*}
$$



Figure 29. Reactive island structure on a surface of section and kinetics data for the symmetric model Hamiltonian for $E=3.0$. (a) The reactive island structure. (b) The population decay of isomer A from different calcualtions. [From A. M. O. De Almeida et al., Physica D 46, 265 (1990).]

A special solution with the initial conditions $A(0)=1, B(0)=C(0)=0$ is

$$
\begin{align*}
& A(t)=A_{e}+\left(\frac{1}{2}-A_{e}\right) e^{-\lambda_{1} t}+\frac{1}{2} e^{-\lambda_{2} t}  \tag{264}\\
& B(t)=B_{e}+\left(\frac{1}{2}-B_{e}\right) e^{-\lambda_{1} t}-\frac{1}{2} e^{-\lambda_{2} t}  \tag{265}\\
& C(t)=1-A(t)-B(t) \tag{266}
\end{align*}
$$

where

$$
\begin{equation*}
A_{e}=B_{e}=\frac{k_{C A}}{k_{A C}+2 k_{C A}} \tag{267}
\end{equation*}
$$

and the two exponents are $\lambda_{1}=k_{A C}+2 k_{C A}, \lambda_{2}=k_{A C}$.
Consider first the case where all the three states are taken into account and $\lambda_{2}<\lambda_{1}$. Then the isomerization rate from the Gray-Rice theory is characterized by the decay rate constant $\lambda_{2}=k_{A C}$. This is a general result from the three-state mechanism. Consider a second case in which the third intermediate state $C$ vanishes from the mechanism by setting $C=0$. Then the reaction mechanism becomes

$$
\begin{equation*}
[A] \rightleftarrows{ }_{k_{B A}}^{k_{A B}}[B] \tag{268}
\end{equation*}
$$

for which the reaction rate constant must be $\left(k_{A B}+k_{B A}\right)=2 k_{A B}$ for the symmetric double-well potential. This result can be derived from the GrayRice theory by setting $C=0$. In doing so, the equilibrium concentrations of $A$ and $B$ are $A_{e}=1 / 2$, and $B_{e}=1 / 2$ for any symmetric double-well potential. Then from Eq. (267) one has

$$
\begin{equation*}
A_{e}=B_{e}=\frac{k_{C A}}{k_{A C}+2 k_{C A}}=\frac{1}{2} \tag{269}
\end{equation*}
$$

which gives

$$
\begin{equation*}
k_{A C}+2 k_{C A}=2 k_{C A} \tag{270}
\end{equation*}
$$

or

$$
\begin{equation*}
k_{A C}=0 \tag{271}
\end{equation*}
$$

This is true, since the $C$ state does not exist. Hence, if the system goes to the $B$ state from $C$, it must come from $A$, and vice versa. This implies that

$$
\begin{equation*}
k_{C B} \rightarrow k_{A B}, k_{C A} \rightarrow k_{B A} \tag{272}
\end{equation*}
$$

and

$$
\begin{align*}
& \lambda_{1}=k_{A C}+2 k_{C A}=2 k_{B A}=2 k_{A B}  \tag{273}\\
& \lambda_{2}=k_{A C}=0 \tag{274}
\end{align*}
$$

Therefore, the reaction rate constant is now $\lambda_{1}=2 k_{A B}$, which is exactly the RRKM rate constant.

To consider the relationship between RIT and the Gray-Rice theory, we reexpress the simplest reaction mechanism of RI T in the form

where $W_{A B}$ is comprised of $W_{A}^{-}$and $W_{B}^{+}$and $W_{B A}$ is comprised of $W_{B}^{-}$and $W_{A}^{+}$. Clearly, Eq. (275) indicates that between state $A$ and state $B$ there are the intermediate states $W_{A B}$ and $W_{B A}$. Identifying the intermediate states $W_{A B}$ and $W_{B A}$ with the state $C$ in the Gray-Rice theory, one sees that (first-order) RIT and the Gray-Rice theory are based upon the same reaction mechanism. Specifically, for the case of a symmetric double-well potential, RIT yields the rate constant [56]

$$
\begin{equation*}
k_{\mathrm{RIT}}=\frac{4 F(E)}{N_{T}}\left(\frac{1-Z}{1+Z}\right) \tag{276}
\end{equation*}
$$

where $F(E)$ is the flux from $A$ to $B$ in the two-state mechanism (i.e., $C=0$ ), $N_{T}$ is the population trapped in the whole phase space, and $Z$ is the fraction of recrossing motion. Assuming that $N_{A}$ is the population of the $A$ state in the GrayRice theory, we have

$$
\begin{equation*}
k_{\mathrm{RIT}}=\frac{2 F(E)}{N_{A}}\left(\frac{1-Z}{1+Z}\right) \tag{277}
\end{equation*}
$$

Since the flux $F_{\mathrm{GR}}(E)$ in the Gray-Rice theory is defined by the flux crossing the separatrix from the trapped $A$ state to state $C=C_{A}+C_{B}$, we have

$$
\begin{equation*}
2 F(E) \approx F_{\mathrm{GR}}(E) \tag{278}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{\mathrm{RIT}}=\frac{F_{\mathrm{GR}}(E)}{N_{A}}\left(\frac{1-Z}{1+Z}\right) \tag{279}
\end{equation*}
$$

Equation (279) suggests that in the $Z=0$ limit,

$$
\begin{equation*}
k_{\mathrm{RIT}}=\frac{F_{\mathrm{GR}}(E)}{N_{A}}=k_{\mathrm{GR}} \tag{280}
\end{equation*}
$$

This important similarity between the first-order RIT and the Gray-Rice theory was also analyzed by Deleon and Ling [56] with, however, different conclusions.

The difference between the Gray-Rice theory and RIT in its general form is evident. In the Gray-Rice theory the chaotic dynamics of isomerization is assumed to be fully developed. This is why the flux across the reaction separatix can be calculated knowing only the properties of the separatrix and the density of phase space points in the chaotic domain. By contrast, RIT shows that there is substructure to the chaotic dynamics in that trajectories that lead to isomerization pass through RIs which are distinct regions embedded in the chaotic domain. Such substructure in phase space exposes the detailed dynamics of isomerization which is not considered by the Gray-Rice theory. However, since the area of reactive islands is preserved under the stroboscopic mapping and the area of the PSS is finite, successive mappings of a reactive island will eventually cover the surface of section. As such, the area of intersection of two reactive islands from different branches decreases as the stage of mapping increases, and the locations of intersections are apparently randomly distributed on the PSS. This implies that contributions to the rate of isomerization come from all over the surface of section, a fact that is consistent with the Gray-Rice analysis.

## E. Isomerization in Double-Well Systems

Consider the rate constants for isomerization in symmetric and asymmetric double-well systems predicted by the several theories discussed above. The twowell potential for coupled $x$ and $y$ DOFs is given by

$$
\begin{align*}
V(x, y)= & D\left(1-e^{-\alpha x}\right)^{2}+\epsilon y^{2}(y-a)(y-b)+\varepsilon_{b} \\
& +\eta \epsilon y^{2} y^{2}(y-a)(y-b)\left(1-e^{-z \alpha x}\right) \tag{281}
\end{align*}
$$

where $a, b, \epsilon, m_{x}, m_{y}, D, \varepsilon_{b}, z$, and $\eta$ are parameters. The potential is symmetric for $a=b$ and asymmetric for $a \neq b$. In all the systems studied below $m_{x}=m_{y}=8.0, D=10.0, \varepsilon_{b}=1.0, \epsilon=4$. Different choices of the other parameters, listed in Table XIV, give rise to different systems. A schematic plot of both the symmetric and the asymmetric potentials is given in Fig. 30.

TABLE XIV
The System Parameters for a Number of Model Double-Well Potentials ${ }^{a}$

| System No. | $z$ | $\alpha$ | Energy $(E)$ | $a$ | $b$ | $\eta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1.0 | 1.50 | 1.25 | 1.0 | 1.0 | 1.0 |
|  |  |  | 2.00 | 1.0 | 1.0 | 1.0 |
|  |  |  | 3.00 | 1.0 | 1.0 | 1.0 |
| 2 | 2.3 | 2.10 | 1.05 | 1.0 | 1.0 | 1.0 |
| 3 | 1.9 | 1.95 | 1.20 | 1.0 | 1.0 | -1.0 |
| 4 | 2.3 | 1.95 | 2.00 | 1.0 | 1.0 | -1.0 |
| 5 | 1.7 | 2.00 | 2.00 | 1.0 | 1.0 | -1.0 |
| 6 | 1.8 | 2.10 | 2.50 | 1.0 | 1.0 | -1.0 |
| 7 | 2.3 | 1.95 | 1.05 | 1.1 | 0.9 | -1.0 |
| 8 | 2.3 | 1.95 | 1.50 | 1.1 | 0.9 | -1.0 |

${ }^{a}$ Note that the potential is symmetric for $a=b$ and asymmetric for $a \neq b$.


Figure 30. A schematic presentation of the symmetric and asymmetric double-well potentials.

System No. 1 describes a symmetric double-well potential that was studied by Gray and Rice. A PSS for this system is displayed in Fig. 31. For this system the MRRKM results [15] are presented in Table XV, compared to the exact trajectory calculations by Gray and Rice [55]. It is seen that for all the energies considered, the predicted rate constants are in good agreement with Gray and Rice's results except for $E=3.00$, for which the MRRKM theory overestimates the rate constant by a factor of 1.25 . It is plausible that a principal component of this difference arises from uncertainty in the value of $f_{Q P}$-that is, the fraction of quasi-periodic motion on the PSS. Indeed, a small change in that value will bring the calculated and exact values into agreement to the same accuracy as for the other energies considered. Clearly, the Zhao-Rice approximations to the


Figure 31. Poincaré surfaces of section for a symmetric double-well potential with parameters given in Table I. (a) $E=1.02$, (b) $E=1.25$, (c) $E=2.0,(d) E=3.0$, and (e) $E=6.0$. [From S. K. Gray and S. A. Rice, J. Chem. Phys. 86, 2020 (1987).]

TABLE XV
Comparison of Elementary Rate Constants Calculated from the MRRKM Theory to Those Obtained by Gray and Rice's Exact Trajectory Calculations [55] for System No. 1

| $E$ | $f_{Q P}$ | $k_{\text {intra }}$ | $k_{\text {Sep }}$ | $k_{A C}$ | Gray-Rice |
| :--- | :--- | :--- | :--- | :---: | ---: |
| 1.25 | 0.24 | 0.055 | 0.025 | 0.022 | 0.026 |
| 2.00 | 0.099 | 0.085 | 0.054 | 0.050 | 0.048 |
| 3.00 | 0.058 | 0.107 | 0.075 | 0.071 | 0.057 |
| 6.00 | 0.038 | 0.125 | 0.097 | 0.094 | 0.100 |

separatrix and to the rate of intramolecular energy transfer yield a significant improvement in the predicted isomerization rate constants relative to the predictions of the earlier theory of Gray and Rice (which gives an error of a factor around 2.0).

Systems No. 2 to No. 6 defined in Table XIV were studied by De Leon and coworkers using RIT [23,57]. They reported that these systems are primarily chaotic. Their theoretical results are compared, in Table XVI, to their trajectory calculations, the RRKM results, the MRRKM calculations, and the results based on a reaction path Hamiltonian analysis by Jang and Rice [58]. The entries in Table XVI show that the MRRKM theory yields rate constants that are in excellent agreement with direct trajectory calculations for almost all the cases. By contrast, the RRKM results overestimate the isomerization rate constants by a factor of around 4.0. The MRRKM theory does give an erroneous prediction for system No. 2, which has a very low excess energy $E=1.05$. In such cases one may have to consider more than one intramolecular bottleneck to make more accurate calculations of the isomerization rate. Note that RIT seems to give the best result. This is understandable because RIT takes into account more information concerning the reaction dynamics. Note also that, at least for these model systems, the reaction path approach of Jang and Rice is successful. This suggests that although, as shown by Gray and Rice, a large fraction of the trajectories that contribute to the isomerization process depart considerably from the minimum energy path through the saddle region, the reaction path

TABLE XVI
Isomerization Rate Constants for Symmetric Double-Well Potential Systems Defined in Table XIV

| System No. | RRKM | MRRKM | Trajectory | Reaction-Path | RIT |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 0.0084 | 0.0069 | 0.0023 | 0.011 | 0.0023 |
| 3 | 0.031 | 0.015 | 0.014 | 0.018 | 0.015 |
| 4 | 0.073 | 0.029 | - | 0.029 | 0.027 |
| 5 | 0.096 | 0.023 | 0.020 | 0.020 | 0.020 |
| 6 | 0.120 | 0.026 | 0.031 | 0.021 | 0.029 |

TABLE XVII
Isomerization Rate Constants for Systems No. 7 and No. 8 Obtained from Trajectory Calculations, RIT, the Transition State Theory (TST), and the MRRKM Theory

| System No. | Trajectory | RIT | TST | MRRKM |
| :---: | :---: | :--- | :--- | :---: |
| 7 | 0.04 | 0.0614 | 0.089 | 0.089 |
| 8 | 0.27 | 0.312 | 0.626 | 0.31 |

formalism does capture some contributions from these trajectories via the selfconsistent inclusion of the averaged motion perpendicular to the reaction coordinate.

Comparison between the MRRKM theory and RIT [59] in the case of asymmetric double-well potentials-that is, systems No. 7 and No. 8-is made in Table XVII. There the transition state theory (TST) results reported by De Leon et al. [59] are also given. The MRRKM results were obtained by ignoring the effects of intramolecular energy transfer, and they are seen to be in good agreement with those from RIT and from direct numerical simulations. It is also seen that both the MRRKM theory and RIT considerably overestimate the rate constant for system No. 7. Again this is possibly due to the presence of intramolecular energy transfer bottlenecks.

## F. Isomerization in a Triple-Well System

Jang, Zhao, and Rice [60] also examined the rate of isomerization in a model system that supports three stable isomers, denoted by $B, A$ and $B^{\prime}$, and a bound state denoted by $C$, which is distinct from all the isomeric states. A schematic plot of the triple-well potential and a phase-space contour plot is presented in Fig. 32.

For simplicity we assume that the following: (i) Isomers $B$ and $B^{\prime}$ have the same energy, as displayed in Fig. 32. (ii) Isomer $A$ has an energy that is higher than that of $B$ and $B^{\prime}$. (iii) The bound state $C$ corresponds to all system conformations with energies in excess of the barrier energies separating $B, A$ and $B^{\prime}$. (iv) The potential wells corresponding to the several isomers are linearly distributed along the reaction coordinate in the sequence $B^{\prime}, A, B$. While both the direct conversion

$$
\begin{equation*}
B \rightarrow C \rightarrow B^{\prime} \tag{282}
\end{equation*}
$$

and the indirect conversion

$$
\begin{equation*}
B \rightarrow C \rightarrow A \rightarrow C \rightarrow B^{\prime} \tag{283}
\end{equation*}
$$



Figure 32. A three-well potential modeling unimolecular isomerization between three isomers, denoted by $B, A$, and $B^{\prime}$.
are allowed in the considerations, we neglect conversions of the type $B \rightarrow A$ and $A \rightarrow B$. The main interest is with the extent to which the presence of the intermediate isomeric state $A$ modifies the flux from $B$ to $B^{\prime}$, hence also the rate of that isomerization.

The model triple-well potential surface is defined by the sum of a sixth-order polynomial in the displacement of $y$-coordinate, a Morse potential in the orthogonal $x$-coordinate, and a potential describing the coupling between $x$ and $y$ :

$$
\begin{equation*}
V(x, y)=V_{x}+V_{y}+W(x, y) \tag{284}
\end{equation*}
$$

where

$$
\begin{align*}
V_{x} & =D\left(1-e^{-\alpha x}\right)^{2}  \tag{285}\\
V_{y} & =\epsilon y^{2}\left(y^{2}-a^{2}\right)\left(y^{2}-b^{2}\right)  \tag{286}\\
W(x, y) & =\eta \epsilon y^{2}\left(y^{2}-a^{2}\right)\left(y^{2}-b^{2}\right)\left(1-e^{-z \alpha x}\right) \tag{287}
\end{align*}
$$

TABLE XVIII
Elementary Rate Constants and Lifetimes from the MRRKM Theory for a Model Triple-Well Potential

| $E$ | $k_{A C}$ | $k_{B C}$ | $k_{C A}$ | $k_{C B}$ | $k$ | $\tau$ |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: |
| 0.58 | 0.066 | 0.028 | 0.034 | 0.024 | 0.016 | 62 |
| 0.70 | 0.20 | 0.086 | 0.063 | 0.049 | 0.047 | 21 |
| 0.75 | 0.24 | 0.11 | 0.067 | 0.054 | 0.055 | 18 |
| 0.80 | 0.27 | 0.12 | 0.071 | 0.057 | 0.063 | 16 |
| 0.85 | 0.31 | 0.14 | 0.074 | 0.059 | 0.071 | 14 |
| 0.90 | 0.34 | 0.15 | 0.075 | 0.061 | 0.076 | 13 |
| 0.95 | 0.36 | 0.16 | 0.077 | 0.063 | 0.082 | 12 |
| 1.00 | 0.39 | 0.17 | 0.079 | 0.064 | 0.087 | 11 |

and the parameters $m_{x}, m_{y}, D, \epsilon, \alpha, z, \eta, a, b$ take the following values:

$$
\begin{array}{rlrlrl}
m_{x} & =8.0, & & m_{y} & =8.0, & \\
\epsilon & =10.00, & & \alpha .00 \\
z & =5.00, & & a=0.90, & & \eta=-1.00 \\
z & =1.00
\end{array}
$$

The saddle point between isomer $B$ and isomer $A$ is represented by $y_{1}^{\ddagger}=q_{A B}^{\ddagger}$, and the saddle point between isomer $B^{\prime}$ and isomer $A$ is represented by $y_{2}^{\ddagger}=q_{A B^{\prime}}^{\ddagger}$. As in the case of double-well potentials, the MRRKM theory defines isomerization separatrix surfaces for the three isomer states $B, A$ and $B^{\prime}$ by

$$
S_{\mathrm{Sep}}=\frac{p_{y}^{2}}{2 m_{y}}+V_{y}+W(\bar{x}, y)-\varepsilon_{b}= \begin{cases}S_{B}, & y \geq y_{1}^{\ddagger}  \tag{288}\\ S_{A}, & y_{1}^{\ddagger} \leq y \leq y_{2}^{\ddagger} \\ S_{B^{\prime}}, & y \leq y_{2}^{\ddagger}\end{cases}
$$

where $\bar{x}$ is a fixed point in $x$. Using this definition for the separatrix, the MRRKM calculations can be carried out. We also define, solely for convenience of discussion, the "isomerization rate constants" $k=1 / \tau$, where $\tau$ is the "relaxation lifetime." The MRRKM results for this system, as a function of energy, are displayed in Table XVIII.

A few of these cases were studied within the framework of RIT by DeLeon et al. [59] for energy $E=0.58,0.75$, and 1.00. The "isomerization rate constants" calculated from the MRRKM theory are in very good agreement with those obtained from trajectory calculations and with those calculated from RIT. This comparison is given in Table XIX. Interestingly, both the MRRKM theory and RIT more or less overestimate the rate of isomerization when compared to the trajectory calculations.

TABLE XIX
The Isomerization Rate Constants in a Model Three-Well Potential, Obtained from MRRKM, Trajectory Calculations, and RIT

| $E$ | Trajectory | RIT | MRRKM |
| :--- | :---: | :--- | :---: |
| 0.58 | 0.015 | 0.019 | 0.016 |
| 0.75 | 0.047 | 0.049 | 0.055 |
| 1.00 | 0.085 | 0.091 | 0.087 |

## G. Isomerization of 3-Phospholene

Isomerization of 3-phospholene is of considerable interest for two reasons. First, the potential energy surface for the isomerization reaction coordinates is well known due to the spectroscopic studies of Harthcock and Laane [61,62]. Second, its Hamiltonian has important off-diagonal kinetic energy coupling terms, which provide a different test of the accuracy of the approximations used in the MRRKM theory than posed by previous applications.

Let $x$ be the ring-puckering coordinate and $y$ the $P H$ inversion coordinate in 3-phospholene (see Fig. 33). The dynamics of isomerization in this molecule is assumed to be adequately described by these coupled two DOF's without need for consideration of other DOFs. Under this assumption, the Harthcock-Laane potential energy surface consists of a fourth-order polynomial in $x$, a fourthorder polynomial in $y$, and a sixth-order polynomial coupling $x$ and $y$. With molecular rotation neglected, the model Hamiltonian for 3-phospholene is given by

$$
\begin{equation*}
H=\frac{1}{2} P^{T} \cdot G \cdot P+V(x, y) \tag{289}
\end{equation*}
$$

where

$$
\begin{align*}
V_{x} & =a_{1} x^{4}+b_{1} x^{2}  \tag{290}\\
V_{y} & =a_{2} y^{4}+b_{2} y^{2}  \tag{291}\\
W(x, y) & =\sum_{m=1}^{5} \sum_{n=1}^{5} c_{m n} x^{m} y^{n}  \tag{292}\\
V(x, y) & =V_{x}+V_{y}+W(x, y) \tag{293}
\end{align*}
$$

Here $P^{T}$ is the transpose of the momentum vector $P$. As indicated above, the kinetic energy is not diagonal in either $x$ or $y$. The $2 \times 2$ kinetic energy matrix,


Figure 33. The conformation interconversion of 3-phospholene, associated with the ring pucking coordinate $x$ and the PH inversion coordinate $y$. [From M. S. Zhao and S. A. Rice, J. Chem. Phys. 98, 2837 (1993).]
denoted by $G(x, y)$, is a slowly varying function of $x$ and $y$ with its matrix elements given by

$$
\begin{align*}
& g_{11}(x, y)=\sum_{m=1}^{6} \sum_{n=1}^{6} d_{x x}(m, n) x^{m} y^{n}  \tag{294}\\
& g_{12}(x, y)=\sum_{m=1}^{6} \sum_{n=1}^{6} d_{x y}(m, n) x^{m} y^{n}  \tag{295}\\
& g_{22}(x, y)=\sum_{m=1}^{6} \sum_{n=1}^{6} d_{y y}(m, n) x^{m} y^{n}  \tag{296}\\
& g_{21}(x, y)=g_{12}(x, y) \tag{297}
\end{align*}
$$





Figure 34. Contour plot of the potential energy surface for the isomerization of 3-phospholene. $x$ is the ring pucking coordinate and $y$ is the PH inversion coordinate. [From C. C. Marston and N. De Leon, J. Chem. Phys. 91, 3392 (1989).]

The contours of the potential function are shown in Fig. 34. Numerical values of the parameters $a_{i}, b_{i}, c_{i j}$ are given by (in a.u.)

$$
\begin{array}{ll}
a_{1}=1.22 \times 10^{-1}, & a_{2}=1.136 \times 10^{-4} \\
b_{1}=3.317 \times 10^{-2}, & b_{2}=-3.139 \times 10^{-3}
\end{array}
$$

and

$$
\begin{array}{lll}
c_{11}=-7.043 \times 10^{-3}, & c_{13}=5.288 \times 10^{-4}, & c_{15}=-1.541 \times 10^{-5} \\
c_{22}=-4.859 \times 10^{-3}, & c_{24}=1.681 \times 10^{-4}, & c_{31}=1.904 \times 10^{-2} \\
c_{33}=3.502 \times 10^{-4}, & c_{42}=-5.213 \times 10^{-4}, & c_{51}=-1.291 \times 10^{-3}
\end{array}
$$

All other $c_{i j}$ are zero. The nonzero $d(i, j)$ coefficients are given by the following (also in a.u.):

| $(i, j)$ | $d_{x}(i, j)$ | $d_{y}(i, j)$ | $d_{x y}(i, j)$ |
| :--- | :--- | :--- | :--- |
| $(0,0)$ | $5.74556 \times 10^{-6}$ | $-1.44334 \times 10^{-5}$ | $6.30483 \times 10^{-4}$ |
| $(0,2)$ | $-2.75898 \times 10^{-9}$ | $2.72180 \times 10^{-7}$ | $-3.97533 \times 10^{-6}$ |
| $(0,4)$ | $1.10125 \times 10^{-10}$ | $7.62182 \times 10^{-8}$ | $9.79076 \times 10^{-8}$ |
| $(0,6)$ | $-1.20461 \times 10^{-12}$ | $2.40922 \times 10^{-12}$ | $-1.03596 \times 10^{-9}$ |
| $(1,1)$ | $1.02878 \times 10^{-8}$ | $-1.47638 \times 10^{-6}$ | $3.37376 \times 10^{-6}$ |
| $(1,3)$ | $-4.85666 \times 10^{-10}$ | $2.33670 \times 10^{-8}$ | $-4.39208 \times 10^{-8}$ |
| $(2,0)$ | $-3.83084 \times 10^{-6}$ | $3.97712 \times 10^{-6}$ | $1.20922 \times 10^{-5}$ |

The 3-phospholene potential energy surface has an energy barrier between isomers with height $\varepsilon_{b}=5083 \mathrm{~cm}^{-1}$. Results from direct trajectory calculations by De Leon and Marston [23,63] are available for one energy, namely, $5133 \mathrm{~cm}^{-1}$. The PSS for this energy is shown in Fig. 35. It is seen that although overall the system displays characteristics of chaotic motion, a considerable portion of the PSS supports quasi-periodic motion.


Figure 35. Poincaré surface of section of 3-phospholene at $E=5133 \mathrm{~cm}^{-1}$, showing chaotic motion and embedded regions of quasi-periodic motion. [From C. C. Marston and N. De Leon, J. Chem. Phys. 91, 3392 (1989).]

This same energy was assumed in an application of the MRRKM theory [64]. In doing so, one can adopt the separatrix

$$
\begin{align*}
S_{\mathrm{Sep}} & =\frac{1}{2} g_{22}(\bar{x}, y) p_{y}^{2}+g_{12}(\bar{x}, y) p_{x} p_{y}+V_{y}+W(\bar{x}, y)-\Delta \varepsilon \\
& = \begin{cases}S_{\text {Sep }}^{A}, & y \leq y^{\ddagger} \\
S_{\text {Sep }}^{B}, & y \geq y^{\ddagger}\end{cases} \tag{298}
\end{align*}
$$

where $\bar{x}$ is a fixed point. To account for the periodic motion, the initial conditions for the isomerization kinetics are determined by setting $A_{1}(0)$ equal to the fraction of the PSS for isomer $A$ that supports quasi-periodic motion [see Eqs. (231) and (232)]. To account for intramolecular bottleneck effects, Zhao and Rice defined an intramolecular dividing surface that has the same form as the intermolecular separatrix, but with negative energy appropriate to its locationthat is, with $\Delta \varepsilon$ replaced by the local zero point energy of the $P H$ inversion motion, denoted by $E_{y}(0)$. Assuming that the small amplitude $P H$ inversion motion is harmonic, one has

$$
\begin{equation*}
E_{y}(0)=\frac{1}{2} \hbar \omega_{y} \tag{299}
\end{equation*}
$$

with the local frequency

$$
\begin{equation*}
\omega_{y}=\left[g_{22}(x, y) \frac{\partial^{2} H(x, y)}{\partial y^{2}}\right]_{x=x_{0}, y=y_{0}}^{1 / 2} \tag{300}
\end{equation*}
$$

where $x_{0}=-0.209277$ a.u., $y_{0}=-3.71661$ a.u. are the coordinates of the local minimum of the potential energy surface. Equation (300) also indicates that $\omega_{y}$ depends on $g_{22}(x, y)$, which is a function of $x$ and $y$. However, because $g_{22}(x, y)$ is a slowly varying function, it is approximated by a constant-that is, $g_{22}=$ 1.1493 a.m.u. ${ }^{-1}$, where a.m.u. is the atomic mass unit. Then $E_{y}(0)=307 \mathrm{~cm}^{-1}$.

Table XX displays a comparison of the rates of isomerization of 3-phospholene with excess energy $50 \mathrm{~cm}^{-1}$ over the reaction barrier as calculated from the

TABLE XX
Isomerization Rate Constants of 3-Phospholene at $E=5133 \mathrm{~cm}^{-1} a$

| Model No. | Trajectory | RI | MRRKM | RRKM |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0083 | 0.0124 | 0.0078 | 0.0304 |
| 2 | 0.0083 | 0.0088 | 0.0064 | - |

[^5]MRRKM theory, from RIT, from direct trajectory simulations, and, for reference purposes, from the RRKM theory. In particular, a test of the effect of the RRKM choice of transition state on the predicted rate of isomerization is made by neglecting the contribution of intramolecular energy transfer (Model No. 1). It is seen that the RRKM choice of transition state leads to considerable error; the isomerization rate constant predicted is greater than those from the MRRKM theory and RIT by as much as a factor of 4 . With intramolecular bottlenecks taken into account, both RIT and the MRRKM theory agree well with trajectory calculations.

## H. Isomerization of $\mathbf{H C N} \rightarrow \mathbf{C N H}$

The potential energy surface for the isomerization reaction $\mathrm{HCN} \rightarrow \mathrm{CNH}$ used below was proposed by Murrell, Carter, and Halonen [65]. A contour plot of this potential energy surface is presented in Fig. 36. The two local minima correspond clearly to HCN and CNH . Although there are quantitative differences between this potential energy surface and others, all of the surfaces are sufficiently similar that the qualitative character of the classical dynamics that each surface supports is the same.

The classical Hamiltonian of the HCN system is given by

$$
\begin{equation*}
H(\mathbf{P}, \mathbf{p}, \mathbf{l}, \mathbf{j}, \mathbf{R}, \mathbf{r})=\frac{\mathbf{P}^{2}}{2 \mu}+\frac{\mathbf{p}^{2}}{2 m}+\frac{\mathbf{l}^{2}}{2 \mu R^{2}}+\frac{\mathbf{j}^{2}}{2 m r^{2}}+V(\mathbf{R}, \mathbf{r}, \gamma) \tag{301}
\end{equation*}
$$



Figure 36. Contour plot of the potential surface for HCN isomerization with $J=0$. [From H. Tang, S. M. Jang, M. S. Zhao, and S. A. Rice, J. Chem. Phys. 101, 8737 (1994).]
where the effective masses are

$$
\begin{equation*}
\mu=\frac{m_{H}\left(m_{C}+m_{N}\right)}{m_{H}+m_{C}+m_{N}}, \quad m=\frac{m_{C} m_{N}}{m_{C}+m_{N}} \tag{302}
\end{equation*}
$$

$\mathbf{r}$ is the bond length vector for the diatom $\mathrm{CN}, \mathbf{R}$ is the position vector from the center of mass of CN to H , and $\mathbf{p}$ and $\mathbf{P}$ are the corresponding canonical conjugate momenta. The angle between the vectors $\mathbf{r}$ and $\mathbf{R}$ is $\gamma . \mathbf{l}$ is the orbital angular momentum of H relative to CN , with its magnitude denoted by $l$, and $\mathbf{j}$ is the rotational angular momentum of the diatom, with its magnitude denoted by $j$. The total angular momentum is restricted to zero so that $l=j$. Thus molecular motion is confined to a plane fixed in configuration space, giving rising to a threeDOF model. Although unnecessary when applying the MRRKM theory [19], a two-DOF model of isomerization can be constructed by freezing the CN bond at $r=r_{0}$, the equilibrium position. Specifically, the two-dimensional model Hamiltonian is given by

$$
\begin{equation*}
H=\frac{p_{x}^{2}}{2 \mu}+\frac{p_{y}^{2}}{2 \mu}+\frac{j^{2}}{2 m r_{0}^{2}}+V(x, y) \tag{303}
\end{equation*}
$$

with the model potential energy surface $V(x, y)$ already shown in Fig. 36. Figure 37 is a PSS associated with the HCN isomerization; it supports both chaotic motion and quasi-periodic motion.


Figure 37. Poincaré surface of section for HCN isomerization, showing both chaotic motion and quasi-periodic motion.

The MRRKM theory defines the separatrix with respect to the reaction coordinate $\gamma$ by the relation

$$
\begin{equation*}
S_{\mathrm{Sep}}=\frac{j^{2}}{2 I\left(\bar{R}, r_{0}\right)}+V\left(\bar{R}, r_{0}, \gamma\right)-\varepsilon_{b} \tag{304}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{1}{I(R, r)}=\frac{1}{2 \mu R^{2}}+\frac{1}{2 m r^{2}} \tag{305}
\end{equation*}
$$

The vibrational-state-dependent intramolecular dividing surface can be defined by

$$
\begin{equation*}
S_{\mathrm{intra}}=\frac{j^{2}}{2 I\left(\bar{R}, r_{0}\right)}+V\left(\bar{R}, r_{0}, \gamma\right)-\varepsilon_{\gamma}(n) \tag{306}
\end{equation*}
$$

Furthermore, with the harmonic approximation one has

$$
\begin{equation*}
\varepsilon_{\gamma}(n)=\left(n+\frac{1}{2}\right) \hbar \omega_{\gamma} \tag{307}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega_{\gamma}=\left[\frac{1}{I\left(\bar{R}, r_{0}\right)} \frac{\partial^{2} V\left(\bar{R}, r_{0}, \gamma\right)}{\partial \gamma^{2}}\right]^{1 / 2} \tag{308}
\end{equation*}
$$

The derivative is evaluated at the well minimum, where $\gamma=0$ for HCN and $\gamma=\pi$ for CNH . The frozen CN bond length was chosen to be the average of the CN bond lengths in HCN (1.153) and in CNH (1.165).

The HCN well depth is -13.589 eV , the CNH minimum lies 0.484 eV above the HCN minimum, the isomerization barrier height energy is at -12.08 eV , and the saddle point angle is at $\gamma=67^{\circ}$. For the two-DOF model, the values of $\bar{R}$ for defining the separatrices [see Eq. (304)] were chosen to correspond to the atomic configurations of the isomer equilibrium states, namely 1.690 for HCN and 1.528 for CNH. For the three-DOF case the values of $\bar{R}$ and $r_{0}$ in Eq. (306) are $\bar{R}=1.687$ and $r_{0}=1.153$ for HCN and $\bar{R}=1.532$ and $r_{0}=1.165$ for CNH.

The rate constants calculated for the reactions $\mathrm{HCN} \rightarrow \mathrm{CNH}(A \rightarrow B)$ and $\mathrm{CNH} \rightarrow \mathrm{HCN}(B \rightarrow A)$ from the MRRKM theory [19] are listed in Tables XXI and XXII, for the two-DOF and three-DOF models, respectively. Interestingly, the results in Table XXI are almost the same as those in Table XXII. This supports the validity of the frozen bond approximation. That is, in applying

TABLE XXI
Rate Constants ( $10^{-3}$ a.u.) of $\mathrm{HCN} \rightleftharpoons \mathrm{CNH}$ Isomerization Obtained from the MRRKM Theory Using a two-DOF Model

| $E(\mathrm{eV})$ | $k_{A C}$ | $k_{C A}$ | $k_{B C}$ | $k_{C B}$ |
| :---: | :---: | :---: | :---: | :---: |
| -11 | 0.429 | 0.146 | 0.545 | 0.133 |
| -10 | 0.647 | 0.157 | 0.768 | 0.143 |
| -9 | 1.046 | 0.202 | 1.054 | 0.182 |
| -8.5 | 1.018 | 0.188 | 0.911 | 0.170 |

TABLE XXII
Rate Constants ( $10^{-3}$ a.u.) of $\mathrm{HCN} \rightleftharpoons \mathrm{CNH}$ Isomerization, Obtained from the MRRKM Theory Using a Three-DOF Model

| $E(\mathrm{eV})$ | $k_{A C}$ | $k_{C A}$ | $k_{B C}$ | $k_{C B}$ |
| :--- | :--- | :--- | :--- | :--- |
| -11 | 0.197 | 0.139 | 0.310 | 0.147 |
| -10 | 0.415 | 0.186 | 0.599 | 0.190 |
| -9 | 0.735 | 0.250 | 1.016 | 0.258 |
| -8.5 | 0.826 | 0.251 | 1.064 | 0.250 |

statistical theories it is possible to first reduce the dimension of a reacting system.

Table XXIII displays the rate constants obtained from the MRRKM theory and the reaction path analysis. It is seen that the former are about a factor of two smaller, and the latter about a factor of two larger, than those derived from direct trajectory calculations. We infer that, since both the RRKM and the MRRKM calculated rate constants are smaller than that calculated from trajectory calculations, there is a nonstatistical contribution to the isomerization rate that is not captured by the MRRKM theory.

The comparison between the MRRKM and reaction-path rate constants and the rate constants obtained from trajectory calculations is subject to the

TABLE XXIII
Rate Constant ( $10^{-3}$ a.u.) of $\mathrm{HCN} \rightarrow \mathrm{CNH}$ Isomerization from Various Theories

| $E(\mathrm{eV})$ | Trajectory | MRRKM | Reaction Path |
| :---: | :---: | :---: | :---: |
| -11.5 | 0.146 | - | 0.207 |
| -11.0 | 0.179 | 0.095 | 0.395 |
| -10.5 | 0.216 | - | 0.461 |
| -10.0 | 0.261 | 0.142 | 0.513 |



Figure 38. The structure of the cyclobutanone $\mathrm{C}_{4} \mathrm{H}_{6} \mathrm{O}$ molecule.
uncertainty associated with the dynamical differences between a three-state model (MRRKM and reaction path analyses) and a two-state model, the latter of which was used to extract a rate constant from the trajectory studies. Nevertheless, accepting the trajectory study rate constants as guideline values, the agreement with the rate constants derived from the reaction path analysis is quite good. We attribute the deviations to a breakdown of the harmonic approximation used to define the reaction path Hamiltonian. It remains to further apply the reaction path approach to other systems with more than two DOFs, particularly in the energy range where the harmonic approximation is valid.

## I. Isomerization of Cyclobutanone ( $\mathbf{C}_{\mathbf{4}} \mathbf{H}_{6} \mathbf{O}$ )

The Hamiltonian for the model study of isomerization of cyclobutanone was derived by Zhang, Chiang, and Laane [66], by fitting the experimental data obtained from fluorescence excitation spectra. The structure of the cyclobutanone $\left(\mathrm{C}_{4} \mathrm{H}_{6} \mathrm{O}\right)$ molecule is shown in Fig. 38.

This molecule has a large number of DOFs, so that a reduction of the system dimensionality is required. The model used here assumes that by ignoring the minor corrections from other DOFs, the dynamics of the isomerization process is dominated by the coupling between $\mathrm{C}=\mathrm{O}$ "wagging" and "ring-puckering." Let $s$ be the coordinate representing the out-of-plane carbonyl $\mathrm{C}=\mathrm{O}$ wagging, and let $x$ be the coordinate representing the ring-puckering motion. The system Hamiltonian for the model cyclobutanone has the form

$$
\begin{equation*}
H(x, s)=\frac{1}{2} g_{1}(s) p_{s}^{2}+\frac{1}{2} g_{2}(x) p_{x}^{2}+V(x, s) \tag{309}
\end{equation*}
$$

where the kinetic energy coefficients can be expanded as

$$
\begin{align*}
& g_{1}(s)=g_{1}^{(0)}+g_{1}^{(2)} s^{2}+g_{1}^{(4)} s^{4}+g_{1}^{(6)} s^{6}  \tag{310}\\
& g_{2}(x)=g_{2}^{(0)}+g_{2}^{(2)} x^{2}+g_{2}^{(4)} x^{4}+g_{2}^{(6)} x^{6} \tag{311}
\end{align*}
$$

and $p_{s}$ and $p_{x}$ are the conjugate momenta to the $s$ and $x$ coordinates. The potential energy surface is given by

$$
\begin{equation*}
V(x, s)=V_{1}(s)+V_{2}(x)+U(x, s) \tag{312}
\end{equation*}
$$

with $V_{1}(s)=a_{1} s^{4}+b_{1} s^{2}, V_{2}(x)=a_{2} x^{4}+b_{2} x^{2}$, and $U(x, s)=c s x^{3}$. The values of the parameters are chosen to be

$$
\begin{array}{ll}
g_{1}^{(0)}=135.00 \times 10^{3} \mathrm{u}^{-1}, & g_{1}^{(2)}=-17.69 \times 10^{3} \mathrm{u}^{-1-2} \\
g_{1}^{(4)}=2.562 \times 10^{3} \mathrm{u}^{-1-4}, & g_{1}^{(6)}=-0.237 \times 10^{3} \mathrm{u}^{-1-6} \\
g_{2}^{(0)}=5.24 \times 10^{3} \mathrm{u}^{-1}, & g_{2}^{(2)}=-4.16 \times 10^{3} \mathrm{u}^{-1-2} \\
g_{2}^{(4)}=-27.76 \times 10^{3} \mathrm{u}^{-1-4}, & g_{2}^{(6)}=34.69 \times 10^{3} \mathrm{u}^{-1-6}
\end{array}
$$

and

$$
\begin{aligned}
a_{1} & =3.34 \times 10^{3} \mathrm{~cm}^{-1-4}, & & a_{2}=1.3 \times 10^{7} \mathrm{~cm}^{-1-4} \\
b_{1} & =-5.26 \times 10^{3} \mathrm{~cm}^{-1-2}, & & b_{2}=-2.65 \times 10^{4} \mathrm{~cm}^{-1-2} \\
c & =-5.0 \times 10^{5} \mathrm{~cm}^{-1-4} & &
\end{aligned}
$$

where u is the atomic mass unit. The potential function $V_{1}(s)$ along the reaction coordinate is plotted in Fig. 39. The barrier height energy is 0.00094 a.u. Figure 40 shows the contours of the potential energy surface.


Figure 39. The potential energy of isomerization of cyclobutanone $\mathrm{C}_{4} \mathrm{H}_{6} \mathrm{O}$ along the reaction coordinate. [From H. Tang, S. M. Jang, M. S. Zhao, and S. A. Rice, Chem. Phys. Lett. 285, 143 (1998).]


Figure 40. The potential energy contours of cyclobutanone $\mathrm{C}_{4} \mathrm{H}_{6} \mathrm{O}$. [From J. Zhang, W. Chiang, and J. Laane, J. Chem. Phys. 100, 3455 (1994).]

The phase space structures on a PSS are also shown in Fig. 41 for different energies. Clearly, a considerable portion of the PSS is occupied by quasiperiodic motion. The two elliptic fixed points are separated by the point ( $s=0, p_{s}=0$ ). Trajectories started on any of the closed curves evolve forever on KAM tori. The four cases are for (a) $E=0.0025$, (b) $E=0.005$, (c) $E=0.0075$, and (d) $E=0.01$, all in unit of a.u. Case (c) shows a $4: 1$ resonance, whereas case $(d)$ shows a $3: 1$ resonance. As stressed before, in the neighborhoods of the resonance islands there are cantori, remnants of broken KAM tori.

Gray and Rice used a zeroth-order analytic approximation to the separatrix with respect to the reaction coordinate. For the model cyclobutanone it is defined by

$$
\begin{equation*}
S_{\mathrm{Sep}}\left(p_{s}, s, \bar{x}\right)=\frac{1}{2} g_{1}(s) p_{s}^{2}+V(s)+U(\bar{x}, s) \tag{313}
\end{equation*}
$$

where $\bar{x}$ is a fixed value of $x$ and is normally chosen to be at the saddle point of the potential energy surface. In an effort to further improve the Gray-Rice approach, the MRRKM theory also considers additionally the $n$th intramolecular bottleneck

$$
\begin{equation*}
S_{\mathrm{intra}}\left(p_{s}, s, \bar{x}\right)=\frac{1}{2} g_{1}(s) p_{s}^{2}+V(s)+U(\bar{x}, s)-E_{s}(n) \tag{314}
\end{equation*}
$$



Figure 41. Poincaré surfaces of section associated with the isomerization of cyclobutanone for energies (a) $E=0.0025$ a.u., (b) $E=0.0050$ a.u., (c) $E=0.0075$ a.u., and (d) $E=0.01$ a.u.

As in other applications, the motion in $s$ is assumed to be confined to the vicinity of the isomer equilibrium value so that a harmonic approximation can be used. This assumption yields

$$
\begin{equation*}
E_{s}(n)=\left(n+\frac{1}{2}\right) \hbar \omega_{s} \tag{315}
\end{equation*}
$$

with

$$
\begin{equation*}
\omega_{s}=\left[g_{1}(s) \frac{\partial^{2} V(x, s)}{\partial s^{2}}\right]_{s=s_{0}, x=x_{0}}^{1 / 2} \tag{316}
\end{equation*}
$$

TABLE XXIV
The Classical Isomerization Rate Constants of Cyclobutanone from the RRKM Theory, Gray-Rice theory, MRRKM Theory, and Trajectory Calculations (in $10^{-4}$ a.u.)

| $E$ | RRKM | Gray-Rice | MRRKM | Trajectory |
| ---: | :---: | :---: | :---: | :---: |
| 25 | 0.71 | 0.067 | 0.031 | 0.078 |
| 50 | 0.95 | 0.073 | 0.035 | 0.081 |
| 75 | 1.14 | 0.076 | 0.037 | 0.111 |
| 100 | 1.31 | 0.079 | 0.039 | 0.156 |

where the derivative is evaluated at the potential well minimum. For the model of cyclobutanone considered, the potential minimum appears at $s_{0}=1.68 \mathrm{a} . \mathrm{u}$. and $x_{0}=0$. The isomerization rate constants from the RRKM theory [67], Gray-Rice theory, MRRKM theory, and trajectory calculations are presented in Table XXIV. The entries in this table show that for this model system the RRKM theory gives about an order of magnitude overestimate of the reaction rate constants. Both the Gray-Rice and MRRKM theories predict rate constants with about the correct magnitude but with an energy dependence that is too weak. Overall, the MRRKM rate constants agree within a factor of three with those derived from the trajectory calculations. This discrepancy is also subject to the uncertainty associated with the difference between the rate constants extracted from the three-state MRRKM model and the two-state model used to analyze the trajectory studies.

## VI. QUANTUM AND SEMICLASSICAL APPROACHES

## A. The Wigner Function and Weyl's Rule

The phase space structure of classical molecular dynamics is extensively used in developing classical reaction rate theory. If the quantum reaction dynamics can also be viewed from a phase-space perspective, then a quantum reaction rate theory can use a significant amount of the classical language and the quantumclassical correspondence in reaction rate theory can be closely examined. This is indeed possible by use of, for example, the Wigner function approach. For simplicity let us consider a Hamiltonian system with only one DOF. Generalization to many-dimensional systems is straightforward. The Wigner function associated with a density operator $|\psi\rangle\langle\psi|$ is defined by

$$
\begin{equation*}
W(q, p)=\frac{1}{2 \pi \hbar} \int d x\left\langle\left. q+\frac{x}{2} \right\rvert\, \psi\right\rangle\left\langle\psi \left\lvert\, q-\frac{x}{2}\right.\right\rangle \exp \left(-\frac{i x p}{\hbar}\right) \tag{317}
\end{equation*}
$$

The Wigner function thus defined has the following property [68]:

$$
\begin{equation*}
\operatorname{Trace}[|\psi\rangle\langle\psi| \exp (i a \hat{q}+i b \hat{p})]=\int d q \int d p W(p, q) \exp (i a q+i b p) \tag{318}
\end{equation*}
$$

where $[\hat{q}, \hat{p}]=-i \hbar$. As seen from Eq. (318), the value of the quantum observable $\exp (i a \hat{q}+i b \hat{p})$ can be obtained by evaluating the average value of the phasespace function $\exp (i a q+i b p)$ with the "weight function" $W(q, p)$, without dealing with the noncommuting operators $\hat{q}$ and $\hat{p}$. Clearly then, the Wigner function $W(q, p)$ is a quantum analog of the classical phase-space density function.

Within the Wigner function framework the operator $\exp (i a \hat{q}+i b \hat{p})$ is associated with the phase-space function $\exp (i a q+i b p)$. This particular association between a phase-space function and a function of noncommuting operators is an example of "Weyl's rule" [69]. Indeed, by generalizing Eq. (1.317) one obtains the Weyl transform $A_{W}(q, p)$ of an arbitrary operator $A(\hat{q}, \hat{p})$,

$$
\begin{equation*}
A_{W}(q, p)=\int d x\left\langle q+\frac{x}{2}\right| A(\hat{q}, \hat{p})\left|q-\frac{x}{2}\right\rangle \exp \left(-\frac{i x p}{\hbar}\right) \tag{319}
\end{equation*}
$$

with the desired property

$$
\begin{equation*}
\operatorname{Trace}[|\psi\rangle\langle\psi| A(\hat{q}, \hat{p})]=\int d q \int d p W(p, q) A_{W}(q, p) \tag{320}
\end{equation*}
$$

Furthermore, inverting Eq. (319) yields Weyl's rule for quantizing a classical phase-space function $f(q, p)$, that is,

$$
\begin{equation*}
f(q, p) \rightarrow \hat{f}_{W}(\hat{q}, \hat{p}) \tag{321}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{f}_{W}(\hat{q}, \hat{p})=\frac{1}{8 \pi^{3} \hbar} \int d q \int d p \int d a \int d b f(q, p) \exp (i a q+i b p) \exp (-i a \hat{q}-i b \hat{p}) \tag{322}
\end{equation*}
$$

The matrix elements of $\hat{f}_{W}(\hat{q}, \hat{p})$ in the $q$-representation are given by

$$
\begin{equation*}
\langle q| \hat{f}_{W}(\hat{q}, \hat{p})\left|q^{\prime}\right\rangle=\frac{1}{2 \pi \hbar} \int d p \exp \left[\frac{i p\left(q-q^{\prime}\right)}{\hbar}\right] f\left(\frac{q^{\prime}+q}{2}, p\right) \tag{323}
\end{equation*}
$$

For example, if $f(q, p)=g(q)$ (independent of $p$ ), then $\hat{f}_{W}(\hat{q}, \hat{p})=g(\hat{q})$; if $f(q, p)=q p$, then $f_{W}(\hat{q}, \hat{p})=(\hat{q} \hat{p}+\hat{p} \hat{q}) / 2$. Weyl's rule introduced above
provides a specific and convenient method of quantizing classical phase-space functions.

The Wigner function has the valuable property that the time evolution equation for the quantum dynamics in the Wigner representation resembles that for the classical Liouville dynamics. Specifically, the Schrödinger equation can be transformed to [70]

$$
\begin{equation*}
\frac{\partial W_{t}(q, p)}{\partial t}=\frac{2}{\hbar} \sin \left[\frac{\hbar}{2}\left(\frac{\partial}{\partial q_{1}} \frac{\partial}{\partial p_{2}}-\frac{\partial}{\partial q_{2}} \frac{\partial}{\partial p_{1}}\right)\right]_{q_{1}=q_{2}=q, p_{1}=p_{2}=p} H_{W}\left(q_{1, p} p_{1}\right) W_{t}\left(q_{2, p}\right) \tag{324}
\end{equation*}
$$

where $H_{W}$ is the Weyl transform of the Hamiltonian and $W_{t}$ is the Wigner function associated with the time-evolving quantum state. If $H=\hat{p}^{2} / 2+V(\hat{q})$, one has $H_{W}=p^{2} / 2+V(q)$ and Eq. (324) reduces to

$$
\begin{align*}
\frac{\partial W_{t}(q, p)}{\partial t}= & \left(\frac{\partial V(q)}{\partial q} \frac{\partial W_{t}(q, p)}{\partial p}-p \frac{\partial W_{t}(q, p)}{\partial q}\right) \\
& +\sum_{l=1}^{+\infty}\left(\frac{\hbar}{2 i}\right)^{2 l} \frac{1}{(2 l+1)!} \frac{\partial^{(2 l+1)} V(q)}{\partial q^{(2 l+1)}} \frac{\partial^{(2 l+1)} W_{t}(q, p)}{\partial p^{(2 l+1)}} \tag{325}
\end{align*}
$$

Note that the right-hand side of Eq. (325) consists of the classical Poisson bracket between $H_{W}(q, p)$ and $W_{t}(q, p)$, plus a series of additional terms that depend on $\hbar$. This makes it clear that the time-evolving Wigner function is the quantum analog of the time-evolving classical Liouville density function.

## B. Quantum Scars in Phase-Space

Considerable effort has been devoted to examining the properties of the Wigner function. Of particular relevance to unimolecular reaction rate theory is the behavior of the Wigner function in classically chaotic systems. For example, the "semiclassical eigenfunction hypothesis" [71] asserts that if the underlying classical dynamics is completely chaotic, then the Wigner function associated with a quantum eigenstate can be approximated by a delta function concentrated on the energy surface. That is, in this case the Wigner function collapses to $W(\mathbf{q}, \mathbf{p}) \sim \delta[E-H(\mathbf{q}, \mathbf{p})]$, which is analogous to the classical microcanonical density in phase-space. However, this enlightening qualitative picture has been found to be oversimplified, because individual periodic trajectories, which are invariant sets of measure zero, can also strongly influence the behavior of the Wigner function in chaotic systems. In particular, the Wigner function can display highly nonstatistical behavior by building up additional strength, called
"quantum scars" [72-74]. Thus, in the neighborhood of classical periodic trajectories the Wigner function should be described by

$$
\begin{equation*}
W(\mathbf{q}, \mathbf{p}) \sim \delta[E-H(\mathbf{q}, \mathbf{p})]+W_{\text {scar }}(\mathbf{q}, \mathbf{p}) \tag{326}
\end{equation*}
$$

Note that the periodic trajectories embedded in a chaotic domain must have neutral stability or be unstable.

Using semiclassical techniques Berry obtained the following representation for $W_{\text {scar }}(\mathbf{q}, \mathbf{p})$ [73]:

$$
\begin{equation*}
W_{\mathrm{scar}}(q, p)=\sum_{j} W_{\mathrm{scar}, j}(\mathbf{x}, E, \varepsilon) \tag{327}
\end{equation*}
$$

where each index $j$ labels the contributing classical periodic trajectories and $W_{\text {scar }, j}(\mathbf{x}, E, \varepsilon)$ is given by

$$
\begin{align*}
W_{\text {scar }, j}(\mathbf{x}, E, \varepsilon)= & \frac{2^{n}}{\sqrt{|\operatorname{det}(\mathbf{M}+\mathbf{I})|}} \exp \left(-\frac{\varepsilon T}{\hbar}\right) \\
& \times \cos \left\{\frac{1}{\hbar}\left[S(E)-\mathbf{X} \frac{\mathbf{J}(\mathbf{M}-\mathbf{I})}{\mathbf{M}+\mathbf{I}} \mathbf{X}^{t}\right]+\gamma_{j}\right\} \\
& \times \frac{2}{\left(\hbar^{2}|\ddot{\mathbf{x}} \times \dot{\mathbf{x}}|\right)^{1 / 3}} \operatorname{Ai}\left\{-\frac{2[H(\mathbf{x})-E]}{\left(\hbar^{2}|\ddot{\mathbf{x}} \times \dot{\mathbf{x}}|\right)^{1 / 3}}\right\} \tag{328}
\end{align*}
$$

Here $S(E)$ is the classical action at the energy $E, \mathbf{x}=(\mathbf{q}, \mathbf{p}), \mathbf{X}=(\mathbf{Q}, \mathbf{P})$ represent the coordinates transverse to the trajectory on a PSS, $\mathbf{M}$ is the mapping matrix on the same PSS, $\mathbf{I}$ is a unit matrix, $n$ is the dimensionality of the system, $\mathbf{J}$ is the $2(n-1)$ by $2(n-1)$ unit matrix, $\varepsilon$ is a spectral parameter that will eventually be set to zero, $T$ is the period of the periodic trajectory, $\operatorname{Ai}(x)$ is the Airy function, and the phase factor $\gamma_{j}$ is a multiple of $\pi / 4$ determined by the focusing behavior of classical trajectories close to the $j$ th periodic orbit. Note that on the closed periodic trajectory we have $\mathbf{X}=0$. In the semiclassical limit i.e., ( $\hbar \rightarrow 0$ ), these scar terms reduce to

$$
\begin{align*}
W_{\text {scar }, j}(\mathbf{x}, E, \varepsilon)= & \frac{2^{n}}{\sqrt{|\operatorname{det}(\mathbf{M}+\mathbf{I})|}} \exp \left(-\frac{\varepsilon T}{\hbar}\right) \\
& \times \cos \left(\frac{S(E)}{\hbar}+\gamma_{j}\right) \delta[E-H(\mathbf{x})] \delta(\mathbf{X}) \tag{329}
\end{align*}
$$

The properties of the unstable periodic trajectories can be described in terms of Lyapunov exponents. That is,

$$
\begin{equation*}
\frac{1}{\sqrt{|\operatorname{det}(\mathbf{M}+\mathbf{I})|}} \sim \exp \left(-\frac{1}{2} \sum_{\lambda_{i}>0} \lambda_{i}\right) \tag{330}
\end{equation*}
$$

where the $\lambda_{i}$ are Lyapunov exponents. With Eq. (330) one may further simplify Eq. (329) and obtain

$$
\begin{align*}
W_{\text {scar } . j}(\mathbf{x}, E, \varepsilon)= & 2 \hbar^{n-1} \exp \left[-\left(\frac{\varepsilon}{\hbar}+\frac{1}{2} \sum_{\lambda_{i}>0} \lambda_{i}\right) T\right] \\
& \times \cos \left(\frac{S(E)}{\hbar}+\gamma_{j}\right) \delta[E-H(\mathbf{x})] \delta(\mathbf{X}) \tag{331}
\end{align*}
$$

Three observations can be made from Eq. (331). First, the least unstable trajectories-that is, the trajectories with the smallest positive Lyapunov exponents-contribute most to $W_{\text {scar }, j}(\mathbf{x}, E, \varepsilon)$. Second, if

$$
\begin{equation*}
\cos \left(\frac{S}{\hbar}+\gamma_{j}\right)=1 \tag{332}
\end{equation*}
$$

then $W_{\text {scar }, j}(\mathbf{x}, E, \varepsilon)$ is maximal, giving rise to the most significant scar contributions. Third, if

$$
\begin{equation*}
\cos \left(\frac{S}{\hbar}+\gamma_{j}\right)=0 \tag{333}
\end{equation*}
$$

then $W_{\text {scar }, j}(\mathbf{x}, E, \varepsilon)=0$. In the third case there is no influence from the unstable periodic trajectory and the associated Wigner function should display more ergodic behavior.

The fact that classical unstable periodic trajectories can manifest themselves in the Wigner function implies that nonstatistical behavior in the quantum dynamics can be intimately related to the phase-space structure of the classical molecular dynamics. Consider, for example, the bottlenecks to intramolecular energy flow. Since the intramolecular bottlenecks are caused by remnants of the most robust tori, they are presumably related to the least unstable periodic trajectories. Hence quantum scars, being most significant in the case of the least unstable periodic trajectories, are expected to be more or less connected with intramolecular bottlenecks. Indeed, this observation motivated a recent proposal [75] to semiclassically locate quantum intramolecular bottlenecks. Specifically, the most robust intramolecular bottlenecks are associated with the least unstable periodic trajectories for which Eq. (332) holds, that is,

$$
\begin{equation*}
S=-\gamma_{j} \hbar+2 m \pi \hbar, \quad m=1,2, \ldots \tag{334}
\end{equation*}
$$

## C. Quantizing the ARRKM Theory

The fundamental difference between the ARRKM theory and the traditional RRKM theory is that the former utilizes a phase-space separatrix rather than a
dividing surface in the configuration space. This suggests that in quantizing the ARRKM theory the phase-space formulation of quantum molecular dynamics will be an indispensable tool. By use of Weyl's rule, we present below a simple approach to the quantization of the ARRKM theory.

Let us first recall the following reaction rate expression from the ARRKM theory:

$$
\begin{equation*}
k(E)=\frac{1}{N_{s}} \int d \mathbf{q} \int d \mathbf{p} \delta(S) \dot{S} \theta(\dot{S}) \delta(E-H) \tag{335}
\end{equation*}
$$

where the normalization constant $N_{s}$ is given by

$$
\begin{equation*}
N_{s}=\int d \mathbf{q} \int d \mathbf{p} \theta[-S(\mathbf{q}, \mathbf{p})] \delta(E-H) \tag{336}
\end{equation*}
$$

$H(\mathbf{q}, \mathbf{p})$ is the Hamiltonian, $S(\mathbf{q}, \mathbf{p})=0$ defines the phase space separatrix, and the time derivative of the phase-space dividing surface $\dot{S}$ is given by

$$
\begin{align*}
\dot{S} & =\frac{\partial S}{\partial q_{1}} \frac{d q_{1}}{d t}+\frac{\partial S}{\partial q_{2}} \frac{d q_{2}}{d t}+\cdots+\frac{\partial S}{\partial p_{1}} \frac{d p_{1}}{d t}+\frac{\partial S}{\partial p_{2}} \frac{d p_{2}}{d t}+\cdots \\
& \equiv \nabla S \cdot \mathbf{v} \tag{337}
\end{align*}
$$

Note that, for an $n$-dimensional system, the $2 n$-dimensional "velocity vector" $\mathbf{v}$ defined above is also a function of $(\mathbf{q}, \mathbf{p})$ since

$$
\begin{align*}
\mathbf{v} & \equiv\left(\frac{d q_{1}}{d t}, \frac{d q_{2}}{d t}, \ldots, \frac{d p_{1}}{d t}, \frac{d p_{2}}{d t}, \ldots\right) \\
& =\left(\frac{\partial H}{\partial p_{1}}, \frac{\partial H}{\partial p_{2}}, \ldots,-\frac{\partial H}{\partial q_{1}},-\frac{\partial H}{\partial q_{2}}, \ldots\right) \tag{338}
\end{align*}
$$

With Eq. (337) the ARRKM rate constant can be written as

$$
\begin{equation*}
k(E)=\frac{1}{N_{s}} \int d \mathbf{q} \int d \mathbf{p} F(\mathbf{q}, \mathbf{p}) \theta(\nabla S \cdot \mathbf{v}) \delta(E-H) \tag{339}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\mathbf{q}, \mathbf{p}) \equiv \delta(S)(\boldsymbol{\nabla} S \cdot \mathbf{v}) \tag{340}
\end{equation*}
$$

The quantization of the ARRKM theory can be carried out with the following two steps:
(a) Classical phase-space functions such as $F(\mathbf{q}, \mathbf{p}), \theta(\boldsymbol{\nabla} S \cdot \mathbf{v}), \theta(-S)$, and $H(\mathbf{q}, \mathbf{p})$ are transformed to operators $\hat{F}_{W}, \hat{\theta}_{W}(\nabla S \cdot \mathbf{v}), \hat{\theta}_{W}(-S)$, and $\hat{H}_{W}$ using

Weyl's rule [Eq. (322)], with their matrix elements in the q-representation given by

$$
\begin{align*}
\langle\mathbf{q}| \hat{F}_{W}\left|\mathbf{q}^{\prime}\right\rangle= & \frac{1}{(2 \pi \hbar)^{n}} \int d \mathbf{p} \exp \left[\frac{i \mathbf{p} \cdot\left(\mathbf{q}-\mathbf{q}^{\prime}\right)}{\hbar}\right] F\left(\frac{\mathbf{q}^{\prime}+\mathbf{q}}{2}, \mathbf{p}\right)  \tag{341}\\
\langle\mathbf{q}| \hat{\theta}_{W}(\nabla S \cdot \mathbf{v})\left|\mathbf{q}^{\prime}\right\rangle= & \frac{1}{(2 \pi \hbar)^{n}} \int d \mathbf{p} \exp \left[\frac{i \mathbf{p} \cdot\left(\mathbf{q}-\mathbf{q}^{\prime}\right)}{\hbar}\right] \\
& \times \theta\left[\boldsymbol{\nabla} S\left(\frac{\mathbf{q}^{\prime}+\mathbf{q}}{2}, \mathbf{p}\right) \cdot \mathbf{v}\left(\frac{\mathbf{q}^{\prime}+\mathbf{q}}{2}, \mathbf{p}\right)\right]  \tag{342}\\
\langle\mathbf{q}| \hat{\theta}_{W}(-S)\left|\mathbf{q}^{\prime}\right\rangle= & \frac{1}{(2 \pi \hbar)^{n}} \int d \mathbf{p} \exp \left[\frac{i \mathbf{p} \cdot\left(\mathbf{q}-\mathbf{q}^{\prime}\right)}{\hbar}\right] \theta\left[-S\left(\frac{\mathbf{q}^{\prime}+\mathbf{q}}{2}, \mathbf{p}\right)\right]  \tag{343}\\
\langle\mathbf{q}| \hat{H}_{W}\left|\mathbf{q}^{\prime}\right\rangle= & \frac{1}{(2 \pi \hbar)^{n}} \int d \mathbf{p} \exp \left[\frac{i \mathbf{p} \cdot\left(\mathbf{q}-\mathbf{q}^{\prime}\right)}{\hbar}\right] H\left(\frac{\mathbf{q}^{\prime}+\mathbf{q}}{2}, \mathbf{p}\right) \tag{344}
\end{align*}
$$

(b) The classical phase-space average $\int d \mathbf{q} \int d \mathbf{p}$ is tranformed to a quantum mechanical trace operation, that is,

$$
\begin{equation*}
\int d \mathbf{q} \int d \mathbf{p}\{\cdots\} \rightarrow \operatorname{Trace}\{\cdots\} \tag{345}
\end{equation*}
$$

The resultant quantized ARRKM theory gives

$$
\begin{equation*}
k(E)=\frac{1}{N_{s}} \operatorname{Trace}\left[\hat{F}_{W}(\hat{\mathbf{q}}, \hat{\mathbf{p}}) \hat{\theta}_{W}(\nabla S \cdot \mathbf{v}) \delta\left(E-\hat{H}_{W}\right)\right] \tag{346}
\end{equation*}
$$

with the normalization constant $N_{s}$ given by

$$
\begin{equation*}
N_{s}=\operatorname{Trace}\left[\hat{\theta}_{W}(-S) \delta\left(E-\hat{H}_{W}\right)\right] \tag{347}
\end{equation*}
$$

It is also interesting to consider the thermally averaged rate constant $k(T)$, which can be obtained from

$$
\begin{equation*}
k(T)=\frac{1}{\Phi_{r}} \int_{0}^{+\infty} \exp \left(\frac{-E}{k_{B} T}\right) \rho(E) k(E) d E \tag{348}
\end{equation*}
$$

where $\Phi_{r}$, the reactant partition function per unit volume, is given by

$$
\begin{equation*}
\Phi_{r}=\int_{0}^{+\infty} \exp \left(\frac{-E}{k_{B} T}\right) \rho(E) d E \tag{349}
\end{equation*}
$$

and $\rho(E)$ is the density of states per unit energy per volume. Substituting Eqs. (346) and (347) into Eq. (348) one has

$$
\begin{align*}
k(T) & =\frac{\int_{0}^{+\infty} d E \exp \left(\frac{-E}{k_{B} T}\right) \operatorname{Trace}\left[\hat{F}_{W} \hat{\theta}_{W}(\nabla S \cdot \mathbf{v}) \delta\left(E-\hat{H}_{W}\right)\right]}{\int_{0}^{+\infty} d E \exp \left(\frac{-E}{k_{B} T}\right) \operatorname{Trace}\left[\hat{\theta}_{W}(-S) \delta\left(E-\hat{H}_{W}\right)\right]} \\
& =\frac{\operatorname{Trace}\left[\exp \left(-\beta \hat{H}_{W}\right) \hat{F}_{W} \hat{\theta}_{W}(\nabla S \cdot \mathbf{v})\right]}{\operatorname{Trace}\left[\exp \left(-\beta \hat{H}_{W}\right) \hat{\theta}_{W}(-S)\right]} \tag{350}
\end{align*}
$$

where $\beta=1 / k_{B} T$. Equation (350) can be rewritten as

$$
\begin{equation*}
k(T)=\frac{1}{\Phi_{r}} \operatorname{Trace}\left[\exp \left(-\beta \hat{H}_{W}\right) \hat{F}_{W} \hat{\theta}_{W}(\nabla S \cdot \mathbf{v})\right] \tag{351}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{r}=\operatorname{Trace}\left[\exp \left(-\beta \hat{H}_{W}\right) \hat{\theta}_{W}(-S)\right] \tag{352}
\end{equation*}
$$

Just like other attempts to quantize the classical transition state theory [70,77], quantizing the ARRKM theory is not free of all ambiguity. This is largely because the result of quantizing the product of two classical phase-space functions may differ from the product of the two operators quantized from the same classical phase-space functions. For example, we propose to first obtain $\delta(S)(\boldsymbol{\nabla} S \cdot \mathbf{v})$ and $\theta(\boldsymbol{\nabla} S \cdot \mathbf{v})$ as two functions of $\mathbf{q}$ and $\mathbf{p}$ and then quantize these individual phase-space functions using Weyl's rule. However, using other procedures, such as quantizing the product of $\delta(S)(\boldsymbol{\nabla} S \cdot \mathbf{v})$ and $\theta(\nabla S \cdot \mathbf{v})$ using Weyl's rule, may give slightly different results. Nevertheless, the quantization procedure described above is the first attempt to directly quantize the ARRKM theory that is formulated in terms of a phase-space dividing surface.

## D. Rigorous Quantum Rate Theory Versus the Quantized ARRKM Theory

The quantum flux-flux autocorrelation formalism, developed by Miller, Schwartz, and Tromp [78] and by Yamamoto [79], represents an exact quantum mechanical expression for a chemical reaction rate constant. According to the flux-flux autocorrelation formalism, the thermally averaged rate constant $k(T)$ is given by

$$
\begin{equation*}
k(T)=\frac{1}{\Phi_{r}} \int_{0}^{+\infty} d t C_{f}(t) \tag{353}
\end{equation*}
$$

where $\Phi_{r}$ again denotes the reactant partition function per unit volume, and the thermally averaged flux-flux autocorrelation function $C_{f}(t)$ takes the following form:

$$
\begin{equation*}
C_{f}(t)=\text { Trace }\left[\hat{F} \exp \left(\frac{i \hat{H} t}{\hbar}\right) \exp \left(\frac{-\beta \hat{H}}{2}\right) \hat{F} \exp \left(\frac{-\beta \hat{H}}{2}\right) \exp \left(-\frac{i \hat{H} t}{\hbar}\right)\right] \tag{354}
\end{equation*}
$$

Here $\hat{H}$ is the Hamiltonian operator, and $\hat{F}$ is defined by

$$
\begin{equation*}
\hat{F}=\frac{i}{\hbar}[\hat{H}, \theta[S(\mathbf{q})]] \tag{355}
\end{equation*}
$$

and represents the operator associated with the quantum flux across the dividing surface $S(\mathbf{q})$ embedded in an $n$-dimensional configuration space. Also of interest to unimolecular reaction rate theory is the microcanonical rate constant $k(E)$, which is given by

$$
\begin{equation*}
k(E)=\frac{\pi \hbar}{\rho(E)} \operatorname{Trace}[\hat{F} \delta(E-H) \hat{F} \delta(E-H)] \tag{356}
\end{equation*}
$$

To make connections to classical reaction rate theory and to the quantized ARRKM theory discussed above, we turn to an alternative expression of the flux-flux autocorrelation formalism. Defining the time-dependent projection operator

$$
\begin{equation*}
\hat{P}(t) \equiv \exp \left(\frac{i \hat{H} t}{\hbar}\right) \theta[S(\mathbf{q})] \exp \left(-\frac{i \hat{H} t}{\hbar}\right) \tag{357}
\end{equation*}
$$

and using

$$
\begin{equation*}
\frac{d}{d t} \hat{P}(t)=\exp \left(\frac{i \hat{H} t}{\hbar}\right) \hat{F} \exp \left(-\frac{i \hat{H} t}{\hbar}\right) \tag{358}
\end{equation*}
$$

one finds that the thermally averaged rate constant $k(T)$ is given by [80]

$$
\begin{equation*}
k(T)=\frac{1}{\Phi_{r}} \lim _{t \rightarrow+\infty} \operatorname{Trace}[\exp (-\beta \hat{H}) \hat{F} \hat{P}(t)] \tag{359}
\end{equation*}
$$

If $\hat{P}(t)$ is understood to be an operator in the Heisenberg representation, then in the classical limit, Eq. (359) becomes [80]

$$
\begin{equation*}
k^{\mathrm{CL}}(T)=\frac{1}{(2 \pi \hbar)^{n} \Phi_{r}} \lim _{t \rightarrow+\infty} \int d \mathbf{q}_{0} \int d \mathbf{p}_{0} \exp \left[-\beta H\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)\right] F\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right) \theta\left[S\left(\mathbf{q}_{t}\right)\right] \tag{360}
\end{equation*}
$$

where $F\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)$ is the classical flux. Similarly, in the microcanonical case, one has

$$
\begin{equation*}
k(E)=\frac{1}{2 \pi \hbar \rho(E)} \lim _{t \rightarrow+\infty} \operatorname{Trace}[\hat{F} \hat{P}(t) \delta(E-\hat{H})] \tag{361}
\end{equation*}
$$

whose classical limit is given by

$$
\begin{equation*}
k^{\mathrm{CL}}(E)=\frac{1}{(2 \pi \hbar)^{n+1} \rho(E)} \lim _{t \rightarrow+\infty} \int d \mathbf{q}_{0} \int d \mathbf{p}_{0} \delta\left[E-H\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)\right] F\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right) \theta\left[S\left(\mathbf{q}_{t}\right)\right] \tag{362}
\end{equation*}
$$

Equations (359) and (361) indicate that the reason that the flux-flux autocorrelation formalism gives exact quantum reaction rate constants is simply that all the dynamical information from time zero to time infinity has been included. Indeed, as shown by Eqs. (360) and (362), in the classical limit the flux-flux autocorrelation formalism requires us to follow all classical trajectories until $t=+\infty$ so as to rigorously tell which trajectory is reactive and which trajectory is nonreactive. Evidently, then, the flux-flux autocorrelation formalism is not a statistical reaction rate theory insofar as no approximation to the reaction dynamics is made.

To gain more insight into quantum reaction rate theory, we below make a detailed comparison between the rigorous quantum rate theory and the quantized ARRKM theory. It is significant that the rigorous quantum results [Eqs. (359) and (361)] are very similar to the results from the quantized ARRKM theory [Eqs. (346) and (351)]. In particular, with the three assumptions

$$
\begin{align*}
\text { (a) } \hat{H}_{W} & \rightarrow \hat{H}  \tag{363}\\
(\mathrm{~b}) \hat{F}_{W} & \rightarrow \hat{F}  \tag{364}\\
\text { (c) } \hat{\theta}_{W}(\nabla S \cdot \mathbf{v}) & \rightarrow \lim _{t \rightarrow+\infty} \hat{P}(t) \tag{365}
\end{align*}
$$

Eq. (351) can be transformed to Eq. (359). Further identifying $N_{s}$ with $2 \pi \hbar \rho(E)$, Eq. (346) becomes identical with Eq. (361). Hence, under certain circumstances the quantized ARRKM theory is equivalent to the rigorous quantum reaction rate theory. A number of remarks are in order. First, assumption (a) is automatically satisfied by definition. Second, assumption (b) implies that $\hat{F}_{W}$ in the quantized ARRKM theory be the direct analog of the quantum flux operator in the flux-flux autocorrelation formalism. Third, assumption (c) requires that the action of the operator $\hat{\theta}_{W}(\boldsymbol{\nabla} S \cdot \mathbf{v})$ at any particular time, say at time zero, is equivalent to the action of the projector $\hat{P}(t)$ at time infinity. Regarding $\hat{\theta}_{W}(\boldsymbol{\nabla} S \cdot \mathbf{v})$ as the analog
of $\hat{P}(0)$, one sees that assumption (c) is equivalent to the requirement that the zero time quantum dynamics already suffices to rigorously determine whether the quantum flux leads to reactants or products. This is the case if the separatrix for reaction is exact-that is, a true dividing surface with no return.

It should be stressed that the quantized ARRKM theory is a statistical reaction rate theory while the flux-flux autocorrelation formalism is not. In addition to this, there are other conceptual differences between the quantized ARRKM theory and the rigorous quantum rate theory. Consider first the microcanonical density assumption. In the former case the microcanonical density $\delta\left(E-\hat{H}_{W}\right)$ can be rationalized by the fact that dynamical chaos is fully developed before reaction occurs. This may not be true when, for example, quantum scars or intramolecular bottleneck effects are significant. By contrast, in the latter case the microcanonical density $\delta(E-\hat{H})$ is due to the existence of thermal equilibrium. Note also that in a rigorous quantum rate theory there is no need to construct a phase-space separatrix, whereas in the quantized ARRKM theory a dividing surface defined in the phase-space (rather than in the configuration space) is necessary in order to remove recrossing trajectories seen in the configuration space. Thus, only in cases for which an appropriate phasespace separatrix is defined can the approximation

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \hat{P}(t) \approx \hat{\theta}_{W}(\boldsymbol{\nabla} S \cdot \mathbf{v}) \tag{366}
\end{equation*}
$$

be made, and the quantized ARRKM theory is then expected to be a very useful quantum statistical reaction rate theory.

## E. A Semiclassical Approximation to the Rigorous Quantum Rate Theory

Since the flux-flux autocorrelation formalism requires extensive dynamical calculations, it is of limited use in actually calculating exact quantum reaction rate constants. Nevertheless, the rigorous quantum rate theory constitutes a firm starting point from which a number of approximations can be made. For example, one may treat some DOFs including the reaction coordinate rigorously and the remaining DOFs approximately. One may also use a quantum-classical hybrid approach-that is, treating the most important DOFs quantum mechanically and other background DOFs classically. Here we do not aim to give a complete list of all the useful approximations to the rigorous quantum rate theory that have been suggested. Rather, we choose to introduce in detail one particular approximate quantum reaction rate theory that treats all DOFs in the same manner and allows for a closer examination of the quantum-classical correspondence. The approximation is based on the so-called semiclassical "initial value representation" (IVR) approach [81-83].

With the IVR approach the quantum mechanical propagator can be semiclassically approximated by a phase-space average that involves all possible initial conditions for the classical trajectories. Consider a simple version of IVR-that is, the so-called coordinate space IVR. In this case the quantum propagator is given by

$$
\begin{equation*}
\exp \left(\frac{-i \hat{H} t}{\hbar}\right)=\int d \mathbf{q}_{0} \int d \mathbf{p}_{0} C_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right) \exp \left[\frac{i S_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)}{\hbar}\right]\left|\mathbf{q}_{t}\right\rangle\left\langle\mathbf{q}_{0}\right| \tag{367}
\end{equation*}
$$

where $\mathbf{q}_{t}$ denotes the coordinate at time $t$ in an $n$-dimensional configuration space with the initial condition given by $\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right),|\mathbf{q}\rangle$ represents the usual Dirac coordinate eigenstate, $S_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)$ is the classical action integral (the time integral of the Lagrangian) associated with the initial condition $\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)$, and the prefactor $C_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)$ is given by

$$
\begin{equation*}
C_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)=\left[\left(\frac{1}{2 \pi i \hbar}\right)^{n}\left|\frac{\partial \mathbf{q}_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)}{\partial \mathbf{p}_{0}}\right|\right]^{1 / 2} \tag{368}
\end{equation*}
$$

Substituting the semiclassical propagator of Eq. (367) into Eq. (359), one obtains the following semiclassical reaction rate constant [80]:

$$
\begin{align*}
k^{\mathrm{SC}}(T)= & \frac{1}{\Phi_{r}} \lim _{t \rightarrow+\infty} \int d \mathbf{q}_{0} \int d \mathbf{p}_{0} \int d \mathbf{p}_{0}^{\prime} \theta\left[S\left(\mathbf{q}_{0}\right)\right]\left\langle\mathbf{q}_{t}\right| \hat{F}(\beta)\left|\mathbf{q}_{t}^{\prime}\right\rangle C_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right) \\
& \times\left[C_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}^{\prime}\right)\right]^{*} \exp \left[\frac{i S_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)}{\hbar}-\frac{i S_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}^{\prime}\right)}{\hbar}\right] \tag{369}
\end{align*}
$$

where $\mathbf{q}_{t}^{\prime}$ is associated with the initial condition $\left(\mathbf{q}_{0}, \mathbf{p}_{0}^{\prime}\right)$, and

$$
\begin{equation*}
\hat{F}(\beta)=\exp \left[-\frac{\beta \hat{H}}{2}\right] \hat{F} \exp \left[-\frac{\beta \hat{H}}{2}\right] \tag{370}
\end{equation*}
$$

Equation (369) indicates that to obtain the semiclassical reaction rate constant $k^{\mathrm{SC}}(T)$ one needs to carry out the multidimensional phase-space average for a sufficiently long time. This is far from trivial, since the integrand in Eq. (369) is highly oscillatory due to quantum interference effects between the sampling classical trajectories. The use of some filtering methods to dampen the oscillations in the integrand may improve the accuracy of the semiclassical calculation.

A further analytical approximation to Eq. (369), proposed by Miller and coworkers [84-86], demonstrates how the above semiclassical reaction rate theory approaches a quasi-classical reaction rate theory. Specifically, consider the
following drastic approximation:

$$
\begin{equation*}
S_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)-S_{t}\left(\mathbf{q}_{0}, \mathbf{p}_{0}^{\prime}\right) \approx \frac{\partial S_{t}\left(\mathbf{q}_{0}, \overline{\mathbf{p}}_{0}\right)}{\partial \overline{\mathbf{p}}_{0}}\left(\mathbf{p}_{0}-\mathbf{p}_{0}^{\prime}\right) \tag{371}
\end{equation*}
$$

where $\overline{\mathbf{p}}_{0}=\left(\mathbf{p}_{0}+\mathbf{p}_{0}^{\prime}\right) / 2$. With this approximation and some manipulation, Miller and co-workers showed that Eq. (369) reduces to

$$
\begin{equation*}
k^{\mathrm{SC}}(T) \approx \frac{1}{(2 \pi \hbar)^{n} \Phi_{r}} \lim _{t \rightarrow+\infty} \int d \mathbf{q}_{0} \int d \mathbf{p}_{0} \theta\left[S\left(\mathbf{q}_{t}\right)\right] F_{W}(\beta)\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right) \tag{372}
\end{equation*}
$$

where $F_{W}(\beta)$ is the Weyl transform of $\hat{F}(\beta)$. This expression is quasi-classical insofar as it is very similar to the classical result of Eq. (360), the only difference being that the product of the Boltzmann factor $\exp \left[-\beta H\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)\right]$ and the flux function $F\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right)$ in Eq. (360) is replaced by $F_{W}(\beta)$.

Since $k^{\text {SC }}(T)$ given by Eq. (372) is essentially a classical result, it may be well approximated by a statistical theory without referring to the detailed dynamics of the system. That is, if an appropriate phase space separatrix $S(\mathbf{q}, \mathbf{p})$ can be constructed, then the approximation

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \theta\left[S\left(\mathbf{q}_{t}\right)\right] \approx \theta(\boldsymbol{\nabla} S \cdot \mathbf{v}) \tag{373}
\end{equation*}
$$

can be made and we obtain

$$
\begin{equation*}
k^{\mathrm{SC}}(T) \approx \frac{1}{(2 \pi \hbar)^{n} \Phi_{r}} \int d \mathbf{q}_{0} \int d \mathbf{p}_{0} \theta(\boldsymbol{\nabla} S \cdot \mathbf{v}) F_{W}(\beta)\left(\mathbf{q}_{0}, \mathbf{p}_{0}\right) \tag{374}
\end{equation*}
$$

Equation (374) can be regarded as a quasi-classical extension of classical reaction rate theory.

## F. Effective Hamiltonian Approach to Unimolecular Dissociation

In an effort to understand the intramolecular dynamics in unimolecular dissociation, Remacle and Levine [87] used an effective Hamiltonian approach that can account for different time scales associated with unimolecular reaction. In doing so, they assumed that a dense set of energy levels lies above the dissociation barrier and that the barrier is sufficiently high that the number of states from which dissociation occurs is small compared to the number of bound states.

The full system Hamiltonian is given by

$$
\begin{equation*}
\hat{H}=\hat{H}_{0}+\hat{V}+\hat{U} \tag{375}
\end{equation*}
$$

where $\hat{H}_{0}$ is the zeroth-order Hamiltonian of the bound states that cannot couple to the continuum, and $\hat{V}$ and $\hat{U}$ are the bound-bound and bound-continuum
coupling potentials. Let $\hat{P}$ and $\hat{Q}=1-\hat{P}$ denote the projectors onto the openand bound-state subspaces, respectively. Then the effective Hamiltonian for the bound-state subspace can be written as

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=\hat{Q} H \hat{Q}+\hat{Q}(\hat{V}+\hat{U}) \hat{P}(E-\hat{P} \hat{H} \hat{P})^{-1} \hat{P}(\hat{V}+\hat{U}) \hat{Q} \tag{376}
\end{equation*}
$$

The coupling to the continuum is implicitly contained in the second term in Eq. (376). The decay of the population in the bound state subspace is due to the imaginary part of $\hat{P}(E-\hat{P} \hat{H} \hat{P})^{-1} \hat{P}$. The contribution from the real part of $\hat{P}(E-\hat{P} \hat{H} \hat{P})^{-1} \hat{P}$, the so-called "level shift" due to the coupling to the continuum, can be neglected, if the energy dependence of the coupling term $\hat{Q} \hat{H} \hat{P}$ is weak. In this case the second term in Eq. (376) can be regarded as a purely anti-Hermitian operator, and the effective Hamiltonian reduces to

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=\hat{Q}(\hat{H}-i \hat{\Gamma}) \hat{Q} \tag{377}
\end{equation*}
$$

where $\hat{\Gamma}$ is given by

$$
\begin{equation*}
\hat{\Gamma}=\pi \hat{Q} \hat{H} \hat{P} \delta(E-\hat{P} \hat{H} \hat{P}) \hat{P} \hat{H} \hat{Q} \tag{378}
\end{equation*}
$$

The key element in the effective Hamiltonian approach is the determination of the eigenvalues of the effective Hamiltonian $\hat{H}_{\text {eff }}$. Consider first a limiting case in which the bound states are not coupled by intramolecular interactions, that is,

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=\hat{Q}\left(\hat{H}_{0}-i \hat{\Gamma}\right) \hat{Q} \tag{379}
\end{equation*}
$$

where $\hat{Q} \hat{H}_{0} \hat{Q}$ and $\hat{Q} \hat{\Gamma} \hat{Q}$ can be simultaneously diagonalized. Suppose that among the $N$ states under study there are $K$ quasi-bound states $(K<N)$ and $(N-K)$ purely bound states that will never decay. Then the eigenvalue equation for $\hat{H}_{\text {eff }}$ gives

$$
\begin{array}{rlrl}
\hat{H}_{\mathrm{eff}}\left|\varphi_{\ell}\right\rangle & =\left(E_{\ell}-i \Gamma_{\ell}\right)\left|\varphi_{\ell}\right\rangle, & & \ell  \tag{380}\\
E_{\ell}\left|\varphi_{\ell}\right\rangle, & & =1,2, \ldots, K \\
& =K+1, \ldots, N
\end{array}
$$

For an arbitrary initial superposition state $\left|\phi_{0}\right\rangle=\sum_{\ell=0}^{N} c_{\ell}^{(0)}\left|\varphi_{\ell}\right\rangle$, where the $c_{\ell}^{(0)}$ are the expansion coefficients, the time-evolving state can be described by

$$
\begin{align*}
|\phi(t)\rangle= & \exp \left(-\frac{i}{\hbar} \hat{H}_{\text {eff }} t\right)\left|\phi_{0}\right\rangle=\sum_{\ell=1}^{K} c_{\ell}^{(0)} \exp \left[-\frac{i}{\hbar}\left(E_{\ell}-i \Gamma_{\ell}\right) t\right]\left|\varphi_{\ell}\right\rangle \\
& +\sum_{\ell=K+1}^{N} c_{\ell}^{(0)} \exp \left(-\frac{i}{\hbar} E_{\ell} t\right)\left|\varphi_{\ell}\right\rangle \tag{381}
\end{align*}
$$

In the more general case that allows for intramolecular energy flow, the effective Hamiltonian must include another perturbation term $\hat{H}_{1}$ so that

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=\hat{Q}\left(\hat{H}_{0}-i \hat{\Gamma}+\hat{H}_{1}\right) \hat{Q} \tag{382}
\end{equation*}
$$

One way of treating the $\hat{H}_{1}$ term is to use perturbation theory to eliminate the effect of intramolecular coupling in successive orders. Alternatively, one may numerically diagonalize the matrix of the effective Hamiltonian in the representation of $\left\{\left|\varphi_{\ell}\right\rangle\right\}$. That is, with the expansion

$$
\begin{equation*}
\left|\Phi_{m}\right\rangle=\sum_{\ell=1}^{K} c_{\ell}^{(m)}\left|\varphi_{\ell}\right\rangle+\sum_{\ell=K+1}^{N} c_{\ell}^{(m)}\left|\varphi_{\ell}\right\rangle, \quad m=1,2, \ldots \tag{383}
\end{equation*}
$$

one solves the eigenvalue equation

$$
\begin{equation*}
\hat{Q}\left(\hat{H}_{0}-i \hat{\Gamma}+\hat{H}_{1}\right) \hat{Q}\left|\Phi_{m}\right\rangle=\lambda_{m}\left|\Phi_{m}\right\rangle, \quad m=1,2, \ldots \tag{384}
\end{equation*}
$$

where the eigenvalue $\lambda_{m}=E_{m}^{\prime}-i \Gamma_{m}^{\prime}$ is complex in general.
For an arbitrary initial state that is a linear combination of the eigenstates $\left\{\left|\Phi_{m}\right\rangle\right\}$, that is,

$$
\begin{equation*}
|\psi(0)\rangle=\sum_{m=1}^{N} a_{m}\left|\Phi_{m}\right\rangle \tag{385}
\end{equation*}
$$

the time evolution is given by

$$
\begin{align*}
|\psi(t)\rangle & =\exp \left(-\frac{i}{\hbar} \hat{H}_{\mathrm{eff}} t\right)|\psi(0)\rangle \\
& =\sum_{m=1}^{N} a_{m}\left|\Phi_{m}\right\rangle \exp \left(-\frac{i}{\hbar} \lambda_{m} t\right) \tag{386}
\end{align*}
$$

which leads to the time autocorrelation function

$$
\begin{equation*}
C(t)=\langle\psi(0) \mid \psi(t)\rangle=\sum_{m=1}^{N}\left|a_{m}\right|^{2} \exp \left(-\frac{i}{\hbar} \lambda_{m} t\right) \tag{387}
\end{equation*}
$$

Note that $|C(t)|^{2}$ gives the "survival probability" of the initial state. Furthermore, the probability of finding the system still in the bound-state subspace is given by

$$
\begin{equation*}
P(t)=\langle\psi(t) \mid \psi(t)\rangle=\sum_{n=1}^{N} \sum_{m=1}^{N} a_{n}^{*} a_{m}\left\langle\Phi_{n} \mid \Phi_{m}\right\rangle \exp \left[-\frac{i}{\hbar}\left(\lambda_{m}-\lambda_{n}\right) t\right] \tag{388}
\end{equation*}
$$

To examine the dynamics in more detail one can partition the bound-state subspace by a set of projectors $\left\{\hat{Q}_{j}\right\}$ such that

$$
\begin{equation*}
\hat{Q}=\sum_{j} \hat{Q}_{j} \tag{389}
\end{equation*}
$$

For example, one may choose

$$
\begin{equation*}
\hat{Q}_{j}=\sum_{\ell=\ell_{j}+1}^{\ell_{j}+N_{j}}\left|\varphi_{\ell}\right\rangle\left\langle\varphi_{\ell}\right| \tag{390}
\end{equation*}
$$

where $\left|\varphi_{\ell}\right\rangle$ is the zeroth-order eigenstate of $\hat{H}_{0}-i \hat{\Gamma}$, and $N_{j}$ is the number of states in the $j$ th sub-subspace. The probability of finding the system in the boundstate sub-subspace associated with $\hat{Q}_{j}$ is given by

$$
\begin{align*}
P_{j}(t)= & \langle\psi(t)| \hat{Q}_{j}|\psi(t)\rangle=\sum_{n=1}^{N} \sum_{m=1}^{N}\left[\sum_{\ell=\ell_{j}+1}^{\ell_{i}+N_{j}}\left\langle\Phi_{n} \mid \varphi_{\ell}\right\rangle\left\langle\varphi_{\ell} \mid \Phi_{m}\right\rangle\right] \\
& \times a_{n}^{*} a_{m} \exp \left[\frac{i}{\hbar}\left(\lambda_{m}-\lambda_{n}\right) t\right] \tag{391}
\end{align*}
$$

The effective Hamiltonian analysis makes evident the existence of different time scales in unimolecular decay. Consider first the zeroth-order states $\left|\varphi_{\ell}\right\rangle$ with $\ell=1,2, \ldots, K$. Each of these states decays with a lifetime $1 / \Gamma_{\ell}$, even in the absence of intramolecular coupling. These states are called "prompt" states. Their average lifetime defines the average prompt lifetime $\left\langle\tau_{p}\right\rangle$. The intramolecular coupling will affect the decay behavior of the prompt states, but only perturbatively. By contrast, the decay of the zeroth-order states $\left|\varphi_{\ell}\right\rangle$ with $\ell=K, K+1, \ldots, N$ is induced entirely by the perturbation $\hat{H}_{1}$. Presumably, the weaker the perturbation is, the slower the decay will be. This second class of states is defined as the set of "delayed" states. Their average lifetime defines the average delayed lifetime $\left\langle\tau_{d}\right\rangle$.

Figure 42 displays a computational example of $P(t)$ (solid line) and the survival probability $|C(t)|^{2}$ (dashed line) as a function of the total number of states $N$ and the number of the prompt states $K$. The initial state is taken to have uniform weights for either the $K$ prompt states or the $N-K$ delayed states. It is seen that with fixed $K$ and increasing $N$ the decay of the initial delayed state is shifted to much longer time, whereas the decay of the initial prompt state changes little.


Figure 42. A computational example of $P(t)$ (solid line) and the survival probability $|C(t)|^{2}$ (dashed line) as a function of the total number of states $N$ and the number of prompt states $K$. [From F. Remacle and R. D. Levine, J. Phys. Chem. 100, 7962 (1996).]


Figure 43. A computational example of $P(t), P_{j}(t)$, and $|C(t)|^{2}$, for three different initial states taken to be uniformly weighted in three different sub-subspaces (denoted by $Q_{1}, Q_{2}$, and $Q_{3}$ ) of the bound-state subspace. Note that there is coupling between the three sub-subspaces. [From F. Remacle and R. D. Levine, J. Phys. Chem. 100, 7962 (1996).]

Figure 43 shows a computational example of $P(t), P_{j}(t)$, and $|C(t)|^{2}$, for three different initial states associated with three different sub-subspaces $Q_{1}, Q_{2}$ and $Q_{3}$, The $Q_{1}$ sub-subspace is made up of 20 prompt states, and the $Q_{2}$ and $Q_{3}$ sub-subspaces are made up of delayed states, being of dimension 100 and 1000 ,


Figure 44. A computational example of the bifurcation of the decay lifetimes into a prompt and a delayed branch as a function of the density of states $\rho$. The number of prompt states is denoted by $K$, and the number of delayed states is denoted by $(N-K)$. [From F. Remacle and R. D. Levine, J. Phys. Chem. 100, 7962 (1996).]
respectively. Because the $Q_{1}$ initial state is a prompt state, the major part of its decay takes place in the prompt time regime. However, due to the coupling between the three sub-subspaces, there is significant population transfer to the $Q_{2}$ and $Q_{3}$ sub-subspaces, which results in different decay behavior at later times. For the $Q_{2}$ and $Q_{3}$ initial states that are delayed states, the population transfer is seen to be much less significant.

The dependence of $\left\langle\tau_{p}\right\rangle$ and $\left\langle\tau_{d}\right\rangle$ on the density of states can also be examined. The density of states can be obtained from

$$
\begin{equation*}
\rho=\left[\frac{1}{N-1} \sum_{n=1}^{N-1}\left(E_{n+1}-E_{n}\right)\right]^{-1} \tag{392}
\end{equation*}
$$

where the $\left\{E_{n}\right\}$ are the real parts of the eigen-energies of the effective Hamiltonian. In the case shown in Fig. 44, $\left\langle\tau_{p}\right\rangle$ is almost independent of $\rho$ while $\left\langle\tau_{d}\right\rangle$ decreases as $1 / \rho$.

The effective Hamiltonian approach clearly shows the important role of intramolecular energy flow in the quantum dynamics of unimolecular dissociation. It suggests that unless intramolecular energy flow is dominantly rapid, there exist two drastically different time scales in the reaction dynamics. This is consistent with the classical concept that nonstatistical behavior in intramolecular energy flow, such as bottleneck effects, can dramatically alter the kinetics of unimolecular reaction.

## G. Wave Packet Dynamics Approach

In the wave packet dynamics approach to unimolecular predissociation, the quantum dynamics is studied by directly propagating quantum wave packets. After numerically propagating the quantum wave packets, all the detailed information about the reaction dynamics can, in principle, be extracted from the numerical results.

Consider the formal solution of the time-dependent Schrödinger equation

$$
\begin{equation*}
|\psi(t)\rangle=\exp \left(-\frac{i}{\hbar} \hat{H} t\right)|\psi(0)\rangle \tag{393}
\end{equation*}
$$

where $|\psi(0)\rangle$, the initial wave packet at $t=0$, is typically a combination of quasi-bound states in the case of unimolecular predissociation. As is consistent with the results from the effective Hamiltonian approach, the time-evolving wave packet can be described by

$$
\begin{equation*}
|\psi(t)\rangle=\sum_{j} a_{j}\left|\phi_{j}\right\rangle \exp \left(-\frac{i}{\hbar} E_{j} t\right) \exp \left(-\frac{\Gamma_{j}}{2 \hbar} t\right) \tag{394}
\end{equation*}
$$

where $a_{j}$ is an expansion coefficient, and $\left|\phi_{j}\right\rangle$ is the $j$ th quasi-bound state with resonance energy $E_{j}$ and decay width $\Gamma_{j}$. This general representation of $|\psi(t)\rangle$ suggests that the time autocorrelation function is given by

$$
\begin{equation*}
C(t)=\langle\psi(0) \mid \psi(t)\rangle=\sum_{j}\left|a_{j}\right|^{2} \exp \left(-\frac{i}{\hbar} E_{j} t\right) \exp \left(-\frac{\Gamma_{j}}{2 \hbar} t\right) \tag{395}
\end{equation*}
$$

and that its norm takes the following form:

$$
\begin{equation*}
N(t)=\langle\psi(t) \mid \psi(t)\rangle=\sum_{j}\left|a_{j}\right|^{2} \exp \left(-\frac{\Gamma_{j}}{\hbar} t\right) \tag{396}
\end{equation*}
$$

Given the formal time dependences of $C(t)$ and $N(t)$ shown in Eqs. (395) and (396), one may fit the results from numerically propagated wave packets so as to extract $E_{j}$ and $\Gamma_{j}$. The resonance lifetime $\tau_{j}$ and fragmentation rate constant $k_{j}$ can then be determined from $\tau_{j}=\hbar / \Gamma_{j}$ and $k_{j}=1 / \tau_{j}$.

One attractive feature of the wave packet dynamics approach is that it makes it possible to visualize the quantum reaction dynamics in phase-space by examining the time-evolving Wigner function. Consider a two-DOF system for which the time-evolving quantum wave packet is a function of two coordinates $R$ and $r$, where $R$ denotes the reaction coordinate. To focus on the $R$-coordinate, one may construct the following "half" Wigner transformation:

$$
\begin{equation*}
W(R, P, r, t)=\frac{1}{2 \pi \hbar} \int d x\left\langle R+\frac{x}{2}, r, t \mid \psi\right\rangle\left\langle\psi \left\lvert\, R-\frac{x}{2}\right., r, t\right\rangle \exp \left(-\frac{i x P}{\hbar}\right) \tag{397}
\end{equation*}
$$

which leaves the $r$-DOF intact. The Wigner function $W(R, P, r, t)$ at a given time $t$ can then be visualized on a surface of section (i.e., for fixed $r$ ) and compared to the classical phase-space distribution function.

To be specific, let us consider again the predissociation of the T-shaped $\mathrm{HeI}_{2}$ molecule [88]. The Hamiltonian operator is given by

$$
\begin{equation*}
\hat{H}=-\frac{\hbar^{2}}{2 \mu} \frac{\partial^{2}}{\partial R^{2}}-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial r^{2}}+V_{\mathrm{I}-\mathrm{I}}(r)+2 V_{\mathrm{He}-\mathrm{I}}\left[R_{\mathrm{He}-\mathrm{I}}(R, r)\right] \tag{398}
\end{equation*}
$$

where the potential terms are the same as in Eq. (90). The numerical propagation of the quantum wave packet can be carried out, for example, in the standard discrete variable representation (DVR) [89]. In the DVR approach the coordinate space is discretized by defining the following grid points:

$$
\begin{align*}
r_{i} & =r_{\min }+i \Delta r, & & i=1,2, \ldots, N_{r}  \tag{399}\\
R_{j} & =R_{\min }+j \Delta R, & & j=1,2, \ldots, N_{R} \tag{400}
\end{align*}
$$

where

$$
\begin{equation*}
\Delta r=\frac{r_{\max }-r_{\min }}{N_{r}+1}, \quad \Delta R=\frac{R_{\max }-R_{\min }}{N_{R}+1} \tag{401}
\end{equation*}
$$

and ( $r_{\min }, r_{\max }$ ) and ( $R_{\min }, R_{\max }$ ) obviously define the region that is occupied by the grid points. The basis set for expanding the time-evolving quantum state is chosen to be

$$
\begin{equation*}
\left|\varphi_{1}\left(r_{i}\right)\right\rangle\left|\varphi_{2}\left(R_{j}\right)\right\rangle=\sum_{n_{r}=1}^{N_{r}} \sum_{n_{R}=1}^{N_{R}}\left|\varphi_{1}\left(r_{i}, n_{r}\right)\right\rangle\left|\varphi_{2}\left(R_{j}, n_{R}\right)\right\rangle \tag{402}
\end{equation*}
$$

where

$$
\begin{align*}
\left|\varphi_{1}\left(r_{i}, n_{r}\right)\right\rangle & =\left(\frac{2}{r_{\max }-r_{\min }}\right)^{1 / 2} \sin \left(\frac{r_{i}-r_{\min }}{r_{\max }-r_{\min }} n_{r} \pi\right)  \tag{403}\\
\left|\varphi_{2}\left(R_{j}, n_{R}\right)\right\rangle & =\left(\frac{2}{R_{\max }-R_{\min }}\right)^{1 / 2} \sin \left(\frac{R_{j}-R_{\min }}{R_{\max }-R_{\min }} n_{R} \pi\right) \tag{404}
\end{align*}
$$

In the representation of $\left|\varphi_{1}\left(r_{i}\right)\right\rangle\left|\varphi_{2}\left(R_{j}\right)\right\rangle$, the matrix elements of $V_{\mathrm{I}-\mathrm{I}}$ and $V_{\mathrm{He}-\mathrm{I}}$ are automatically diagonalized, and the kinetic energy operator in Eq. (398) can also be evaluated straightforwardly. Hence numerically propagating the quantum wave packets reduces to a linear algebra routine. Figure 45 displays the calculated quantum wave packets $|\psi(R, r, t)\rangle$ at three different times. The initial vibrational state of $\mathrm{I}_{2}$ is taken to be $v=20$.

To extract various decay rates from $|\psi(R, r, t)\rangle$, the time dependence of the norm $\langle\psi(R, r, t) \mid \psi(R, r, t)\rangle$ is fit to three exponential terms such that

$$
\begin{equation*}
\langle\psi(R, r, t) \mid \psi(R, r, t)\rangle=N_{1} \exp \left(-k_{1} t\right)+N_{2} \exp \left(-k_{2} t\right)+N_{3} \exp \left(-k_{3} t\right) \tag{405}
\end{equation*}
$$

The results are as follows:

$$
\begin{array}{ll}
N_{1}=0.0057, & k_{1}=2.8982 \times 10^{-4} \text { a.u. } \\
N_{2}=0.2409, & k_{2}=4.9849 \times 10^{-7} \text { a.u. } \\
N_{3}=0.7549, & k 3=4.7361 \times 10^{-7} \text { a.u. }
\end{array}
$$

with $N_{1}+N_{2}+N_{3}=1$. The very fast decay characterized by the rate constant $k_{1}$ can be attributed to the dephasing of the initially prepared wave packet. However, since the magnitude of $N_{1}$ is small this fast decay does not contribute significantly to the vibrational predissociation. The rate constants $k_{2}$ and $k_{3}$ are almost equal in magnitude, but their corresponding coefficients $N_{2}$ and $N_{3}$ are different. The overall predissociation rate constant obtained from the wave


Figure 45. Contour plot of the wavefunction for the T-shaped $\mathrm{HeI}_{2}$ molecule with the initial vibrational state of $\mathrm{I}_{2}$ given by $v=20$. Shown from top to bottom panels are three wavefunctions at $t=0, t=9 \tau$, and $t=10 \tau$, where $\tau=14,700$ a.u. is approximately the virbrational period of $\mathrm{I}_{2}$.
packet dynamics approach is found to be $0.113 \mathrm{~cm}^{-1}$, which is about one-half of the MRRKM result (see Table IV).

To visualize the time-evolving Wigner function associated with the reaction coordinate, we choose $r=5.70$ a.u., which is close to the minimum of the $\mathrm{I}_{2}$ potential energy curve. The Wigner functions at four different times are displayed in Fig. 46. From Fig. 46 it is seen that as time evolves, more and more phase space flux flows out of the original support of the Wigner function. Also


Figure 46. The time-evolving Wigner functions for the T-shaped $\mathrm{HeI}_{2}$ molecule with the initial state of $\mathrm{I}_{2}$ given by $v=20$. Shown from top to bottom panels are Wigner functions at $t=0, \tau, 3 \tau, 5 \tau$, where $\tau=14,700$ a.u. is approximately the vibrational period of $\mathrm{I}_{2}$. The contours from innermost to the outermost correspond to: at $t=0, W=0.30,0.25,0.20,0.18,0.15,0.10,0.05,0.04,0.03,0.02$; at $t=\tau, W=0.30,0.25,0.20,0.18,0.15,0.10,0.05,0.04,0.03,0.02$; at $t=3 \tau, W=0.18,0.15$, $0.10,0.08,0.06,0.05,0.02,0.01,0.007,0.005$; at $t=5 \tau, W=0.18,0.15,0.10,0.08,0.06,0.05$, $0.02,0.01,0.004,0.003$.
seen is a pattern of "finger formation," with the number of fingers closely related to the propagation time measured by the vibrational period of $\mathrm{I}_{2}$. The finger patterns can be regarded as quantum mechanical realizations of the underlying classical phase-space structure that evolves from the classical exact separatrix. Indeed, further comparisons between the Wigner functions and the classical phase-space density functions show that they are in agreement, suggesting that in this case quantum-classical correspondence is excellent

As mentioned earlier, Gray and Wozny [97] studied the predissociation of three-dimensional models of the molecules $\mathrm{HeCl}_{2}$ and $\mathrm{NeCl}_{2}$ using the wave packet dynamics approach. Their results are close to classical results. Quéré and Gray [90] further applied the wave packet dynamics approach to other threeDOF model systems such as $\mathrm{He}_{2} \mathrm{Cl}_{2}$ and $\mathrm{Ne}_{2} \mathrm{Cl}_{2}$ and obtained results that are in reasonable agreement with experiment. However, we do not expect the wave packet dynamics approach to be generally feasible in many-dimensional systems, primarily because the quantum calculations can be prohibitively expensive if the number of DOFs is much larger than three.

## VII. QUANTUM TRANSPORT IN CLASSICALLY CHAOTIC SYSTEMS

As shown above, classical unimolecular reaction rate theory is based upon our knowledge of the qualitative nature of the classical dynamics. For example, it is essential to examine the rate of energy transport between different DOFs compared with the rate of crossing the intermolecular separatrix. This is also the case if one attempts to develop a quantum statistical theory of unimolecular reaction rate to replace exact quantum dynamics calculations that are usually too demanding, such as the quantum wave packet dynamics approach, the flux-flux autocorrelation formalism, and others. As such, understanding quantum dynamics in classically chaotic systems in general and quantization effects on chaotic transport in particular is extremely important.

There have been numerous studies of quantization effects on chaotic transport. For example, it has been long known that a cantorus in the classical phase-space comprise a strong barrier to transport when $\pi \hbar$ is larger than the classical flux across the cantorus [91,92]. In this case, the fractal structure of the cantorus, which slows down but still allows for classical transport, cannot be resolved by quantum dynamics and therefore behaves more or less the same as a closed phase-space curve in the quantized system. A second important example is "dynamical localization" [28], which was first discovered in the so-called "standard map" (introduced below) generated by a one-dimensional kickedrotor system. There, although the classical system continuously diffuses in the energy space as a manifestation of classical chaos, quantum interference effects quickly saturate the energy diffusion.

Here we review some recent results concerning quantum transport in classically chaotic systems, including new results on suppressed quantum transport through cantori, quantum suppression of Arnold diffusion, and faster-than-classical quantum anomalous diffusion.

## A. Quantum Transport Through Cantori

Recently, Maitra and Heller reexamined quantum transport through cantori [93], including the cases in which $\pi \hbar$ is actually smaller than the classical flux crossing a particular cantorus. In doing so, they used the Whisker map, which can describe the motion within a chaotic layer near a separatrix in a typical nonintegrable system. The Whisker map is given by

$$
\begin{align*}
I_{n+1} & =I_{n}-k \sin \phi_{n}  \tag{406}\\
\phi_{n+1} & =\phi_{n}+\lambda \ln \left|\frac{c}{I_{n+1}-I_{0}}\right| \tag{407}
\end{align*}
$$

where $\left(I_{n}, \phi_{n}\right)$ are action and angle variables before the $(n+1)$ th mapping, and the parameters $k$ and $\lambda$ determine the phase space structure. Typically, there are several cantori within the chaotic layer, corresponding to irrational winding numbers that are given by $r \pm(1-g)$, where $r$ is an integer and $g$ is the golden mean previously defined. The flux $F$ across a cantorus can be estimated from
$F \approx \exp \left(\frac{0.7 c \exp \{-2 \pi[r \pm(1-g)] / \lambda\}}{\lambda}\right)\left(\lambda k_{c} \exp \{2 \pi[r \pm(1-g)] / \lambda\}-k_{c}\right)^{3.01}$
where $k_{c}=0.9716$.
Quantizing the action and angle variables, one obtains the following quantum map:

$$
\begin{equation*}
U=\exp \left[\frac{-i \lambda\left(\hat{I}-I_{0}\right)\left(\ln \left|\frac{c}{\hat{I}-I_{0}}\right|+1\right)}{\hbar}\right] \exp \left[\frac{i k \cos \phi}{\hbar}\right] \tag{409}
\end{equation*}
$$

where $\hat{I}$ and $\phi$ should be understood as operators in the Hilbert space. The eigenstate of the action $\hat{I}$ with eigenvalue $I$ is denoted by $|I\rangle$. The diffusion in action space can be studied using the time-averaged probability $P\left(I_{f}, I_{i}\right)$ of being in the final state $\left|I_{f}\right\rangle$ starting from the initial state $\left|I_{i}\right\rangle . P\left(I_{f}, I_{i}\right)$ is given by

$$
\begin{equation*}
\left.P\left(I_{f}, I_{i}\right)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N}\left|\left\langle I_{f}\right| U^{n}\right| I_{i}\right\rangle\left.\right|^{2} \tag{410}
\end{equation*}
$$



Figure 47. Quantum transport suppressed by the cantorus. Shown here is the logarithm of $P(I$, $I_{i}$ ) versus $I$, with the initial state given by $I_{i}=4$. The winding number of the cantorus is given by $2-g$. From top to bottom the dotted lines have the slopes 3.2, 18, and 6.5, respectively. [From N. T. Maitra and E. J. Heller, Phys. Rev. E 61, 3620 (2000).]

We consider below a case in which the cantorus is at $I \sim 6.4$, with the winding number given by $2-g$, and the classical flux $F$ through the cantous given by $\sim 0.01 \pi$. Figure 47 shows $\ln \left[P\left(I, I_{i}=4\right)\right]$ versus $I$, with the initial state at $\left|I_{i}=4\right\rangle$, and $\hbar=0.005,0.02$ or 0.1 . For all the cases shown it is seen that $P\left(I, I_{i}=4\right)$ decays exponentially, implying that the cantorus presents a strong barrier to quantum transport. A linear fit of the results in the neighborhood of the cantorus can be carried out, giving a slope $S$ as a fitting parameter. The inverse of the slope thus obtained (i.e., $1 / S$ ) is indicative of the extent to which the quantum state can penetrate into the cantorus. Specifically, $S$ is found to be $3.2,18$, and 6.5 , for the three values of $\hbar$, respectively. Thus, as $\pi \hbar$ increases from below the classical flux, $S$ increases; but then decreases as $\pi \hbar$ gets larger than the classical flux. This clearly demonstrates the existence of different mechanisms that account for the suppressed quantum transport.

When $\pi \hbar$ is larger than the classical flux, the mechanism of suppression is well known; that is, the quantum state cannot get through the fractal structure of the cantorus, and as a result the associated quantum transport is due entirely to tunneling. What is most interesting is that quantum transport is still suppressed, as seen in the decay behavior of $P\left(I_{f}, I_{i}\right)$, even when $\pi \hbar$ is considerably smaller than the classical flux. To demonstrate that this suppression is uniquely related


Figure 48. The dependence of $\ln S$ on $\ln \hbar$. The dashed lines indicate that $S$ scales with $\hbar^{0.5}$ if $\pi \hbar$ is smaller than the classical flux and that $S$ scales with $\hbar^{-0.66}$ if $\pi \hbar$ is larger than the classical flux. [From N. T. Maitra and E. J. Heller, Phys. Rev. E 61, 3620 (2000).]
to the cantorus, Maitra and Heller further showed that $S$ scales with $\hbar^{\alpha}$ with $\alpha \sim 0.5$. This result is shown in Fig. 48. Note that in the case of quantum suppression of chaotic transport due to dynamical localization, one has that $S$ scales with $\hbar$. As such, for sufficiently small $\hbar$ the quantum suppression effect on chaotic transport due to a cantorus is always much larger than that due to dynamical localization.

This finding concerning quantum transport in classically chaotic systems sheds new light on quantum effects in unimolecular reaction dynamics. For example, one expects that intramolecular bottlenecks associated with cantori, if treated quantum mechanically, would be more effective than in a classical statistical theory even when $\pi \hbar$ is smaller than the reaction flux crossing the intramolecular dividing surface. Clearly, it would be interesting to examine realistic molecular systems in a similar fashion.

## B. Quantum Suppression of Arnold Diffusion

Given the important role of Arnold diffusion in understanding chaotic transport in many-dimensional systems, it is quite surprising that a study of the quantization effect on Arnold diffusion was not carried out until very recently [94-96]. In particular, Izrailev and co-workers are the first to carefully examine quantum manifestations of Arnold diffusion in a well-studied model system. The model system is comprised of two coupled quartic oscillators, one of which driven by a two-frequency field. Its Hamiltonian is given by

$$
\begin{equation*}
H=H_{1}^{0}+H_{2}^{0}-\mu x y-f x\left[\cos \left(\omega_{1} t\right)+\cos \left(\omega_{2} t\right)\right] \tag{411}
\end{equation*}
$$

where

$$
\begin{align*}
& H_{1}^{0}=\frac{p_{x}^{2}}{2}+\frac{x^{4}}{4}  \tag{412}\\
& H_{2}^{0}=\frac{p_{y}^{2}}{2}+\frac{y^{4}}{4} \tag{413}
\end{align*}
$$

with all variables in dimensionless units. In particular, $p_{x}, p_{y}, x$, and $y$ are momentum and position variables, $\mu$ is the coupling constant between the two DOFs, $f$ is the amplitude of the driving field, and $\omega_{1}$ and $\omega_{2}$ are the two frequencies of the driving field.

For nonzero $f$ the separatrix associated with the main $1: 1$ resonance in the undriven system is destroyed and a chaotic layer that allows for Arnold diffusion can be induced. Note that using two driving frequencies is not essential to induce Arnold diffusion. However, with two commensurate driving frequencies the Arnold diffusion would be much more homogeneous, thus simplifying the analytical considerations in obtaining the Arnold diffusion coefficient. To quantize the system, one simply sets $\left[p_{x}, x\right]=\left[p_{y}, y\right]=-i \hbar_{0}$, where $\hbar_{0}$ should be regarded as a dimensionless effective Planck constant of the system, such as the ratio of $\hbar$ to the characteristic action of the system. The quantum dynamics can be examined by direct propagation of quantum wave packets. For the results discussed below, the system parameters were chosen as follows: $f / \mu=0.01, \hbar_{0} \approx 1.77 \times 10^{-5}, 10 \pi / \omega_{1}=12 \pi / \omega_{2}=T=150$.

Figure 49 shows the energy variance (denoted by $\Delta_{q}$ and in unit of $\left[\hbar_{0}^{2}\left(\omega_{1}+\omega_{2}\right)^{2} / 4\right]$ ) versus time (denoted by $N$ and in units of $T$ ), for three different initial states-that is, below, above, and within the chaotic layer that is responsible for Arnold diffusion. Clearly, the quantum transport depends strongly on the location of the initial quantum state. In particular, with the initial state below or above the chaotic layer (curve 1 or curve 2 ), $\Delta_{q}$ quickly saturates; whereas with the initial state inside the chaotic layer, after a transient period $\Delta_{q}$ keeps increasing for a long time in a more or less linear fashion. The average linear rate of increase of $\Delta_{q}$ gives the quantum diffusion coefficient.

To further demonstrate that the quantum transport of curve 3 in Fig. 49 is intrinsically related to Arnold diffusion, Izrailev and co-workers compared the $\mu$-dependence of the quantum diffusion coefficient to that of the Arnold diffusion coefficient. This comparison is shown in Fig. 50. It is seen that the quantum result resembles the classical result. That is, roughly speaking, in either case the logarithm of the diffusion coefficient decreases linearly with increasing $1 / \sqrt{\mu}$. This makes it clear that quantum manifestations of Arnold diffusion are indeed observed.

Figure 50 also shows that quantum effects strongly suppress Arnold diffusion (note the logarithmic scale). The suppression effect for very small $\mu$ is


Figure 49. The energy variance $\Delta_{q}$ (in units of $\left.\left[\hbar_{0}^{2}\left(\omega_{1}+\omega_{2}\right)^{2} / 4\right]\right)$ versus the time variable $N$ (in units of $T$ ). The system parameters are chosen as $f / \mu=0.01, \hbar_{0} \approx 1.77 \times 10^{-5}$, $10 \pi / \omega_{1}=12 \pi / \omega_{2}=T=150$. The three curves correspond to three initial states, i.e., below, above, or within the separatrix associated the Arnold diffusion. [From V. Ya Demikhovskii, F. M. Izrailev, and A. I. Malyshev, Phys. Rev. Lett. 88, 154101 (2002).]
understandable because the thin chaotic layer can only support very few quantum eigenstates. However, as estimated by Izrailev and co-workers, for $\mu>1.25 \times 10^{-4}$, which is true for most cases shown in Fig. 50, the number of quantum states that can be supported by the chaotic layer should be larger


Figure 50. Quantum and classical Arnold diffusion constants versus $1 / \sqrt{\mu}$. [From V. Ya Demikhovskii, F. M. Izrailev, and A. I. Malyshev, Phys. Rev. Lett. 88, 154101 (2002).]
than 10 . This being the case, we see that quantum effects can strongly suppress Arnold diffusion even when the system is not in the deep quantum regime.

It remains to examine whether or not the results of Izrailev and co-workers are general. In particular, since the Gaspard-Rice four-dimensional mapping model introduced above can mimic the Arnold diffusion in unimolecular predissociation, the corresponding quantum dynamics is of considerable interest.

## C. Faster-than-Classical Quantum Anomalous Diffusion

As seen throughout this chapter, for most Hamiltonian systems regular regions coexist with chaotic regions in phase-space. The boundary between a regular region and a chaotic region is complicated, due to, for example, the fractal structures of cantori. As such, in many cases there are strong correlations in the dynamics, and chaotic diffusion in energy space is not a random walk. To see this more clearly, consider the standard map (defined below) as an example. Assuming that the system is strongly chaotic, one expects that the average energy of a classical ensemble should increase linearly with time, with the chaotic diffusion coefficient well-predicted by a statistical approach. However, in many cases this is not true. Instead, the system may display anomalous diffusion: that is, the average energy of the system may increase as $\sim t^{\alpha}$, where $t$ is the time variable, and $1<\alpha<2$. Note that in this case the average energy of the system increases much faster than for the normal diffusion case in which $\alpha=1$.

To date there are only a few studies of the quantum dynamics associated with classical anomalous diffusion. We consider here a recent study by Brumer and co-workers, who showed that quantum effects can further accelerate classical anomalous diffusion [97]. This is highly counterintuitive, since people tend to believe that in all cases quantum effects suppress classical chaotic transport. The system they studied is a modified kicked rotor system, whose Hamiltonian is given by

$$
\begin{equation*}
H(\hat{L}, \theta, t)=\hat{L}^{2} / 2 I+\lambda \cos (\theta) \sum_{n} f(n) \delta\left(\frac{t}{T}-n\right) \tag{414}
\end{equation*}
$$

where $f(n)=1$ if $n=4 j+1$ or $4 j+2, f(n)=-1$ if $n=4 j+3$ or $4 j+4, \hat{L}$ is the angular momentum operator, $\theta$ is the conjugate angle, $I$ is the moment of inertia, $\lambda$ is the strength of the kicking field, and $T$ is the time interval between kicks. The basis states of the Hilbert space are given by $|m\rangle$, with $\hat{L}|m\rangle=m \hbar|m\rangle$. The quantum dynamics depends on the dimensionless parameters $k=\lambda T / \hbar$ and the effective Planck constant $\tau=\hbar T / I$. The underlying classical dynamics depends only on one parameter, $\kappa \equiv k \tau$, and takes the form

$$
\begin{equation*}
\tilde{L}_{n+1}=\tilde{L}_{n}+\kappa f(n) \sin \left(\theta_{n}\right), \theta_{n+1}=\theta_{n}+\tilde{L}_{n+1} \tag{415}
\end{equation*}
$$



Figure 51. Classical phase-space structures of a modified kicked rotor system. Note that the regular islands are transporting islands. [From J. B. Gong, H. J. Wörner, and P. Brumer, Phys. Rev. E. 68, 026209 (2003).]
where $\tilde{L} \equiv L \tau / \hbar$ is the scaled c-number angular momentum and $\left(\tilde{L}_{n}, \theta_{n}\right)$ represents the phase-space location of a classical trajectory at $\left(n+1-0^{+}\right) T$. If $f(n)$ is replaced by a constant, then Eq. (415) defines the standard map. The introduction of $f(n)$ is used to magnify the effects discussed below.

For $\kappa=\left(2 l_{2}+1\right) \pi$, the classical map of Eq. (415) has the marginally stable points $\tilde{L}=\left(2 l_{1}+1\right) \pi, \theta= \pm \pi / 2$, where $l_{1}$ and $l_{2}$ are integers. These points are shifted by a constant value $\left( \pm\left(2 l_{2}+1\right) \pi\right)$ in $\tilde{L}$ after each kick. Around these stable points are regular phase-space structures, called "transporting regular islands." These islands are structurally stable insofar as they persist as long as $\kappa$ is close to $\left(2 l_{2}+1\right) \pi$. Any trajectory launched from the transporting regular islands will consecutively jump to other similar islands located in adjacent phase-space cells, resulting in an energy increase that is quadratic with time. For trajectories initially outside the transporting regular islands, the stickiness of the boundary between the transporting regular islands and the chaotic sea induces classical anomalous diffusion. Figure 51 displays both the transporting regular islands and the chaotic sea on the PSS for $\kappa=3.5$.

Figure 52 displays a quantum-classical comparison of energy diffusion $\kappa=3.5$, in terms of the dimensionless scaled energy averaged over the quantum and classical ensemble, denoted by $\tilde{E}_{q} \equiv\left\langle\hat{L}{ }^{2}\right\rangle \tau^{2} / 2 \hbar^{2}$ and $\tilde{E}_{c} \equiv\left\langle\tilde{L}^{2}\right\rangle / 2$, respectively. The effective Planck constant $\tau$ is chosen to be 0.1 , a value far from the semiclassical limit but relatively small compared to the area of the transporting islands shown in Fig. 51. Furthermore, this value of $\tau$ ensures that


Figure 52. Quantum and classical anomalous diffusion in a modified kicked rotor system. Shown here is the time dependence of the average scaled rotational energy, denoted as $\tilde{E}_{q}$ (solid line) and $\tilde{E}_{c}$ (dashed line) for the quantum and classical ensembles, respectively. Note that the quantum result is well above the classical result. [From J. B. Gong, H. J. Wörner, and P. Brumer, Phys. Rev. E 68, 026209 (2003).]
the nongeneric behavior associated with quantum resonances (i.e., $\tau=2 \pi l_{1} / l_{2}$ ) is avoided. The initial quantum state is chosen to be $|0\rangle$, which does not overlap with the transporting regular islands. The corresponding classical initial state is given by $\tilde{L}=0$ with $\theta$ uniformly distributed in $[0,2 \pi]$. It is seen that energy increases nonlinearly with time in both quantum and classical cases. The quantum-classical break time is at $t_{b} \sim 200 T$. An excellent log-log linear fit of the results after $t_{b}$ gives $\tilde{E}_{q} \propto N^{1.85}$ (solid line) and $\tilde{E}_{c} \propto N^{1.36}$ (dashed line), where $N$ is the number of kicks. Hence, both quantum and classical dynamics display characteristics of anomalous diffusion, and, more significantly, the quantum anomalous diffusion is much faster than classical anomalous diffusion. Brumer and co-workers also studied other cases with much smaller $\tau$ and found that quantum anomalous diffusion indeed approaches the underlying classical anomalous diffusion from above rather than from below as the effective Planck constant goes to zero. Note also that quantum anomalous diffusion will saturate eventually, due to dynamical localization.

Brumer and co-workers qualitatively explained the observed faster-thanclassical quantum anomalous diffusion in terms of strong quantum tunneling between the transporting regular islands and the chaotic sea. If this is correct, then the notion that quantum states are primarily located on either chaotic or regular regions does not apply to the case of transporting regular islands embedded in a chaotic sea. This is consistent with a recent study by Hufnagel
et al. [98], who observed that quantum states can indeed ignore regular or chaotic phase-space structures.

## VIII. CONCLUDING REMARKS

In this chapter we have reviewed the development of unimolecular reaction rate theory for systems that exhibit deterministic chaos. Our attention is focused on a number of classical statistical theories developed in our group. These theories, applicable to two- or three-dimensional systems, have predicted reaction rate constants that are in good agreement with experimental data. We have also introduced some quantum and semiclassical approaches to unimolecular reaction rate theory and presented some interesting results on the quantum-classical difference in energy transport in classically chaotic systems. There exist numerous other studies that are not considered in this chapter but are of general interest to unimolecular reaction rate theory.

There are a number of open issues associated with statistical descriptions of unimolecular reactions, particularly in many-dimensional systems. One fundamental issue is to find a qualitative criterion for predicting if a reaction in a many-dimensional system is statistical or nonstatistical. In a recent review article, Toda [17] discussed different aspects of the "Arnold web"-that is, the network of nonlinear resonances in many-dimensional systems. Toda pointed out the importance of analyzing the qualitative features of the Arnold web-for example, how different resonance zones intersect and how the intersections further overlap with one another. However, as pointed out earlier, even in the case of fully developed global chaos it remains challenging to define a nonlocal reaction separatrix and to calculate the flux crossing the separatrix in a manydimensional phase-space.

Recent studies of intramolecular energy transfer in organic molecules $[99,100]$ suggest that it is rare to see a dense Arnold web in many-dimensional molecular systems. It is observed that even in large molecules, energy transport may be still governed by local phase space structures. Thus, an initial vibrational state typically undergoes relaxation on a manifold whose dimension is much smaller than that predicted by global chaos. This is confirmed by recent experimental results [100], which indicate that the slow energy transport in large molecules could manifest itself as the reaction rate becomes larger-for example, when the energy of the reacting system increases. The general observation of slow energy transport in large molecule systems brings up two new directions for investigation. First, the slow energy transport indicates that the dynamics of intramolecular energy transport is weakly chaotic. Hence, as pointed out by Gruebele [100], active control of molecular dynamics in large molecular systems, such as reversing the intramolecular energy transport, is very possible. Second, it is necessary to develop a new statistical reaction rate
theory (classical and quantum mechanical) that can first model and then incorporate slow energy transport in a many-dimensional system.

As mentioned earlier, Komatsuzaki and Berry [26] have recently developed a promising approach to analyzing many-dimensional reacting systems. By seeking appropriate canonical transformations that yield local approximate constants of motion associated with the reactive mode, they were able to transform the conventional dividing surface in configuration space to a manydimensional separatrix in phase-space. Specifically, suppose the original phasespace variables are denoted by $(\mathbf{q}, \mathbf{p})=\left(q_{1}, q_{2}, \ldots, q_{n} ; p_{1}, p_{2}, \ldots, p_{n}\right)$, the conventional dividing surface is located at $q_{1}=0$, and the required approximate canonical transformation to a certain order is given by

$$
\begin{equation*}
(\mathbf{q}, \mathbf{p}) \rightarrow\left[\mathbf{q}^{\prime}(\mathbf{q}, \mathbf{p}), \mathbf{p}^{\prime}(\mathbf{q}, \mathbf{p})\right] \tag{416}
\end{equation*}
$$

where $\left(\mathbf{q}^{\prime}, \mathbf{p}^{\prime}\right)=\left(q_{1}^{\prime}, q_{2}^{\prime}, \ldots, q_{n}^{\prime} ; p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{n}^{\prime}\right)$, and $q_{1}^{\prime}=q_{1}^{\prime}(\mathbf{q}, \mathbf{p})$ is the new reactive mode "dressed" by $\left(q_{2}, \ldots, q_{n} ; p_{1}, p_{2}, \ldots, p_{n}\right)$. As is forced by the construction of the canonical transformation, this dressed reactive mode $q_{1}^{\prime}(\mathbf{q}, \mathbf{p})$ is approximately and locally separable from $\left(q_{2}^{\prime}, \ldots, q_{n}^{\prime} ; p_{2}^{\prime}, \ldots, p_{n}^{\prime}\right)$. Hence, the approximate dividing surface

$$
\begin{equation*}
q_{1}^{\prime}(\mathbf{q}, \mathbf{p})=0 \tag{417}
\end{equation*}
$$

defined in the original phase-space, is in fact an approximate many-dimensional phase-space separatrix and can be close to an exact separatrix insofar as trajectories will not recross it, provided that the approximate constants of motion persist long enough that the final state of the saddle crossings can be determined. Recalling that the key element in the ARRKM theory is to seek an approximate phase-space separatrix, one sees that the Komatsuzaki-Berry approach is, in essence, a many-dimensional extension of the ARRKM theory by use of canonical transformations. Indeed, identifying the $q_{1}^{\prime}(\mathbf{q}, \mathbf{p})$ in Eq. (417) with the phase-space separatrix $S(\mathbf{q}, \mathbf{p})$ in the ARRKM theory [see Eq. (87)], one obtains the following microcanonical reaction rate constant:

$$
\begin{equation*}
k(E)=\frac{1}{N_{S}} \int d \mathbf{q} \int d \mathbf{p} \delta\left[q_{1}^{\prime}(\mathbf{q}, \mathbf{p})\right] p_{1}^{\prime}(\mathbf{q}, \mathbf{p}) \theta\left[p_{1}^{\prime}(\mathbf{q}, \mathbf{p})\right] \delta(E-H) \tag{418}
\end{equation*}
$$

where $N_{S}$ is a normalization constant and $H$ is the system Hamiltonian. However, since such an extension of the ARRKM theory does not account for the peculiarity of intramolecular energy transfer in many-dimensional systems, the predicted rate constant $k(E)$ is not expected to be very useful, particularly when the initial state is far away from the dividing surface $q_{1}^{\prime}(\mathbf{q}, \mathbf{p})=0$.

Having recognized a similarity between the ARRKM theory and the Komatsuzaki-Berry approach, we now comment on the difference between
them. First, Komatsuzaki and Berry have carefully investigated the dynamical behavior of the classical trajectories that recross the conventional dividing surface $q_{1}=0$. For example, they have vividly demonstrated that the trajectories recrossing $q_{1}=0$ can indeed avoid recrossing the phase-space separatrix $q_{1}^{\prime}(\mathbf{q}, \mathbf{p})=0$. In contrast, in developing the ARRKM theory and its various extensions in few-dimensional systems, Rice et al. focused their attention on the reaction rate constant and did not examine in detail to what extent the approximate phase-space separatrix can rotate away the recrossing trajectories. The results of Rice et al. suggest that the calculation of the approximate reaction rate constant within-for example, a factor of two or three-is insensitive to the fine structure of the separatrix and therefore does not need a more formal approach, such as the Lie canonical perturbation theory. Second, there exists a natural many-dimensional extension of the ARRKM theory based on the reaction path formalism. In particular, with Eqs. (189) and (190), one may intuitively use (with somewhat different notation from above)

$$
\begin{equation*}
\frac{\left[p_{s}-\sum_{k=1, \ell=1}^{3 N-f-7} Q_{k} B_{k \ell}(s) P_{\ell}\right]^{2}}{2\left(1+\sum_{k=1}^{3 N-f-7} Q_{k} B_{k, 3 N-f-6}\right)^{2}}+V(s)-E_{s}=0 \tag{419}
\end{equation*}
$$

as an approximate phase-space separatrix, where $s$ is the reaction coordinate, $E_{s}$ is the saddle point energy, and $Q_{k}$ and $P_{\ell}$ represent the coordinates and momenta of other DOFs. It would be of great interest to compare this approximate manydimensional phase-space separatrix, constructed by physical intuition, with that obtained by the Komatsuzaki-Berry approach. It is plausible that they are different in their capabilities for removing recrossing trajectories, but could give similar reaction rate constants such as $k(E)$ in Eq. (418). Note that in the adiabatic limit-that is, when the motion associated with the DOFs other than the reactive mode is much faster than the reaction-the dynamics of the reactive mode is entirely determined by an effective potential [see Eq. (198)]. As such, the constant of motion associated with the reactive mode-for example, the adiabatic Hamiltonian itself [see Eq. (198)]—indeed exists. This suggests that the difference between the many-dimensional extension of the ARRKM theory based upon the reaction path formalism [see Eq. (419)] and the KomatsuzakiBerry result should diminish as the reaction becomes slower.

Throughout this chapter we have been concerned with statistical approaches applied to isolated molecules. Since most (unimolecular) reactions occur in an environment comprised of other molecules, it is important to examine the effects of molecule-molecule interaction on the kinetics and dynamics of unimolecular reactions. Take the difference between quantum and classical transport as an example. Based on recent studies of quantum-classical
correspondence in open systems [101-103], it is reasonable to expect that molecule-molecule collisions may introduce decoherence to reacting systems to such a degree that predictions from the quantum dynamics become even closer to that from a classical theory. Of course, when molecule-molecule interactions are no longer perturbative-for example, in a liquid-then a unimolecular reaction rate theory that is based on phase-space structures of isolated molecular systems does not apply, and the models that we have discussed need significant extension.
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## I. INTRODUCTION

Let us begin with a simple, but still unresolved question, that is, "Why can a reacting system climb through the saddle from a basin to one another?" Figure 1 schematically shows representative reactive and nonreactive, saddle crossing trajectories that were initiated from the reactant well. Although both trajectories have sufficient total energy larger than the saddle point energy, one will climb

[^6]

Figure 1. Reactive and nonreactive saddle crossing trajectories on a potential energy surface.
through to the product well but the other will go back to the original, reactant well. This implies for classical systems that the condition for the reacting systems to possess a total energy larger than the saddle point energy is only necessary and not sufficient. Then, what are the necessary and sufficient conditions for a reacting system to climb through from one basin to another? This is one of the central issues we want to focus on in the present chapter.

Dynamics on two-basin potential energy surfaces has been extensively explored in the context of chemical reactions over the past several decades [114]. Transition state theories (TST), first developed by Eyring [3] and Evans [4] and by Wigner [5] in the 1930s, have had great success in elucidating absolute reaction rates of chemical reactions. All the various forms of (classical) TST are based on two fundamental assumptions:

No-Return Assumption. A dividing hypersurface-that is, the transition state (TS)—exists (generally in phase space) through which a reacting species should pass only once on the way from the reactants to the products before being "captured" in the products. Note that this implicitly requires that the hypersurface can decompose the space into two distinct regions, reactant and product. This, in turn, implies that for Hamiltonian systems with $n$ degrees of freedom, the TS must be of co-dimension one-that is, $(2 n-2)$ dimension-on the $(2 n-1)$-dimensional equienergy hypersurface of the chosen $2 n$-dimensional phase space $\mathbb{R}^{2 n}$ [15].
Local Equilibrium Assumption. There exists a quasi-equilibrium between the reactant and a system crossing the TS from the reactant to the product. This precise representation was taken from an insightful article on the observability of the invariant of motion in the transition state by Marcus [16]: The motions along the reaction coordinate at the transition state was
postulated in the original TST to be one-dimensional, translational motions. This implies that the reactive degree of freedom is assumed to be dynamically separable from the other degrees of freedom at the transition state. Although many literatures have often described to assume the quasi-equilibrium as "occurring between the reactant and the TS itself," rigorously speaking, there is no source to yield a quasi-equilibrium between the reactant and a dynamically separable, elusive state. In the other words, the reacting systems move about "ergodically" within the reactant well more quickly than finding en route to the TS. (Readers will see in this chapter that this is a generic consequence inherent to the first-rank saddles up to moderately high energies if the TS is defined not in the configurational space but in the phase space.)

However, few theories have clarified the physical conditions needed to validate these fundamental assumptions-that is, the necessary and sufficient conditions to use this description for a reacting species climbing through the saddle from the reactant to the product well. This is one of the most elusive aspects in justifying the application of TST to a multitude of reacting systems. In practice, one has often defined the TS in configurational space with an $\mathrm{ad} h o c$ correction factor, called the transmission coefficient $\kappa$, to take into account that the system of interest actually makes more than one crossing of the surface presumed either to be the desired dividing surface or one that the system finds en route to the TS without moving about "ergodically" in the reactant well.

In the developments [17-24] of classical unimolecular reaction rate theories, there has been a great improvement of our understanding of the definability of such a general, no-return dividing hypersurface from the viewpoint of the geometric structure of the phase space in chemical reactions. Davis and Gray [17] first showed in the late 1980s that in Hamiltonian systems with two degrees of freedom (DOFs), a TS always free from recrossings can be defined as the separatrix in the Poincaré section formed by taking the union of segments of the stable and unstable manifolds, and the transport across the TS is interpreted as mediated through the turnstile lobes bounded by two homoclinic intersection points. Gillilan and Ezra [20] analyzed the predissociation of van der Waals complex $\mathrm{He}-\mathrm{I}_{2}$ with three DOFs-that is, the four-dimensional Poincaré section. They demonstrated, as predicted by Wiggins [21], that the occurrence of homoclinic tangency inherent to higher-dimensional systems ( $>$ two) hampers the construction of the hypersurface dividing the bound complex reactant region from unbound trajectories. Toda [22-24] noticed that the homoclinic tangency leads to a bifurcation of the phase-space reaction path with a transition between two topologically distinct chaotic regimes. Thus, the Davis-Gray separatrix transition state depends crucially on the Poincaré section having only two
dimensions. No general, no-return dividing hypersurface has been found yet for systems of higher dimensionality. In other words, it is still an unresolved open problem to determine the circumstances in which such a hypersurface would persist, if it exists, or would be ruined in the chaotic thermal bath of multidimensional systems.

Focusing on regulation of trajectories in the vicinity of the saddle points on potential energy surfaces, several theoretical and experimental developments have shed light on mechanics of passage through the region of a potential saddle for higher-dimensional systems. Indicative symptoms of local regularity near the saddles appeared in theoretical studies of small atomic clusters by Berry and co-workers [25-31] that compared local Liapunov functions and Kolmogorov entropies in saddle regions with those in other regions of potential surfaces. Evidence appeared also in experiments by Lovejoy and co-workers [32,33] on decomposition of vibrationally excited ketene that showed rates with quantized steps; Marcus suggested that this could be a signature of existence of approximate invariants of motion in the TS [16].

De Leon and co-workers [34-37] established an elegant reaction theory for a system with two DOFs, the so-called reactive island theory to mediate reactions through cylindrical manifolds apart from the saddles. Their original algorithm depends crucially on the existence of pure unstable periodic orbits in the nonreactive DOFs in the region of the saddles and did not extend to systems with many DOFs.

Recently, Komatsuzaki and Berry revealed [38-45] using classical isomerization of a 6 -atom Lennard-Jones cluster that at least three distinct energy regimes of dynamical behavior, so-called quasi-regular, semi-chaotic, and fully developed chaotic regimes, exist in the region of a saddle of strongly coupled, many particle Hamiltonian systems. These are distinguished by the extent of regularity of their dynamics. Up to energies high enough to make the system manifestly chaotic, approximate invariants of motion associated with a reaction coordinate in the phase space imply a multidimensional dividing hypersurface that is free from recrossings occurring in that regime even in a sea of chaos. Their technique relies on the application of Lie canonical perturbation theory [46,47] (with algebraic quantization [48-50], if necessary), a classical analog of Van Vleck perturbation theory $[51,52]$, for the region of potential saddles. This provides us with the natural reformulation $[38,39]$ of the conventional TST based on that hypersurface in multidimensional phase space, which gives us better classical reaction rates of multidimensional systems. They presented a practical algorithm to visualize the dividing hypersurface in the multidimensional phase space of a given system [40,41], illuminated a new type of phase space bottleneck that emerges as the total energy and mode-coupling increase, which keeps a reacting system increasingly trapped in the region of a saddle $[42,43]$, and established a strong propensity rule and corresponding
formula for transitions of chemical reactions which enables us to predict $a$ priori whether the system climbs through the saddle to the product or returns to its original state [45].

The earlier work of Wiggins $[21,53]$ provides a firm mathematical framework for many-dimensional phase space transport, based on the notion of a normally hyperbolic invariant manifold (NHIM) and its stable and unstable manifolds as the appropriate generalization of the concept of "saddle" and "separatrices" on a multidimensional phase space. However, the major technical obstacle preventing its implementation has been the lack of an algorithm for searching arbitrary NHIMs in realistic multidimensional systems. As shown by Komatsuzaki and Berry, Lie transforms provide one of the most powerful techniques to extract a NHIM at least in the region of saddles from many-dimensional phase space. Recently, Uzer et al. [54] applied the Lie transformation to the vicinity of a saddle for a hydrogen atom in crossed electric and magnetic fields containing significant Coriolis interactions (a 3-DOFs system) and provided a detailed description of the (local) geometric structure of chemical reactions in multidimensional phase space. Wiggins et al. [15] presented a mathematical foundation of the robust persistence, in each order, of the invariant of motion along the phase-space reaction coordinate.

In this chapter, we briefly survey our recent findings on the mechanism for a reacting species to climb through the saddle and its relevance to the underlying geometric structure of the phase space. We focus on describing the concept, sacrificing mathematical rigor. (Readers can refer to our recent review article [41] for the mathematical description and also the articles by others [55-58] in this volume of Advances in Chemical Physics.) In another article in this volume [59], one of the authors reviews several kinds of strange, cooperative dynamical behavior observed through structural transitions on multibasin landscapes for liquid water and proteins and discusses how such a regulatory structure through a "reaction bottleneck" may be generic irrespective of the size of the systems and "ruggedness" of potential energy surfaces.

## II. DYNAMICAL REGULARITY IN THE REGION OF SADDLES

Suppose that Hamiltonian $H(\mathbf{p}, \mathbf{q})$ is expressed in a region around a saddle point of interest as an expansion in a small parameter $\epsilon$, so that the zero-order Hamiltonian $H_{0}$ is regular in that region; specifically, it is written as a sum of harmonic-oscillator Hamiltonians. Such a zero-order system is a function of action variables $\mathbf{J}$ of $H_{0}$ only, and it does not depend on the conjugate angle variables $\boldsymbol{\Theta}$. The higher-order terms of the Hamiltonian are expressed as sums of
cubic, quartic, and so on, terms in the normal coordinates of the system, at its saddle $[9,38,39]$.

$$
\begin{align*}
H= & H_{0}+\sum_{n=1}^{\infty} \epsilon^{n} H_{n}  \tag{1}\\
H_{0}= & \frac{1}{2} \sum_{j}\left(p_{j}^{2}+\omega_{j}^{2} q_{j}^{2}\right)=H_{0}(\mathbf{J})  \tag{2}\\
\sum_{n=1}^{\infty} \epsilon^{n} H_{n}= & \epsilon \sum_{j, k, l} C_{j k l} q_{j} q_{k} q_{l} \\
& +\epsilon^{2} \sum_{j, k, l, m} C_{j k l m} q_{j} q_{k} q_{l} q_{m}+\cdots=\sum_{n=1}^{\infty} \epsilon^{n} H_{n}(\mathbf{J}, \boldsymbol{\Theta}) \tag{3}
\end{align*}
$$

Here, $q_{j}$ and $p_{j}$ are the $j$ th normal coordinate and its conjugate momentum, respectively; $\omega_{j}$ and $C_{j k l}, C_{j k l m}, \ldots$ are, respectively, the frequency of the $j$ th mode, the coupling coefficient among $q_{j}, q_{k}$, and $q_{l}$ and that among $q_{j}, q_{k}, q_{l}$, and $q_{m}$, and so forth. We denote hereinafter a reactive DOF, " 1 ", whose fundamental frequency $\omega_{1}$ is pure imaginary, while the frequencies $\boldsymbol{\omega}_{B}$ of the other "bath" modes $B$ are real. An early insight by Hernandez and Miller [60] in their semiclassical theory based on Van Vleck perturbation theory and recent classical chemical reaction theory based on Lie canonical perturbation theory by Komatsuzaki and Berry [38-45] show that there robustly exists an invariant of (classical) action associated with the phase-space reaction coordinate buried in a sea of chaos for strongly coupled many-body systems in the region of the firstrank saddles. This is due to the generic fact that an arbitrary combination of modes cannot satisfy the resonance conditions if one mode has an imaginary frequency, included in the combination, that is,

$$
\begin{equation*}
\left|\sum_{k=1} n_{k} \omega_{k}\right| \geq\left|\omega_{1}\right|>O\left(\epsilon^{n}\right) \tag{4}
\end{equation*}
$$

for arbitrary integers $n_{k}$ with $n_{1} \neq 0$. This implies that one can generally find a nonlinear, canonical transformations of the coordinates to transform nonintegrable Hamiltonian $H(\mathbf{p}, \mathbf{q})$ into a new form:

$$
\begin{equation*}
\bar{H}(\overline{\mathbf{p}}, \overline{\mathbf{q}})=\bar{H}_{0}(\overline{\mathbf{J}})+\sum_{n=1} \epsilon^{n} \bar{H}_{n}\left(\bar{J}_{1}, \bar{\xi}_{B}\right) \tag{5}
\end{equation*}
$$

in the vicinity of the saddles up to arbitrarily high order [15,44,45,54]. Here $(\overline{\mathbf{p}}, \overline{\mathbf{q}})$ are new canonical variables, $(\overline{\mathbf{J}}, \overline{\boldsymbol{\Theta}})$ their action-angle variables, and $\bar{\xi}_{\mathbf{B}}$
represents those of bath modes $\left(\overline{\mathbf{J}}_{B}, \overline{\boldsymbol{\Theta}}_{B}\right)$, collectively. The phase-space reaction coordinate $\bar{q}_{1}$ and momentum $\bar{p}_{1}$ obeys

$$
\begin{equation*}
\ddot{\bar{q}}_{1}(\mathbf{p}, \mathbf{q})+\bar{\omega}_{1}^{2} \bar{q}_{1}(\mathbf{p}, \mathbf{q})=\Gamma, \quad \bar{p}_{1}(\mathbf{p}, \mathbf{q})=\frac{\omega_{1}}{\bar{\omega}_{1}} \dot{\bar{q}}_{1}(\mathbf{p}, \mathbf{q}) \tag{6}
\end{equation*}
$$

in the region of any first-rank saddle [44], where

$$
\begin{equation*}
\Gamma \equiv \frac{\dot{\bar{\omega}}_{1}}{\bar{\omega}_{1}} \dot{\bar{q}}_{1}(\mathbf{p}, \mathbf{q}) \quad \bar{\omega}_{1}=\bar{\omega}_{1}\left(\bar{J}_{1}, \bar{\xi}_{B}\right)=\frac{\partial \bar{H}\left(\bar{J}_{1}, \bar{\xi}_{B}\right)}{\partial \bar{J}_{1}} \tag{7}
\end{equation*}
$$

( $\dot{x}$ and $\ddot{x}$ represent the first and second derivatives of $x$ with respect to time $t$.) The $\bar{\omega}_{1}\left(\bar{J}_{1}, \bar{\xi}_{B}\right)$ depends on time $t$ only through bath modes $\bar{\xi}_{B}(t)$ because $\bar{J}_{1}$ is independent of $t$ by Eq.(5). If all the actions $\overline{\mathbf{J}}$ approximately persist as invariants of motion in the region of the saddles-that is, $\overline{\boldsymbol{H}}(\overline{\mathbf{p}}, \overline{\mathbf{q}})=\bar{H}(\overline{\mathbf{J}})$-then $\Gamma=0$. Even while all or most of all the actions no longer retain their invariance, the exception being the phase space reaction coordinate, i.e., $\bar{H}(\overline{\mathbf{p}}, \overline{\mathbf{q}})=\bar{H}\left(\bar{J}_{1}, \overline{\boldsymbol{\xi}}_{B}\right)$ [Eq. (5)], still $\Gamma \sim \mathcal{O}\left(\epsilon^{2}\right)$ in the vicinity of the saddles. The former case generally holds at an energy regime slightly above the threshold saddle point energy in the region of (first-rank) saddles, where the saddle crossing process is fully deterministic spanning all the degrees of freedom with a strong dynamical correlation between incoming and outgoing trajectories to and from the saddle. We referred to this energy regime as the quasi-regular region [38]. The latter case holds up to moderately high energies above the threshold thanks to Eq. (4), where the full dynamics of the saddle crossing process is unpredictably "stochastic," but the motion along the phase space reaction coordinate can still be predicted, with a weak (but nonzero!) dynamical correlation between the wells. We referred to this energy regime as the intermediate, semi-chaotic region [38].

As shown in Figure 2, Eq. (6) tells us that even if reaction transition processes look to be "diffusive stochastic" processes in the configurational space, they can always be represented in the phase space as ballistic dynamical processes decoupled from all the other parts of the bath space if the action associated with (at least) the phase space reaction coordinate $\bar{q}_{1}$ maintains its invariance long enough to determine the final state of the reactions [38]. From the projection of a nonreactive "recrossing" trajectory onto the configurational space and the phase space in Figure 3, one can deduce one very important clue for what the necessary and sufficient conditions must be for the system to climb through one basin to another. That is, all nonreactive recrossing trajectories in the configurational space are transformed to nonreactive, nonrecrossing trajectories over the phase-space dividing surface $S\left(\bar{q}_{1}(\mathbf{p}, \mathbf{q})=0\right)$, if the invariants of action persist locally, for the phase-space reaction coordinate $\bar{q}_{1}$. This is because decoupling the motion along $\bar{q}_{1}$ removes all forces that would return the system back across the dividing surface [38].


Figure 2. The projections of a reactive, "recrossing" trajectory onto the configurational space and the phase space (see text for details).


Figure 3. The projection of a nonreactive "recrossing" trajectory onto the configurational space and the phase space (see text for details).

We derived a dynamical propensity rule for transitions as follows: From Eq. (6), one can derive an approximate analytical form for $\bar{q}_{1}(\mathbf{p}, \mathbf{q})$ [44,45];

$$
\begin{align*}
\bar{q}_{1}(\mathbf{p}(t), \mathbf{q}(t)) & =\frac{\alpha}{2} e^{\int^{t}\left|\bar{\omega}_{1}\left(t^{\prime}\right)\right| d t^{\prime}}+\frac{\beta}{2} e^{-\int^{t}\left|\bar{\omega}_{1}\left(t^{\prime}\right)\right| d t^{\prime}}  \tag{8}\\
& \simeq \frac{\alpha}{2} e^{\left|\bar{\omega}_{1}\right| t}+\frac{\beta}{2} e^{-\left|\bar{\omega}_{1}\right| t}  \tag{9}\\
\alpha & =\bar{q}_{1}\left(t_{0}\right)+\frac{\bar{p}_{1}\left(t_{0}\right)}{\left|\omega_{1}\right|}, \quad \beta=\bar{q}_{1}\left(t_{0}\right)-\frac{\bar{p}_{1}\left(t_{0}\right)}{\left|\omega_{1}\right|} \tag{10}
\end{align*}
$$

where constant coefficients $\alpha$ and $\beta$ can be estimated from $\bar{q}_{1}\left(\mathbf{p}\left(t_{0}\right), \mathbf{q}\left(t_{0}\right)\right)$ and $\bar{p}_{1}\left(\mathbf{p}\left(t_{0}\right), \mathbf{q}\left(t_{0}\right)\right)$ at any arbitrary time $t_{0}$ in the region of the saddle. This enables us to predict a priori whether the system climbs through the saddle to the product, or returns to its original state, and tell us the physical foundation of why and how the system traverses the saddles from reactant to product states; if the trajectories have crossed a configurational dividing surface $S\left(q_{1}=0\right)$ at time $t_{0}$ with $\alpha>0$, the final state has already been determined at "the time $t_{0}$ when the system has just left the $S\left(q_{1}=0\right)$ " to be a stable state directed by $\bar{q}_{1}>0$ (let us denote that state as the product state). Similarly, from only the phase-space information at $t=t_{0}$ (the sign of $\beta$ ), one can infer whether the system on $S\left(q_{1}=0\right)$ at time $t_{0}$ has climbed from either stable state-that is, reactant or product.

The dynamical propensity rule for (forward) transitions is derived as

$$
\begin{equation*}
\text { "If } \bar{q}_{1}\left(t_{0}\right)>-\frac{\bar{p}_{1}\left(t_{0}\right)}{\left|\omega_{1}\right|}\left(\bar{q}_{1}\left(t_{0}\right)<-\frac{\bar{p}_{1}\left(t_{0}\right)}{\left|\omega_{1}\right|}\right) \tag{11}
\end{equation*}
$$

the system will go through to the product (return to the reactant)"

## III. GEOMETRIC ASPECTS OF THE PHASE SPACE

Figure 4 shows a schematic portrait of the phase space flows (denoted by arrows) in the $\left(\bar{q}_{1}(\mathbf{p}, \mathbf{q}), \bar{p}_{1}(\mathbf{p}, \mathbf{q})\right)$ plane and the caricature of the corresponding


Figure 4. A schematic portrait of the stable and unstable invariant manifolds and the phasespace flows on $\left(\bar{q}_{1}(\mathbf{p}, \mathbf{q}), \bar{p}_{1}(\mathbf{p}, \mathbf{q})\right)$.


Figure 5. The distributions of the recrossing trajectories over configurational surface $S\left(q_{1}=0\right)$ at time $t=0$ on the phase-space planes $\left(\bar{p}_{1}^{\text {ith }}(\mathbf{p}, \mathbf{q}), \bar{q}_{1}^{\text {ith }}(\mathbf{p}, \mathbf{q})\right)$ at $E=0.5 \varepsilon$, where most modes are strongly chaotic-except $\bar{q}_{1}(\mathbf{p}, \mathbf{q})$. (a) First and (b) second orders: The circle and triangle symbols denote the system trajectories having negative and positive incident momenta $p_{1}(t=0)$ on the $S\left(q_{1}=0\right)$, and the open and filled symbols denote those whose final states were predicted correctly and falsely by Eq. (11), respectively [45].
trajectories on the potential energy surfaces. Eq. (11) tells us that if one divides the phase space into four domains using the stable and unstable invariant manifolds to and from the unstable fixed point $\bar{q}_{1}=\bar{p}_{1}=0$, all the system trajectories classified at any time (e.g., $t=0$ ), into the domains $\mathbf{1}$ and $\mathbf{2}$ should eventually go into the product state, and those classified into the domains $\mathbf{3}$ and $\mathbf{4}$ go into the reactant state. While the former and latter domains could be regarded, respectively, as "reactive" and "nonreactive" in elucidating the fate of reactions after the system leaves $S\left(q_{1}=0\right)$, all the system trajectories classified in domain $\mathbf{2}$ or domain $\mathbf{4}$ never cross through the phase-space dividing hypersurface $S\left(\bar{q}_{1}(\mathbf{p}, \mathbf{q})=0\right)$; that is, these trajectories do not correspond to reactions.

Up to moderately high energy ( $\sim 179 \%$ ) of the activation barrier for reactant $\rightarrow$ product in the $\mathrm{Ar}_{6}$ isomerization reaction, the fates of most trajectories can be predicted more accurately by Eq. (11) as the order of perturbation calculation increases, except just in the vicinity of the (approximate) stable invariant manifolds (e.g., see Fig. 5), and that the transmission coefficient $\kappa$ observed in the configurational space can also be reproduced by the dynamical propensity rule without any elaborate trajectory calculation (see Fig. 6). Our findings indicate that almost all observed deviations from unity of the conventional transmission coefficient $\kappa$ may be due to the choice of the reaction coordinate whenever the $\kappa$ arises from the recrossings, and most transitions in chemical


Figure 6. The transmission coefficients across the conventional dividing surface $S\left(q_{1}=0\right), \kappa$, at $E=0.1,0.5$, and $1.0 \varepsilon$ above the saddle point energy. The activation barrier height is about $0.633 \varepsilon$. The fates of the reactions were estimated both by Eq. (11) and by direct molecular dynamics (MD) simulations: if the system falls outside/inside a sensitive band defined vertical to the (approximate) stable invariant manifolds on the ( $\bar{p}_{1}, \bar{q}_{1}$ ) plane, we estimated the final state by use of Eq. (11)/direct MD simulations. In the figure, the sensitive band is set for each order by changing the size of the band from 0 to a number so large that the estimated $\kappa$ 's converge to those evaluated by the full MD estimation. Here, the abscissa gives the ratio of the number of those whose fates were estimated correctly by MD calculations to the total number of trajectories; that is, $0 \%$ implies that the fates of all the reactions were estimated solely by Eq. (11). The ratios of the trajectory calculations in evaluating $\kappa$ to yield the convergence to the exact values are $2.4 \%(1), 0.6 \%(2)$ at $0.1 \varepsilon ; 12.1 \%(1)$, $7.1 \%(2)$ at $0.5 \varepsilon$; and $69.2 \%(1), 37.5 \%(2)$ at $1.0 \varepsilon$. (The numbers in the parentheses are the orders of the perturbative calculations we performed.) [Reprinted with permission from Ref. 45. Copyright (C) 2002, American Chemical Society.]
reactions must not take place in fully stochastic fashion but in some predictable, dynamical fashion.

Then, how can one "capture" the global aspects of the phase-space geometry from the geometric structure of the phase space in that local region? One can find an essential clue from an insightful classical theory for isomerization reactions composed of two DOFs, so-called reactive island theory (RIT) developed by De Leon, Marston, Mehta, and Ozorio De Almeida [34-37] (see also Ref. 55).

Let us begin with the following system with two DOFs, which we shall henceforth call a 2-DOFs system, in this case with a Hamiltonian for a doublewell potential:

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}\right)-q_{1}^{2}+q_{1}^{4}+q_{2}^{2} \tag{12}
\end{equation*}
$$



Figure 7. The two Poincaré sections. (a) $\Sigma_{q_{2}}^{+}$and (b) $\Sigma_{q_{1}}^{+}$at a total energy $E$ for an uncoupled bound two-mode system, Eq. (12). The region where $q_{1}>q^{\dagger}$ is referred as to region A, and that where $q_{1}<q^{\dagger}$ as region B hereinafter. $W_{\mathrm{A}}^{+}(E)\left(W_{\mathrm{A}}^{-}(E)\right)$ denotes unstable (stable) invariant cylinder manifold asymptotically departing from (approaching toward) the unstable periodic orbit at the fixed point $q_{1}=p_{1}=0$ to (from) the region A at total energy $E . \Omega_{J 2}^{\mathrm{AB}}(E)$ and $\Omega_{J 2}^{\mathrm{A}}(E)$ denote, respectively, the invariant cylinder manifold on which all "reactive" rotational motions, both $A \rightarrow B$ and $A \leftarrow B$, lie with a constant action $J 2$ in the $q_{2}$ mode, and that on which librational motions lie inside region A. [Reprinted with permission from N. De Leon, M. A. Mehta, and R. Q. Topper, J. Chem. Phys. 94, 8310 (1991), Copyright © 1991, American Institute of Physics.]
where there is no coupling between reactive DOF ( $p_{1}, q_{1}$ ) and the other bath DOFs $\left(p_{2}, q_{2}\right)$. Now, consider the following two Poincaré sections $\Sigma_{q_{2}}^{+}$and $\Sigma_{q_{1}}^{+}$.

$$
\begin{align*}
\Sigma_{q_{2}}^{+} & =\left\{(\mathbf{p}, \mathbf{q}) \mid q_{2}=q_{2}^{0}, p_{2}>0\right\}  \tag{13}\\
\Sigma_{q_{1}}^{+} & =\left\{(\mathbf{p}, \mathbf{q}) \mid q_{1}=q_{1}^{0}\left(>q^{\dagger}=0\right), p_{1}>0\right\} \tag{14}
\end{align*}
$$

Here, $q^{\dagger}$ is the position of the saddle point in $q_{1}$, and $q_{1}^{0}$ and $q_{2}^{0}$ are some fixed values of $q_{1}$ and $q_{2}$, respectively. The geometrical structure of the stable and unstable invariant manifolds $W_{\mathrm{A}}^{-}(E)$ and $W_{\mathrm{A}}^{+}(E)$ is the direct product of the onedimensional circular space $S_{E}^{1}$ composed of $q_{2}$ and $p_{2}$ on the three-dimensional equienergy hypersurface embedded in the phase space $\mathbb{R}^{4}$ and the linear space $\mathbb{R}^{1}$ associated with the unbound, reactive degree of freedom $q_{1}$-that is, twodimensional cylindrical topology. As interpreted from Fig. 7, all the "reactive" crossing trajectories occur through the interior of the cylinder whose boundary consists of the stable and unstable invariant manifolds $W_{\mathrm{A}}^{-}(E)$ and $W_{\mathrm{A}}^{+}(E)$. (Note that the system is bounded by an equienergy hypersurface in the phase space at total energy E.) If the system resides on the boundary of the cylinder, it never crosses the saddle although it approaches asymptotically to the unstable periodic orbit at the unstable fixed point, referred as to $\tau(E)$ hereinafter, in the infinite future or past. If and only if the system resides interior of the cylinder, can it cross through the saddle.


Figure 8. The two Poincaré sections. (a) $\Sigma_{q_{2}}^{+}$and (b) $\Sigma_{q_{1}}^{+}$at a total energy $E$ same as Fig. 7 except the two modes are coupled. Note that $W_{\mathrm{A}}^{-}(E)$ and $W_{\mathrm{A}}^{+}(E)$ partially overlap on $\Sigma_{q_{1}}^{+}$, corresponding to the appearance of homoclinic tangle on $\Sigma_{q_{2}}^{+}$. [Reprinted with permission from N . De Leon, M. A. Mehta, and R. Q. Topper, J. Chem. Phys. 94, 8310 (1991). Copyright © 1991, American Institute of Physics.]

However, we lose the concept of reaction itself for systems being integrable because all the "reactive" trajectories eternally rotate between regions $A$ and $B$ and can never be "captured" by either A or B. Figure 8 shows the corresponding Poincaré section structures when the two modes are weakly coupled each other. Under the perturbation, it is well known that the unstable and stable invariant manifolds $W_{\mathrm{A}}^{+}(E)$ and $W_{\mathrm{A}}^{-}(E)$ in the phase space no longer connect smoothly, but generically intersect each other with a finite angle on $\Sigma_{q_{2}}^{+}$, resulting in a tangled structure due to the infinite number of the intersections between $W_{\mathrm{A}}^{+}(E)$ and $W_{\mathrm{A}}^{-}(E)$ at homoclinic points on that surface of section [47]. (This intersection occurring between one-dimensional "curves" arising from the twodimensional invariant cylinders $W_{\mathrm{A}}^{+}(E)$ and $W_{\mathrm{A}}^{-}(E)$ on the two-dimensional Poincaré section $\Sigma_{q_{2}}^{+}$is generically zero-dimensional (i.e., point) and referred to as homoclinic point, because it connects outgoing and incoming "curves" of the topologically same hyperbolic, unstable fixed point.) As $W_{\mathrm{A}}^{+}(E)$ and $W_{\mathrm{A}}^{-}(E)$ extend away from the unstable periodic orbit at the unstable fixed point, their initial intersections across the $\Sigma_{q_{1}}^{+}$may give rise to an overlap between them on that section. Note that $W_{\mathrm{A}}^{+}(E)$ and $W_{\mathrm{A}}^{-}(E)$ never overlap themselves, and the areas closed by them on $\Sigma_{q_{1}}^{+}$are conserved as the same because each reaches the same unstable periodic orbit in the infinite past and future.

Invariant tori $\Omega_{J 2}^{\mathrm{A}}(E)$ and $\Omega_{J 2}^{\mathrm{AB}}(E)$ may exist in the phase space, resulting in librational motions within the potential well and rotational motions across the saddle, respectively, although their measure of the phase space should depend
on both the strength of nonlinear coupling among modes and total energy $E$. The invariant cylinder manifolds $W_{\mathrm{A}}^{+}(E)$ and $W_{\mathrm{A}}^{-}(E)$ wander about in a sea of chaos (between these invariant tori) in an indefinite complicated fashion. However, the manner in which the cylinders overlap one another in the phase space mediates the reactions: All the reactive trajectories from $A$ to $B$ are mediated through the interior of the cylinder, the so-called reactive island (RI), bounded by the stable invariant manifold $W_{\mathrm{A}}^{-}(E)$ from the unstable periodic orbit at the unstable fixed point, $\tau(E)$. Similarly, all the back reactions from $B$ to $A$ are mediated through the interior of the RI bounded by the unstable invariant manifold $W_{\mathrm{A}}^{+}(E)$.

A very insightful picture is shown in Fig. 9 of the RIs at a Poincaré surface of section with the corresponding "semi-global" dynamics in region A. In the figure, $\mathrm{II}_{\mathrm{A}}^{+}$and $\mathrm{II}_{\mathrm{A}}^{-}$represent the regions that contain the set of all points $\left(p_{2}, q_{2}\right)$ on the $\Sigma_{q_{1}}^{+}$within the RIs bounded by $W_{\mathrm{A}}^{+}$and $W_{\mathrm{A}}^{-}$, respectively. (Hereinafter, for the sake of simplicity, we omit any notation of their $E$ dependence, although they all depend on total energy $E$.) The overlap "hatched" region is denoted by


Figure 9. Schematic picture of the reactive island structure on $\Sigma_{q_{1}}^{+}$and the corresponding dynamics in the reaction coordinate $q_{1}$. See text for detail discussions. [Reprinted with permission from A. M. Ozorio de Almeida, N. De Leon, M. A. Mehta, and C. C. Marston, Physica D 46, 265 (1990). Copyright © 1990, Elsevier Science Publishers, North-Holland.]
$\mathrm{II}_{\mathrm{A}}\left(=\mathrm{II}_{\mathrm{A}}^{+} \cap \mathrm{II}_{\mathrm{A}}^{-}\right)$. The consequent semi-global dynamics belonging to each region on the Poincaré section $\Sigma_{q_{1}}^{+}$composed of overlapped two RIs can be well interpreted as follows:

A: All B A trajectories (passing from B to $A$ ) which will be "captured" in $\mathrm{A}\left(\sim\right.$ at least more than one oscillation in $\left.q_{1}\right)$ must go through the interior of $\mathrm{II}_{\mathrm{A}}^{+}-\mathrm{II}_{\mathrm{A}}$.
$B$ : All $B \rightarrow A$ trajectories which will go back to $B$ immediately ( $\sim$ in one oscillation in $q_{1}$ ) must go through the interior of $\mathrm{II}_{\mathrm{A}}$.
C: All $A \rightarrow B$ trajectories which had temporarily been "captured" in $A(\sim$ at least more than one oscillation in $q_{1}$ ) must go through the interior of $\mathrm{II}_{\mathrm{A}}^{-}-\mathrm{II}_{\mathrm{A}}$.
D: All $A \rightarrow B$ trajectories which were originally initiated from the unstable periodic orbit $\tau(E)$ as $t \rightarrow-\infty$ without returning to A must lie along the part of the boundary of $\mathrm{II}_{\mathrm{A}}^{+}$within the interior of $\mathrm{II}_{\mathrm{A}}^{-}$.
E: All trajectories which had temporarily been "captured" in A ( $\sim$ at least more than one oscillation in $q_{1}$ ) and will be asymptotic to $\tau(E)$ without visiting $B$ must lie along the part of the boundary of $\mathrm{II}_{\mathrm{A}}^{-}$exterior to $\mathrm{II}_{\mathrm{A}}^{+}$.
F: Homoclinic trajectories asymptotic to $\tau(E)$ as $t \rightarrow \pm \infty$ lie on the intersection of the boundary of $\mathrm{II}_{\mathrm{A}}^{+}$and $\mathrm{II}_{\mathrm{A}}^{-}$.
$\mathrm{G}: \mathrm{B} \rightarrow \mathrm{A}$ trajectories which will be asymptotic to $\tau(E)$ as $t \rightarrow \infty$ without returning to B must lie along the part of the boundary of $\mathrm{II}_{\mathrm{A}}^{-}$within the interior of $\mathrm{II}_{\mathrm{A}}^{+}$.
H: All trajectories which will be "captured" in A ( $\sim$ at least more than one oscillation in $q_{1}$ ) which were initiated from $\tau(E)$ as $t \rightarrow-\infty$ without visiting $B$ must lie along the part of the boundary of $\mathrm{II}_{\mathrm{A}}^{+}$exterior to $\mathrm{II}_{\mathrm{A}}^{-}$.
I: All trajectories temporarily captured in A that are neither pre-, postreactive to B nor asymptotic to $\tau(E)$ must lie in a region exterior to both $\mathrm{II}_{\mathrm{A}}^{+}$and $\mathrm{II}_{\mathrm{A}}^{-}, \mathrm{I}_{\mathrm{A}}\left(=\mathrm{II}_{\mathrm{A}}^{+} \cup \mathrm{II}_{\mathrm{A}}^{-}\right.$) (of course, it is possible for the system belonging to $I_{\mathrm{A}}$ to enter the interior of $\mathrm{II}_{\mathrm{A}}^{-}$and go through to B ).

The stable and unstable invariant cylinders intersect this section infinitely often, preserving each area bounded by the closed curve of $W_{\mathrm{A}}^{-}$and $W_{\mathrm{A}}^{+}$, although it will become indefinitely deformed due to their homoclinic tangles. However, one of the most striking consequences deduced from the analyses of the initial intersection of the invariant cylinder manifolds at a certain Poincare section defined in region $A$ is this: If and only if the system lies in the interior of $\mathrm{II}_{\mathrm{A}}^{-}-\mathrm{II}_{\mathrm{A}}$, the system can climb through from A to B whenever wandering in the region of A for at least more than one oscillation in $q_{1}$.

Figure 10 shows a representative trajectory passing through the two Poincaré sections $\Sigma_{\mathrm{A}}$ and $\Sigma_{\mathrm{B}}$ defined in both the regions of A and B , where $\Sigma_{\mathrm{A}}=\Sigma_{\mathrm{A}}^{+}$


Figure 10. A representative reactive trajectory intersecting two Poincaré sections $\Sigma_{A}$ and $\Sigma_{B}$ defined in both the regions of A and B through the reactive island at $q_{1}=0$. Note that the passing through the interior of $\mathrm{II}_{\mathrm{A}}^{-}-\mathrm{II}_{\mathrm{A}}$ will never occur in that direct back reaction on $\Sigma_{A}^{+}$after passing through the interior of $\mathrm{II}_{\mathrm{A}}$, although it is depicted so for the sake of simplicity. [Reprinted with permission from A. M. Ozorio de Almeida, N. De Leon, M. A. Mehta, and C. C. Marston, Physica D 46, 265 (1990). Copyright © 1990, Elsevier Science Publishers, North-Holland.]
[Eq. (14)] and $\Sigma_{\mathrm{B}}=\left\{(\mathbf{p}, \mathbf{q}) \mid q_{1}=q_{1}^{0}\left(<q^{\dagger}=0\right), p_{1}<0\right\}$. Note here that $W_{\mathrm{A}}^{-}$ may intersect with $W_{\mathrm{A}}^{+}$or $W_{\mathrm{B}}^{+}$, but it never does with $W_{\mathrm{B}}^{-}$and $W_{\mathrm{A}}^{-}$itself, and all the reactions will occur through the interior of the invariant cylinders. By assuming that successive intersections of the reactive islands will eventually cover both surfaces of section (faster than a characteristic time scale of the reaction), a simple first-order kinetics can be formulated, taking into account the direct back reaction (recrossing motion within one oscillation in $q_{1}$ ):

$$
\begin{equation*}
\mathrm{I}_{\mathrm{B}}^{-} \xrightarrow{\alpha_{\mathrm{B}}} \mathrm{II}_{\mathrm{B}}^{-} \xrightarrow{\beta_{\mathrm{A}}} \mathrm{I}_{\mathrm{A}}^{-}, \quad \mathrm{I}_{\mathrm{A}}^{-} \xrightarrow{\alpha_{\mathrm{A}}} \mathrm{II}_{\mathrm{A}}^{-} \xrightarrow{\beta_{\mathrm{B}}} \mathrm{I}_{\mathrm{B}}^{-}, \quad \mathrm{II}_{\mathrm{A}}^{-} \underset{\gamma_{\mathrm{A}}}{\stackrel{\gamma_{\mathrm{B}}}{\rightleftarrows}} \mathrm{II}_{\mathrm{B}}^{-} \tag{15}
\end{equation*}
$$

where $\mathrm{I}_{\mathrm{A}}^{-}$and $\mathrm{I}_{\mathrm{B}}^{-}$are the regions exterior to $\mathrm{II}_{\mathrm{A}}^{-}$and $\mathrm{II}_{\mathrm{B}}^{-}$, respectively, and each rate constant $\alpha, \beta, \gamma$ is, respectively,

$$
\begin{align*}
& \alpha_{\mathrm{A}}=\frac{\operatorname{Area}\left(\mathrm{II}_{\mathrm{A}}^{-}-\mathrm{II}_{\mathrm{A}}\right)}{\operatorname{Area}\left(\mathrm{I}_{\mathrm{A}}^{-}\right)}  \tag{16}\\
& \beta_{\mathrm{A}}=\frac{\operatorname{Area}\left(\mathrm{II}_{\mathrm{A}}^{+}-\mathrm{II}_{\mathrm{A}}\right)}{\operatorname{Area}\left(\mathrm{II}_{\mathrm{A}}^{+}\right)}  \tag{17}\\
& \gamma_{\mathrm{A}}=\frac{\operatorname{Area}\left(\mathrm{II}_{\mathrm{A}}\right)}{\operatorname{Area}\left(\mathrm{II}_{\mathrm{A}}^{+}\right)}=1-\beta_{\mathrm{A}} \tag{18}
\end{align*}
$$

Similar equations hold for $\alpha_{B}, \beta_{B}$, and $\gamma_{B}$.

Then, the population kinetics can be written with respect to the "mapping time" $n$;

$$
\begin{aligned}
\mathrm{II}_{\mathrm{A}}^{-}(n) & =\alpha_{\mathrm{A}} \mathrm{I}_{\mathrm{A}}^{-}(n-1)+\gamma_{\mathrm{A}} \mathrm{II}_{\mathrm{B}}^{-}(n-1) \\
\mathrm{I}_{\mathrm{A}}^{-}(n) & =\left(1-\alpha_{\mathrm{A}}\right) \mathrm{I}_{\mathrm{A}}^{-}(n-1)+\beta_{\mathrm{A}} \mathrm{II}_{\mathrm{B}}^{-}(n-1) \\
\mathrm{II}_{\mathrm{B}}^{-}(n) & =\alpha_{\mathrm{B}} \mathrm{I}_{\mathrm{B}}^{-}(n-1)+\gamma_{\mathrm{B}} \mathrm{II}_{\mathrm{A}}^{-}(n-1) \\
\mathrm{I}_{\mathrm{B}}^{-}(n) & =\left(1-\alpha_{\mathrm{B}}\right) \mathrm{I}_{\mathrm{B}}^{-}(n-1)+\beta_{\mathrm{B}} \mathrm{II}_{\mathrm{A}}^{-}(n-1)
\end{aligned}
$$

The population of A can be obtained as $N_{\mathrm{A}}(n)=\mathrm{I}_{\mathrm{A}}^{-}(n)+\mathrm{II}_{\mathrm{A}}^{-}(n)$ and the asymptotic (exponential) decay rate of $N_{\mathrm{A}}(n), k^{\mathrm{RI}}$, is given by

$$
\begin{equation*}
k^{\mathrm{RI}}=-\ln \left|\lambda^{\max }\right| \tag{19}
\end{equation*}
$$

Here $\lambda^{\text {max }}$ is the eigenvalue with the largest norm, which can be obtained by diagonalization of the above discretized master equation (the corresponding, continuous master equation formulation with respect to the real time domain can be found in Ref. 36).

De Almeida et al. [34] applied the RIT to the following 2-DOFs Hamiltonian:

$$
\begin{equation*}
H=\frac{1}{\mu}\left(p_{1}^{2}+p_{2}^{2}\right)+4 q_{1}^{2}\left(q_{1}^{2}-1\right) \exp \left(-z \lambda q_{2}\right)+D\left[1-\exp \left(-\lambda q_{2}\right)\right]^{2} \tag{20}
\end{equation*}
$$

where $\mu=8.0, z=2.3, \lambda=1.95$, and $D=10.0$. The point $q_{1}=0$ corresponds to the saddle point, and the potential energy surface is symmetric with respect to the reaction coordinate $q_{1}$. Figure 11 shows the RI structure on $\Sigma_{\mathrm{A}}^{+}$at three distinct energies above the saddle point energy. Note that, as the total energy becomes higher above the barrier, the system undergoes more direct back reactions (the area of the overlap region between $\mathrm{II}_{\mathrm{A}}^{+}$and $\mathrm{II}_{\mathrm{A}}^{-}$increases) and the population of A becomes more "oscillatory" in converging to an equilibrium value. On the other hand, at a total energy just slightly above the barrier, there exists no overlap region between the first intersections of the cylinder manifolds bounded by $W_{\mathrm{A}}^{+}$and $W_{\mathrm{A}}^{-}$, resulting in no direct back reaction occurring in one oscillation in $q_{1}$ as Fig. 12A $\rightarrow$ Fig. 12B.

These observations coincide with our naive intuition that we have had no means to quantify so far; that is, the closer is the total energy to the energy barrier, the more difficult it becomes for the system that had passed through the saddle to go back to the original state due to the "dissipation" of the energy accumulated for climbing in the reactive $\operatorname{DOF}\left(p_{1}, q_{1}\right)$ to the "bath." This indicates that there exists one possible diagnosis to address the question, "What is the condition that enables us to assume local equilibrium in the reactants, in


Figure 11. Reactive island structures on the Poincaré section $\Sigma_{\mathrm{A}}$ at $q_{1}^{0}=1 / \sqrt{2}$ and the kinetic data for the symmetrical Hamiltonian in Eq. (20) at an excess energy of $\Delta E=3.0$ (upper), $\Delta E=1.0$ (middle), and $\Delta E=0.2$ (bottom). (A) The reactive island structure. (B) The population decay results of $A$ using three different methods: trajectory calculation by preparing 4000 points uniformly distributed above the barrier and mapping them numerically (bold line), RIT (dashed line), and "purely random" (PR) model that does not explicitly take into account direct back reaction-that is, ignoring the overlap region of the direct back route (dotted line). At $\Delta E=0.2$, $\mathrm{III}_{\mathrm{A}}^{+}$and $\mathrm{III}_{\mathrm{A}}^{-}$denote the next intersections of $\mathrm{II}_{\mathrm{A}}^{+}$and $\mathrm{II}_{\mathrm{A}}^{-}$, respectively. $\mathrm{III}_{\mathrm{A}}\left(\mathrm{III}_{\mathrm{A}}^{\prime}\right)$ denotes the overlap region between $\mathrm{II}_{\mathrm{A}}^{-}$and $\mathrm{III}_{\mathrm{A}}^{+}\left(\mathrm{II}_{\mathrm{A}}^{+}\right.$and $\mathrm{III}_{\mathrm{A}}^{-}$), resulting from the next intersection of $\mathrm{III}_{\mathrm{A}}^{\prime}$, and $\mathrm{IV}_{\mathrm{A}}^{\prime}$ denotes the overlap region between $\mathrm{III}_{\mathrm{A}}^{+}$and $\mathrm{III}_{\mathrm{A}}^{-} \cdot \mathrm{III}_{\mathrm{A}}$ and $\mathrm{IV}_{\mathrm{A}}^{\prime}$ yields two and three oscillations in $q_{1}$ prior to return to B after crossing the saddle from B to A . [Reprinted with permission from A. M. Ozorio de Almeida, N. De Leon, M. A. Mehta, and C. C. Marston, Physica D 46, 265 (1990). Copyright © 1990, Elsevier Science Publishers, North-Holland.]


Figure 12. Caricatures of the cylinders as they wind about the phase space volume. All the surfaces and volumes are embedded in four-dimensional phase space $\mathbb{R}^{4}$. (A) The cylinders $W_{\mathrm{A}}^{+}$and $W_{\mathrm{A}}^{-}$overlap one another at $\Sigma_{A}^{+}$, resulting in direct back reactions. (B) These two cylinders do not overlap one another. [Reprinted with permission from N. De Leon, J. Chem. Phys. 96, 285 (1992). Copyright © 1992, American Institute of Physics.]
terms of the topological character of the reactive islands on the Poincare surface of section defined in the reactant domain?"

If the coupling between the two modes is sufficiently strong, $W^{+}$and $W^{-}$ will be discontinuous on the Euclidean mapping plane $\Sigma_{q_{2}}^{+}$, because they can wander away from the mapping plane before intersecting it again [34]. This implies that the turnstile transition state developed by Davis and Gray in terms of surface of section $\Sigma_{q_{2}}^{+}$for a 2-DOFs reacting system may be very difficult to apply, in practise, for strongly coupled, 2-DOFs systems. On the other hand, the RIT usually requires only the first few intersections of $W^{+}$and $W^{-}$from the unstable periodic orbit $\tau(E)$ at the Poincaré section "perpendicular to" the reaction coordinate. These intersections will give rise to discontinuous island structures, and hence RIT may be more applicable, in practice, at least for a general class of systems with 2 DOFs.

Why has this elegant reaction theory not been applied to general reactive systems with many DOFs? It was because their algorithm depends crucially on finding pure unstable periodic orbits in the nonreactive degrees of freedom. As pointed out previously [44], it is always possible to find this regulatory object in


Figure 13. The phase-space portrait of $N$-DOF saddle Hamiltonian.
any 2-DOFs system irrespective of the kind of system and the value of total energy the system possesses, because there is no source to yield resonance by a single imaginary-frequency mode and a single real-frequency mode. Systems of many DOFs are no longer integrable in the saddles except at energies just slightly above the threshold energy because of resonances amongst the nonreactive modes that spoil any unstable, regular, periodic orbits.

Readers may easily notice that the application of Lie transforms to the vicinity of the first rank saddles [49] has a great potential for revisiting this classic theory that enables us to capture the semi-global, multidimensional substructure in a sea of chaos. Figure 13 shows the phase space portrait of an $N$ degrees of freedom ( N -DOFs) Hamiltonian in the region of the first-rank saddles at the quasi-regular regime where almost of all actions behave as approximate invariants. In this energy regime, the geometric structure of the stable and unstable invariant manifolds $W_{\mathrm{A}}^{-}$and $W_{\mathrm{A}}^{+}$is the direct product of the $(2 N-2)$ dimensional spherical space $S^{2 N-2}$ composed of the ( $N-1$ )-uncoupled bath modes $\left(\bar{p}_{k}(\mathbf{p}, \mathbf{q}), \bar{q}_{k}(\mathbf{p}, \mathbf{q})\right)(1<k \leq N)$ and the interval $\mathbb{R}^{1}$ associated with the unbound, reactive DOF. As discussed by Uzer et al. [54], this leads to $(2 N-2)$ dimensional, stable and unstable, invariant spherical cylinder manifolds $S_{E}^{2 N-3} \times \mathbb{R}^{1}$ on the $(2 N-1)$-dimensional equienergy hypersurface at total energy $E$ in the $2 N$-dimensional phase space $\mathbb{R}^{2 N}$.

The trajectories inside these spherical cylinders look like "regular flows," and their projections onto a two-dimensional space spanned by any two bath modes $\bar{q}_{k}(\mathbf{p}, \mathbf{q})$ result in a Lissajous figure as depicted in Fig. 2.6a in Ref. 44. As the total energy increases, the bath DOFs no longer retain their invariants of action and they become coupled with one another. However, as shown previously [38-45] as far as belonging to the semi-chaotic energy regime, the reactive $\operatorname{DOF} \bar{q}_{1}(\mathbf{p}, \mathbf{q})$ can be well uncoupled from all the other chaotic, bath DOF. Here, one might regard $W_{\mathrm{A}}^{-}(E)$ and $W_{\mathrm{A}}^{+}(E)$ as $(2 N-2)$-dimensional, stable and unstable, invariant "deformed" spherical cylinders on the equienergy hypersurface. The trajectories inside these "deformed" spherical cylinders look like "chaotic flows," and their projections onto a two-dimensional space spanned by any two bath modes $\bar{q}_{k}(\mathbf{p}, \mathbf{q})$ result in a chaotic dynamics as depicted in Fig. 2.6b in Ref. 44.

Recently, Wiggins et al. [15] provided a firm mathematical foundation of the robust persistence of the invariant of motion associated with the phase-space reaction coordinate in a sea of chaos. The central component in RIT that is, unstable periodic orbits, are naturally generalized in many DOFs systems in terms of so-called normally hyperbolic invariant manifold (NHIM). The fundamental theorem on NHIMs, denoted here by $\mathscr{M}$, ensures [21,53] that NHIMs, if they exist, survive under arbitrary perturbation with the property that the stretching and contraction rates under the linearized dynamics transverse to $\mathscr{M}$ dominate those tangent to $\mathscr{M}$. Note that NHIM only requires that instability in either a forward or backward direction in time transverse to $\mathscr{M}$ is much stronger than those tangential directions of $\mathscr{M}$, and hence the concept of NHIM can be applied to any class of continuous dynamical systems. In the case of the vicinity of saddles for Hamiltonian problems with many DOFs, the NHIM is expressed by a set of all $(\mathbf{p}, \mathbf{q})$ satisfying both $\bar{q}_{1}=\bar{p}_{1}=0$ and $\bar{H}_{0}\left(\overline{\mathbf{J}}_{\mathbf{B}}\right)+\sum_{n=1} \epsilon^{n} \bar{H}_{n}\left(\overline{\mathbf{J}}_{B}, \overline{\boldsymbol{\Theta}}_{B}\right)=E$, that is,

$$
\begin{align*}
\mathscr{M}= & \left\{\left(\bar{q}_{1}, \bar{p}_{1}, \ldots, \bar{q}_{N}, \bar{p}_{N}\right) \mid \bar{q}_{1}(\mathbf{p}, \mathbf{q})=\bar{p}_{1}(\mathbf{p}, \mathbf{q})=0,\right. \\
& \left.\bar{H}_{0}\left(\overline{\mathbf{J}}_{\mathbf{B}}\right)+\sum_{n=1} \epsilon^{n} \bar{H}_{n}\left(\overline{\mathbf{J}}_{B}, \overline{\boldsymbol{\Theta}}_{B}\right)=E\right\} \tag{21}
\end{align*}
$$

with $(2 N-3)$ dimensionality on the $(2 N-1)$-dimensional equienergy hypersurface. One of the big differences between the unstable regular periodic orbits RIT requires and NHIM is that the motions inside the NHIM can even be chaotic (although a straightforward extension of the concept of unstable periodic orbits to $n$ degrees of freedom systems should possess $n$ unstable, regular, periodic orbits), and the NHIMs retain their invariance robustly against perturbation with the stable and unstable invariant manifolds. So, at a wide range of energies above the barrier, the RIT can be generalized and applied, in principle, to a wide class of chemical reaction systems with many DOFs; if one brings about the backward calculations (to the reactant domain) initiated from the interior of the phase space bounded by the NHIM at the saddle, one may reveal what kinds of initial conditions one must prepare to obtain fast transitions from the reactant to the product.

## IV. KRAMERS-GROTE-HYNES THEORY REVISITED

Two approaches to overcome the recrossing problem have been variational TST [8,10,61], which optimizes a configurational dividing surface by minimizing the number of recrossings, or by (generalized) Langevin formalism of Kramers [6] and Grote and Hynes [11], which regards the recrossings as arising from
"(molecular) friction" by the "bath" DOFs. Zwanzig [62] proved that the following class of Hamiltonians, that is,

$$
\begin{equation*}
H(\mathbf{p}, \mathbf{q})=\frac{p_{1}^{2}}{2 \mu}+V\left(q_{1}\right)+\sum_{i=1}\left[\frac{p_{B i}^{2}}{2 m_{i}}+\frac{m_{i} \omega_{1}^{2}}{2}\left(q_{B i}-\frac{c_{i} q_{1}}{m_{i} \omega_{i}^{2}}\right)^{2}\right] \tag{22}
\end{equation*}
$$

can be reformulated by a generalized Langevin formalism,

$$
\begin{gather*}
\mu \ddot{q}_{1}=-\frac{\partial V}{\partial q_{1}}-\mu \int_{0}^{t} \dot{q}_{1}\left(t^{\prime}\right) \zeta\left(t-t^{\prime}\right) d t^{\prime}+R(t)  \tag{23}\\
\langle R(0) R(t)\rangle=k_{B} T \zeta(t) \tag{24}
\end{gather*}
$$

where, for example

$$
\begin{equation*}
\zeta(t)=\sum_{i} \frac{c_{i}^{2}}{m_{i} \omega_{i}^{2}} \cos \omega_{i} t \tag{25}
\end{equation*}
$$

Here, $q_{1}, p_{1}$ are the "system" coordinate and momentum; and $q_{B i}, p_{B i}$ are the $i$ th "bath" variables with mass $m_{i}$ and frequency $\omega_{i} . c_{i}$ is the coupling constant of the $i$ th "bath" oscillator with the "system." $\mu$ is the mass of the "system" and $k_{B}$ Boltzmann constant, and the average $\rangle$ is over the "thermal bath" at temperature $T$.
van der Zwan and Hynes [63] and later Pollak [64] showed that the reaction rate of the Grote-Hynes formulation with the reaction coordinate $q_{1}$ is exactly equivalent to that of the transition state theory if the reaction coordinate is chosen as an unstable normal coordinate $\tilde{q}_{1}$ composed of the total system ( $=$ "system $q_{1} "+$ "bath $\mathbf{q}_{B}{ }^{\prime \prime}$ ) (see also Fig. 14).

However, their arguments have been often criticized because of the simplicity of its Hamiltonian class (it's integrable!). Our recent findings suggest that nevertheless their equivalence arguments may be made much more general and applicable to a wider range of Hamiltonian classes, even when the system is almost chaotic. This stimulates us to reconsider a fundamental question of what constitutes the "thermal bath" for reacting systems. One may anticipate that reactions take place along a ballistic path composed of the total system in the thermal fluctuation, at least, in the region of saddles. The "thermal bath" for reactions, simply defined thus far as all the rest of the atoms or molecules except the reacting system, does not necessarily retard the reactive trajectories; rather, such a "bath" might control and assist the reactants to climb and go through the saddles. In the context of protein folding, Plotkin and Wolynes [65] addressed how the inclusion of the other degrees of freedom into the reaction coordinate is essential for obtaining the optimal dividing surface for protein folding. Still, the


Figure 14. A schematic picture of how a reactive recrossing trajectory passing through a naive TS, $S\left(q_{1}=0\right)$, on a double-well Hamiltonian, Eq. (21), is rotated away to a single crossing through a real TS, $S\left(\tilde{q}_{1}\left(q_{1}, \mathbf{q}_{B}\right)=0\right)$. The open circle denotes the point where the trajectory crosses the real TS only once.
questions, "What is the dynamical role of water molecules surrounding the protein system?" $[66,67]$ and "What should be regarded as the system and the thermal bath during the dynamical evolution of structural transitions?" have been nontrivial, open subjects in many disciplinary fields in sciences.

## V. STOCHASTICITY OF SADDLE CROSSINGS

The classical canonical perturbation calculation at the region of a saddle provides us with interesting local information of the original system at a finite low order up to which the series of the transformation are expected to be less affected by the ultimate divergence arising from the characteristics of the whole phase space. The local region in which the invariants of motion persist at least along the reaction coordinate should cover an entire saddle region that the system explores prior to being "captured" in either reactant or product state, in order to predict the termini of the trajectories. In other terms, energy regimes in which all or most of all the recrossing events occur within such a locality can be classified into quasi-regular, or semi-chaotic regimes. The more the total energy increases, the more the broadening of the excursion regime competes with the shrinkage of the "convergence radius" in which an approximate invariant of the action exists at least for the phase-space reaction coordinate. It is expected that, in an extremely high-energy regime, most recrossing events would take place outside of the "region of invariance" and the saddle crossing motions are entirely stochastic in
nature, irrespective of any choice of reaction coordinate, and dynamical correlation between outgoing and incoming trajectories to and from the saddle is completely lost. Such an energy regime may be regarded as stochastic (= fully developed chaotic) regime [38]. However, there is no mathematical framework yet that shows how the breakup of the normal hyperbolicity for the NHIMs affects the crossing trajectories over the region of the saddles. Komatsuzaki and Berry found $[42,43]$ that the approximant of the NHIM at a finite order implies that a reacting system be substantially trapped as the total energy of the system increases from the "semi-chaotic" regime. It may lead a conjecture that a "vague NHIM" makes a reacting system increasingly trapped as vague tori do [68,69]. A new mathematical foundation is apparently required to inquire further into the question. Note, in addition, that, especially at high energies, the system may also pass over higher-rank saddles, and we encounter many new, untouched subjects-for example, definability of transition state and the role of resonance in the imaginary $\omega$-plane for the bifurcation.

## VI. CONCLUDING REMARKS AND FUTURE PROSPECTS

The robust existence of a skeleton composed of a NHIM and its spherical invariant cylinders in the phase space should play their essential roles not only to help us understand the physical origin of observed nonstatistical, dynamical behavior but also to provide us with a new scope to control chemical reaction dynamics in terms of geometrical feature of the phase space. Here, let us articulate some of the subjects we have to confront in the immediate future:

1. It is ensured that the NHIMs, $\mathscr{M}$, if they exist, survive under arbitrary perturbation to maintain the property that the stretching and contraction rates under the linearized dynamics transverse to $\mathscr{M}$ dominate those tangent to $\mathscr{M}$. In practice, we could compute the $\mathscr{\mathscr { U }}$ only approximately with a finite-order perturbative calculation. Therefore, the robustness of the NHIM against perturbation (referred as to structurally stable $[21,53]$ ) is expected to provide us with one of the most appropriate descriptions of a "phase-space bottleneck" of reactions, if such an approximation of the $\mathscr{M}$ due to a finite order of the perturbative calculation can be regarded as a "perturbation." One of the questions arising is, "How can the NHIMs composed of a reacting system in solutions survive under the influence of solvent molecules?" (This is closely relevant to the subject of how the "system" and "bath" should be identified in many-body systems.)
2. In two-mode [17] and three-mode [20] systems it was shown that dynamical bottlenecks exist to intramolecular energy transfer; that is, cantori are buried in the reactant basin, which form partial barriers between irregular regions of phase space. This brought about multiply
exponential decay on a wide range of time scales of the reaction. There exists no general algorithm for locating arbitrary NHIMs, while the stable and unstable manifolds of some of them may represent the multidimensional generalization of the partial barrier associated with a periodic orbit approximant to a cantorus [70]. An analysis of pairwise local frequency ratios would be useful to search the intramolecular bottlenecks, at least, for 3-mode systems [71-73]. However, it would be a very difficult task to deal with higher-dimensional systems.
3. One can visualize the NHIM and its stable and unstable invariant manifolds by the projections of those objects onto the original space by inverting all the transformed new coordinates and momenta into the original ones in the quasi-regular region, in which all actions persist approximately as the local invariants. However, although the motions inside the NHIM and its invariant manifolds can be chaotic in the semichaotic region, the inverse of $(\overline{\mathbf{p}}, \overline{\mathbf{q}})$ into the original $(\mathbf{p}, \mathbf{q})$ should become rather problematic because of the divergence of most terms in the generating functions. The partial normalization in which Lie transform applies only to the reactive DOF is required to capture these abstract invariant objects in the original coordinate space in the semi-chaotic region.
4. There exists no mathematically rigorous framework for describing the mechanism of the breakup of NHIM. There exists only a conjecture that a "vague NHIM" might act as a new bottleneck in the phase space transport [42,43].
5. The computer algorithm for Lie canonical transformation technique has not been improved essentially after Dragt and Finn [74,75]. It would be almost impossible to apply this beyond a few tens DOFs even to a fairly low order by using modern computational facilities. In this regard, the development of a means for coarse-graining multimode systems to a reduced set of DOFs is quite a challenge for further applications to rugged, multibasin dynamics [76].
6. There are great potentialities to explore multibasin chemical reaction theory based on the geometric structure of the phase space for multibasin transitions: By identifying each first-rank (and higher-rank if necessary) saddle linking the distinct energy minima (or lower-rank saddle), one can apply a Lie transform to the regions in the vicinity of each fixed point and extract the normally hyperbolic invariant manifolds (NHIM) and its stable and unstable invariant manifolds from the state space. The intersection phenomena between the stable cylinder approaching one NHIM associated with one saddle and the unstable cylinder departing from another NHIM with another saddle can tell us how a bundle of trajectories
passing through different saddles are dynamically correlated. In the case of gas-phase multibasin reactions, to elucidate the mechanism of the intersection provides us with a clue to establish the control of sequential chemical reactions. Consider a system of $n$ DOFs. The NHIM is a topologically $(2 n-3)$-dimensional ("deformed" in the semi-chaotic regime) sphere, $S_{E}^{2 n-3}$, and the stable and unstable invariant manifolds are the $(2 n-2)$-dimensional ("deformed" in the semi-chaotic regime) spherical cylinder topologies, $S_{E}^{2 n-3} \times \mathbb{R}^{1}$, on the $(2 n-1)$-dimensional equienergy hypersurface at total energy $E$ in the phase space $\mathbb{R}^{2 n}$. The dimensionality of an intersection manifold (if it exists for $n>2$ ) is $2 n-3$. It is expected that there would be strong dependency on the initial condition "interior of NHIM" to bring the system either to another NHIM or back to the same NHIM. That is, to understand the skeleton of the phase space composed of the cylinder invariant manifolds provides us with not only a new insight to control the dynamical correlations but also the rigorous reaction pathways of multibasin chemical reactions [77-79].

These are some of several challenging, but very fascinating, subjects for the forthcoming future for two-basin chemical reactions.
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## I. INTRODUCTION: WIGNER'S "THREE THREES"

The proper departure point for a discussion of the transition state (TS) are the proceedings of the lively 67th General Discussion of the Faraday Society [1]. In his admirable summary of this Discussion, given during the Spiers Memorial Lecture of the 110th Faraday Discussion of 1998 [2], W. H. Miller recounts how two distinct points of view emerged on rates of chemical reaction from the discussions of the 67th meeting: Eyring's thermodynamic picture and Wigner's dynamical perspective, which, in the decades between the 1930s and 1970s was buried by the enormous numbers of applications of the thermodynamic picture [3]. In his perceptive article [4], Wigner gave a clear outline of the subject in terms of his "Three Threes" [2]. First there were the three steps in the theory of kinetics: (1) constructing the potential energy surface, (2) calculating the rates of elementary reactions, and (3) combining many elementary reactions into a complex reaction mechanism. Next came the three groups of elementary reactions, and finally there were the three assumptions of Transition State Theory (TST): (1) no electronically nonadiabatic transitions, (2) validity of classical mechanics for the nuclear motion, and (3) the existence of a dividing surface, separating the reactants and products, that no classical trajectory passes through more than once. Wigner noted that the failure of the last assumption will lead, in
general, to values of the reaction rate that are too large. Wigner's formulation quickly leads to the recognition that the TS is actually a general property of all dynamical systems, provided that they evolve from "reactants" to "products." The TS, therefore, is not confined to chemical reaction dynamics [2], but it also controls rates in a multitude of interesting systems, including, for example, the rearrangements of clusters [5], the ionization of atoms [6,7], conductance due to ballistic electron transport through microjunctions [8], diffusion jumps in solids [9], and statistical rates of asteroid capture [10]. With the reemergence of Wigner's dynamical approach to TST [4,11,12], the search for these norecrossing surfaces has been pursued vigorously, leading researchers to dynamical systems theory $[13,14]$ through the intermediate stages of variational TST [15] and PODS [16,17]. Despite this effort, the no-recrossing rule has been "more honored in its breach than its observance." The formalism presented here addresses this issue by constructing the dynamically correct higher-dimensional geometrical structures in phase space that regulate transport between qualitatively different states ("reactants" and "products"). The salient features of this new formulation are as follows:

- It is a phase space rather than configuration space theory, so it can treat Hamiltonian systems containing unconserved angular momenta like Coriolis interactions which prevent the Hamiltonian from being written as a sum of the kinetic and potential energies $[6,18]$. The resulting hypersurfaces are dynamical in that they involve momenta as well as coordinates.
- It is designed for multidimensional systems. This is a qualitative difference from the existing formulations which attempt to extrapolate to three or more degrees of freedom (DOF) geometrical methods that work for systems with two DOFs.
- The TS it produces is locally a surface of no return.
- It identifies impenetrable barriers [19] which, by acting as phase-space "scissors" [20], cut phase space into hypervolumes of initial conditions that are destined to react and those which cannot.
- It is a "top-down" approach in providing explicit recipes for all these geometrical structures, and it is presumably equivalent to the "bottomup" approach of working through their manifestations in terms of ensembles of trajectories [5].

Details of our approach, which is reviewed in Sections IV and V, can be found in the original article [21]. Two of the most striking features of our solution, namely the recrossing-free TS and the identification and construction of the multidimensional separatrices, are illustrated in Figs. 1, 2, and 3.
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Figure 1. (The color version is available from the authors.) The trajectory of an electron ionizing under the influence of crossed electric and magnetic fields [18,21]. The line passing through the saddle point shows the projection of the conventional transition state, which is a vertical plane. Of course the trajectory can cross this plane many times. We cannot display our true TS, which is a complicated four-dimensional object, but we note that it is intersected only once, namely at the dot. The right-hand panels show the same trajectory in the three normal-form coordinates (see Section F).

This account is organized as follows: After briefly reviewing the history of TST, we present a pedagogical discussion of the geometry of the TS. This is followed by the rigorous mathematical theory of the geometry of higherdimensional saddles and their associated separatrices in the context of the theory of normally hyperbolic invariant manifolds (NHIMs) [22]. We begin by showing that near an equilibrium point consisting of a reactive direction and several nonreactive ("bath") directions (technically of the saddle $\otimes$ center $\otimes \cdots \otimes$ center stability type) the Hamiltonian can be transformed to a normal form [13] from which the NHIM, its stable and unstable manifolds, and the TS are straightforward to obtain analytically. Moreover, if the center (or bath) vibrations are nonresonant, the normal form, truncated at any finite order, is integrable. The theory leads to an algorithm for identifying the TS (and other geometrical structures) analytically. Finally, we apply this formalism to the isomerization of HCN. In this process we identify the center manifold as the activated complex and demonstrate how it can be quantized to obtain the quantized thresholds first discussed by Chatfield et al. [23] and subsequently observed [24,25].


Figure 2. (The color version is available from the authors.) Two-dimensional configurationspace projection of the trajectory of the previous figure. The projection of the conventional TS in configuration space is the vertical axis. The trajectory crosses it many times. Our new TS is intersected only once, namely at the dot in the upper right-hand side of the ellipse.


Figure 3. (The color version is available from the authors.) Two electron trajectories, so close in phase space that they appear as one, approach the ionization saddle [6] from the top right. After some complex dynamics at the saddle point, one reacts (by crossing the TS at the dot in the upper left-hand corner of the bundle) and goes off to the top left, and the nonreactive one returns to the bottom right. We engineered this outcome by selecting their initial conditions on opposite sides of the impenetrable phase-space barrier (one of the "scissors" [20]) between ionizing and nonionizing hypervolumes.

## II. BRIEF HISTORY OF TRANSITION STATE THEORY

The idea of the existence of a boundary between "reactants" and "products" can be traced to the scientific memoirs of Marcelin published in 1915 [26]. It was not until 1931 that this idea began to percolate into the thinking of the chemistry community. In that year Eyring and Polanyi published their seminal article on the calculation of the absolute reaction rate for the collinear $\mathrm{H}+\mathrm{H}_{2}$ reaction [27]. It was in this article, which must be viewed as the origin of the modern theory of chemical reactions, that the concept of a TS separating reactants from products is first quantified. They defined it in terms of the morphology of the potential energy surface.

The impact of this idea was immense. Six years later, the 67th General Discussion of the Faraday Society addressed this subject under the guise of Reaction Kinetics [1]. This Discussion, which has been alluded to above, set the stage for the further development of these ideas and the general acceptance of them by the chemistry community at large. By this point, two distinct approaches to TST had developed. The first one, primarily due to Eyring [3,28], was based in thermodynamics. Here the idea was to develop the quantities of interest from a thermodynamic perspective and then to evaluate the thermodynamic quantities in terms of simple molecular models. The second approach, advocated by Wigner [4,11,12,29], was to calculate quantities of interest directly from the dynamics. When properly implemented, both approaches are expected to be equivalent.

In the decades following this Discussion, the majority of the progress made in the development and application of TST followed the thermodynamic path $[30,31]$. To a large extent, this was due to the nature of the difficulties encountered when following the dynamical path. The first of these was the fact that the technology needed to numerically investigate the dynamics simply did not exist. Furthermore, the theory of dynamical systems, despite the efforts of Poincaré [32], was still in a primitive state. In the early 1970s, when interest in the classical mechanics was rekindled by the quest for quantum chaos [33,34], attention was again focused upon the dynamical version of TST. The variational TST together with the identification of the "periodic orbit dividing surfaces" or PODS (both singular and plural) [16,17,35-37] were just the initial steps in this reawakening of interest.

The central idea in the variational treatment of TST $[15,38,39]$ is to consider all possible dividing surfaces that partition coordinate space into two separate regions, one associated with reactants and the other with products. One then considers the flux across each of these surfaces and chooses the surface with the minimum flux as the TS. The logic is as follows: We are interested in the rate at which states cross the TS. If, during the course of a reaction, the trajectory of each initial reactant state only crosses the TS once, then the rate of reaction can
be determined by simply counting the number of crossings of the TS-that is, the flux across the TS. However, if there are recrossings of the TS, then simply counting the number of crossings will overestimate the true rate.

Pechukas argued that there exists a set of periodic orbits whose projections into coordinate space, which he calls PODS, are solutions to the variational problem [35,36,40]. The projections of these orbits touch the equipotentials of the potential energy at two different points. At each of these points the trajectory is reflected and retraces its path in coordinate space. Pechukas recognized that the principle of least action for such a periodic orbit implied that it was a solution to the variational TS problem. Pechukas' work is particularly significant, despite shortcomings due to the formulation of the variational principle in coordinate space, since it refocused attention on the dynamical aspect of TST. The shortcomings of Pechukas' approach are reflections of problems with the formulation of variational principle. The most fundamental of these is that the TS is defined in coordinate space and not in the state space, that is, phase space. While this does not pose significant difficulties for systems having just two DOFs, it has prevented the extension of Pechukas' results to higher-dimensional systems. Recently, Jaffé et al. $[6,18]$ have shown how to apply Pechukas’ approach to the ionization of hydrogen atom in crossed static electric and magnetic fields. Due to the presence of the magnetic field, the Hamiltonian of this system cannot be divided into the kinetic and potential energy, and consequently it would appear that Pechukas' formalism, which requires the existence of a potential energy, will fail. However, Jaffé et al. $[6,18]$ show that in this case Pechukas' approach works provided the dynamics are projected into a different (two-dimensional) plane.

In the 1970s with the introduction of more sophisticated computer technology, one of the primary difficulties facing the scientist wishing to investigate the dynamics of realistic model systems vanished. It now became possible not only to investigate numerically the dynamics of reactive systems, but it also become possible to implement a number of important tools such as Poincaré's surface of section. This set the stage for the next development, that of the advancement of the theory of dynamical systems. Many examples can be cited. Of particular interest is the work of MacKay, Meiss, and Percival [41] concerning the existence of cantori acting as space barriers in the vicinity of the last surviving torus. Davis and co-workers applied these ideas to chemical reactions [42-44]. Similarly, Tiyapan and Jaffé [45-47] demonstrated that in the formation of complexes, the homoclinic tangle associated with the periodic orbit defining the TS imposes an invariant fractal structure upon the energy shell and that the asymptotic scaling laws of this fractal are related to the long time behavior. Unfortunately, these, and many other efforts, rely heavily on techniques only applicable to systems with two DOFs and consequently are not readily extendable to systems with more DOFs.

Despite these difficulties, significant progress was made. In particular, it was observed that something remarkable happens to the dynamics near a saddle. No matter how complicated the motion is leading up to the saddle, at the saddle it becomes simpler only to become more complicated once more as the system leaves the saddle region. The reason for this striking simplification has been explained by Miller [48]: Simply put, at a saddle, the potential consists of an inverted parabola in the reaction coordinate and ordinary parabolas in the bath directions. Technically speaking, the frequency is imaginary in the reactive direction and real in the bath directions, and since there cannot be a resonance between imaginary and real frequencies, whatever couplings there may be cannot be effective, thereby isolating the reactive direction from the bath modes and, in simple cases, making the dynamics in the reaction direction integrable [48-51].

The dynamics near the TS have been the subject of many theoretical [52-66] and experimental [24,25] investigations. The experiments of Lovejoy and co-workers $[24,25]$ see the TS via the photofragment excitation spectra for unimolecular dissociation of excited ketene. They have shown that, in the vicinity of the barrier, the reaction rate is controlled by the flux through quantized thresholds. The observability of quantized thresholds in the TS was first discussed by Chatfield et al. [23]. Marcus pointed out that this indicates that the transverse vibrational quantum numbers might indeed be approximate constants of the motion in the saddle region [60].

During the same period, Berry and co-workers were exploring the non-uniformity of the dynamical properties of Hamiltonian systems representing atomic clusters with up to 13 atoms. In particular, they explored how regular and chaotic behavior may vary locally with the topography of the potential energy surfaces (PES) [53,54,57,58,61-63,65,66]. By analyzing local Lyapunov functions and Kolmogorov entropies, they showed that when systems have just enough energy to go through the TS, the system's trajectories become collimated and regularized through the TS regions, developing approximate local invariants of the motion different from those in the potential well. This happens even though the dynamics in the potential well is fully chaotic under these conditions. They also showed that at higher energies above the threshold, intermode mixing wipes out these approximate invariants of the motion even in the region of the TS [5].

Recently, Komatsuzaki and co-workers have investigated regularity observed in the vicinity of the TS in many-body systems [5,67-74]. They used Lie transformations [75,76] together with microcanonical molecular dynamics simulations of the region near a potential energy saddle point. They construct a nonlinear transformation that "rotates away" the recrossings and irregular behavior. Using the intramolecular proton transfer reaction in malonaldehyde $[67,68]$ and the isomerization of a simple cluster of six argon
atoms [69-73], they showed that this separation of the dynamical modes persists up to energies well above the onset of chaos in the TS. In other words, they observed that the action associated with the reaction coordinate remains an approximate invariant of the motion throughout the region of the TS. Moreover, they demonstrated that it is possible to choose a multidimensional phase-space dividing surface satisfying the dynamical requirement of TST [69]. They "visualized" the dividing surface in phase space by constructing the projections onto smaller subspaces, revealing how the shape of the reaction bottleneck depends on the energy of the system and the passage velocity through the TS and how the complexity of the recrossings emerges over the saddle in the configuration space [70,71]. Using this visualization, they further showed that changing the energy of the dynamics results in the dividing surfaces "migrating" just as the PODS do.

We have taken the opposite, top-down approach by asking what the structures based on a simple rank-one saddle look like for a general Hamiltonian. Indeed, in the early 1990s the Wiggins group [14,22] investigated the geometry associated with certain types of stationary points in phase space. They proved the existence of NHIMs in the vicinity of these stationary points. With these results and with the technology of Lie-Deprit transforms [75,76], we have been able to reformulate the definition of the TS in terms of the geometrical objects that lie in the vicinity of the phase-space barrier or saddle. A consequence of the phase space geometry in the vicinity of the stationary point is that the Hamiltonian can be transformed into a known normal form. It is this normal form that is responsible for the separation between the dynamics in the reactive mode from those in the internal modes. This is reflected in the equations of motion when they transformed into the normal-form variables. There are classical trajectories that remain in the vicinity of the stationary point for all time. These trajectories lie on a $(2 n-2)$-dimensional invariant manifold called the center manifold. This manifold is of fundamental importance in the phase-space formulation of TST because it corresponds to the activated complex.

Moreover, the intersection of the center manifold with an energy shell yields an NHIM. The NHIM, which is a $(2 n-3)$-dimensional hypersphere, is the higher-dimensional analog of Pechukas' PODS. Because this manifold is normally hyperbolic, it will possess stable and unstable manifolds. These manifolds are the $(2 n-2)$-dimensional analogs of the separatrices. The NHIM is the edge of the TS, which is a $(2 n-2)$-dimensional hemisphere.

In the next two sections we will review the mathematical foundations of the phase space formalism. This is followed in Section V by a discussion of how the Hamiltonian is transformed into normal form; finally in the last section, in order to illustrate these concepts, we quantize semiclassically the TS for the isomerization of HCN .

## III. SADDLES IN ENERGY LANDSCAPES

Our intuition in the study of reaction dynamics is largely based upon our understanding of the "geography" of simple two-dimensional potential energy surfaces. While this basis has proven very useful, it also has produced a false sense of security. The very simplicity of the geometry a two-dimensional potential energy surface can lead one into difficulties that only arise in higherdimensional systems. Similar problems are encountered in 2-DOF systems. The ionization of Rydberg atoms in the presence of external electromagnetic fields provides an excellent example $[6,18]$. The complication that occurs is that in the presence of the electromagnetic fields the Hamiltonian can no longer be partitioned into the kinetic and potential energies. Consequently, it is not possible to define the TS in terms of the morphology potential energy surfaces, but instead must be defined in terms of the geometry of the total energy surface.

The difficulty is that we have trained ourselves to think of potential energy surfaces defined on $n$-dimensional coordinate spaces. Instead we should be thinking of the total energy defined on the $2 n$-dimensional phase space. The method of analysis for the total energy is essentially the same as is used for the potential energy surface. The first step is to identify the stationary points (extrema) and their linear stabilities. Once these points are found and characterized, the machinery of geometrical mechanics can be applied to obtain the invariant manifolds and their stable and unstable manifolds associated with the stationary points. Using these geometrical constructs, phase space can be partitioned into reactive and nonreactive regions, and such physically interesting properties as the rate of reaction or branching ratios can be obtained from the geometry.

Finding and characterizing the stationary states of systems with more than two DOFs is an unsolved problem. Isolated stationary points are the best known of these manifolds. In systems with two DOFs, in addition to isolated stationary points, it is also possible to find a closed loop of stationary points [77]. These are associated with parabolic resonances. More complicated manifolds will exist in systems having more than two DOFs. In the present discussion we will focus on the consequences of the existence of isolated points of stationary flow in phase space.

## A. Phase Space Versus Coordinate Space

In the coordinate-space treatment of TST, certain assumptions must be made concerning the nature of the Hamiltonian of the system. First, it must be assumed that it can be partitioned into the sum of two terms, the kinetic and the potential energy. Furthermore, one must also assume that the kinetic energy is positive definite and is quadratic in the momenta. With these assumptions, then the point of stationary flow in phase space and the saddle point of the potential energy
coincide. That is, the conditions placed on the kinetic energy guarantee that the momenta characterizing the point of stationary flow are equal to zero; consequently, the coordinate space configuration of this point must be such that the various forces are balanced. In other words, that it is extremum of the potential energy.

A major difference between phase and coordinate space is that phase space is a state space; that is, each point corresponds to a unique state of the system, whereas a point in coordinate space determines only the physical configuration of the system. Mathematical consequences of this seemingly small difference are remarkable. First, the metric in phase space corresponds to a volume. The physical interpretation of this volume as the number of states follows from the fact that phase space is a state space. On the other hand, in the coordinate space treatment, the metric provides us with a way of measuring the "distance" between two physical configurations. This difference in the metric results in a significant difference in the nature of the questions that can be addressed. In the phase-space treatment we construct probabilities that certain events occur by considering ratios of phase-space volumes. The rates at which these events occur are readily obtained as fluxes across boundaries between phase-space volumes. And in coordinate space one focuses primarily on the rate at which the coordinate space configuration changes.

The coordinate space approach to TST encounters a number of significant problems. The most serious of these concerns the definition of the TS. A "rigorous" definition of the TS only exists for systems with two DOFs. Efforts at extending this definition to systems with three or more DOFs have not been successful. A similar difficulty occurs when the distinction between the kinetic and potential energy is lost. Jaffé et al. $[6,18]$ have shown that this particular difficulty can be avoided by the judicious choice of a different coordinate space. They argue that the TS must be defined in phase space and that if this object is projected into the appropriate coordinate space, then the coordinate space formalism can be applied. From this the origin of these difficulties becomes apparent: The coordinate-space objects are shadows (projections) of the phase-space objects. Seen from this point of view, it is not surprising that difficulties are encountered when trying to extend the coordinate space formalism to systems with more than two DOFs.

## B. Stability

The analysis of the stability of isolated stationary points is different in the phasespace treatment from that in the coordinate space treatment. In the coordinate space treatment the slope of the potential energy surface gives the forces exerted on the system. Stationary points occur at extrema of the potential energy. Their stability is determined by the eigenvalues of the matrix of second derivatives evaluated at the extremum. Assuming the system has $n$ DOFs, it will possess $n$
eigenvalues. The stability of the extremum is determined by the number of eigenvalues greater than or less than zero. If all of the eigenvalues are positive, then the extremum is a minimum and it is stable against all perturbations. In contrast, when all of the eigenvalues are negative, then the extremum corresponds to a maximum and all perturbations are unstable. Clearly, the extremum can be characterized by the number of positive and negative eigenvalues it possesses. If it possesses $m$ negative eigenvalues, it is said to be a rank- $m$ saddle-that is, it is unstable in $m$ DOFs and stable in the remaining $n-m$ DOFs.

In the analogous analysis in the phase-space treatment, one examines the stability matrix

$$
\left(\begin{array}{cc}
\frac{\partial \dot{q}}{\partial \boldsymbol{q}} & \frac{\partial \dot{\boldsymbol{q}}}{\partial \boldsymbol{p}} \\
\frac{\partial \dot{p}}{\partial \boldsymbol{q}} & \frac{\partial \dot{\boldsymbol{p}}}{\partial \boldsymbol{p}}
\end{array}\right)=\left(\begin{array}{cc}
\frac{\partial^{2} H}{\partial \boldsymbol{q} \partial \boldsymbol{p}} & \frac{\partial^{2} H}{\partial^{2} \boldsymbol{p}} \\
-\frac{\partial^{2} H}{\partial^{2} \boldsymbol{q}} & -\frac{\partial^{2} H}{\partial \boldsymbol{q} \partial \boldsymbol{p}}
\end{array}\right)
$$

evaluated at the point of stationary flow. The eigenvalues of this matrix occur in $n$ pairs of numbers being either real or imaginary. A pair of imaginary eigenvalues corresponds to a stable DOF (elliptical), and a pair of real eigenvalues corresponds to an unstable DOF (hyperbolic). When both treatments are both valid, the eigenvalues of the coordinate treatment are equal to minus the square of eigenvalues of the corresponding phase-space treatment (assuming mass weighted coordinates).

The case when the eigenvalues are equal to zero is special and must be treated separately. One is tempted to assume that such cases are rare. In fact these cases occur when the manifolds of stationary flow are not isolated points. The simplest of these cases give rise to parabolic resonances [77]; however, they are beyond the scope of this review. These resonances have been observed in some of the simplest reactive systems [78].

## C. Energy Landscapes in Phase Space

In the coordinate space formulation, one investigates the geometry of the potential energy surface, which is defined on the $n$-dimensional coordinate space. On this surface the minima are called potential wells. In turn, each of these wells are separated from each other by a rank-one saddle. The transport from one potential well to the next must pass over the saddle that separates them. The rate of a reaction is formulated in terms of the flux across the saddle. In systems with more than two DOFs, higher rank saddles occur. These occur when the boundaries of more than three or more potential wells coincide.

In the phase-space treatment the situation is very similar. However, rather than study the morphology of the potential energy surface, we must focus on the total energy surface. The geometry of this surface, which is defined on phase space instead of coordinate space, can also be characterized by its stationary points and their stability. In this treatment, the rank-one saddles play a fundamental result. They are, in essence, the traffic barriers in phase space. For example, if two states approach such a point and one passes on one side and the other passes on the other side, then one will be reactive and the other nonreactive. Once the stationary points are identified, then the boundaries between the reactive and nonreactive states can be constructed and the dynamical structure of phase space has been determined. As in the case of potential energy surfaces, saddles with rank greater than one occur, especially in systems with high symmetry between outcomes, as in the dissociation of ozone.

In the next section we will review the mathematical foundations of the phase space formalism.

## IV. PHASE-SPACE STRUCTURE AROUND A SIMPLE (RANK-ONE) SADDLE

In this section we will develop the phase-space structure for a broad class of $n$ DOF Hamiltonian systems that are appropriate for the study of reaction dynamics through a rank-one saddle. For this class of systems we will show that on the energy surface there is always a higher-dimensional version of a "saddle" (an NHIM [22]) with codimension one (i.e., with dimensionality one less than the energy surface) stable and unstable manifolds. Within a region bounded by the stable and unstable manifolds of the NHIM, we can construct the TS, which is a dynamical surface of no return for the trajectories. Our approach is algorithmic in nature in the sense that we provide a series of steps that can be carried out to locate the NHIM, its stable and unstable manifolds, and the TS, as well as describe all possible trajectories near it.

## A. Justification of the $\boldsymbol{n}$-Degree-of-Freedom Hamiltonian

Consider a Hamiltonian of the following form:

$$
\begin{align*}
H= & \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+\lambda q_{n} p_{n}+f_{1}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}, \mathscr{I}\right) \\
& +f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
& \left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{2 n} \tag{1}
\end{align*}
$$

Here $\mathscr{I} \equiv p_{n} q_{n}$ and $f_{1}, f_{2}$ are at least of third order; that is, they are responsible for the nonlinear terms, and $f_{1}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}, 0\right)=0$. In the language
of reaction dynamics, the coordinates $\left(q_{n}, p_{n}\right)$ are the reaction coordinates and the remaining coordinates are referred to as the bath coordinates. The corresponding Hamiltonian vector field is given by

$$
\begin{align*}
& \dot{q}_{i}=\frac{\partial H}{\partial p_{i}}=\omega_{i} p_{i}+\frac{\partial f_{1}}{\partial p_{i}}+\frac{\partial f_{2}}{\partial p_{i}} \\
& \dot{p}_{i}=-\frac{\partial H}{\partial q_{i}}=-\omega_{i} q_{i}-\frac{\partial f_{1}}{\partial q_{i}}-\frac{\partial f_{2}}{\partial q_{i}}, \quad i=1, \ldots, n-1 \\
& \dot{q}_{n}=\frac{\partial H}{\partial p_{n}}=\lambda q_{n}+\frac{\partial f_{1}}{\partial \mathscr{I}} q_{n}  \tag{2}\\
& \dot{p}_{n}=-\frac{\partial H}{\partial q_{n}}=-\lambda p_{n}-\frac{\partial f_{1}}{\partial \mathscr{I}} p_{n}
\end{align*}
$$

Most realistic Hamiltonians with simple saddles do not appear in this form. In what follows, we show how to transform such a Hamiltonian into this form using Normal-Form theory [13]. The phase-space structures that form the subject of this review will then be expressed in terms of the normal-form coordinates $\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right)$. Therefore, before analyzing Eq. (2) we show that any Hamiltonian vector field in the neighborhood of an equilibrium point of saddle $\otimes$ center $\otimes \cdots \otimes$ center type can be transformed to the form of Eq. (2).

## B. Finding the "Apt" Coordinates Around a Saddle Using a Normal Form

Finding a coordinate system that minimizes the coupling between the DOFs has always been a natural aspiration in theoretical chemistry. The so-called reactionpath formalism is just such a procedure, as is the use of Normal-Form theory [13], which is our method of choice. Normal-Form theory gives us sufficient conditions for a Hamiltonian to be transformed into the form of Eq. (1) in the neighborhood of an equilibrium point of center $\otimes \cdots \otimes$ center $\otimes$ saddle type. This result is well known (see, e.g., Ref. 13). To summarize, first we perform a Taylor expansion of the Hamiltonian [Eq. (1)]:

$$
\begin{equation*}
H=H_{2}+H_{3}+H_{4}+\cdots \tag{3}
\end{equation*}
$$

where $H_{k}$ is a homogeneous polynomial of degree $k$ in $q_{1^{-}} \cdots-q_{n}-p_{1} \cdots-p_{n}$.
The quadratic part of the Hamiltonian, $H_{2}$, is given by

$$
\begin{equation*}
H_{2}=\sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(q_{i}^{2}+p_{i}^{2}\right)+\lambda q_{n} p_{n} \tag{4}
\end{equation*}
$$

We then transform the nonhyperbolic part of $H_{2}$ into complex coordinates:

$$
z_{j}=q_{j}+i p_{j}, \quad \bar{z}_{j}=q_{j}-i p_{j}, \quad j=1, \ldots, n-1
$$

In these coordinates $H_{2}$ becomes

$$
\begin{equation*}
H_{2}=\sum_{j=1}^{n-1} \frac{\omega_{j}}{2}\left|z_{j}\right|^{2}+\lambda q_{n} p_{n} \tag{5}
\end{equation*}
$$

Moreover, $H_{k}$ is made up of linear combinations of terms of the form

$$
\begin{equation*}
z_{1}^{k_{1}} \cdots z_{n-1}^{k_{n-1}} q_{n}^{k_{n}} \bar{z}_{1}^{\ell_{1}} \cdots \bar{z}_{n-1}^{\ell_{n-1}} p_{n}^{\ell_{n}} \tag{6}
\end{equation*}
$$

where $k_{i}, \ell_{i} \geq 0$ and $k_{1}+\cdots+k_{n}+\ell_{1}+\cdots+\ell_{n}=k$.
The Poisson bracket between two scalar-valued functions, $F$ and $G$, in these variables is given by

$$
\begin{equation*}
\{F, G\} \equiv 2 i \sum_{j=1}^{n-1}\left(\frac{\partial F}{\partial \bar{z}_{j}} \frac{\partial G}{\partial z_{j}}-\frac{\partial F}{\partial z_{j}} \frac{\partial G}{\partial \bar{z}_{j}}\right)+\frac{\partial F}{\partial q_{n}} \frac{\partial G}{\partial p_{n}}-\frac{\partial F}{\partial p_{n}} \frac{\partial G}{\partial q_{n}} \tag{7}
\end{equation*}
$$

Now the map

$$
\begin{equation*}
\operatorname{ad}_{H_{2}}(\cdot) \equiv\left\{\cdot, H_{2}\right\} \tag{8}
\end{equation*}
$$

is a linear map of the space of homogeneous polynomials of degree $k$ into itself. Normal-Form theory [13] tells us that the only terms that cannot be removed from Eq. (3) at order $k$ are those in the kernel of $\operatorname{ad}_{H_{2}}(\cdot)$. A simple calculation shows that

$$
\begin{align*}
& \operatorname{ad}_{H_{2}}\left(z_{1}^{k_{1}} \cdots z_{n-1}^{k_{n-1}} q_{n}^{k_{n}} \bar{z}_{1}^{\ell_{1}} \cdots \bar{z}_{n-1}^{\ell_{n-1}} p_{n}^{\ell_{n}}\right) \\
& \quad=\left(i \sum_{j=1}^{n-1} \omega_{j}\left(k_{j}-\ell_{j}\right)+\lambda\left(\ell_{n}-k_{n}\right)\right) z_{1}^{k_{1}} \cdots z_{n-1}^{k_{n-1}} q_{n}^{k_{n}} \bar{z}_{1}^{\ell_{1}} \cdots \bar{z}_{n-1}^{\ell_{n-1}} p_{n}^{\ell_{n}} \tag{9}
\end{align*}
$$

So we see that $z_{1}^{k_{1}} \cdots z_{n-1}^{k_{n-1}} q_{n}^{k_{n}} \bar{z}_{1}^{\ell_{1}} \cdots \bar{z}_{n-1}^{\ell_{n-1}} p_{n}^{\ell_{n}}$ is an eigenvector for $\operatorname{ad}_{H_{2}}(\cdot)$ with eigenvalue $i \sum_{j=1}^{n-1} \omega_{j}\left(k_{j}-\ell_{j}\right)+\lambda\left(\ell_{n}-k_{n}\right)$. Therefore terms of the form (6) cannot be removed if

$$
\begin{equation*}
i \sum_{j=1}^{n-1} \omega_{j}\left(k_{j}-\ell_{j}\right)+\lambda\left(\ell_{n}-k_{n}\right)=0 \tag{10}
\end{equation*}
$$

That we have arrived at the desired coordinate system in which $q_{n}$ and $p_{n}$ appear only as a product of each other in the Hamiltonian follows immediately from Eq. (10) since if that quantity is zero, then both the real and imaginary parts must be zero. The real part being zero implies that $k_{n}=\ell_{n}$. Therefore, from Eq. (6), the power on the $q_{n}$ and $p_{n}$ coordinates must be the same at any order. Note, however, that this argument merely shows that such a coordinate system exists which brings the Hamiltonian into the form of Eq. (1) order by order. Actually computing this coordinate transformation, which would bring an arbitrary Hamiltonian into the form of Eq. (1), is an additional technical problem that needs to be solved on each problem at hand. Note also that this is a local result valid in the neighborhood of the equilibrium point of center $\otimes \cdots \otimes$ center $\otimes$ saddle type. However, once the phase-space structure is established locally, it can be continued numerically outside of the local region.

It is well known (see, e.g., Ref. 13) that the normal form transformations do not converge in the sense that normalization to all orders generally does not yield a meaningful result. However, this is of no consequence for our purposes. We view the technique more as the input to a numerical method for realizing the NHIM, its stable and unstable manifolds, and the TS. In this sense the limitations of machine precision make normalization beyond a certain finite order meaningless. This is a local result valid in the neighborhood of the equilibrium point of center $\otimes \cdots \otimes$ center $\otimes$ saddle type. However, once the phase-space structure is established locally, it can be numerically continued outside of the local region.

If the $n-1$ frequencies $\omega_{i}$ are nonresonant, then the truncated normal form (at any order) is integrable. That is, the quantities $J_{i}=\frac{1}{2}\left(p_{i}^{2}+q_{i}^{2}\right), i=$ $1, \ldots, n-1$, and $\mathscr{I}=p_{n} q_{n}$ are integrals of the truncated normal form, and the Hamiltonian can be written as a function of these integrals. In these coordinates the quantity $\partial f_{1} / \partial \mathscr{I}$ becomes a constant and the $q_{n}-p_{n}$ component of Hamilton's equations becomes a simple, 2-DOF saddle. This implies that actions remain constant while passing through the saddle region-a situation that has been numerically observed in realistic examples $[63,69]$.

## C. Normally Hyperbolic Invariant Manifolds (NHIMs) and Their Stable and Unstable Manifolds

In the 2-DOF case, it is well known that the motion in the direction transverse to the reaction direction takes place on a periodic orbit, and this orbit forms the boundary of the PODS [17]. Beyond 2 DOF, the periodic orbit does not have the right dimensionality to be the boundary of the TS, and the NHIM takes its place. Normal hyperbolicity means that, under the linearized dynamics, the growth and decay rates of tangent vectors normal to the manifold (the "reaction") dominates the growth and decay of tangent vectors tangent to the manifold. Hence, NHIMs are higher-dimensional analogs of saddle points ("saddle spheres").

The dynamics occurs on the $(2 n-1)$-dimensional energy surface given by

$$
\begin{align*}
\mathscr{E}_{h}^{2 n-1}= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \left\lvert\, \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)\right.\right. \\
& +\lambda q_{n} p_{n}+f_{1}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}, \mathscr{I}\right) \\
& +f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\text { constant }>0\} \tag{11}
\end{align*}
$$

When $q_{n}=p_{n}=0$ in Eq. (2), $\dot{q}_{n}=\dot{p}_{n}=0$. Therefore $q_{n}=p_{n}=0$ is a $(2 n-2)$-dimensional invariant manifold for this problem. Its intersection with the $(2 n-1)$-dimensional energy surface, denoted $\mathscr{M}_{h}^{2 n-3}$, is given by

$$
\begin{align*}
\mathscr{M}_{h}^{2 n-3}= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid q_{n}=p_{n}=0,\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\text { constant }>0\} \tag{12}
\end{align*}
$$

This is also the Hamiltonian of the activated complex. We will encounter it in Eq. (23) with the customary symbol $H^{\ddagger}$. Regardless of its stability properties or the size of the nonlinearity, Eq. (12) is always an invariant manifold. However, we are interested in the case when it is of the saddle type with stable and unstable manifolds. If the physical Hamiltonian is of the form of Eq. (1), then a preliminary, local transformation is not required. The manifold (12) is invariant regardless of the size of the nonlinearity. Moreover, it is also of saddle type with respect to stability in the transverse directions. This can be seen by examining Eq. (1). On $q_{n}=p_{n}=0$ the transverse directions, (i.e., $q_{n}$ and $p_{n}$ ), are still of saddle type (more precisely, they grow and decay exponentially).

Normally, hyperbolic invariant manifolds persist under perturbation [22]. If we are in the setting where the form of Eq. (1) must first be obtained by applying Normal Form theory, then we are restricted to a sufficiently small neighborhood of the equilibrium point. In this case the nonlinear terms are much smaller than the linear terms. Therefore, the sphere present in the linear problem becomes a deformed sphere for the nonlinear problem and still has $(2 n-2)$-dimensional stable and unstable manifolds in the $(2 n-1)$-dimensional energy surface since normal hyperbolicity is preserved under perturbations.

In the $q_{n}-p_{n}$ phase portrait the trajectories that go from $p_{n}>q_{n}>0$ (respectively $p_{n}<q_{n}<0$ ) to $q_{n}>p_{n}>0$ (respectively $q_{n}<p_{n}<0$ ) are said to be the trajectories that undergo reaction (see Fig. 4). [Keep in mind that for nonlinear Hamiltonian systems this is a local picture valid near Eq. (12), that is,


Figure 4. (The color version is available from the authors.) The projection of the reactive and nonreactive trajectories into the $q_{n}-p_{n}$ plane near $q_{n}=p_{n}=0$.
$q_{n}=p_{n}=0$.] These are the trajectories with $q_{n} p_{n}>0$ in Fig. 4. We can see from Fig. 4 that there are two types of reactive trajectories: those with $q_{n}, p_{n}>0$, which are referred to as the forward reactive trajectories, and those with $q_{n}, p_{n}<0$, which are referred to as the backward reactive trajectories. Notice that the $q_{n}$ and $p_{n}$ components of a reactive trajectory cannot change sign during their evolution. The trajectories with $q_{n} p_{n}<0$ are referred to as nonreactive trajectories.

A key advantage of the normal form is that the stable and unstable manifolds of $\mathscr{M}_{h}^{2 n-3}$ are known explicitly. These are the impenetrable barriers and act as phase-space "scissors." Their effect was illustrated in Fig. 3. They are given by

$$
\begin{align*}
W^{s}\left(\mathscr{M}_{h}^{2 n-3}\right)= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid q_{n}=0,\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\text { constant }>0\} \\
W^{u}\left(\mathscr{M}_{h}^{2 n-3}\right)= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid p_{n}=0,\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\text { constant }>0\} \tag{13}
\end{align*}
$$

Hence, the stable and unstable manifolds of the sphere have the structure of $\mathscr{M}_{h}^{2 n-3} \otimes \mathbb{R}$.

In the language of dynamical systems theory, both the stable and unstable cylinders have two "branches" corresponding to $p_{n}>0$ and $p_{n}<0$, related to the forward and backward reactions.

The forward stable manifold of $\mathscr{M}_{h}^{2 n-3}$ is given through

$$
\begin{align*}
W_{f}^{s}\left(\mathscr{M}_{h}^{2 n-3}\right)= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid q_{n}=0, p_{n}>0\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\mathrm{constant}>0\} \tag{14}
\end{align*}
$$

The backward stable manifold of $\mathscr{M}_{h}^{2 n-3}$ is defined by

$$
\begin{align*}
W_{b}^{s}\left(\mathscr{M}_{h}^{2 n-3}\right)= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid q_{n}=0, p_{n}<0\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\mathrm{constant}>0\} \tag{15}
\end{align*}
$$

The forward unstable manifold of $\mathscr{M}_{h}^{2 n-3}$ is

$$
\begin{align*}
W_{f}^{u}\left(\mathscr{M}_{h}^{2 n-3}\right)= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid q_{n}>0, p_{n}=0\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\mathrm{constant}>0\} \tag{16}
\end{align*}
$$

The backward unstable manifold of $\mathscr{M}_{h}^{2 n-3}$ is given by

$$
\begin{align*}
W_{b}^{u}\left(\mathscr{M}_{h}^{2 n-3}\right)= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid q_{n}<0, p_{n}=0\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right) \\
= & h=\mathrm{constant}>0\} \tag{17}
\end{align*}
$$

The stable and unstable manifolds of $\mathscr{M}_{h}^{2 n-3}$ are indeed the natural higherdimensional analogs of the 2-DOF "cylinder manifolds" described in Ref. 79.

## D. The Transition State

There is some latitude in defining the TS. We obtain it by setting $q_{n}=p_{n}$. On the energy surface this gives

$$
\begin{align*}
\mathscr{T}_{h}^{2 n-2}= & \left\{\left(q_{1}, \ldots, q_{n}, p_{1}, \ldots, p_{n}\right) \mid q_{n}=p_{n}\right. \\
& \sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+\lambda p_{n}^{2}+f_{1}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}, p_{n}^{2}\right) \\
& \left.+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right)=h=\mathrm{constant}\right\} \tag{18}
\end{align*}
$$

This ( $2 n-2$ )-dimensional surface is divided into two halves ( $p_{n}>0$ and $p_{n}<0$ ) by $p_{n}=0$, which corresponds to the invariant manifold $\mathscr{M}_{h}^{2 n-3}$. If we are close to the equilibrium point so that the nonlinearity is small, then the transition state is a deformed $(2 n-2)$-dimensional sphere. It can be proven that (18) is locally a surface of no return for the trajectories of Hamilton's equations given in Eq. (2). "Locally" it refers to a neighborhood of Eq. (18) such that trajectories starting on Eq. (18) (except those starting on the $(2 n-3)$-dimensional invariant manifold (12)) must leave before they can possibly re-intersect Eq. (18) because the $(2 n-2)$-dimensional invariant manifold in the energy surface is defined by $q_{n}=p_{n}$. If we examine Hamilton's equations (2), we see that the vector field is not tangent to Eq. (18). Moreover, the vector field is not zero on Eq. (18). Therefore trajectories starting on Eq. (18) always leave Eq. (18). By continuity of solutions with respect to initial conditions, they must leave a neighborhood of Eq. (18) before possibly returning.

The $(2 n-2)$-dimensional $W^{s}\left(\mathscr{M}_{h}^{2 n-3}\right)$ and $W^{u}\left(\mathscr{M}_{h}^{2 n-3}\right)$ bound a region in the $(2 n-1)$-dimensional energy surface that is divided into two components by the TS. All reacting trajectories start in one component, cross the TS, then enter the other component. On a fixed energy surface with energy value $h=$ constant $>0$, the reactant segments of the forward reactive trajectories are contained in the region

$$
\begin{equation*}
0<\sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right)<h, \quad p_{n}>q_{n}>0 \tag{19}
\end{equation*}
$$

and the reactant segments of the backward reactive trajectories are contained in the region

$$
\begin{equation*}
0<\sum_{i=1}^{n-1} \frac{\omega_{i}}{2}\left(p_{i}^{2}+q_{i}^{2}\right)+f_{2}\left(q_{1}, \ldots, q_{n-1}, p_{1}, \ldots, p_{n-1}\right)<h, \quad p_{n}<q_{n}<0 \tag{20}
\end{equation*}
$$

In Fig. 5 we illustrate a forward and backward reacting trajectory. Besides, in Fig. 6 we illustrate just the reactant segment of the forward and backward reacting trajectory shown in Fig. 5, whereas in Fig. 7 we illustrate the product segments of the forward and backward reacting trajectory shown in Fig. 5.

Now consider a forward reacting trajectory (i.e., $p_{n}>0, q_{n}>0$ ). It follows, by examining the $q_{n}-p_{n}$ phase portrait in Fig. 5, that the $p_{n}$ component of the trajectory decreases. It touches the line $q_{n}=p_{n}$, at which point it has reached the TS as defined in Eq. 18. It then crosses the TS.

## E. Searching for the Transition State and Other Phase-Space Structures

As mentioned above, we can obtain all these phase-space structures in explicit form following these steps:

1. For a given Hamiltonian, find an equilibrium point for which the linearization about the equilibrium point yields the form described in


Figure 5. (The color version is available from the authors.) The projection of a forward and backward reactive and nonreactive trajectories into the $q_{n}-p_{n}$ plane.


Figure 6. (The color version is available from the authors.) The projection of the reactant segment of the forward and backward reactive trajectory shown in Fig. 5 into the $q_{n}-p_{n}$ plane.


Figure 7. (The color version is available from the authors.) The projection of the product segment of the forward and backward reactive trajectories shown in Fig. 5 into the $q_{n}-p_{n}$ plane.

Eq. (4). We have not yet developed the theory for saddles higher than rank one.
2. Transform the Hamiltonian to the normal form described above up to the desired degree of accuracy using a symbolic manipulator. The Hamiltonian is now in a new coordinate system that we will call the "normal form coordinates."
3. Identify the TS [Eq. (18)] and the higher-dimensional analogs of the stable and unstable manifolds that describe the reaction in the normalform coordinates.
4. These structures can be visualized in the original coordinates by operating the normal-form transformations in reverse.
5. Integrals of flux across the TS can be computed in the normal-form coordinates since the transformation between the original coordinates and the normal-form coordinates is symplectic, hence volume preserving.

## F. Flux Through the Transition State

The flux through the TS is important in reaction dynamics since the reaction rate can be obtained by dividing this flux by the appropriate partition function [35]. Specifically, the classical canonical reaction rate is given by [80]

$$
\begin{equation*}
k_{\mathrm{cl}}(T)=Q_{\mathrm{r}}(T)^{-1}(2 \pi \hbar)^{-n} \int d \mathbf{p} d \mathbf{q} \mathrm{e}^{-\beta H(\mathbf{p}, \mathbf{q})} F(\mathbf{p}, \mathbf{q}) P_{\mathrm{r}}(\mathbf{p}, \mathbf{q}) \tag{21}
\end{equation*}
$$

where $(\mathbf{p}, \mathbf{q})$ are the totality of the phase-space coordinates [i.e., $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$ and $\left.\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)\right]$, and $F(\mathbf{p}, \mathbf{q})$ is the flux factor across TS-that is, the rate at which trajectories cross the dividing surface [80], specified in our case by $s(\mathbf{p}, \mathbf{q})=p_{n}+q_{n}$. The term $P_{\mathrm{r}}(\mathbf{p}, \mathbf{q})$ selects the forward reactive trajectories. To work on the energy surface, we rewrite the integral slightly to read

$$
\begin{equation*}
k_{\mathrm{cl}}(T)=Q_{\mathrm{r}}(T)^{-1}(2 \pi \hbar)^{-n} \int d E \mathrm{e}^{-\beta E} \int d \mathbf{p} d \mathbf{q} \delta(H(\mathbf{p}, \mathbf{q})-E) F(\mathbf{p}, \mathbf{q}) P_{\mathrm{r}}(\mathbf{p}, \mathbf{q}) \tag{22}
\end{equation*}
$$

where the inner integral is the flux of energy surface volume across the forward TS. This flux through the TS turns out to be equal to the flux across its boundary [81], which is the NHIM. In practical terms, this means that $\delta$ function only contributes when the Hamiltonian $H$ is evaluated at $\mathscr{I}=0$, namely when it becomes the Hamiltonian [Eq. (12)] of the activated complex, $H=h=$ constant. If we use the symbol $H^{\ddagger}$ for the Hamiltonian function of the activated complex,
the partition function is

$$
\begin{equation*}
Q^{\ddagger}(T)=(2 \pi \hbar)^{-(n-1)} \int d \mathbf{p}^{\prime} d \mathbf{q}^{\prime} \mathrm{e}^{-\beta H^{\ddagger}\left(\mathbf{p}^{\prime}, \mathbf{q}^{\prime}\right)} \tag{23}
\end{equation*}
$$

(where the primed quantities exclude the reaction coordinates $p_{n}, q_{n}$ ) and the conventional TST result for the rate constant [35]

$$
\begin{equation*}
k_{\mathrm{cl}}(T)=\frac{k T}{(2 \pi \hbar)} \frac{Q^{\ddagger}(T)}{Q_{r}(T)} \tag{24}
\end{equation*}
$$

is recovered.

## V. NORMALIZATION BY LIE TRANSFORMATIONS

## A. Lie Transformations

Briefly, the aim of Lie transformations in Hamiltonian theory is to generate a symplectic (that is, canonical) change of variables depending on a small parameter as the general solution of a Hamiltonian system of differential equations. The method was first proposed by Deprit [75] (we follow the presentation in Ref. 76) and can be stated as follows.

We start with an analytic Hamiltonian function depending on a small parameter $\varepsilon$ :

$$
\mathscr{H}(\mathbf{x} ; \varepsilon)=\sum_{i=0}^{\infty} \frac{\varepsilon^{i}}{i!} \mathscr{H}_{i}(\mathbf{x})
$$

where the Hamiltonians $\mathscr{H}_{i}(\mathbf{x})$ are analytic functions in the variable $\mathbf{x}=\left(x_{1}, \ldots\right.$, $\left.x_{n}, x_{n+1}, \ldots, x_{2 n}\right)$. Here $x_{i}, 1 \leq i \leq n$ represent the coordinates whereas $x_{i}$, $n+1 \leq i \leq 2 n$, are their conjugate momenta. Hamiltonian $\mathscr{H}$ is transformed into another Hamiltonian

$$
\mathscr{K}(\mathbf{y} ; \varepsilon)=\sum_{i=0}^{\infty} \frac{\varepsilon^{i}}{i!} \mathscr{K}_{i}(\mathbf{y}) \equiv \sum_{i=0}^{\infty} \frac{\varepsilon^{i}}{i!} \mathscr{H}_{0}^{(i)}(\mathbf{y})
$$

and $\mathbf{y}=\left(y_{1}, \ldots, y_{n}, y_{n+1}, \ldots, y_{2 n}\right)$ (where $y_{i}, 1 \leq i \leq n$, refers to the transformed coordinates and $y_{i}, n+1 \leq i \leq 2 n$, refers to the transformed conjugate momenta), through a generating function

$$
\mathscr{W}(\mathbf{x} ; \varepsilon)=\sum_{i=0}^{\infty} \frac{\varepsilon^{i}}{i!} \mathscr{W}_{i+1}(\mathbf{x})
$$

according to the recursion formula

$$
\begin{equation*}
\mathscr{H}_{i}^{(j)}=\mathscr{H}_{i+1}^{(j-1)}+\sum_{k=0}^{i}\binom{i}{k}\left\{\mathscr{H}_{i-k}^{(j-1)}, \mathscr{W}_{k+1}\right\} \tag{25}
\end{equation*}
$$

with $i \geq 0, j \geq 1$ and $\mathscr{H}_{i}^{(0)}=\mathscr{H}_{i}$ and $\{\cdot, \cdot\}$ denotes the Poisson bracket of two scalar fields; for example, given $\mathscr{P}$ and $\mathscr{2}$ the Poisson bracket is defined over an open domain of $\mathbb{R}^{2 n}$ as the quantity

$$
\{\mathscr{P}, \mathscr{Q}\}=\sum_{i=1}^{n}\left(\frac{\partial \mathscr{P}}{\partial x_{i}} \frac{\partial \mathscr{Q}}{\partial x_{n+i}}-\frac{\partial \mathscr{P}}{\partial x_{n+i}} \frac{\partial \mathscr{Q}}{\partial x_{i}}\right)
$$

or equivalently in terms of the variables $y_{1}, \ldots, y_{2 n}$. We emphasize that $\mathscr{W}(\mathbf{x} ; \varepsilon)$ is conserved under the transformation, and thus it can also be expressed as $\mathscr{W}(\mathbf{y} ; \varepsilon)$. The recursion process can be summarized in the so-called Lie triangle (see Fig. 8).

Hence, Eq. (25) yields now the partial differential identity

$$
\begin{equation*}
\mathscr{K}_{i}-\operatorname{ad}_{\mathscr{H}_{0}}\left(\mathscr{W}_{i}\right)=\tilde{\mathscr{H}}_{i} \tag{26}
\end{equation*}
$$

where $\tilde{\mathscr{H}}_{i}$ collects all the terms known from order $i-1$ and is computed using the recursive formula (25). In identity (26), called the homology equation, $\mathscr{W}_{i}$ and $\mathscr{K}_{i}$ must be determined according to the specific requirements of the Lie transformation that one performs.


Figure 8. At each order $i \geq 1$ of the process, the diagonal $\mathscr{H}_{j}^{(k)}$ with $j+k=i$ is built starting with $\mathscr{H}_{i-1}^{(1)}$ and finishing with $\mathscr{H}_{1}^{(i-1)}$. Note that $\mathscr{H}_{0}^{(i)}$ cannot be determined unless $\mathscr{W}_{i}$ is previously known.

The transformation $\mathbf{x}=\mathbf{X}(\mathbf{y} ; \varepsilon)$ relates the "old" variables $\mathbf{x}$ with the "new" ones $\mathbf{y}$ and is a near-identity change of variables. The direct change is given by

$$
\begin{equation*}
\mathbf{x}=\mathbf{y}+\sum_{i=1}^{\infty} \frac{\varepsilon^{i}}{i!} \mathbf{y}_{0}^{(i)} \tag{27}
\end{equation*}
$$

The coordinates $\mathbf{y}_{0}^{(i)}, i \geq 1$ are calculated recursively with the aid of

$$
\begin{equation*}
\mathbf{y}_{i}^{(j)}=\mathbf{y}_{i+1}^{(j-1)}+\sum_{k=0}^{i}\binom{i}{k}\left\{\mathbf{y}_{k}^{(j-1)}, \mathscr{W}_{i+1-k}\right\} \tag{28}
\end{equation*}
$$

with $i \geq 0, j \geq 1$ and $\mathbf{y}_{i}^{(0)} \equiv 0$ for $i \geq 1$ and $\mathbf{y}_{0}^{(0)} \equiv \mathbf{y}$. Consequently, Eq. (27) gives the set of coordinates $\mathbf{x}$ in terms of $\mathbf{y}$ with the use of the generating function $\mathscr{W}$.

Similar formulae can be used to obtain the inverse transformation $\mathbf{y}=\mathbf{Y}(\mathbf{x} ; \varepsilon)$, which explicitly reads as

$$
\begin{equation*}
\mathbf{y}=\mathbf{x}+\sum_{i=1}^{\infty} \frac{\varepsilon^{i}}{i!} \mathbf{x}_{i}^{(0)} \tag{29}
\end{equation*}
$$

Now $\mathbf{x}_{0}^{(0)} \equiv \mathbf{x}$ and for $i \geq 1$ coordinates $\mathbf{x}_{i}^{(0)}$ are calculated recursively by means of

$$
\begin{equation*}
\mathbf{x}_{i}^{(j)}=\mathbf{x}_{i-1}^{(j+1)}-\sum_{k=0}^{i-1}\binom{i-1}{k}\left\{\mathbf{x}_{i-k-1}^{(j)}, \mathscr{W}_{k+1}\right\} \tag{30}
\end{equation*}
$$

with $i \geq 1, j \geq 0$. This time $\mathbf{x}_{0}^{(i)} \equiv 0$ for $i \geq 1$ and the Jacobians appearing in the operators of (30) are computed with respect to $\mathbf{x}$, and $\mathscr{W}_{k+1}$ is also written in $\mathbf{x}$.

Note that Eq. (27) can be used to transform any function expressed in the old variables $\mathbf{x}$ as a function of the new variables $\mathbf{y}$. Similarly, Eq. (29) is used to transform any function in $\mathbf{y}$ by a function of $\mathbf{x}$. In this respect we can compute a formal integral of the original system by going back to the departure system. Specifically if the normal form calculations have been carried out to an order $M>1$, then we determine $T^{*}(\mathbf{x} ; \varepsilon)$ as

$$
\begin{equation*}
T^{*}(\mathbf{x} ; \varepsilon)=T(\mathbf{x})+\sum_{i=1}^{M} \frac{\varepsilon^{i}}{i!} T(\mathbf{x})_{i}^{(0)} \tag{31}
\end{equation*}
$$

where $T(\mathbf{x})_{i}^{(0)}$ are calculated using

$$
\begin{equation*}
T(\mathbf{x})_{i}^{(j)}=T(\mathbf{x})_{i-1}^{(j+1)}-\sum_{k=0}^{i-1}\binom{i-1}{k}\left\{T(\mathbf{x})_{i-k-1}^{(j)}, \mathscr{W}_{k+1}\right\} \tag{32}
\end{equation*}
$$

with $i \geq 1$ and $j \geq 0$. Now $T(\mathbf{x})_{0}^{(0)} \equiv T(\mathbf{x})$ and for $i \geq 1, T(\mathbf{x})_{0}^{(i)} \equiv 0$. Then $T^{*}(\mathbf{x} ; \varepsilon)$ is an asymptotic integral of $H$ in some domain, that is, $\left\{H, T^{*}\right\}=$ $\mathcal{O}\left(\varepsilon^{M+1}\right)$. Details can be found in Ref. 76.

The above method is formal in the sense that the convergence of the various series is not discussed. Indeed, the series diverge for many applications. However, the lower orders of the transformed system can give interesting information, and the process can be stopped at a certain order $M$. This means that these terms of the series are useful to construct both the transformed Hamiltonian and the generating function, since they are unaffected by the ultimately divergent character of the whole process.

Once $\mathscr{W}$ has been determined, we can calculate the new coordinates (or any function of them) as functions of the old ones and vice versa.

## B. Dynamics Near the Transition State Using the Normal-Form Coordinates

Using normal-form coordinates helps in the understanding and description of the motion near the saddle. If the $n-1$ frequencies $\omega_{i}$ are nonresonant, then the truncated normal form (at any order) is integrable. That is, the quantities $J_{i}=\frac{1}{2}\left(p_{i}^{2}+q_{i}^{2}\right), i=1, \ldots, n-1$, and $\mathscr{I}=p_{n} q_{n}$ are integrals of the truncated normal form, and the truncated Hamiltonian can be written as a function of these integrals. To illustrate it, take the simplest possible case, namely a 3-DOF system with nonresonant frequencies:

$$
\begin{equation*}
K=K\left(J_{1}, J_{2}, \mathscr{I}\right) \tag{33}
\end{equation*}
$$

Working in the space of integrals, which is a three-dimensional space with coordinates $J_{1}-J_{2}-\mathscr{I}$, brings advantages to computation and visualization. Since these integrals are constant on trajectories, a trajectory in this space corresponds to a point.

- Energy Surface. This is given by:

$$
\begin{equation*}
K\left(J_{1}, J_{2}, \mathscr{I}\right)=h=\mathrm{constant} \tag{34}
\end{equation*}
$$

This will typically be a two-dimensional surface in the $J_{1}-J_{2}-\mathscr{I}$ space, for each fixed $h$.

- The NHIM and Its Stable and Unstable Manifolds. In the normal-form coordinates the NHIM is given by $q_{3}=p_{3}=0$, the stable manifold of the

NHIM is given by $q_{3}=0$, and the unstable manifold of the NHIM is given by $p_{3}=0$. In the $J_{1}-J_{2}-\mathscr{I}$ space these are all given by $\mathscr{I}=0$. In other words, the NHIM and its stable and unstable manifolds are all identified with

$$
K\left(J_{1}, J_{2}, 0\right)=h=\text { constant }
$$

which is typically a curve in $J_{1}-J_{2}-\mathscr{I}$ space.

- The Transition State. In the normal-form coordinates this is given by $q_{3}=p_{3}$; hence $\mathscr{I} \geq 0$. Therefore the TS is given by

$$
K\left(J_{1}, J_{2}, \mathscr{I} \geq 0\right)=h=\mathrm{constant}
$$

In this representation the TS is a portion of the energy surface.
In order to construct the change of coordinates back to the original coordinates, we make use of the generating function $\mathscr{W}$. Indeed we simply have to evaluate Poisson brackets but without solving any partial differential equations. Therefore the computational effort is much smaller than the one corresponding to the calculation of the normal-form Hamiltonian and the generating function.

Using (33) and the chain rule, Hamilton's equations can be written in terms of the integrals. It is important to note that $\partial K / \partial J_{i}, i=1,2,3$, are constants on trajectories. Hence, once the initial condition of a trajectory is chosen, evolution of the trajectory is given by a linear system whose coefficients are constant, but depend on the trajectory.

This simple form of Hamilton's equations in the normal-form coordinates near the TS enables us to construct trajectories showing any possible behavior near the transition state. These trajectories can then be visualized in the original coordinates (see Section VI.F). An example on the isomerization of HCN follows.

## VI. THE ISOMERIZATION OF HCN

This section presents a discussion of the treatment outlined above applied to a realistic molecular reaction. For simplicity we have chosen the isomerization of hydrogen cyanide ( HCN ) to form hydrogen isocyanide (HNC) because it is commonly used as model system in the study of isomerization reactions. This reaction, which has been the subject of innumerable studies, is excellent for our purposes. While the system is small (only three atoms) it does possess sufficient complexity to be an excellent test case. The importance of this system as a test case, both experimentally and theoretically, is demonstrated by the size of the literature [82,83-141]. This list is by no means exhaustive, nor particularly representative.

In the present work we use the potential of Murrell, Carter, and Halonen (MCH) [142]. Despite the fact that it is known to be inaccurate at energies at which the isomerization occurs, because the majority of previous investigations of the classical dynamics of the isomerization of $\mathrm{HCN} / \mathrm{HNC}$ have used this potential. In the present study it is not our goal to calculate chemical rates for comparison with experimental results but rather to illustrate a new approach to the calculation of such rates.

## A. The Model System

The hydrogen cyanide molecule is a linear triatomic molecule and, consequently, is described by nine DOFs. Three of these represent the center of mass and can immediately be separated. Of the remaining six DOFs, two can taken to be the total angular momentum and the projection of the total angular momentum along a space-fixed axis. The remaining four DOFs are the internal degrees of freedom. Three of these we take to be the Jacobi coordinates that are shown in Fig. 9 and discussed below. The fourth DOF will be taken to be the projection of the angular momentum about the axis defined by the smallest moment of inertia. Taking this quantity to be equal to zero allows the motion to be viewed as taking place in a plane. Care must be taken in this reduction because the Hamiltonian is singular in these coordinates when the three atoms are collinear.

We define the Jacobi coordinates $r, R$, and $\gamma$ as the interatomic CN distance, the distance from the hydrogen atom to the center of mass of the CN bond, and the angle between the hydrogen atom, the center of mass of the CN


Figure 9. The Jacobi coordinates for HCN. The potential energy is constructed as a sum of three two-body interactions plus a three-body term. These terms are functions of the distances between the bodies, $R_{C N}, R_{C H}, R_{N H} . R_{C N}$ is taken to be $r$, and $R_{C H}$ and $R_{N H}$ are expressed as functions of $R$ and $\gamma$.
bond, and the carbon atom (see Fig. 9). In these variables the interatomic distances are given by

$$
\begin{aligned}
& R_{C N}=r \\
& R_{C H}=\sqrt{\left(\frac{m_{N}}{m_{C}+m_{N}}\right)^{2} r^{2}+R^{2}-2\left(\frac{m_{N}}{m_{C}+m_{N}}\right) r R \cos \gamma} \\
& R_{N H}=\sqrt{\left(\frac{m_{C}}{m_{C}+m_{N}}\right)^{2} r^{2}+R^{2}+2\left(\frac{m_{C}}{m_{C}+m_{N}}\right) r R \cos \gamma}
\end{aligned}
$$

where $m_{C}$ and $m_{N}$ are the masses of carbon and nitrogen, respectively.
Phase space is spanned by the Jacobi coordinates and their conjugate momenta. The dimensionality of the various geometrical object that we are interested in are as follows: Phase space is six-dimensional. The energy shell is five-dimensional. The TS, which is a codimension-one surface that partitions the energy shell, is four-dimensional. The boundary or edge of the fourdimensional TS, which is an NHIM, will be three-dimensional. Our goal in this section is to illustrate how to construct representations of these various geometrical objects. We will accomplish this in the course of investigating the flow of states in phase space.

## B. The Hamiltonian

The Hamiltonian has the form

$$
H=T\left(p_{r}, p_{R}, p_{\gamma}, r, R\right)+V(r, R, \gamma)
$$

where $T\left(p_{r}, p_{R}, p_{\gamma}, r, R\right)$ is the kinetic energy and $V(r, R, \gamma)$ is the MCH potential [142]. The kinetic energy has the form

$$
T\left(p_{r}, p_{R}, p_{\gamma}, r, R\right)=\frac{1}{2 \mu} p_{r}^{2}+\frac{1}{2 m} p_{R}^{2}+\frac{1}{2}\left(\frac{1}{\mu r^{2}}+\frac{1}{m R^{2}}\right) p_{\gamma}^{2}
$$

where $\mu$ is the reduced mass of the CN diatom, that is, $\mu=m_{C} m_{N} /\left(m_{C}+m_{N}\right)$, and $m$ corresponds to the reduced mass of the full system, that is, $m=m_{H}\left(m_{C}+m_{N}\right) /\left(m_{H}+m_{C}+m_{N}\right)$. As before, $m_{C}$ and $m_{N}$ are the masses of carbon and nitrogen, and $m_{H}$ is the mass of hydrogen. It is crucial to observe at this junction that kinetic energy is positive definite. This has important consequences that we will discuss shortly.

The MCH potential [142] is given as sum of four terms. The first three are two-body interactions between the three atoms. Each of these take the form

$$
V_{2}(q)=-D_{e} \mathrm{e}^{-a_{1}\left(q-q^{0}\right)} \sum_{k=0}^{n} a_{k}\left(q-q^{0}\right)^{k}
$$



Figure 10. The potential energies for the three two-body potentials are shown in this figure. The three-body potential is a minor perturbation. Note that the CN potential is much deeper and narrower than the other two potentials. This DOF is often decoupled from the other two dynamical DOFs.
where $q$ is one of the three distances between two atoms, namely $q$ is either $R_{C N}$, $R_{C H}$, or $R_{N H}$. The constant $q^{0}$ is the distance between the atoms at equilibrium, that is, it belongs to $\left\{R_{C N}^{0}, R_{C H}^{0}, R_{N H}^{0}\right\}$. Moreover, $D_{e}$ is the binding energy of the two-body interactions, thus it is either $D_{e}^{C N}, D_{e}^{C H}$, or $D_{e}^{N H}$. The coefficients $a_{i}$ are also constant terms. These three two-body interactions are shown in Fig. 10. Finally, in our simulations we have taken $n=3$ for the interactions between the carbon and hydrogen and between the carbon and the nitrogen and $n=1$ for the interaction between hydrogen and nitrogen.

The fourth term is a three-body interaction term. It is the product of three terms

$$
V_{3}\left(R_{C N}, R_{C H}, R_{N H}\right)=V_{I}^{0} \mathscr{S}(\mathscr{R}) \mathscr{P}(\mathscr{R})
$$

Here, $\mathscr{R}$ refers to the three interatomic distances collectively. The first factor in of $V_{3}$ is a constant and can be interpreted as the strength of the three-body interaction. The second factor is a product of three switching functions

$$
\mathscr{S}(\mathscr{R})=\prod_{C N, C H, N H}\left(1-\tanh \frac{\Gamma_{i}\left(R_{i}-S_{i}\right)}{2}\right)
$$

where the constants $S_{i}$ and $\Gamma_{i}$ are to be interpreted as the range over which the three-body interaction is felt and the range over which the interaction is
switched. The last factor, $\mathscr{P}(\mathscr{R})$, is a polynomial of the form

$$
\mathscr{P}(\mathscr{R})=1+\sum_{i} c_{i} s_{i}+\sum_{j \leq i} c_{i j} s_{i} s_{j}+\cdots
$$

where

$$
s_{i}=\sum_{j=C N, C H, N H} \varepsilon_{i}^{j}\left(R_{j}-S_{j}\right)
$$

where $c_{i}, c_{i j}$ and $\varepsilon_{i}^{j}$ are fixed parameters. The values of these constants can be found in Murrell et al. [142]. In our simulations, $\mathscr{P}$ is truncated at degree five in $s_{i}$. It should be noted that distances are given in units of angstroms, energies in units of electron volts, and masses in units of atomic mass units. These are the units in which the original potential was developed.

We have included this discussion of the functional form of the potential energy in order to clearly illustrate complexity of the Hamiltonian function.

## C. Points of Stationary Flow

As we noted above, the kinetic energy is positive definite. Furthermore, it is quadratic in the momenta. As a consequence, we can reduce the search for points of stationary flow in phase space to one of finding the stationary points of the potential energy surface. To see how this comes about, consider the Hamilton's equations for the three velocities

$$
\begin{aligned}
\dot{r} & =\frac{\partial H}{\partial P_{r}} \\
\dot{R} & =\frac{\partial H}{\partial P_{R}} \\
\dot{\gamma} & =\frac{\partial H}{\partial P_{\gamma}}
\end{aligned}
$$

Setting the velocities equal to zero and using the Hamiltonian given above to evaluate the derivatives yields

$$
\begin{aligned}
\frac{1}{\mu} p_{r} & =0 \\
\frac{1}{m} p_{R} & =0 \\
\left(\frac{1}{\mu r^{2}}+\frac{1}{m R^{2}}\right) p_{\gamma} & =0
\end{aligned}
$$

TABLE I
The Positions of the Five Equilibrium Points of the Murrell, Carter, and Halonen Potential
Energy Surface ${ }^{a}$

|  | $r$ | $R$ | $\gamma$ |
| :--- | :--- | :--- | :---: |
| HCN | 1.15321621033313359 | 1.6864160898153111 | 0.0 |
| HNC | 1.16451121001722257 | 1.53121204160717798 | $\pi$ |
| Saddle | 1.1394029718182721 | 1.20844255384653775 | 1.16823395477807734 |
| Barrier 2 | 1.14781465664160409 | 1.19699789318508864 | 2.15136248734495216 |
| Well 2 | 1.13654692030783732 | 1.11615395989081878 | 1.99142694984300057 |

${ }^{a}$ The first two are the minima of the HCN and HNC potential wells. The third is the saddle point separating these two wells. The final two points are associated with a very shallow well within the HNC well. There are included here for the sake of completeness. The distances are given in angstroms.

From this we see that the only solution corresponds to the three momenta equaling zero, $p_{r}=p_{R}=p_{\gamma}=0$. The remaining three equations of motion in essence, require that the forces exerted on the system be equal to zero. This occurs at the extremum, or equilibrium, points of the potential energy.

The MCH potential energy surface has five equilibrium points in the energy regime of interest in the present study. These are given in Table I.

The conjugate momenta of these fixed points are given by $p_{r}=0, p_{R}=0$, and $p_{\gamma}=0$. The energies of these equilibrium points appear in Table II.

The stability of the equilibrium points can be determined in either of two ways. We can evaluate the eigenvalues of the matrix of second derivatives of the potential energy surface, or we can evaluate the eigenvalues of the stability matrix again evaluated. In either case we evaluate the matrices at the equilibrium points. These eigenvalues are given, respectively, in Tables III and IV.

The first two equilibrium points are stable in all three DOFs and occur at the bottom of the two major potential wells. The first corresponds to the hydrogen cyanide equilibrium configuration, while the second corresponds to the

TABLE II
The Energies of the Five Fixed Points

|  | Energy | Relative to HCN | Relative to HNC |
| :--- | :--- | :---: | :---: |
| HCN | -13.5914 | 0.0 | -0.4849 |
| HNC | -13.1065 | 0.4849 | 0.0 |
| Saddle | -12.0827 | 1.5087 | 1.0238 |
| Barrier 2 | -12.7174 | 0.8739 | 0.3890 |
| Well 2 | -12.7217 | 0.8697 | 0.3848 |

TABLE III
The Force Constant for the Normal Modes at the Equilibrium Points of the Potential Energy Surface ${ }^{a}$

|  | $\kappa_{1}$ | $\kappa_{2}$ | $\kappa_{3}$ |
| :--- | :--- | :--- | :--- |
| HCN | 134.43 | 33.9942 | 4.11204 |
| HNC | 125.485 | 41.3439 | 1.6211 |
| Saddle | 134.193 | 31.8395 | -5.48101 |
| Barrier 2 | 128.109 | 41.2462 | -0.746732 |
| Well 2 | 139.425 | 38.0718 | 0.844229 |

${ }^{a}$ Observe that, since all three force constants are positive, the motion will be oscillatory in the neighborhood of the first two and fifth equilibrium points.
hydrogen isocyanide equilibrium configuration. The third equilibrium point is a rank-one saddle; that is, it is stable in two DOFs and unstable in last DOF. It corresponds to the saddle point that separates the two major wells. The fourth and fifth equilibrium points are associated with a very shallow well that lies within much larger and deeper hydrogen isocyanide well. These two points will not play a role in our analysis and are mentioned here only for completeness reasons.

The eigenvalues of the matrix of second derivative of the potential energy surface are equal to the force (or spring) constants of the normal modes at the equilibrium points. Examining the values of these constants, which are given in Table III, we see that, in the neighborhood of the first and second equilibrium points, the motion will be oscillatory in all three DOFs. The eigenvalues of the stability matrix, which are given in Table IV, have a similar interpretation. They

TABLE IV
The Eigenvalues of the Stability Matrix at the Five Fixed Points in
Phase Space ${ }^{a}$

|  | $\lambda_{1}$ | $\lambda_{2}$ | $\lambda_{3}$ |
| :--- | :---: | :---: | :--- |
| HCN | $6.61679 i$ | $4.07866 i$ | $1.40293 i$ |
| HNC | $7.27826 i$ | $3.95081 i$ | $0.94732 i$ |
| Saddle | $5.99066 i$ | $4.28245 i$ | 2.1828 |
| Barrier 2 | $6.95079 i$ | $4.14571 i$ | 0.881658 |
| Well 2 | $6.76476 i$ | $4.32309 i$ | $0.865383 i$ |

${ }^{a}$ The eigenvalues occur as complex conjugate pairs. The imaginary eigenvalues correspond to stable modes, and the magnitude of the eigenvalues are equal to the frequencies. Note that the frequencies of the two stable modes at the saddle are not in resonance. Consequently, good quantum numbers can be defined for the activated complex.
are, in essence, rate constants. That is, they are a measure of the length of time required for a system to escape from the neighborhood of the equilibrium point. When these constants take imaginary values, it implies that the system is oscillating in the neighborhood of the equilibrium point with a frequency equal to the magnitude of the eigenvalue.

## D. Preparation for Transformation to the Normal Form

Once the rank-one saddles in phase space have been identified, it is, in principle, straightforward to prepare the Hamiltonian for transformation into normal form (for a detailed example, see Ref. 21). This process involves three steps. First the origin of phase space is transformed to the desired stationary point. In the present case, a simple translation of the origin of coordinate space accomplishes this shift of the origin of phase space to the location of the third point of stationary flowthat is, to the saddle point lying between the two major potential wells. The second step identifies the normal modes of the Hamiltonian and transforms to the corresponding set of variables. This is accomplished by the symplectic diagonalization on the quadratic part of the initial Hamiltonian. The third and final step involves expanding the Hamiltonian into a Taylor series about the desired saddle point. While this step is not conceptually difficult, in actual practice accomplishing this step can be very time-consuming and can require significant computer resources.

## E. Transformation to the Normal Form

We apply the Lie transformation to the Hamiltonian $H=\sum_{n=2}^{8} H_{n}$, where $H_{2}$ is given by

$$
H_{2}=\lambda_{1} x_{1} x_{4}+\lambda_{2} x_{2} x_{5}+\lambda_{3} x_{3} x_{6}
$$

and the frequencies $\lambda_{i}$ are the ones corresponding to the saddle point (see Table IV). Each $H_{n}$ for $2<n \leq 8$ is a homogeneous polynomial of degree $n$ in the complex coordinates $\mathbf{x}$ obtained from the potential $V$ after passing from the coordinates $(r, R, \gamma)$ to the variables $\mathbf{x}$. Thus, we plan to carry out the calculations up to polynomials of degree eight-i.e., up to sixth order in the normal-form construction. In this way, we build a change of variables from the old ones $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)$ to the new ones $\mathbf{y}=\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}\right)$.

We start by identifying $H_{2}$ with $\mathscr{H}_{0}$ and each $H_{n+2}$ with $\mathscr{H}_{n} / n!, 2<n \leq 6$. Then, we must recall that terms belonging to $\tilde{\mathscr{H}}_{n}$ are monomials in $\mathbf{x}$ of degree $n+2$ with real or complex coefficients $c$.

As the operator $\mathrm{ad}_{H_{2}}$ is diagonal, we can proceed by examining if a simple monomial will be included in the normal-form Hamiltonian or not. Specifically, a monomial of degree $n+2$,

$$
m_{n}=c x_{1}^{j_{1}} x_{2}^{j_{2}} x_{3}^{j_{3}} x_{1}^{k_{1}} x_{2}^{k_{2}} x_{3}^{k_{3}}
$$

such that $\sum_{l=1}^{3}\left(j_{l}+k_{l}\right)=n+2$, belongs to the kernel of $\operatorname{ad}_{H_{2}}$ (i.e., it satisfies $\left\{m_{n}, H_{2}\right\}=0$ ), and therefore it must be incorporated to the new Hamiltonian if and only if $j_{1}=k_{1}, j_{2}=k_{2}$ and $j_{3}=k_{3}$. Otherwise its contribution to the new Hamiltonian $K$ is zero, and the part corresponding to the generating function $\mathscr{W}_{n}$ becomes

$$
\frac{m_{n}}{\lambda_{3}\left(k_{3}-j_{3}\right)+\lambda_{1}\left(k_{1}-j_{1}\right)+\lambda_{2}\left(k_{2}-j_{2}\right)}
$$

Note that this denominator does not vanish since the eigenvalues $\lambda_{2}$ and $\lambda_{3}$ correspond to nonresonant normal modes. This is the key point in solving the homology equation (26) at each order $n$.

We rescale the coordinates, say $\mathbf{x}^{*} \rightarrow \varepsilon \mathbf{x}$, to introduce the small parameter $\varepsilon$ and adopt then the formulae of Section V.A. Afterwards we set $\varepsilon=1$ and drop the star to simplify our notation further. We call the normal form $K=\sum_{n=2}^{8} K_{n}$, and in complex coordinates (the transformed ones $\mathbf{y}$ ) it reads as follows:

$$
\begin{equation*}
K(\mathbf{y})=\sum_{0 \leq i+j+k \leq 4} \bar{a}_{i j k}\left(y_{1} y_{4}\right)^{i}\left(y_{2} y_{5}\right)^{j}\left(y_{3} y_{6}\right)^{k} \tag{35}
\end{equation*}
$$

where the sum goes over all $i, j$, and $k$ with $0 \leq i+j \leq 4$ and the coefficients $\bar{a}_{i j k}$ are real or complex. In particular,

$$
K_{2}=\lambda_{1} y_{1} y_{4}+\lambda_{2} y_{2} y_{5}+\lambda_{3} y_{3} y_{6}
$$

The Hamiltonian $K$ can be split into Hamiltonians $K_{n}$ for $2 \leq n \leq 8$. Each $K_{n}$ is a homogeneous polynomial of degree $n$. The generating function is also a polynomial in $\mathbf{x}$ (or in $\mathbf{y}$ ) of degree eight, but it is too long display here. Specifically, $\mathscr{W}=\sum_{n=1}^{6} \mathscr{W}_{n} / n!$ is written as $W=\sum_{n=3}^{8} W_{n}$ where each $W_{n}$ is also a homogeneous polynomial in $\mathbf{x}$ of degree $n$.

Once $W$ has been determined, we can calculate the new variables (or any function of them) as functions of the old ones and vice versa, by means of Eqs. (27) and (29). In particular, the use of the direct change which makes explicitly $\mathbf{x}$ as polynomials of $\mathbf{y}$ of degree eight will be crucial to obtain the expressions of the NHIM, the TS and the other structures in terms of the original coordinates $(r, R, \gamma)$ and momenta $\left(p_{r}, p_{R}, p_{\gamma}\right)$.

Next, it is straightforward to use action-angle variables, with the aim of writing $K$ as the normal form

$$
K\left(I_{1}, I_{2}, I_{3}\right)=\sum_{0 \leq i+j+k \leq 4} a_{i j k} I_{1}^{i} I_{2}^{j} I_{3}^{k}
$$

TABLE V
Values of the Coefficients of the Normal-Form Hamiltonian

| $a_{000}$ | -12.08270621909487 |  |  |
| :--- | :---: | :---: | :---: |
| $a_{100}$ | 0.954905129358249 | $a_{301}$ | 0.0005856303577910487 |
| $a_{200}$ | -0.03806852708896476 | $a_{011}$ | -0.003100813333260371 |
| $a_{300}$ | 0.0027310729862473205 | $a_{111}$ | -0.003222234665742905 |
| $a_{400}$ | 0.000030342422691386055 | $a_{211}$ | 0.0013154465433325067 |
| $a_{010}$ | 0.6784357290530834 | $a_{021}$ | -0.00029536597940468037 |
| $a_{110}$ | -0.03634032763273621 | $a_{121}$ | -0.00009307509500353229 |
| $a_{210}$ | 0.005010467124410658 | $a_{031}$ | -0.00016681125684889185 |
| $a_{310}$ | 0.000521036141694136 | $a_{002}$ | 0.0167902092282642 |
| $a_{020}$ | -0.015100569431461403 | $a_{102}$ | -0.001920402152291333 |
| $a_{120}$ | 0.0007005897422981253 | $a_{202}$ | 0.00038444427179500226 |
| $a_{220}$ | 0.0018285195757281284 | $a_{012}$ | -0.0006592352377808216 |
| $a_{030}$ | -0.0007327257466574936 | $a_{112}$ | 0.000029430000778286972 |
| $a_{130}$ | 1.4149150136276378 | $a_{022}$ | -0.0002881442069027329 |
| $a_{040}$ | 0.00003581710535858259 | $a_{003}$ | -0.0013124004701446804 |
| $a_{001}$ | 0.34527320408687906 | $a_{103}$ | 0.00006355693478722243 |
| $a_{101}$ | -0.01911783201950005 | $a_{013}$ | -0.000023067584987807643 |
| $a_{201}$ | 0.0004324327528662697 | $a_{004}$ | 0.00026905971010348154 |

where the sum goes over all $i, j$, and $k$ such that $0 \leq i+j \leq 4$ and the first two constants of the motion, $I_{1}=i y_{1} y_{4}$ and $I_{2}=i y_{2} y_{5}$, are the classical action variables associated with the two nonreactive DOFs. The first $I_{1}$ is associated with the vibrational motion of the hydrogen atom, while the second is associated with the CN stretching motion. The third constant of the motion, $I_{3}=y_{3} y_{6}$ is the action associated with the reactive coordinate. The coefficients in the above Hamiltonian are given in Table V.

## F. Visualization of the HCN Dynamics

It is possible to introduce a new set of normal-form variables, related to the coordinates $\left(y_{1}, y_{2}, y_{3}\right)$ and momenta $\left(y_{4}, y_{5}, y_{6}\right)$. We introduce Cartesian variables $\left(q_{1}^{\prime}, q_{2}^{\prime}, q_{3}^{\prime}, p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}\right)$ through

$$
\begin{array}{lll}
y_{1}=q_{3}^{\prime}, & y_{2}=\frac{1}{\sqrt{2}}\left(q_{2}^{\prime}+i p_{2}^{\prime}\right), & y_{3}=\frac{1}{\sqrt{2}}\left(q_{1}^{\prime}+i p_{1}^{\prime}\right)  \tag{36}\\
y_{4}=p_{3}^{\prime}, & y_{5}=\frac{1}{\sqrt{2}}\left(i q_{2}^{\prime}+p_{2}^{\prime}\right), & y_{6}=\frac{1}{\sqrt{2}}\left(i q_{1}^{\prime}+p_{1}^{\prime}\right)
\end{array}
$$

The variables $\left(q_{1}^{\prime}, q_{2}^{\prime}, q_{3}^{\prime}, p_{1}^{\prime}, p_{2}^{\prime}, p_{3}^{\prime}\right)$ can be mapped back to the Cartesian coordinates previous to the normal-form process-that is, to the variables $\left(q_{1}, q_{2}, q_{3}, p_{1}, p_{2}, p_{3}\right)$ by means of the direct change of the Lie transformation, using the generating function $W$ written in terms of the $q_{i}^{\prime}$ and $p_{i}^{\prime}$.


Figure 11. (The color version is available from the authors.) A picture of the three-dimensional PES of isomerizing HCN. At the saddle (the bottleneck of the large figure), we show a pair of closeby trajectories, one reactive and one nonreactive, very much like in Fig. 3. The saddle region is magnified in the inset. The gray ellipse around the saddle is the configuration-space projection of the four-dimensional TS.

Next we put into effect the visualization techniques we discussed in Section V.B. Our purpose is to show how the complex dynamics of the pair of trajectories in Figs. 11 and 12 is simplified by the normal-form transformation.

In the following figures the reader can see the three uncoupled motions that make up the complex motions depicted in the previous two figures-that is, single trajectories in the saddle plane (see Fig. 13), in the center plane (see Fig. 14), and in the other center plane (see Fig. 15), respectively, depicted in the normal-form variables $q_{i}^{\prime}, p_{i}^{\prime}$. Note that the TS is denoted by the diagonal line, $q_{3}^{\prime}=p_{3}^{\prime}$, in the saddle plane as it appears in Fig. 13. The NHIM is given by $q_{3}^{\prime}=p_{3}^{\prime}=0$, and the stable and unstable manifolds of the NHIM are given by $q_{3}^{\prime}=0$ and $p_{3}^{\prime}=0$, respectively. Thus, a forward reactive trajectory requires $q_{3}^{\prime}>0$ and a forward nonreactive trajectory requires $q_{3}^{\prime}<0$. The rest of the coordinates of the trajectory can be chosen arbitrarily (but respecting energy conservation). In each figure, the ball indicates the point of passage through the TS. The curves (outermost circles) indicate the boundary of the energy surface. Once the two trajectories are chosen in the normal-form variables, they


Figure 12. (The color version is available from the authors.) Two trajectories, so close in phase space that they appear as one, approach the saddle from the lower right, as in Fig. 3. After some complex dynamics around the saddle point, one reacts (crosses the TS at the dot) and goes off to the top left, and the nonreactive one returns to the lower right. We engineered this outcome by selecting their initial conditions on opposite sides of the impenetrable phase-space barrier (one of the "scissors" [20]) between reacting and nonreacting hypervolumes.


Figure 13. (The color version is available from the authors.) The previous pair of trajectories as seen in the normal-form coordinates in the hyperbolic direction. The complicated dynamics at the saddle has been smoothed out. The two trajectories approach from the top. Note how the $p_{3}$ axis acts as a separatrix between them. The reactive one intersects the TS (the diagonal) at the dot. Compare this with Figs. 5, 6, and 7. Primes on $q_{3}^{\prime}$ and $p_{3}^{\prime}$ (see the text) have been dropped.


Figure 14. (The color version is available from the authors.) The same pair of trajectories in one of the bath mode normal-form variables. The outer circle is determined by the total energy. Primes on $q_{1}^{\prime}$ and $p_{1}^{\prime}$ have been dropped.
are mapped back into the original variables. Moreover, all of the other explicitly known geometrical structures in normal-form coordinates relevant to the reaction-the TS, the NHIM, and its stable and unstable manifolds (which define the boundaries of the reaction channels)-can be mapped back into the original variables.


Figure 15. (The color version is available from the authors.) The same pair of trajectories in the other bath mode's normal-form variables. Primes on $q_{2}^{\prime}$ and $p_{2}^{\prime}$ have been dropped.

## G. The Quantization of the Nonreactive Degrees of Freedom

Once the Hamiltonian has been transformed into normal form, the quantization of the nonreactive DOFs is straightforward. While complications can occur, the present example is free of the worst of these. The vibrational modes normal to the reactive coordinate are not in resonance. Consequently, the quantization is straightforward and accomplished by quantizing the classical action variables

$$
\begin{aligned}
& I_{1}=\left(n_{r}+\frac{1}{2}\right) \hbar \\
& I_{2}=\left(n_{R}+\frac{1}{2}\right) \hbar
\end{aligned}
$$

for $n_{r}=0,1,2 \ldots$ and $n_{R}=0,1,2 \ldots$ This results in an expression for the total energy in terms of the quantum numbers for the internal DOFs and the action in the reactive mode.

At the barrier height, the action in the reactive mode is equal to zero. Setting it to zero yields an expression for the energies of the quantized states sitting above the barrier. These are the "gateway" states. This expression is given by

$$
E_{n_{r}, n_{R}}^{T S}=\sum_{0 \leq i+j \leq 4} b_{i j} n_{r}^{i} n_{R}^{j}
$$

where the sum goes over all $i$ and $j$ such that $0 \leq i+j \leq 4$ and the coefficients $b_{i j}$ are given in Table VI. The difference between the coefficients $b_{00}$ and $a_{000}$ gives the zero-point energy associated with the lowest quantized TS, $E_{T S}^{0}=$ 0.79546447 . The quantized energy levels are given in Table VII.

TABLE VI
Values of the Coefficients of the Normal Form Hamiltonian: $\hbar=0.0646541478$

| $b_{00}$ | -11.287241748006593 | $b_{31}$ | 0.000521036141694136 |
| :--- | :---: | :---: | :---: |
| $b_{10}$ | 0.9041762942583398 | $b_{02}$ | -0.014657625171057372 |
| $b_{20}$ | 0.030573263413148734 | $b_{12}$ | 0.0038908742325688573 |
| $b_{30}$ | 0.003052275902477161 | $b_{22}$ | 0.0018285195757281284 |
| $b_{40}$ | 0.000030342422691386055 | $b_{03}$ | -0.00020716989775946035 |
| $b_{01}$ | 0.6470989723404712 | $b_{13}$ | 0.0009078432763617361 |
| $b_{11}$ | -0.027729091626757386 | $b_{04}$ | 0.00003581710535858259 |
| $b_{21}$ | 0.007620540912679991 |  |  |

TABLE VII
The Energies of the Quantized Transition States ${ }^{a}$

| $n_{r}$ | $n_{R}$ | $E$ |
| :---: | :---: | :---: |
| 0 | 0 | -12.0300 |
| 0 | 1 | -11.9863 |
| 1 | 0 | -11.9687 |
| 0 | 2 | -11.9428 |
| 1 | 1 | -11.9251 |
| 2 | 0 | -11.9076 |

${ }^{a}$ The energy is given in units of electron volts (eV). These energies correspond to the quantized threshold energies discussed in Ref. 23.

## VII. SUMMARY AND OUTLOOK

The Normal Form approach can give the researcher an analytical tool for finding phase-space geometrical objects such as normally hyperbolic invariant manifolds (NHIMs), and, of even greater interest to a chemist, the transition state (TS) [19,21]. In this review, we illustrated the procedure on the isomerization of HCN. Concretely, we showed how to determine the TS analytically. We constructed the three asymptotic integrals of the original Hamiltonian by inverting the normalform transformations. The same procedure led to the NHIM and its stable and unstable manifolds. We also computed trajectories that start on the NHIM on the five-dimensional energy surface, as well as in the forward and backward stable and unstable manifolds associated with the NHIM. It is straightforward to choose and run these trajectories from the normal-form vector field. The normalform transformation then allows us to obtain them in the original coordinates. We projected these phase-space objects into configuration space by computer visualization. In short, we showed the degree of control and knowledge of the exact dynamical trajectories near the TS in a system with three DOFs. The procedure is designed to work similarly well in arbitrary numbers of dimensions. We hope that the theory explained here will help in the solutions of problems more complex than those in small isolated molecules.
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## I. INTRODUCTION

Transition State theory (TST) is an extremely successful theory for chemical physics. It is simple to understand in its elementary versions and is appealing for its intuitiveness. It has been developed over the years into a whole series of theories or branches of theories, in order to make it more apt to calculate and predict kinetic factors of various chemical reactions or half reactions. Very many references appeared, dealing with transition state theories, in its many variants, and some of the articles in this series of reviews contain many of those. In particular, unimolecular decays are treated here in great detail by Rice [1]. A general review, exhaustive at its time of appearance, is Ref. 2. Some particularly stimulating references may be found in the work by Gaspard [3].

As stated earlier by Komatsuzaki and Berry [4], it is a common intuition that there should exist somewhere in phase space a surface (a manifold) that would separate the regions of reactants from the region of products. For obvious reasons, this surface has been named a transition state, or dividing surface. It has to be crossed by the system in order for it to be transported from reactants to products. For many reasons, finding this surface proved to be much more elusive than anticipated years ago. Also, it must be stated at once that such a concept is essentially a classical one. Still, three problems make the definition of a transition state far from obvious:

1. Quantum mechanics does not define easily a surface. There have been many attempts to properly define a quantum transition state [5]. While a purely quantum view is difficult, semiclassical insights are awaited [6,7].
2. Because of the prevalence of Hamiltonian chaos, trajectories may cross the dividing surface and than cross it back and forth a certain amount time, even an indefinite one. While this is impossible at the linear level, one has to resort to perturbation theory to overcome this drawback.
3. The third problem is a problem of dimensionalities. While it is easy to visualize dynamics with few degrees of freedom and/or zero angular momentum, the situation may be far from obvious with angular momentum and/or many dimensions. Some steps towards this understanding will be presented here.

In this chapter, I do not wish to enter into a review of all those variants of TST, nor into many actual chemical applications. My goal is more pedagogical. I wish to try to describe how it is possible, in general, to define a classical transition state for a $n$ degrees of freedom system, which includes chemical reactions and/ or angular momentum. Because geometry is our main theme here, much of the chapter is restricted to linear Hamiltonians. Indeed, those linear (or linearized) Hamiltonians are a good base for discussion of the topological structure of phase space near a transition state. The linearized Hamiltonian is easy to understand and allows for exact calculations and representations, yet captures some of the most important concepts. Furthermore, it serves as a basis for a perturbation theory, which deals with the extremely serious problem of nonlinearities (the recrossing problem, point 2 above). These canonical perturbation theories, in their various variants, have been described in great detail recently [4,8-12] and I do not wish do go into that subject. Rather, when presenting actual examples, I will present purely numerical support for the generalization of linear analysis toward the fully nonlinear case. It is hoped that this approach will help the reader in devising another approach to the problem of nonlinearities in TST.

As this book shows, TST is becoming more and more of a multidisciplinary endeavor. Some new applications may be found outside the realm of chemical physics. In particular, Marsden and co-workers [13] applied those concepts to celestial mechanics of small bodies, while the general theory of the Keplerian three-body problem makes use of TST, even if in a highly singular case [14,15]. Much work remains to be done outside of chemical physics types of dynamics. I come back to this question in the conclusion.

The outline of this chapter is as follows. We begin by putting forward some elementary properties of Hamiltonian dynamics and defining linearization processes (Section II). Then, we describe one and two degree of freedom dynamics, having in mind our next generalization to $n$-degree-of-freedom dynamics (Section III). All other necessary tools having been described, we proceed to the two new cases, $n$ degrees of freedom and nonzero angular momentum. Examples are proposed in this part (Section IV). We end with a short conclusion.

## II. HAMILTONIAN DYNAMICS

## A. General Equations

To begin with, it is useful to recall some elementary properties of dynamics in phase space [16]. Let a classical Hamiltonian be written as

$$
\begin{equation*}
H=H\left(p_{i}, q_{i}\right), \quad i=1, \ldots, n \tag{1}
\end{equation*}
$$

In Eq. (1), $q_{i}$ are the generalized coordinates, $p_{i}$, their conjugate generalized momenta and $n$ is the number of coordinates necessary to fully describe the
system; $n$ is called the number of degrees of freedom (DOFs). In short we speak of $H$ (Eq. (1)) as an $n$-DOF Hamiltonian. Throughout this article we explicitly exclude time dependent Hamiltonians, since very little is known in terms of timedependent transition state (TS).

Let us note in passing that we do not restrain to Hamiltonians of the form:

$$
\begin{equation*}
H=T\left(p_{i}\right)+V\left(q_{i}\right) \tag{2}
\end{equation*}
$$

where $T$ and $V$ would be respectively kinetic and potential energies. While this situation often occurs, it is not so realistic in molecular physics. Hamiltonians we have to deal with become easily rather involved, all the more if angular momentum comes into play. In particular, $H$ involving both angular momentum and deformation in molecular systems is by no means trivial [17-19].

Let us recall also the equation of motion (the dot denotes derivatives with time, $\dot{a} \equiv d a / d t)$ :

$$
\begin{align*}
& \dot{q}_{i}=+\frac{\partial H}{\partial p_{i}} \\
& \dot{p}_{i}=-\frac{\partial H}{\partial q_{i}} \tag{3}
\end{align*}
$$

In more mathematical contexts, it is customary to write down these equations in a more compact way, that readily extends towards $n$-DOF Hamiltonians. Let $x=\left\{q_{i}, p_{i}\right\}$, where $x$ is a vector. $x$ denotes collectively all coordinates and momenta, emphasizing their possible combination in canonical transformations. Then $H=H(x)$ and equations (3) become

$$
\begin{equation*}
\dot{x}=\mathrm{J} \nabla H(x) \tag{4}
\end{equation*}
$$

where $\nabla H \equiv \partial H / \partial x$ and J is the so-called symplectic matrix:

$$
\mathrm{J}=\left(\begin{array}{cc}
0 & I  \tag{5}\\
-I & 0
\end{array}\right), \quad I=\delta_{i j}, i, j=1, \ldots, n
$$

$I$ is the $n \times n$ identity matrix. Let us recall here that the classical equations of motion, Eq. (4), is an ordinary differential equation (ODE), as opposed to the Schrödinger equation, which is a partial differential equation. Being an ODE, even if nonlinear, the solution of Eq. (4), $x(t)$, is uniquely defined by the initial conditions $x(t=0)$.

An equilibrium point, in general, is defined as a point for which $\dot{x}=0$ ( $\dot{p}_{i}=\dot{q}_{i}=0$ ). Looking at Eqs. (3 and 4), this amounts to stating that a certain point $P$ is an equilibrium point if the gradient $\nabla H=0$. This definition is general
for true (absolute) equilibrium points. It can be readily extended to relative equilibria (see Section V). On the other hand, if we restrict the form of $H$ to

$$
H=\sum_{i} \frac{p_{i}^{2}}{2 m}+V\left(q_{i}\right)
$$

where $m$ is the mass of the system, then $p_{i}=m \dot{q}_{i}$. The equilibrium points are found at the usual conditions

$$
\begin{equation*}
\dot{q}_{i}=0 ; \quad \frac{\partial V}{\partial q_{i}}=0 \tag{6}
\end{equation*}
$$

Hamiltonian dynamical system theory is the mathematical framework on which TST rests; many textbooks, of various mathematical sophistication, describe this branch of pure/applied mathematics. Some of the various flavors are [20-24]. Very little of this vast information will be needed here, and we shall try to be as self-consistent as possible.

## B. Dimensions

In order to understand the problem of finding TS with three or more DOFs, it is useful to address the question of dimensionalities, in configuration and phase space. In classical, Hamiltonian dynamics, transition states are grounded on the idea that certain surfaces (more precisely, certain manifolds) act as barriers in phase space. It is possible to devise barriers in phase space, since in phase space, in contrast to configuration space, two trajectories never cross [uniqueness of solutions of ODEs, see Eq. (4)]. In order to construct a barrier in phase space, the first step is to construct a manifold $\mathscr{W}$ that is made of a set of trajectories [8].

1. $\mathscr{W}$ is said to be "invariant under the flow generated by the Hamiltonian H."
2. $\mathscr{W}$ is codimension 1 in the phase space $\phi$ or its restriction to a particular energy, $\phi(E)$.

Point 2 means that ( $D$ is a dimension)

$$
\begin{equation*}
D^{(\mathscr{W})}=D^{(\phi)}-1 \quad \text { or } \quad D^{(\mathscr{W})}(E)=D^{(\phi)}(E)-1 \tag{7}
\end{equation*}
$$

With these properties, $\mathscr{W}$ locally separates phase space, as illustrated in the scheme (Figure 1). It is very important to note that even if $\mathscr{W}$ has codimension 1 and is locally a separatrix, it does mean in $n$ DOFs that $\mathscr{W}$ neither has a simple geometry, because it is subject to stretching and folding because of chaos [24-26], nor separates globally (see Ref. 27). Let us now make a summary of the


Figure 1. A scheme of separatrices. Ensemble of trajectories are schematized by gray sets. The three sets of trajectories, $1,2,3$, evolute but never cross the separatrices represented by dashed lines.
dimensionalities for several values of $n$ (Table I). Examination of Table I shows that three different types of dynamics occur.

1. $n=1$. The energy level is made of trajectories. Separatrices are identified with some particular trajectories (see Section III.A).
2. $n=2$. Poincaré surface of section is of dimension 2 , as are stable and unstable manifolds of periodic orbits. Hence, the huge simplicity of $n=2$ is that:
(a) Poincaré sections may be drawn on a sheet of paper or on a computer screen, allowing easy exploration of $\phi(E)$.
(b) Stable/unstable manifolds of periodic orbits are separatrices. This is the departure point of many studies of transport in phase space, based on lobe dynamics seen one way or another [28-33].

TABLE I
Dimensions of Various Objects of $n$-DOF Hamiltonian System ${ }^{a}$

| $n$ | 1 | 2 | 3 | $N$ |
| :--- | :---: | :---: | :---: | :---: |
| $\phi$, phase space | 2 | 4 | 6 | $2 N$ |
| $\phi(E)$, energy level | 1 | 3 | 5 | $2 N-1$ |
| Trajectory | $1(0)$ | $1(2)$ | $1(4)$ | $1(2 N-2)$ |
| (Un)stable manifold of trajectory | - | $2(1)$ | $2(3)$ | $2(2 N-3)$ |
| Poincaré section | - | $2(1)$ | $4(1)$ | $2 N-2(1)$ |

[^10]3. $n \geq 3$. All the nice features disappear. It is impossible to draw Poincaré sections easily because periodic orbits have large codimensions, as have their stable/unstable manifolds.

Point 3 is developed fully in Section IV, especially in Section IV.A.

## III. GEOMETRY IN SIMPLER CASES

## A. One Degree of Freedom

While the one-dimensional case may seem too simple, even trivial, it presents a good opportunity to put forward some very general concepts. These concepts, like the existence of barriers in phase space and the stable/unstable manifolds theorem, are best introduced here, having in mind that most interesting applications will come later on. Also, the one-dimensional case has been employed in less trivial ways, by reducing all rapid DOFs to some adiabatic approximation allowing nonlinear one-dimensional TST to be applied [34].

## 1. Linear Case, Linearization

To begin our discussion of geometry, let us restrict ourselves to 1-DOF systems,

$$
\begin{equation*}
H=H(p, q) \tag{8}
\end{equation*}
$$

This system is too simple to display a proper TS, but is good enough to begin with and shows some interesting features. Let us simplify dynamics as much as possible and write

$$
\begin{equation*}
H=\frac{p^{2}}{2}+V(q) \tag{9}
\end{equation*}
$$

Mass is set to 1 without loss of generality, for all Hamiltonians definition, except where explicitly needed.

Equation (6) tells us that an equilibrium point may be found for Hamiltonian (9) at points such that $\mathrm{d} V / \mathrm{d} q=0$ (Fig. 2). The linear stability of the equilibrium points is easily found by examining the sign of the second derivative:

$$
\begin{equation*}
\text { Stable: } \quad \frac{\partial^{2} V}{\partial q^{2}}>0 \quad \text { Unstable: } \quad \frac{\partial^{2} V}{\partial q^{2}}<0 \tag{10}
\end{equation*}
$$

Marginally stable equilibrium points are such that $\partial^{2} V / \partial q^{2}=0$. The stability is then determined by the nonlinearity of the force $-\partial V / \partial q$. In the $1-$ DOF case, this is easily extended to the general Hamiltonian (8). An equilibrium point is such that $\partial H / \partial p=\partial H / \partial q=0$. The linear stability proceeds as follows,


Figure 2. A one-dimensional potential, with three equilibrium points: $P_{0}, P_{1}, P_{2}$.
which is readily generalizable to more DOFs. Let the Hessian of Hamiltonian $H$ be defined as

$$
\operatorname{Hess}(H)=\left(\begin{array}{cc}
\frac{\partial^{2} H}{\partial p^{2}} & \frac{\partial^{2} H}{\partial p \partial q}  \tag{11}\\
\frac{\partial^{2} H}{\partial p \partial q} & \frac{\partial^{2} H}{\partial q^{2}}
\end{array}\right)
$$

Since we are interested in motion nearby the equilibrium point, let us make the following expansion. Let the coordinates of $P$ be $x_{P}$ and define $x=x_{P}+\delta x$. Setting without loss of generality $x_{P}=0$, we have in first order in $\delta x$ the following matrix equation:

$$
\begin{equation*}
\dot{\delta} x=\mathrm{J} \operatorname{Hess}(H) \delta x=\mathrm{M} \delta x \tag{12}
\end{equation*}
$$

Restricting to one DOF, equation (12) reads

$$
\binom{\dot{\delta} p}{\dot{\delta} q}=\left(\begin{array}{cc}
\frac{\partial^{2} H}{\partial p \partial q} & \frac{\partial^{2} H}{\partial q^{2}}  \tag{13}\\
-\frac{\partial^{2} H}{\partial p^{2}} & -\frac{\partial^{2} H}{\partial p \partial q}
\end{array}\right)\binom{\delta p}{\delta q}
$$

In order to find the linear stability of $P$, let us look at the eigenvalues of the matrix in (13). We have

$$
\begin{equation*}
\lambda_{1,2}= \pm\left[\left(\frac{\partial^{2} H}{\partial p \partial q}\right)^{2}+\frac{\partial^{2} H}{\partial q^{2}} \frac{\partial^{2} H}{\partial p^{2}}\right]^{1 / 2} \tag{14}
\end{equation*}
$$



Figure 3. Phase portrait of a hyperbolic fixed point, for a 1-DOF linear Hamiltonian.

If the square root is real, it is possible to put Hamiltonian (8) in the following linearized form in the vicinity of $P$ :

$$
\begin{equation*}
H_{\operatorname{lin}}=\frac{1}{2} p_{\xi}^{2}-\frac{1}{2} \lambda_{1,2}^{2} \xi^{2} \tag{15}
\end{equation*}
$$

where $\left(p_{\xi}, \xi\right)$ is the eigenvector of the matrix (14). This is the equation of an antiharmonic oscillator. Its well-known phase-space portrait is depicted Fig. 3. A linearly unstable equilibrium point is called a hyperbolic equilibrium point. In some contexts, the point $P$ is called a critical point; an unstable equilibrium is a saddle critical point; a stable equilibrium point is called a center critical point. Coordinates $\xi, p_{\xi}$ are called reaction coordinate and momentum. Likewise, if $\lambda_{1,2}$ is imaginary, we have

$$
\begin{equation*}
H_{\operatorname{lin}}=\frac{1}{2} p_{y}^{2}+\frac{1}{2} \lambda_{1,2}^{2} y^{2} \tag{16}
\end{equation*}
$$

where $\left(p_{y}, y\right)$ are the eigenvector of the matrix (14). This is the equation of a harmonic oscillator, and its phase-space portrait is depicted in Fig. 4. In Fig. 2, points $P_{1}$ and $P_{2}$ are elliptic and point $P_{0}$ is hyperbolic.

Let us examine in some detail what Fig. 3 tell us about the different possible motions. Since $H$, Eq. (15) is a 1 -DOF $H$, each energy (except $E=0$ ) is represented by only two trajectories. Let $p_{x} i<0$ be called the reactant region and let $\xi>0$ be called the product region.

1. $E<0$, trajectories (3) and $\left(3^{\prime}\right)$. Only nonreactive trajectories are possible, without change of $\xi(t)$.


Figure 4. Phase portrait of an elliptic fixed point, for a 1-DOF linear Hamiltonian.
2. $E>0$, trajectories (2) and ( $\left.2^{\prime}\right)$. Only reactive trajectories are possible, from product to reactants $\left(p_{\xi}>0\right)$ or from reactants to products $\left(p_{\xi}<0\right)$.
3. $E=0$, two types of solution:
(a) the unstable equilibrium point $P$
(b) the stable and unstable lines (called manifolds) that come from $\left(1^{\prime \prime}\right)-$ $\left(1^{\prime \prime \prime}\right)$ or go to $(1)-\left(1^{\prime}\right)$ point $P$.

Trajectories $(1) \rightarrow\left(1^{\prime \prime \prime}\right)$ are called separatrices. They separate reactive parts of phase space from nonreactive parts, since trajectories never cross. Also, the amount of time necessary to go from any point to/from $P$ on the separatrices is infinite. This is necessary because of the unicity of solution at point $P$ (one can also consider this infinite time as a consequence of continuity of classical mechanics).

Trajectories (1) $\rightarrow(3)$ may also be depicted in a more usual way, in the energy/coordinate plane (Fig. 5). Note that some authors, drawing from Figs. 5 and 3 , have long ago extended trajectories into the complex domain, thereby allowing for tunneling. In this context, powerful methods were developed,


Figure 5. Energy/coordinate scheme of the trajectories of Fig. 3. Trajectory $(\tau)$ is a tunneling trajectory.
somehow outside of the scope of this review (see Ref. 35, Chapter 9 for references). Considerable amount of work is performed on this topic, but mainly with more than 1 DOFs (see Sections III.B to IV). Also, instanton-type of approximation belongs to this topic. A recent reference is Ref. 36.

## 2. Nonlinearities

Extension toward the fully nonlinear case is straightforward for 1-DOF Hamiltonians. The energy conservation relation $H(p, q)=E$ allows us to define (explicitly or implicitly) $p=p(q ; E)$, thereby reducing the ODE to a simple quadrature. In this procedure there is no problem of principle (unlike the $n \geq 2$ DOF case). It works in practice also, and it is possible to adapt Figs. 3-5 to the nonlinear regime. It must be underlined that besides that simple procedure, we present a theorem in dynamical system theory (containing Hamiltonian dynamics as a particular case). This theorem is valid for $n$ DOFs (hence for $n=1$ ); it relates the full dynamics to the linearized dynamics, called tangent dynamics in the mathematical literature.

The local and global stablelunstable manifold theorems (see, e.g., Ref. 24, pp. 136-140) tell us the following ( $\mathscr{W}^{u, s}$ are the (un)stable manifolds):

1. In the vicinity of $P, \mathscr{W}^{u, s}$ of the full dynamics are tangent to the $\mathscr{W}_{L}^{u, s}$ of the linearized dynamics (Fig. 6).
2. The extension of $\mathscr{W}^{u, s}$ is infinite. Furthermore, they tend to $P$ as $t \rightarrow+\infty\left(\mathscr{W}^{u}\right)$ or $t \rightarrow-\infty\left(\mathscr{W}^{s}\right)$.

We see thus that our description of the dynamics in the linearized regime is very general and is transferred readily to the nonlinear regime.


Figure 6. The nonlinear stable/unstable manifolds are tangent to the linearized stable/unstable manifolds.

## 3. Some Remarks on 1-DOF Hamiltonians

While all that material presented in this section looks very elementary, the structure presented thus far is the dynamical system theory basis of the reaction path TS theory. If, in a complicated landscape with many dimensions, we reduce dynamics to following a winding path, the above images are enough for all our purposes. They are also a very good basis in the first approximation of 2-DOF and even $n$-DOF, if we adiabatically decouple the reaction coordinate and all the other coordinates, which are called bath coordinates.

As a last point, it must be underlined that if the approximation of Hamiltonian dynamics is lifted-that is, if we include dissipation in one way or another-very little is known outside of either strong dissipation or 1-DOF systems. While this is outside of the scope of this review, the interested reader should consult Refs. 37 and 38.

## B. Two Degrees of Freedom: PODS and Beyond

While still not very realistic, since they can barely encompass angular momentum, 2-DOF Hamiltonian models for chemical reaction or unimolecular dissociation have a long and rich history. Several reviews exist that underline this history [1,28]. Our purpose here is slightly different. We wish to describe TS in 2 DOFs as an intermediate in complexity between the oversimple 1-DOF TS and the fully complicated story of $n>2$ DOFs, including possibly angular momentum. On a physical point of view, most of the early studies that appeared up to the late 1970s and early 1980s dealt with the classical dynamics of collinear collisions or dissociation [39], with the following scheme:


On that system were exact TS discovered [39], the importance of mass mismatch between atoms $A, B, C$ underlined and chaos in reactive scattering described [3, 29,40-42]. It must be underlined that studies in atomic physics and celestial dynamics were decisive in a definition of a TS, with less obvious Hamiltonians, see the chapter by Jaffé et al. in this book.

To begin with, let us suppose that the Hamiltonian may be written as

$$
\begin{equation*}
H=\frac{p_{1}^{2}}{2 m_{1}}+\frac{p_{2}^{2}}{2 m_{2}}+V\left(q_{1}, q_{2}\right) \tag{17}
\end{equation*}
$$

For three-body collinear systems, various types of coordinate systems allow for this type of kinetic energy (Jacobi type of coordinates).

## 1. Linear Theory

As before, we begin by organizing dynamics around an equilibrium point $P$. Because of the form of H, Eq. (17), we have $\left.\nabla V\left(q_{1}, q_{2}\right)\right|_{P}=0$. We look for the linear stability of this point and find that the tangent flow (see Section II) has two pairs of eigenvalues, $\lambda_{1,2}= \pm \mathrm{i} \omega$ and $\lambda_{3,4}= \pm \kappa$, with $\kappa, \omega>0$. The corresponding eigenvectors pairs are respectively the bath coordinates, $y, p_{y}$, and the reaction coordinates, $\xi, p_{\xi}$. Then, in the neighborhood of $P$ and setting the origin of energy at $P$, the linearized Hamiltonian reads, setting masses to unity:

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{y}^{2}+p_{\xi}^{2}\right)+\frac{\omega^{2}}{2} y^{2}-\frac{\kappa^{2}}{2} \xi^{2} \tag{18}
\end{equation*}
$$

This very simple Hamiltonian is at the basis of the whole TS approach. It generalizes easily into many dimension (Section IV), is a good basis for perturbation theory [4], and is also the basis for numerical schemes, classical and semiclassical. The inclusion of angular momentum implies that some ingredients must be added (see Section V). Let us thus describe how this very simple, linear Hamiltonian supports normally hyperbolic invariant manifolds (NHIMs; see Section IV for a proper discussion) separatrices and a transition state.

The first thing to note is that the linearized Hamiltonian is separable,

$$
\begin{equation*}
E=H=H(y)+H(\xi)=\omega_{y} I_{y}+H(\xi) \tag{19}
\end{equation*}
$$

Hence, the total energy $H=E$ is split into the energy of the oscillator, $\mathrm{H}(\mathrm{y})$, with an action of the oscillator written as $I_{y}$ and a reaction coordinate part, $H(\xi)$. Furthermore, $I_{y} \geq 0$ but $H(\xi) \gtrless 0$. In order to have trajectories that react (go from the reactant side to the product side, or vice versa), we must have $H(\xi)>0$, since at $\xi=0, H(\xi)>0$ and $H(\xi)=c t$. There are two important objects here:

$$
\begin{array}{lll}
\text { The periodic orbit } \Gamma: & \xi=p_{\xi}=0, & E>0 \\
\text { The transition state: } & \xi=0, & E>0 \tag{20b}
\end{array}
$$

We see that, indeed, Eq. (20b) is a transition state, since

1. It is a dividing surface (codimension 1 in the energy level), its dimension here being indeed 2 .
2. It separates products from reactants.
3. Once a trajectory crosses it, it never comes back.

All these properties are more or less obvious in the linear case. However, because of the essentially four-dimensional nature of phase space, it is somewhat difficult to get an intuitive nature of the phase-space structure. This is


Figure 7. Linearized transition state. Left panel: The reaction coordinate part of phase space. Right panel: $\xi=0$ surface of section. The shaded areas are forbidden by energy conservation.
especially true for the transition state, which is not made of trajectories, since it crossed by trajectories and should be transverse to the flow. An image of the transition state is given in Fig. 7.

## 2. Periodic Orbit Dividing Surfaces

Description. Among all physically relevant Hamiltonian dynamics, one case is particularly important:

$$
\begin{equation*}
H=T\left(p_{1}, p_{2}\right)+V\left(q_{1}, q_{2}\right) \tag{21}
\end{equation*}
$$

where $T\left(p_{1}, p_{2}\right)$ is a positive definite quadratic form. Without loss of generality, we can write

$$
\begin{equation*}
H=\frac{p_{1}^{2}}{2 m_{1}}+\frac{p_{2}^{2}}{2 m_{2}}+V\left(q_{1}, q_{2}\right) \tag{22}
\end{equation*}
$$

It is very fortunate that in this very important case, it was possible to devise an exact theoretical form of a classical transition state. This theory was discovered in the late 1970s by Pechukas, Child, and Pollak [39] and may be intuitively understood. We wish to replace the linearized motion by an analysis of the full Hamiltonian (21). Let us examine Fig. 8.

If we replace the $\xi=p_{\xi}=0$ periodic orbit by the $\Gamma$ periodic orbit, this p.o. is named a periodic orbit dividing surface (PODS). It has the following properties:

- $\Gamma$ connects the $V=E$ lines; hence $\Gamma$ is a periodic orbit that is symmetric under time reversal.


Linear case


Non linear case

Figure 8. Linear transition state (TS) and nonlinear periodic orbit dividing surface (PODs) $\Gamma$.

- Of all possible surface $\Sigma$ drawn in phase space, whose projection onto configuration space is a line connecting the two $V=0$ lines, the flux $\Phi$ is minimum for $\Sigma=\Gamma$, with

$$
\begin{equation*}
\Phi=\int_{\Sigma^{+}} p d q \tag{23}
\end{equation*}
$$

where the + superscript indicates trajectories going from left to right.

- $\Gamma$ is an unstable periodic orbit, whose linearization is direct hyperbolic. Consequently, all trajectories crossing $\Sigma$ in configuration space have to leave its neighborhood before possibly returning to $\Gamma$. $\Gamma$ was named a repulsive PODS; we would now call it an NHIM. An image of the situation is shown in Fig. 9.


Figure 9. A repulsive pods $\Gamma$, with a possible trajectory $\mathbf{t 1}$ and two forbidden ones $\mathbf{t 2}, \mathbf{t 3}$. $\mathbf{t 3}$ exhibits recrossing of $\Gamma$.

Being a repulsive PODS—a fully nonlinearly determined NHIM-the ubiquitous problem of recrossings (trajectory t3 in Fig. 9; see Ref. 6) is totally avoided.

Finding a PODS is a very easy task. Because the system has only two DOFs, the $V=E$ manifolds are simply one-dimensional lines in configuration space, $V\left(q_{1}, q_{2}\right)=E$. Momentum is zero on those points. Finding the self-retracing p.o. amounts to a very easy one-dimensional search. Once a p.o. is found, a linear stability determination is enough to determine the PODS character of a particular p.o. These properties have been used many times in the literature, in a classical or semiclassical, even quantum, context [ $6,39,43-45]$. The reader is referred to the rich literature for many actual examples. The series of articles by Gaspard and Rice are particularly detailed [46].

Phase Space. The PODS structure is easily lifted into phase space and described in a way very analogous to the linear case. We begin by finding the equilibrium points of the original Hamiltonian. Let $P_{i}$ be such points. In a general case of chemical relevance, there will be a point $P$ whose linear stability will be of stable/unstable (center/saddle) character. That is,

$$
\begin{equation*}
\left.\operatorname{Eig}(\mathrm{M})\right|_{P}= \pm \kappa, \pm \mathrm{i} \omega \quad \omega, \kappa>0 \tag{24}
\end{equation*}
$$

In the neighborhood of $P$, the Hamiltonian may be written as

$$
\begin{equation*}
H=\omega I+\frac{1}{2}\left(p_{\xi}^{2}-\kappa^{2} \xi^{2}\right)+h_{\mathrm{NL}}\left(I, p_{\xi}, \xi\right) \tag{25}
\end{equation*}
$$

with $\omega I$ the periodic orbit and $p_{\xi}, \xi$, coordinate normal to it. Now, we include the nonlinear terms in the expression. Since $I$ is the exact periodic orbit and $p_{\xi}, \xi$ determine the true nonlinear stable/unstable manifolds, we have that $h_{\mathrm{NL}}=0$ if $p_{\xi}=\xi=0$. The structure of the dynamics in the neighborhood of $\Gamma$ is easily approached with Poincaré surfaces of section. Numerous examples exist in the literature; these are essentially equivalent to Fig. 7. However, identifying the surface of section with the orbit $\Gamma$ has not always been clear, since shadowing problems (pruning) may occur [41,47].

Cylindrical Manifolds. There is one big advantage of looking at 2-DOF TS in phase space: It puts emphasis on the existence of the tubes that determine the transport of classical probability in phase space. Existence of those tubes has been known for a long time [48]. These tubes are the set of trajectories that constitute the stable/unstable manifolds of PODS. Locally, in the vicinity of $P$, they immediatly generalize to higher dimensions. They are constructed as follows:


Figure 10. Two views of the tubes. (a) Left, a series of Poincaré sections, beginning with the TS, $\Sigma(\Gamma)$. Large arrows denote the sense of trajectories, and gray ellipses denote the density of probability after and before crossing the TS. (b) A view of the dynamics in the $\xi$ and $y$ sectors. $P$ is the equilibrium point, and $H$ the homoclinic point.

- Attach to each point of the PODS its stable/unstable directions.
- Integrate the trajectory along this direction; one finds the stable/unstable manifold itself.
- Make a union of all those trajectories; they make up a tube extending in phase space.
- These tubes, being made up of trajectories, must not be crossed by any trajectory, hence by any density of probability.

An illustration is found in Fig. 10.
And finally, the TS itself is found at the intersection of tubes. More precisely, the TS (which is two-dimensional in the three-dimensional energy level) is found at the intersection of the interiors of the two tubes, constituted by the stable/unstable manifolds, at each side of the $\Gamma$ PODs. A rigorous definition (valid for $n \mathrm{DOF}$ ) is found in Ref. 9. An illustration may help the intuition (Fig. 11).


Figure 11. Schematic view of a TS (thick black line), with the same type of view as in Fig. 10. The equilibrium point is in the middle with its stable manifold and unstable manifold extending as straight lines. Trajectories in dot-dashed lines are reactive (inside the tubes) and cross TS; trajectories in dashed lines are not reactive. The whole gray surface is the energy level. For a linear motion, it takes the form of a parabolic hyperboloid.

## IV. GENERAL TRANSITION STATES IN $\boldsymbol{n}$ DEGREES OF FREEDOM

Several reviews and articles have appeared recently that deal with $n$-DOF transition states [4,8,49,50]. These works come after several pioneering works on the subject, published earlier, that began the generalzation of TS toward a fullfledged phase space theory [13,51]. Since we described in some detail the 2-DOF case in the preceding section, the generalization will come very easily, as far as no angular momentum is involved. However, in Section V we deal with the nonzero angular momentum case in great detail, since it offers new perspectives in the geometry of phase space.

We shall make more use of the notion of normally hyperbolic invariant manifold (NHIM). This invariant surface is the $n$-DOF generalization of the periodic orbit dividing surface, even if originally defined in a much more general framework (a bibliography may be found in Ref. 24). Its correct definition is put forward in Section IV.A and is used in all examples coming thereafter.

## A. Dimensions and NHIM

The structures of $n$-DOF TS and their associated NHIM are interesting by themselves, especially because many ideas are already present at the PODS level.

However, some points differ markedly, because of the higher dimensionality of all the objects considered. We shall swiftly describe the overall geometric properties of the NHIM and the TS, and then we will proceed with some examples that clarify the situation. Other examples may be found in Refs. 9 and 52.

## 1. Linear Regime

As in previous simpler cases with fewer DOFs, everything begins with equilibrium points (critical points in mathematical language). We straightforwardly generalize earlier results. Let $H=H\left(p_{1}, \ldots, p_{n}, q_{1}, \ldots, q_{n}\right)=H(x)$ be the Hamiltonian and suppose that $P$ is an equilibrium point, $\left.\nabla H(x)\right|_{P}=0$. We linearize motion around $P$, and we analyze the eigenvalues of the $2 n \times 2 n$ matrix M , Eq. (4). If we have the following situation:

$$
\begin{align*}
\lambda_{i, i+1} & = \pm \mathrm{i} \omega_{i}, & & \omega_{i}>0 \\
\lambda_{2 n-1,2 n} & = \pm \kappa, & & \kappa>0 \tag{26}
\end{align*}
$$

then we are able to build a NHIM and a TS in the neighborhood of $P$. We begin by finding the $n-1$ first eigenvector pairs corresponding to the imaginary eigenvalues of M . Let us call those eigenvectors $y_{i} / p_{y_{i}}$. These are the linear normal modes of the transition states, as is well known in TST. This is always possible if $\omega_{i} \neq \omega_{j}, \forall i \neq j$. Otherwise, some special treatment is necessary for resonances, if $k_{i} \omega_{i}=k_{j} \omega_{j}$, with $k_{i}, k_{j}=1,2,3$ in practice (any integer $k$ in theory). We call $\xi, p_{\xi}$ the last two eigenvectors, which constitute the reaction coordinate and associate momentum. As before, we may write a linear Hamiltonian, in the vicinity of $P$ :

$$
\begin{equation*}
H=\sum_{i=1, n-1} \frac{1}{2}\left(p_{y_{i}}^{2}+\omega_{i}^{2} y_{i}^{2}\right)+\frac{1}{2}\left(p_{\xi}^{2}-\kappa^{2} \xi^{2}\right) \tag{27a}
\end{equation*}
$$

In order to use earlier articles and facilitate contact with perturbation theory, it is useful to make the following change of variables:

$$
\begin{aligned}
\eta & =\frac{1}{2 \kappa}\left(p_{\xi}+\kappa \xi\right) \\
p_{\eta} & =\frac{1}{2 \kappa}\left(p_{\xi}-\kappa \xi\right)
\end{aligned}
$$

and the Hamiltonian is written as

$$
\begin{equation*}
H=\sum_{i=1, n-1} \frac{1}{2}\left(p_{y_{i}}^{2}+\omega_{i}^{2} y_{i}^{2}\right)+\kappa^{2} p_{\eta} \eta \tag{27b}
\end{equation*}
$$

Again, dynamics generated by Eqs. (27a and 27b) is that of an NHIM and a TS, which are defined as follows:

$$
\begin{array}{ll}
\eta=p_{\eta}=0 / \xi=p_{\xi}=0 & \text { NHIM } \\
\eta=p_{\eta} \neq 0 / \xi=0 & \text { Transition state } \tag{28b}
\end{array}
$$

The nature of the object (28a) is very interesting and new with respect to the 2DOF case. If we were 2-DOF only, Eq. (28a) would be the equation of a periodic orbit, the PODs of Section III.B.2. This cannot be the case here because of dimensionalities.

## 2. Description of the Geometry

Equation (28a) is in fact the equation of an $S_{2 n-3}$ sphere, which is the equivalent for the $n$-DOF to the periodic orbit: $2 n-3=1$, if $n=2$. Its geometry is easier to apprehend for $n=3$. The $S_{3}$ sphere may be described as a union of $T_{2}$ tori. This is easily seen if we switch to action-angle variables:

$$
\begin{equation*}
H\left(I_{1}, \phi_{1}, I_{2}, \phi_{2}\right)=\omega_{1} I_{1}+\omega_{2} I_{2} \tag{29}
\end{equation*}
$$

where $I_{i}$ and $\phi_{i}$ are actions and associated angles. Each torus is the familiar solution with both $I_{1}, I_{2} \neq 0$. By varying $I_{1}$ and $I_{2}$ we recover the $S_{3}$ sphere, recalling that the angle $\phi_{i}$ loses significance if $I_{i}=0$ [53]. An abstract image of the NHIM is found in Fig. 12.

In the liner approximation, we see thus that the NHIM is made of periodic/ quasi-periodic orbits, organized in the usual tori characteristic of the integrable systems. Because the NHIM is "normally hyperbolic," each point of the sphere has stable/unstable manifolds attached to it. This situation is exactly parallel to the one described earlier for PODS. The equation for it is

$$
\begin{equation*}
H=\omega_{1} I_{1}+\omega_{2} I_{2}+\frac{1}{2}\left(p_{\xi}^{2}-\kappa^{2} \xi^{2}\right) \quad \text { with } \quad I_{1}=I_{1}(M), I_{2}=I_{2}(M) \tag{30}
\end{equation*}
$$



Figure 12. A scheme of the $S_{3}$ sphere, built with a foliation of tori. The straight line in the left panel is the image of equation Eq. (29).
where $M$ is any point on the torus. Equation (30) thus defines a one-dimensional motion (the anti-oscillator in $\xi, p_{\xi}$ ) and adds one dimension to $S_{3}$, yielding fourdimensional manifolds in the five-dimensional energy level of the phase space. Everything falls thus rightly in place.

It is then possible to have a global picture $[9,24,53,54]$ of what is happening in the whole phase space neighborhood of the equilibrium point $P$, for $0 \leq E<\bar{E}$ :

Center Sector. Corresponding to the $n-1$ pairs of imaginary eigenvalues, it is possible to build a center manifold spanned by the corresponding eigenvectors, of dimension $2 n-2$. Its intersection with the energy level $\Phi(E)$ is precisely the NHIM.
Hyperbolic Sector. Corresponding to the real pair of eigenvalues of the linearized motion, there is a hyperbolic sector, consisting of stable and unstable manifolds. These manifolds emanate from the equilibrium point at $E=0$, with a dimension 1 . For $0<E<\bar{E}$, each point of the center manifold (or at a given $E$, each point of the NHIM) has a pair of stable/ unstable manifolds. Their union makes up separatrices that have codimension 1 in phase space $\Phi$ as well as in the energy level $\Phi(E)$. The stable/unstable manifold theorem [23,24] guarantees that in the nonlinear regime, the hyperbolic structure is preserved, tangent to the linearized structure. Furthermore, the stable/unstable manifolds exist with $t \rightarrow \pm \infty$.

The whole set is schematized in Fig. 13. It must be emphasized that these manifolds may actually be calculated (see Sections IV.B and V.A.1).

It must be underlined that the central manifold theorem, extending the linear center manifold into the nonlinear regime, is way less powerful than its stable/ unstable counterpart. There is no limit $t \rightarrow \pm \infty$ and even no unicity of nonlinear center manifolds. Consequently, it is not well known how this whole beautiful structure bifurcates and disappears as $E \geq \bar{E}$. There has been virtually no study of the bifurcation structure (see, however, Ref. 55), and the transition from threshold behavior to far-above-threshold behavior is an open question, as far as I am aware.

The only object that still lacks in Fig. 13 is the TS itself. It lies at the intersection of the interiors of the stable/unstable high-dimensional manifolds. A good numerical study is in Uzer et al. [9], final section.

## B. Some Examples

## 1. A Three-Dimensional Version of Hénon-Heiles Potential

A Simple 3-DOF Hamiltonian. An example that illustrates in a nontrivial way some of the statements above is the three-dimensional Hénon-Heiles potential


Figure 13. The whole structure of the phase space in a nutshell. $P$ is the equilibrium point, $E$ is the energy, $(q)$ are the collective bath coordinates, and $(\xi)$ is the collective transition coordinates. The cental manifold of $P$ is $C_{P}$, and the stable and unstable manifolds are indicated by $S / U$.
[56]. From a standard two-dimensional Hénon-Heiles Hamiltonian, Ferrer et al. [57] derived some time ago a three-dimensional version. In Cartesian coordinates, this Hamiltonian reads:

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right)+\frac{\omega^{2}}{2}\left(x^{2}+y^{2}+z^{2}\right)+\epsilon \omega^{2} z\left(x^{2}+y^{2}-\frac{1}{3} z^{2}\right) \tag{31}
\end{equation*}
$$

Since this Hamiltonian conserves the axial symmetry around the $O z$ axis, it may also be written in cylindrical coordinates with $\rho^{2}=x^{2}+y^{2}$ and the angle $\phi$. As usual, the conjugate momentum to $\phi, \Lambda \equiv p_{\phi}$ is the angular momentum. In these coordinates, defined for $\rho>0$, the Hamiltonian reads

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{\rho}^{2}+p_{z}^{2}\right)+\frac{\Lambda^{2}}{2 \rho^{2}}+\frac{\omega^{2}}{2}\left(\rho^{2}+z^{2}\right)+\epsilon \omega^{2} z\left(\rho^{2}-\frac{1}{3} z^{2}\right) \tag{32}
\end{equation*}
$$

with

$$
\Lambda=x p_{y}-y p_{x} \quad p_{\rho}=\frac{x p_{x}+y p_{y}}{\rho}
$$

As is apparent from Eq. (32), besides the total energy $E=H$, the dynamical system has another conserved quantity, the total angular momentum $\Lambda$. The angular momentum $\Lambda$ plays definitely an important role here, but we do not deal yet with relative equilibria, as in Section V. While derivation of the equation of


Figure 14. Potential energy surfaces, in two and three DOFs, for the Hénon-Heiles potential, with $\omega=\epsilon=1$.
motion is trivial, it is still useful to state them explicitly, so that we can refer to them in the sequel.

$$
\begin{align*}
\dot{q} & =p_{q}, \quad q=x, y, z \\
\dot{p}_{x} & =-\omega^{2} x-2 \epsilon \omega^{2} x z  \tag{33a}\\
\dot{p}_{y} & =-\omega^{2} y-2 \epsilon \omega^{2} y z  \tag{33b}\\
\dot{p}_{z} & =-\omega^{2} z-\epsilon \omega^{2}\left(x^{2}+y^{2}-z^{2}\right) \tag{33c}
\end{align*}
$$

One notices that the $\epsilon=0$ case corresponds to the linear dynamics.
The potential energy surface associated with the 3-DOF Hamiltonian, Eq. (31), resembles the usual 2-DOF one. In particular, a threshold energy may be defined, $E_{t}=\omega^{2} / 6 \epsilon^{2}$, below which the motion is bound and above which the motion becomes unbound. At $E=E_{t}$, configuration space is an equilateral triangle for the 2-DOF version and a cone for the 3-DOF case (see Fig. 14).

As the equations of motion show and as is apparent from the configuration space pictures, two sets of equilibrium points exist at $E=E_{t}$. The first equilibrium point $P_{1}$ is at the summit of the cone, with coordinates

$$
\begin{equation*}
P_{1}: \quad\left\{E=\frac{\omega^{2}}{6 \epsilon^{2}} ; p_{x}=p_{y}=p_{z}=0 ; x=0, y=0, z=\frac{1}{\epsilon}\right\} \tag{34}
\end{equation*}
$$

Another set exists at the bottom of the cone, but we shall not deal with it here.

Linearization Around $P_{1}$. Let us linearize the motion around the equilibrium point $P_{1}$, by means of the following change of coordinates:

$$
\begin{aligned}
H^{\prime} & =H-\frac{\omega^{2}}{6 \epsilon^{2}} \\
z^{\prime} & =z-\frac{1}{\epsilon}
\end{aligned}
$$

Other coordinates do not change. The full Hamiltonian in the new coordinates reads

$$
\begin{equation*}
H^{\prime}=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right)+\frac{3}{2} \omega^{2}\left(x^{2}+y^{2}\right)-\frac{\omega^{2}}{2} z^{\prime 2}+\epsilon \omega^{2} z^{\prime}\left(x^{2}+y^{2}-\frac{1}{3} z^{\prime 2}\right) \tag{35}
\end{equation*}
$$

This yields the following full equations of motion (which are linearized around $P_{1}$ setting $\epsilon=0$ ):

$$
\begin{align*}
\dot{q} & =p_{q}, \quad q=x, y, z^{\prime} \\
\dot{p}_{x} & =-3 \omega^{2} x-2 \epsilon \omega^{2} x z^{\prime}  \tag{36a}\\
\dot{p}_{y} & =-3 \omega^{2} y-2 \epsilon \omega^{2} y z^{\prime}  \tag{36b}\\
\dot{p}_{z} & =\omega^{2} z^{\prime}-\epsilon \omega ;^{2}\left(x^{2}+y^{2}-z^{\prime 2}\right) \tag{36c}
\end{align*}
$$

It is seen by simple inspection that the linearized equations of motion in the vicinity of $P_{1}$ have the remarkable property to leave invariant the manifold defined by $z^{\prime}=p_{z}=0$. This manifold is a 3 -sphere $S_{3}$, whose equation is

$$
\begin{equation*}
S_{3}\left(P_{1}\right)=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+\frac{3 \omega^{2}}{2}\left(x^{2}+y^{2}\right)=\text { constant }>0 \tag{37}
\end{equation*}
$$

It must be underlined that the sphere exists only for $H^{\prime}>0$. Evidently, $S_{3}\left(P_{1}\right)$ is the NHIM that is supported by point $P_{1}$, with the right geometry, announced in Sections IV.A and IV.A.1.

The eigenvalue/eigenvector structure of the linear part is simple. It consists of a saddle in the $z^{\prime} p_{z}$ plane, with eigenvalues $\pm \omega$ and eigenvectors $z^{\prime}=1 ; p_{z}= \pm 1 / \omega$. These directions are transverse to the sphere $S_{3}$. The four remaining eigenvalues are $\pm i \omega \sqrt{3}$, each twice degenerate. Their eigenvectors span the central manifold $\mathscr{C}\left(P_{1}\right)$, passing through the equilibrium point $P_{1}$, at the origin. Intersecting $\mathscr{C}\left(P_{1}\right)$ with the energy level $E$ gives the sphere $H_{S 3}=E$. On the sphere, the motion is harmonic, with all trajectories periodic, of period $\omega \sqrt{3}$.

Drawing Linear and Nonlinear NHIM. The equilibrium point $P_{1}$ is thus of center/center/saddle type. The linearized motion in the vicinity lends itself to several pictures worth describing here. Let us begin with configuration space. The linearized potential energy may be written as

$$
\begin{equation*}
V\left(x, y, z^{\prime}\right)=H^{\prime}-\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right)=\frac{\omega^{2}}{2}\left(3 x^{2}+3 y^{2}-z^{\prime 2}\right) \tag{38}
\end{equation*}
$$

Depending on the sign of $V$, the surface described by Eq. (38) is a hyperboloid with one $(V>0)$ or two sheets $(V<0)$. For $V=0$, it is a cone, whose apex is precisely the equilibrium point. For $V>0$, at the waist of the hyperboloid $\left(z^{\prime}=0\right)$ sits a disk invariant in configuration space, whose equation is

$$
D_{2}: x^{2}+y^{2}=V(x, y, z=0)
$$

An image of the disk is shown in Fig. 15.
Let us now lift this disk $D_{2}$ into phase space. To do so, one must go back to the sphere $S_{3}$ equation, Eq. (37). There are several ways of depicting a 3 -sphere; one is particularly appropriate here [24]. The $S_{3}$ sphere is dynamically composed of two identical harmonic oscillators without explicit coupling, but whose total energy is a constant, $h_{S 3}>0$. Let us thus transform the Hamiltonian (37) in action angle variables, where $I_{x}, I_{y}$ are the actions of the two oscillators and $\theta_{x}, \theta_{y}$ are the two associated angles. Since

$$
h_{S_{3}}=\omega\left(I_{x}+I_{y}\right)=\text { constant }
$$



Figure 15. Potential energy surface around the equilibrium point $P_{1}$ for $V>0$, with $\omega=\epsilon=1$. The disk $D_{2}$ is shown at the waist of the hyperboloid.
there is a linear relation between the two actions. The sphere is foliated by a three-parameter family of orbits $\gamma$ (all periodic): $\gamma\left(I_{x}, \theta_{x}, \theta_{y}\right)$. Specifying these three coordinates at time $t=t_{0}$ specifies a trajectory.

We can construct the representation of the sphere with this parameterization. One must, however, be careful when $I_{x}=0$ (resp. $I_{y}=0$ ) since then the corresponding angle $\theta_{x}$ (resp. $\theta_{y}$ ) is not defined. The two angles $0 \leq \theta_{x, y}<2 \pi$ specify a 2 -torus. To fully foliate the sphere, two distances $I_{x}, I_{y}$, with a linear relation, may be specified. A one-parameter family of tori of varying radii foliates the 3 -sphere. Each trajectory is fully specified by a point on these tori.

However, there is another, more specific, yet more interesting, way to portray the sphere. Recalling that not only energy but also angular momentum $\Lambda$ is conserved, the sphere $S_{3}$ is also parameterized with the three quantities $\gamma\left(I_{x}, \Lambda, \phi\right)$, with $\phi$ the angle conjugated to $\Lambda$. This view is particularly useful for the construction of the normally hyperbolic manifolds.

Since $\phi$ does not appear explicitly in the Hamiltonian, we go one step further, exploiting the other constant of the motion, $\Lambda$ (rotational invariance of the Hamiltonian). Let us define a torus $T_{2} \subset S_{3}$ in the following way. Since $\Lambda$ is a conserved quantity, the $\Lambda=\Lambda_{0}$ surfaces foliate the $S_{3}\left(P_{1} ; h_{S_{3}}\right)$ sphere in a simple way. The two-dimensional manifold resulting in the intersection of $S_{3} \cap\left\{\Lambda=\Lambda_{0}\right\}$ may now be characterized. One of its coordinates is the angle $0 \leq \phi<2 \pi$, where $\phi$ is, as before, the angle conjugate to $\Lambda$. The other coordinate is also an angle, $0 \leq \alpha<2 \pi$, that may be obtained for example by solving for $\rho, p_{\rho}$ in the linearization of Hamiltonian (32). The solution for $\rho, p_{\rho}$ yields one closed $S_{1}\left(P_{1} ; h_{S_{3}}, \Lambda_{0}, \phi\right)$ line in the $\rho, p_{\rho}$ plane. The angle describing this $S_{1}$ manifold is $\alpha$, which may be understood as the phase of the oscillator in $\rho, p_{\rho}$. Because the Hamiltonian is independent of $\phi$, the two angles are independent from one another and we see that the figure so constructed is a $T_{2}$ torus:

$$
\begin{align*}
T_{2}\left(P_{1} ; h_{S 3}, \Lambda_{0}\right) & =S_{3}\left(P_{1} ; h_{S_{3}}\right) \cap\left\{\Lambda=\Lambda_{0}\right\}  \tag{39}\\
& =S_{1}\left(P_{1} ; h_{S_{3}}, \Lambda_{0}, \phi\right) \times\{0 \leq \phi<2 \pi\} \tag{40}
\end{align*}
$$

The actual trajectories cover this torus, while not following the iso- $\alpha$ or iso- $\phi$ lines. Another torus is generated for another value of $\Lambda_{0}$; a singularity occurs for $\Lambda_{0}=0$, since then any $\phi=\phi_{0}$ plane is invariant and the $O z \equiv O z^{\prime}$ axis is no more inaccessible.

A representation of the $S_{1}\left(P_{1} ; h_{S_{3}}, \Lambda_{0}, \phi\right)$ circle is given in Fig. 16. The linearized NHIM is also represented. Because of the independence of the $z^{\prime} / p_{z}$ motion with respect to the $\rho / p_{\rho}$ motion as well as the absence of $p_{z}$ motion, the NHIM appears singularly in Fig. 16.

As explained in Section IV, it is possible to find a fully nonlinear NHIM in the vicinity of the linear NHIM. Now, instead of treating analytically the


Figure 16. The linear and nonlinear NHIM in the vicinity of the equilibrium point $P_{1}$. Cylindrical coordinates, with $z^{\prime}=z-1 / \epsilon$. Numerical values: $\omega=\epsilon=1, H^{\prime}=0.01, \Lambda=0.001$. Note the degeneracy of the linear NHIM, which is reduced to a single point in the $z^{\prime} / p_{z}$ plane and is reduced to a line in the $z^{\prime} / P_{\rho}$ and $\rho / z^{\prime}$ planes.
linearized motion, we integrate numerically the full equations of motion. For moderate energy and angular momentum ( $h_{S_{3}}=0.01 ; \Lambda=0.001$ ), we are able to find the invariant surface

$$
\begin{equation*}
S_{1}\left(P_{1} ; h_{S_{3}}, \Lambda_{0}, \phi\right): \quad \rho, z^{\prime}, p_{\rho}, p_{z} \mapsto S_{1}\left(\rho, z^{\prime}, p_{\rho}, p_{z}\right) \tag{41}
\end{equation*}
$$

An image of $S_{1}$, Eq. (41), is given in Fig. 16, together with its linear counterpart. It must be noted that now there is no reason for any of the coordinates to be independent of any other one, since the equations of motion couple them all. Also, there is no symmetry in the full Hamiltonian with respect to $z^{\prime} \leftrightarrow-z^{\prime}$.

It is interesting to have some representation of the $T_{2}\left(P_{1} ; h_{S 3}, \Lambda_{0}\right)$ torus, Eq. (40). Only a partial representation is possible, since the embedding space is four-dimensional. Two projections are given in Fig. 17. Also, a trajectory originating in the NHIM is shown, numerically showing how the trajectory remains in the invariant submanifold, even in the full, nonlinear case.


Figure 17. Two views of the nonlinear NHIM in gray. An actual trajectory is also shown (heavy black). It remains inside the nonlinear NHIM. Parameters are in Fig. 16.

## 2. Dynamics of Three Identical Atoms, Zero Angular Momentum

A problem of great practical importance is the three-body problem with nonKeplerian forces and a repulsive core. ${ }^{1}$ The triatomic problem has widespread applications in reactive scattering and triatomic isomerization. There are many studies dealing with experiments and theory. The principal problem for reactive scattering has always been the calculation of a reliable potential function on which the triatomic dynamics takes place. However, quantum dynamics on those

[^11]surfaces are now more or less routine, at least for moderate angular momenta. However, as always, classical dynamics is very useful for giving us guiding principles or even insights over propensity rules [18,58]. Also, the full understanding of the triatomic problem is the necessary gateway for the partial understanding of four or five colliding bodies, including inelastic scattering [59]. In order to simplify here, we deal only with the very simple case of three identical atoms:
$$
\mathrm{A}_{1} \mathrm{~A}_{2}+\mathrm{A}_{3} \rightleftharpoons \mathrm{~A}_{1} \mathrm{~A}_{3}+\mathrm{A}_{2} \mathrm{~A}_{3}+\mathrm{A}_{1}
$$

Other cases, which lack symmetry, are also tractable but necessitate some numerical and perturbational work to find the equilibrium points and the associated NHIM. Only one such case has been analyzed, the dynamics of $\mathrm{CO}_{2}$ in the neighborhood of asymmetric dissociation [55]. However, dynamics in that context reduced essentially to 2-DOF (the bending of $\mathrm{CO}_{2}$ is essentially a spectator mode).

Hamiltonians adapted to zero and nonzero configurations have been known for long [60,61]. In the case of zero angular momentum, they are particularly simple, once the relevant hyperspherical coordinates have been defined. In order not to burden the reader with unnecessary complications, all definitions are taken from $[58,61]$ and not repeated here.

In order to be specific, we deal here only with the $\mathrm{Ar}_{3}$ simple cluster, as studied by Yanao and Takatsuka [18] and Kamatsuzaki and Berry [50]. Atoms in the cluster interact via a Morse potential, of form

$$
\begin{equation*}
V=\sum_{i<j}\left[\exp -2\left(r_{i j}-r_{0}\right)-2 \exp -\left(r_{i j}-r_{0}\right)\right] \tag{42}
\end{equation*}
$$

We take $r_{0}=0.6$.
It is possible to study stability of equilibrium points for this Hamiltonian [62]. Because of symmetry, we know beforehand that the equilibrium point may exist only at $z=0$ and either at $x=0, y=y_{e}$ or at the two equivalent points turned $\pm 120^{\circ}$ in the $z=0$ plane. These three equilibrium configurations correspond to the three situations of Fig. 18.

The next step consists in studying the stability. The Hamiltonian at zero angular momentum, incorporating all possible reductions, may be written in many different ways [18]. We use the following expression, which is generalizable to $J \neq 0$ [61]:

$$
\begin{equation*}
H=\frac{1}{2 \mu}\left(4 p^{2}-3 p_{\rho}^{2}\right) \tag{43}
\end{equation*}
$$



Figure 18. The $O x y$ plane of linear configurations (above) and the $O y z$ plane of isoceles configurations in the $A-1 A_{2} A_{3}$ problem. The potential function is deeper for darker gray. The lines cross at the center and at the equilibrium points. The white dashed line is the "reaction path," if there were no inertial or nondiagonal kinetic energy effects.
where

$$
p_{\rho}^{2}=\frac{x p_{x}+y p_{y}+z p_{z}}{x^{2}+y^{2}+z^{2}}
$$

The equilibrium point $P_{1}$ has coordinate $x=0, y=y_{0}, z=0, p_{x}=p_{y}=p_{z}=0$, with $y_{0}$ found numerically from $\nabla V=0$. We have to calculate the eigenvalues of the M matrix. With the relevant numbers (see above), we have the $z, p_{z}$ direction unstable and the $x p_{x} ; y, p_{y}$ directions stable. The NHIM is thus defined by $z=p_{z}=0$. Because of symmetry, this case is rather simplified with respect to the general case; it will be tested for the bifurcation of the NHIM [62]. Also, it provides a very easy case to include angular momentum (see Section V).

## V. ANGULAR MOMENTUM

Up to now, we have been concerned essentially with Hamiltonians possessing no angular momentum. Yet, in real situations, the importance of angular momentum is often paramount, dynamically and physically.

Physically first, any scattering experiments involves a nonzero $J$. Indeed, one may think of the quantum mechanical picture of a scattering experiment as a plane wave colliding with a center. The incoming conditions as well as the outgoing conditions may be expanded in terms of partial waves with varying $\ell$, the orbital angular momentum. It is well known that any actual simulations must include high $\ell$ partial waves, hence nonzero $J$ conditions. In a classical picture, with an impact parameter $b \neq 0$, the nonzero $\ell$ value is recovered with $b=b \bar{P}_{A s}$, where $\bar{P}_{A s}$ is the incoming asymptotic momentum.

Also, angular momentum is very important in experimental situations when the centrifugal energy is an appreciable part of the total energy. In those situations (generally, low masses and low temperatures), centrifugal barriers may completely or partially block a reaction or an inelastic channel. Also, unimolecular decomposition or chemidesorption from a surface may be very different with varying $J$. It also may happen that quantum mechanics may have some selection rules pertaining, for example, to odd or even $j$ states, like the familiar ortho- and para-hydrogen molecules. Occurrence of those rules necessitates the inclusion of nonzero total and partial angular momenta.

In some instances, existence of a nonzero angular total angular momentum $J$ dramatically changes the very shape of phase space. For a triatomic molecule, if $J=0$, the collinear configuration is always possible. If $J \neq 0$, only if $J$ is perpendicular to the plane of the three atoms (planar configurations) is the collinear case still possible. In the spirit of Section IV.B.2, the space of possible configurations is halved, with a $z=0$ plane that cannot be reached (infinite centrifugal energy). On the other hand, the transition states $P_{1}, P_{2}, P_{3}$ disappear, since the "isomerization" may be obtained by a simple rotation of the molecule.

This change of shapes also happens in other contexts. The three-dimensional Henon-Heiles potential changes with nonzero $J$ (called $\Lambda$ in Wiesenfeld and Wiggins [56]; see Section IV.B.1). Many nontrivial instances may be found in Cushman [63].

There have been various studies concerning relative equilibria [58,64-66], especiallys so for bound systems. Rotating scattering systems have been much less studied except when the rotating frequency is imposed and constant. Many gravitational $N$-body problems belong to this class. In particular, some versions of the restricted three-body problem are treated in the rotating frame, where equilibria are actually only relative equilibria. Drift of objects in the solar system has been studied in a well-chosen rotating reference frame [22,67,68]. This approach is similar to ours but is restricted to few DOFs. It also uses the determination of a TS in order to transport in phase-space rates, in way similar to chemical theory. It must be emphasized here that the idea of a relative equilibrium is simple only if the two objects are rigid. Otherwise, the full rotation/vibration/deformation Hamiltonian is much more involved [17,69].

Before going into a detailed description, a mathematical definition of the problem is useful. If we have conserved quantities, like the total angular momentum $J$ and its projection $J_{z}$, the eigenvalues of the linearized motion matrix $M$ has now the following eigenvalue structure. Let us have, as usual, $n$ degrees of freedom and $k<n-2$ conserved quantities. Then we have

$$
\begin{align*}
\lambda_{i, i+1} & = \pm \mathrm{i} \omega_{i}, & & \omega_{i}>0, \quad i=1,3, \ldots, 2 n-2 k-3 \\
\lambda_{2 n-1,2 n} & = \pm \kappa, & & \kappa>0  \tag{44}\\
\lambda_{i, i+1} & =0, & & i=2 n-2 k-1,2 n-2 k+1, \ldots, 2 n-3
\end{align*}
$$

For example, if $J$ is the only conserved quantity, we have one pair of zero eigenvalue.

## A. Dynamics in the Rotating Frame

The conservation of total angular momentum $\mathbf{J}$ encourages studying dynamics in the rotating frame, thereby hoping to simplify dynamics. This step has been taken a long time ago, in a process called mathematical reduction [22]. It is not at all our purpose here to enter this mathematically active field, especially because reduction is much more general, encompassing any type of continuous symmetry, in the same vein as rotations.

Let us just state here that we wish to replace the static equilibria that were the cornerstone of our previous study by equilibria in the rotating frame. In this manner, we should recover the whole set of ideas we had on absolute stability, NHIM and TST, and transport them onto relative stability, NHIM and TST.

There have been various studies concerning relative equilibria $[58,65,66$, 70-72], especially so for bound systems. Rotating scattering systems have been much less studied except when the rotating frequency is imposed and constant. Many gravitational N -body problems belong to this class.

While relative equilibria and relative TS might occur in bound motion (isomerization with nonzero $J$, we restrict ourselves to scattering situations in all that follows. A generalization of the isomerization for the three-body system, for instance, is still lacking. Also, the very important case of three-body (and four-body) reactive scattering, with angular momentum, is only treated in the literature without explicitly resorting to a TS concept [73-75].

## 1. Relative Equilibrium

Relative equilibria arise when the shape of the system does not change in time while the object as a whole is rotating. A relative equilibrium (RE) point means that:

1. There is no relative radial speed nor acceleration.
2. The composed body rotates as a whole, at uniform angular speed and zero angular accelerations.

Let us first consider a radial Hamiltonian, with an angular momentum $J$, reduced mass $m$, and radial potential $V$ :

$$
\begin{equation*}
H=\frac{p_{r}^{2}}{2 m}+\frac{J^{2}}{2 m r^{2}}+V(r) \tag{45}
\end{equation*}
$$

An RE occurs when

$$
\frac{d V(r)}{d r}-\frac{J^{2}}{m r^{3}}=0
$$

This RE is radially unstable if $J^{2} /\left(2 m r^{2}\right)+V(r)$ is a maximum, radially stable if it is a minimum. If an unstable RE occurs, the deflection function $\Theta_{f}=f\left(b_{i}\right)$, [41,76], displays rainbows ( $\Theta_{f}$ is the final angle of exit of the particle in the inertial frame, $b_{i}$ is the initial impact parameter). The structure of these rainbows is well known in the classical or quantum cases [77]. For such an integrable Hamiltonian like equation (45), there are as many singularities (rainbows) of the deflection function as integer numbers: each singularity is characterized by an increase by 1 of $k=\bmod \left(\Theta_{f}, 2 \pi\right)$. There is one impact parameter $b^{*}$ such that
$k \rightarrow \infty$. It corresponds to the intersection of the asymptotic condition $r \rightarrow \infty$ with the stable manifold of the unique RE point.

A general Hamiltonian is more like:

$$
\begin{equation*}
H=\frac{p_{r}^{2}}{2 m}+\frac{J^{2}}{2 m r^{2}}+V\left(r, \theta_{J}\right) \tag{46}
\end{equation*}
$$

with $\theta_{J}$ conjugated to the total angular momentum $J$. Motion is vastly more complicated, exhibiting generically regular and chaotic regions in phase space as well as one or several RE points. The dynamically invariant objects in the relative motion frame (RE, periodic orbits, and their high-dimensional analogues, [ 8,48$]$ ) have stable/unstable manifolds. These manifolds create heteroclinic and homoclinic tangles, in a way totally analogous to inertial periodic orbits [26,78,79].

If one considers the whole Hamiltonian $H$, Eq. (46), including the rotation, the RE point becomes a periodic orbit (p.o.). This periodic orbit has a trivial equation:

$$
\begin{align*}
\mathbf{x} & =\mathbf{x}^{0}, \quad x \neq \theta_{J} \\
\theta_{J} & =\theta_{J}^{0}+\omega t \tag{47}
\end{align*}
$$

where superscript 0 denotes initial conditions for the orbit. In the language of linearized motion, the following eigenvalue structure appears for the p.o. [23]:

1. One eigenvalue pair $\lambda_{1}^{ \pm}=1$, in the $J, \theta_{J}$ plane, corresponding to the conservation of total angular momentum, along the p.o.
2. $K$ pairs of imaginary eigenvalues of modulus one, $\lambda_{k}^{ \pm}=e^{ \pm i \omega_{k}}$.
3. $K^{\prime}$ pairs of real eigenvalues $\lambda_{k}^{\prime \pm}=\kappa_{k}, 1 / \kappa_{k}$.

We have $1+K+K^{\prime}=N$. Please note that this eigenvalue structure is that of a p.o., not of a equilibrium point [24].

Returning to the relative frame, let $H^{\prime}$ be the Hamiltonian restricted to the relative motion. An RE will occur at points where $\nabla H^{\prime}=0$. The linear stability is now defined with respect to the Hessian of $H^{\prime}$ and no more of $H$ as in Section II. For general relative Hamiltonians, with several rotation-like motions [17], there are in general $m \geq 1$ DOFs that are frozen in the rotating frame. For Hamiltonian (46) as well as for the planar, nondeformable bodies problem that is dealt with in this study, we have $m=1$ : The total angular momentum $J$ and its conjugated angle $\theta_{J}$. Then, if we have the following structure of eigenvalues for the RE point $P$ [see Eq. (26)]:

$$
\begin{equation*}
\lambda_{k}^{ \pm}, k=\mathbf{2}, \ldots N-1 \text { pure imaginary; } \quad \lambda_{N}^{ \pm} \text {real } \tag{48}
\end{equation*}
$$

we define in a neighborhood of $P$ a relative $T S$. The first eigenvalue pair does not appear in the relative frame. In a manner totally comparable to the usual TS, we have in relative coordinates and in the linear approximation [see Eq. (44)]

$$
\begin{equation*}
H^{\prime}=\frac{1}{2} \sum_{k=2}^{N-1}\left(p_{k}^{2}+\omega_{k}^{2} q_{k}^{2}\right)+\frac{1}{2}\left(p_{\xi}^{2}-\kappa^{2} \xi^{2}\right) \tag{49}
\end{equation*}
$$

The dynamics across this linearized relative TS is exactly comparable to the dynamics across the linearized usual TS. Like the usual TS, a relative TS defines two regions in phase space: an outer region and an inner region with $\xi>0$ and $\xi<0$, for the Hamiltonian equation, Eq. (49)]. However, the full dynamics may be qualitatively different, precisely because of the relative nature of the equilibrium and the occurrence of Coriolis terms in the relative frame.

## 2. An Example: A Rotating van der Waals Complex

Equilibria. As a worked out example, I wish to present here the dynamics and relative TS associated with a very well known system of molecular physics, the van der Waals molecule. Simply stated, a van der Waals molecule $A B$ is bound not by the creation of electronic orbitals extending over both fragments $A$ and $B$ but rather by the attraction due to multipolar electric forces between the two fragments $A$ and $B$. In addition to this attraction, there also exists a chemical repulsion, responsible for the nonreactivity of $A$ and $B$. Since the bonding is multipolar, it is weak, of the order of tens to hundreds $\mathrm{cm}^{-1}$ ( 1 atomic unit of energy $\simeq 2.19 \times 10^{5} \mathrm{~cm}^{-1}$ ). Because the bonding is so weak, it is to be expected that centrifugal effects will be important, as has often been experimentally and theoretically observed.

We use a very simple example, consisting of a dipolar and quadrupolar molecule interacting with a polarizable atom. The molecule is of cylindrical symmetry yet has the dimensions and the long-range electrical and inertial properties of $\mathrm{H}_{2} \mathrm{O}$; the atom is akin to atomic H . Because of the (supposed) cylindrical symmetry and because of the great simplification it entails, we restrict ourselves to a planar problem.

The (planar) Hamiltonian is written in fixed-frame coordinates as

$$
\begin{equation*}
H=\frac{p_{R}^{2}}{2 m}+\frac{\ell^{2}}{2 m R^{2}}+\frac{j_{a}^{2}}{2 I_{a}}+V(R, \chi) \tag{50}
\end{equation*}
$$

where $R$ is the distance from the H atom to the center of mass of the $\mathrm{H}_{2} \mathrm{O}$ molecule, $P_{R}$ is the radial momentum, $\ell$ is the orbital angular momentum of $\mathrm{H}, j_{a}$ is the rotational angular momentum of $\mathrm{H}_{2} \mathrm{O}, I_{a}$ is its moment of inertia, and $\chi$ is the relative angle between the axis of symmetry of $\mathrm{H}_{2} \mathrm{O}$ and the direction of H .

The construction of a meaningful potential $V(R, \chi)$ is always a serious matter. Let us, however, describe it cursorily.

1. The short-range potential is exponentially repulsive. The characteristics of the exponential function are chosen to match the high-energy potential calculated for the reaction $\mathrm{H}+\mathrm{H}_{2} \mathrm{O} \rightarrow \mathrm{OH}+\mathrm{H}_{2}$, in an averaged isotropic way.
2. The long-range potential is electrostatic. It comprises an isotropic van der Waals $O\left(R^{-6}\right)$ part, a dipole-induced dipole $O\left(R^{-6}\right)$ part, and a quadrupole-induced dipole $O\left(R^{-7}\right)$ part.
3. The joining of the two parts is made by damping the electrostatic potential with an ad hoc damping function $d_{n}(R)$, which proved its usefulness in many other instances; see Toennies et al. [80].

With all these considerations, the potential reads

$$
\begin{align*}
V(R, \chi)= & C_{1} \exp (-\beta R)+\frac{C_{2}}{R^{6}} d_{6}(R)+\frac{C_{3}}{2 R^{6}}\left(3 \cos ^{2} \chi+1\right) d_{6}(R) \\
& +\frac{C_{4}}{3 R^{7}}\left(\cos ^{3} \chi\right) d_{7}(R) \tag{51}
\end{align*}
$$

Equipped with this Hamiltonian, it is possible to look for relative equilibria and their linear stability, as a function of total angular momentum $J$. The full calculations are tedious and need not be reproduced here. In Fig. 19, we plot the energy of the various RE as a function of total angular momentum. We see that they undergo a saddle-node bifurcation for a different, even if similar, value of $J$. The upper branch has at least one real eigenvalue, and the lower one has at least one imaginary eigenvalue. The main couple, at $\chi=0$, has its eigenvalues depicted in Fig. 20 (recall that eigenvalues come here in pairs $\lambda^{ \pm}$). Finally, the Hamiltonian function with zero momenta and $J=8$ is depicted in Fig. 21.

Transport. We need now to construct the NHIM, its stable/unstable manifolds, and the center manifold. Let $P$ be the main relative equilibrium point. The first task is to find the short periodic orbits lying above $P$ in energy. These p.o. are unstable. We did so by exploring phase space at energies 4,10 , and $14 \mathrm{~cm}^{-1}$ above $E^{*}$ ( 1 atomic unit $=2.194746 \times 10^{5} \mathrm{~cm}^{-1}$ ). It is not possible to go much higher in $E$, since the center manifold disappears shortly above $E^{*}+14 \mathrm{~cm}^{-1}$, because of the structure of the potential energy surface.

By joining corresponding points in the p.o. at successive energies, Fig. 22 is obtained. Note that each p.o., which acts as a NHIM, is by no means plane and its projection onto configuration space does not show its full structure.


Figure 19. For the value $\chi=0, \pi / 2, \pi$, energy of the relative equilibria as a function of $J$. Note that the three families undergo a saddle-node bifurcation at different energy each.


Figure 20. For the value $\chi=0$, eigenvalues of the relative equilibria as a function of $J$. Inner point, circles; outer point, crosses. Only positive imaginary and negative real eigenvalues are shown. Note that the equilibria undergo a saddle-node bifurcation at $J \simeq 13.5$.


Figure 21. Lines of equal value of the Hamilton function, for $p_{R}=0, J=8, \delta j=\delta j^{*}$ for the equilibrium point at $\chi=0, R \simeq 9$. Stability of the various REs of the $J=8$ foliation is denoted by the following symbols: $\circ$, stable; $\times$, saddle; *, unstable. Two trajectories along the stable manifold of the RE are also shown. The levels go up for the $R \rightarrow \infty$, and are $-1 . \mathrm{e}^{-3} \ldots 5 . \mathrm{e}^{-5} \ldots 1 . \mathrm{e}^{-4}$, $1 . \mathrm{e}^{-4} \ldots 3 . \mathrm{e}^{-6} \ldots 2 . \mathrm{e}^{-4}$ in atomic unit.


Figure 22. Two views of the stable/unstable manifolds of $P$, for $J=8$. The inner part and outer part of phase space are clearly seen. They cross at the TS.


Figure 23. The center manifold of $P$, for $J=8$. The thick lines are p. o., and the thin lines serve as a guide for the eyes to visualize the center manifold.

We go on by looking for the transport structure, the stable and unstable manifolds. While in principle, one could look for stable/unstable manifolds for any point of the center manifold of Fig. 22, in practice, it is easier to begin with a p.o. and describe its stable/unstable manifolds. Figure 23 depicts those manifolds. The light gray manifolds extend from the p.o. at the middle toward the inner region. In the relative frame we are (recall that the coordinates are all rotating with $\Theta$, Eq. (50), these tubes are very much alike those of Ozorio et al., with hetero- and homoclinic intersections, responsible for the chaos appearing in the inner region. On the outer side, the situation is different. The black tubes extend readily into the asymptotic region, in a very straight way, undergoing no
hetero- or homoclinic intersection. This may be readily understood by simple inspection of Fig. 21. As soon as $R>R^{*}$, the angular dependance of the potential energy surface becomes very weak, making the Hamiltonian nearly separable.

The relative TS itself lies in the intersection of the tubes. This TS connects the two regions of the potential, the inner one, organized around the stable van der Waals complex and the outer one, extending toward asymptotic regions.

## B. Some Results in Astrophysics

## 1. General Considerations

One of the incentives for studying transition states including angular momentum comes from molecular astrophysics. Conditions prevailing in interstellar media are such that very clean rotational effects are observed. Many reviews exist describing molecular environments in interstellar media, as well as their chemistry [81,82].

Two main parameters make astrochemistry different from usual laboratory chemistry : low densities ( $\rho \lesssim 10^{6} \mathrm{~cm}^{-3}$ ) and low temperatures, depending on the various interstellar media ( $10 \mathrm{~K}<T<300 \mathrm{~K}$, usually). With these energies and densities, it is understandable that (i) reactions usually considered as negligible may acquire a special importance (like neutral-neutral radical chemistry) and (ii) reactions with an appreciable activation energy are of no importance. It must also be underlined that hydrogen is by far ( $90 \%$ ) the most abundant element and all hydrogen compounds (for example, $\mathrm{H}, \mathrm{H}_{2}, \mathrm{H}_{2}^{+}, \mathrm{H}_{3}^{+}$) are of great importance for all chemical network of reaction.

Because of the low kinetic energy available, it is to be expected that centrifugal forces should be of importance, especially so for neutral-neutral reactions, without any charge/multipole force between the reactants. If ions are present, the Langevin approximation/capture theory is more than enough to calculate most chemical rates [83]. On the contrary, for neutral-neutral reactions the situations are vastly different [84]. In particular, some reaction rates diminish rapidly as temperature increases.

A preliminary study was undertaken without a precise knowledge of the rotational TS [58]. The problem was as follows. We wish to look at the temperature dependence of the reaction

$$
\mathrm{CN}+\mathrm{O} \rightarrow \mathrm{CO}+\mathrm{N}
$$

at low temperatures. In order to keep everything as simple as possible, elementary interatomic potentials (Lennard-Jones and Morse) were used, with


Figure 24. Potential of Lennard-Jones type (full line), with a coral reef (dash) and a entrance barrier (dot-dash).
the possible addition of a weak barrier in the entrance channel. Similar studies have been performed in different context, for the $\mathrm{O}_{3}$ system [85].

Without an entrance barrier (or a "coral reef", which is a bump in the potential below the threshold energy) the centrifugal barrier is not high enough, at any energy, to induce any dynamical effect. However, including a barrier, something new appears. Let us call $\ell$ the orbital angular momentum and $j$ the angular momentum of CN before reaction. A simple planar model is used, so that the total angular momentum is $J=j \pm \ell$. For low temperatures, only low $j$ states are populated and any effect is weak. If $T \sim 300 \mathrm{~K},|j|<11$. Counterrotation is the very different from co-rotation, and evidence for a rotational transition state appear (see Fig. 25). Evidently, more precise work is still needed (see Section V.A).

## 2. Inelastic Scattering

A scheme for inelastic scattering is beginning to emerge mainly from model studies. The inelastic collision

$$
\mathrm{H}_{2} \mathrm{O}(j)+\mathrm{H}_{2}(j=0) \rightarrow \mathrm{H}_{2} \mathrm{O}\left(j^{\prime}\right)+\mathrm{H}_{2}\left(j^{\prime \prime}\right)
$$

has been studied in the spirit of TST, in the relative equilibrium framework [59].
The full planar Hamiltonian for the collision is written in atomic units as

$$
\begin{equation*}
H=\frac{p_{R}^{2}}{2 m}+\frac{\ell^{2}}{2 m R^{2}}+\frac{j_{\mathrm{H}_{2} \mathrm{O}}^{2}}{2 I_{\mathrm{H}_{2} \mathrm{O}}}+\frac{j_{\mathrm{H}_{2}}^{2}}{2 I_{\mathrm{H}_{2}}}+V\left(R, \theta, \chi_{\mathrm{H}_{2} \mathrm{O}}, \chi_{\mathrm{H}_{2}}\right) \tag{52}
\end{equation*}
$$

where $I_{a}\left(a=\mathrm{H}_{2} \mathrm{O}, \mathrm{H}_{2}\right)$ denotes a constant of inertia.
(a)


Figure 25. Scheme of the $\mathrm{CN}+\mathrm{O}$ reaction, co-rotating with an intermediate TS (stage (B)).
It must be noticed that $H$ is written in the center-of-mass, laboratory frame. Consequently, the angle conjugated to $j_{a}$ are $\phi_{a}=\theta+\chi_{a}$. An image of the collision is given in Fig. 26. The exact form of the multipolar potential may be found in Ref. 59. It must be noticed that $H$ is written in the center-of-mass, laboratory frame. The number of DOFs of this rotating planar composed


Figure 26. Scheme of the $a \equiv \mathrm{H}_{2} \mathrm{O}$ and $b \equiv \mathrm{H}_{2}$ coordinates. $x, x^{\prime}, y$ are lab-fixed frames and the dashed line is the intermolecular axis, with $R$ being the intermolecular distance. The dipole of $\mathrm{H}_{2} \mathrm{O}$ is along $x_{a}$, and the $\mathrm{H}-\mathrm{H}$ internuclear axis is oriented along $x_{b}$. Angles as shown.


Figure 27. Schematic view of the relative equilibrium.
system is 4, precluding any detailed image of the whole dynamics. The concept of relative motion thus takes a particular importance for such a large system.

Using Hamiltonian (52), it is possible to find REs, by differentiating the Hamiltonian. Recalling the definition of the angles and imposing $\dot{\theta}=\Omega$, the overall angular speed ( $\theta$ is conjugated with the total angular momentum $J$ ), we find various REs. The relative angles are $\chi_{\mathrm{H}_{2} \mathrm{O}}=K \pi$ and $\chi_{\mathrm{H}_{2}}=K^{\prime} \pi / 2$. The radius is defined as $R_{\text {eq }}$. Looking for the stability matrix M , one position is a good candidate for the relative $\mathrm{TS}\left(K=0, K^{\prime}=0\right)$ (Fig. 27). A confirmation is found by numerically integrating the equations of motion in its neighborhood. The characteristic behavior of a saddle equilibrium point is recovered (Fig. 28).

As a final illustration, it is possible in the context of this RE to have an image of the actual opening of the TS as $J$ decreases for a given energy (this is equivalent in the context of inelastic scattering of varying $E$ at constant $J$ ).

While in some analogous works, it was possible to devise surfaces of section or even full representations of phase space; this is hardly thinkable here. Let us recall that an on-shell (or constant energy $H=E=0.001$ atomic units) Poincaré section would be of dimension $D_{\Sigma}=D$ (phasespace) $-1-1=6$. Instead we


Figure 28. Numerically integrated dynamics around the main RE at $E=0.001$ atomic units. $R=p_{R}=0$ is the RE. The dynamics is projected onto the $R, p_{R}$ plane. Thick lines represent the stable and unstable manifolds of the RE; thin lines represent several trajectories. $\mathrm{T}_{1}$ and $T_{2}$, nonreactive and reactive trajectories, respectively.
depict the asymptotic conditions, on-shell, for which trajectories enter or do not enter into the inner region. We set the following conditions:

1. The initial conditions for a trajectory are: $R \rightarrow \infty ; j_{\mathrm{H}_{2} \mathrm{O}}=j_{\mathrm{H}_{2}}=0$, in accordance to the RE conditions; $0 \leq \ell=p_{R} \cdot b \lesssim 27$, where $b$ is the impact parameter and $p_{R}$ is found by energy conservation.
2. $0 \leq \chi_{\mathrm{H}_{2} \mathrm{O}}<2 \pi, 0 \leq \chi_{\mathrm{H}_{2}}<\pi$ : The $\chi_{\mathrm{H}_{2} \mathrm{O}}, \chi_{\mathrm{H}_{2}}$ angles are scanned, since they have no physical meaning. We thus have a two-dimensional set of initial conditions.
3. Because the inner part of the potential ( $R \ll R_{\text {eq }}$ ) is not very meaningful and because the depth of the potential well in the inner part is not controlled, we monitor only whether or not the trajectory enters the inner region.

With help of all those conditions, we have the results presented in Fig. 29. We see clearly three regimes.
i. For high- $\ell,\left(\ell>\ell_{\mathrm{eq}}\right)$, the centrifugal barrier is too high and all collisions are quasi-elastic. This has been verified by monitoring the $j_{\mathrm{H}_{2} \mathrm{O}}$ values before and after collisions and by founding near-zero changes. In chemical reactions, we would say that we are below threshold.


Figure 29. With varying $\ell$, at $E=0.001$ atomic units, sets of trajectories entering (black dot) or not entering (white dot) the inner region.
ii. Around $\ell \lesssim \ell_{\text {eq }} \sim 22$, we open a valley into the inner region. This valley has an image in the asymptotic conditions described above. The transport in the outer region is regular and the valley has an image backwards in time like a simply connected region, centered around the perpendicular $\operatorname{RE}\left(\chi_{\mathrm{H}_{2} \mathrm{O}}=0, \chi_{\mathrm{H}_{2}}=\pi / 2\right)$. This means also that during the approach part of the trajectory ( $R_{\text {asymptotic }} \rightarrow R_{\text {eq }}$ ), the relative positions of the two molecules do not change and no angular momentum is transferred. This is in agreement with the preceding case. In chemical reactions, we would say that we are at and just above threshold.
iii. As $\ell$ diminishes, the valley opens and covers the whole $\chi_{\mathrm{H}_{2} \mathrm{O}}$ domain. For low values of $\ell(0 \leq \ell \lesssim 17)$, the RE that lies very far in phase space seems to have no influence anymore. The TS is absent and dynamics is dominated by a complex (maybe chaotic) interplay between short-range and long-range potentials. This is analogous to reaction paths far above threshold, where details others than TS may determine the output.

It is thus possible to actually see the opening of a TS and its image onto the asymptotic plane. This is a first step toward a theory using this opening of TS as an alternative capture theory.

## VI. CONCLUSION

The theory of the classical transition state (classical opposed to quantum) presented thus far shows that the geometrical view gained in the last few years is large. It is nearly complete for practical purposes on several levels:

- The number of DOFs is no longer a main difficulty. While the linear theory is mainly tamed, geometrical representations are still difficult but need not be focused on.
- Numerical definition of TS (or NHIM) seems within reach, at least for a few DOFs. Analysis of the flow of classical density of probability, at least locally, is possible and has been performed at several instances. It should be by now possible to connect these numerical computations with sophisticated classical tools, like Pollicot-Ruelle resonances, in order to find a rate of transition across the TS.
- The classical perturbation theory, which was not discussed here, has made tremendous practical progresses, allowing one to treat intricate Hamiltonians. The presence of complicated kinetic energies or resonances is no longer a hindrance for perturbation theory.
- Angular momentum begins to be included in a meaningful way, yet not complete. This is of particular importance for low-energy processes.

While, at least in this author's opinion, the situation is very satisfactory on the theoretical view, only few applications have up to now taken advantage of the formalism of TS in many dimensions. It is, however, very noticeable that applications that exist already draw from many different fields, as this and all the other chapters of this book emphasize. The convergence between celestial dynamics and atomic/molecular physics is particularly striking.

Several avenues remain for the moment either completely unknown or barely touched upon. While inclusion of many DOFs is possible by now, it is still very unclear how robust the concept of a NHIM is. In particular, inclusion of dissipation might or might not disrupt the very existence of a NHIM. Most probably, different regimes should exist and be explored theoretically and numerically.

Today, it is also unclear as to what is the scenario for the bifurcations of NHIMs as energy increases. In other words, the change from threshold regime to above-threshold regimes remains very unclear. The same is true for the importance of symmetries in the dynamics, especially so for the breaking of some symmetries through bifurcations.

However, the most important drawback for chemical physics is of course the classical nature of the theory. It is possible, however, that quantum or semiclassical theories of reactions [86] might greatly take profit of the images
presented here. The increased sophistication of semiclassical $S$-matrix calculations, their ability to treat many DOFs make those methods good candidates to make the bridge between the very different points of views of classical and quantum mechanics.
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## I. INTRODUCTION

The purpose of this chapter is to review some properties of isomerizing $(\mathrm{ABC} \leftrightarrow \mathrm{BCA})$ and dissociating $(\mathrm{ABC} \rightarrow \mathrm{AB}+\mathrm{C})$ prototype triatomic molecules, which are revealed by the analysis of their dynamics on precise ab initio potential energy surfaces (PESs). The systems investigated will be considered from all possible viewpoints-quantum, classical, and semiclassical mechanics-and several techniques will be applied to extract information from the PES, such as Canonical Perturbation Theory, adiabatic separation of motions, and Periodic Orbit Theory.

The key quantity in these studies is the strength of the coupling between reactive coordinates and perpendicular ones, where a coordinate is called reactive if it leads from reactants to products. The reactive coordinate is essentially an angle in the case of an isomerizing system and a stretching coordinate in the case of a dissociating system. The strength of the coupling between different degrees of freedom obviously depends on the choice of coordinates. When "natural" sets of coordinates, like valence or Jacobi ones, are used, it is rather rare that the couplings remain negligible up to the reaction threshold. In contrast, "optimized" sets of coordinates, which minimize the couplings between the various degrees of freedom up to and above the reaction threshold, can be derived rather straightforwardly for a certain number of isomerizing systems, like HCN $\leftrightarrow$ CNH or LiNC $\leftrightarrow$ NCLi. Section II describes in detail a procedure based on Canonical Perturbation Theory, which enables near-separation of motions for such isomerizing systems. Section II furthermore discusses vibrationally nonadiabatic tunneling in $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$, that is, the effect of remaining small couplings below the top of the adiabatic isomerization barrier on the shape of the wavefunctions along the perpendicular degrees of freedom.

For the nearly separable isomerizing systems studied in Section II, it is sufficient to increase the energy in the reactive degree of freedom to let the molecule explore the reaction pathway further and further and eventually react when the deposited energy is larger than the energy of the adiabatic reaction threshold. Recent studies dealing with the vibrational dynamics of small molecules (HCP, $\mathrm{HOCl}, \mathrm{HOBr} .$. ) have shown that this is certainly not the case for systems, which display a pronounced resonance between the reactive degree of freedom and a perpendicular one. Section III is devoted to the description of the subtle pattern of bifurcations, which the molecules mentioned above must
undergo in order to reach the reaction threshold, due to the existence of a 2:1 Fermi coupling between the reactive degree of freedom and perpendicular ones.

## II. NEARLY SEPARABLE ISOMERIZING SYSTEMS

This section describes the dynamics of the isomerizing system $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$, for which near-separation of the various degrees of freedom can be achieved. It is first shown in Section II.A how Canonical Perturbation Theory (CPT) can be applied to this floppy molecule in order to find "optimized" sets of coordinates, which minimize the couplings between the various degrees of freedom. Section II.B further discusses the effects of the remaining small coupling terms on the tunneling between states with different quantum numbers in the perpendicular degrees of freedom.

## A. Application of Canonical Perturbation Theory to Floppy Molecules

The basic idea of this section, which collects information scattered in Refs. 1-3, is to apply several unitary (or canonical) transformations to floppy systems initially described by ab initio or fitted potential energy surfaces and exact kinetic energy operators, in order to rewrite their Hamiltonian in terms of, as complete as possible, a set of good quantum numbers (or classical constants of the motion), plus some high-order small coupling terms that are eventually neglected at the end of the procedure. For $\mathrm{HCN} \leftrightarrow \mathrm{CNH}[1,2,4]$, LiNC $\leftrightarrow \mathrm{LiCN}$ [5], and $C_{3}$ [6], a complete separation of motions was actually achieved after the high-order small coupling terms were neglected: As will be seen below, the final (or perturbative) Hamiltonian is formally a one-dimensional Hamiltonian in the bending angle, which is parameterized by the stretch quantum numbers.

The possibility of such a separation of motions is not obvious at all when looking at the PES of an isomerizing molecule. Figure 1 (left) shows as an example a two-dimensional cut in the $(R, \gamma)$ plane of the three-dimensional PES for the HCN $\leftrightarrow \mathrm{CNH}$ system obtained by Tennyson and co-workers [7,8]. $R$ is the distance between H and the center of mass $G$ of CN , while $\gamma$ is the HGC angle $(\gamma=0$ at the linear HCN configuration). For this figure, the third coordinate-that is, the distance $r$ between C and N -is fixed to the HCN equilibrium value of $1.1528 \AA$. It is seen that the reaction pathway (or minimum energy path, MEP), which connects the HCN absolute minimum (at $\gamma=0$ ) to the CNH relative one (at $\gamma=180^{\circ}$ ) through the saddle (at $\gamma \approx 80^{\circ}$ ), displays a very strong curvature in the $(R, \gamma)$ plane. Consequently, if the Hamiltonian matrix is built in the basis set constructed as the direct products of the onedimensional functions for each Jacobi coordinate, then the couplings between the vectors of the basis are strong. The first step of the CPT procedure aimed at


Figure 1. (Left) Two-dimensional cut in the ( $R, \gamma$ ) plane of the three-dimensional PES for the $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ system obtained by Tennyson and co-workers [7,8]. $R$ is the distance in $\AA$ between H and the center of mass, $G$, of CN , while $\gamma$ is the HGC angle $(\gamma=0$ at the linear HCN configuration, $\gamma=\pi$ at the linear CNH configuration). For this figure, the third coordinate (i.e., the distance $r$ between C and N ) is fixed to the HCN equilibrium value of $1.1528 \AA$. (Right) Same plot, but for coordinates $(Z, \theta)$ defined in Eq. (3).
minimizing these couplings consists in developing the initial Hamiltonian in Fourier series with respect to $\gamma$ along the MEP and in Taylor series with respect to the stretch coordinates perpendicular to the MEP, in order to rewrite it in terms of simple operators.

More precisely, let us suppose that the initial Hamiltonian of the system is written in the form

$$
\begin{align*}
& H=T+V(R, r, \gamma) \\
& T=\frac{1}{2 \mu_{r}} p_{r}^{2}+\frac{1}{2 \mu_{R}} p_{R}^{2}+\left(\frac{1}{2 \mu_{r} r^{2}}+\frac{1}{2 \mu_{R} R^{2}}\right) p_{\gamma}^{2} \tag{1}
\end{align*}
$$

where $\mu_{r}$ and $\mu_{R}$ stand for the reduced masses of $\mathrm{C}-\mathrm{N}$ and $\mathrm{H}-\mathrm{CN}$, respectively, $V$ is the PES expressed in terms of the Jacobi coordinates, and $T$ is the classical expression of the kinetic energy of a triatomic molecule (we temporarily forget the additional term, which arises from the fact that the molecule is linear at equilibrium $)$. Defining a grid $\gamma_{i}\left(i=1, \ldots, i_{\max }\right)$ of equally spaced points in $\gamma$,
such that $\gamma_{1}=0$ and $\gamma_{i_{\max }}=180^{\circ}$ ( $i_{\max }$ is usually taken in the range $100-200$ ), the MEP is first determined as the set of points $\left(R_{\text {MEP }}\left(\gamma_{i}\right), r_{M E P}\left(\gamma_{i}\right), \gamma_{i}\right)$, where $R_{M E P}(\gamma)$ and $r_{M E P}(\gamma)$ are solutions of

$$
\begin{equation*}
\left(\frac{\partial V}{\partial R}\right)_{R_{M E P}, r_{M E P}, \gamma}=\left(\frac{\partial V}{\partial r}\right)_{R_{M E P}, r_{M E P}, \gamma}=0 \tag{2}
\end{equation*}
$$

One also calculates by the method of finite differences the vectors $R_{M E P}^{\prime}\left(\gamma_{i}\right)$ and $r_{M E P}^{\prime}\left(\gamma_{i}\right)$ of the derivatives of $R_{M E P}$ and $r_{M E P}$ with respect to $\gamma$. For each value $\gamma_{i}$, the Hamiltonian is then rewritten in terms of the new set of conjugate variables

$$
\begin{align*}
& Z=R-R_{M E P}\left(\gamma_{i}\right), \quad p_{Z}=p_{R} \\
& z=r-r_{M E P}\left(\gamma_{i}\right), \quad p_{z}=p_{r}  \tag{3}\\
& \theta=\gamma, \quad p_{\theta}=p_{\gamma}+R_{M E P}^{\prime}\left(\gamma_{i}\right) p_{R}+r_{M E P}^{\prime}\left(\gamma_{i}\right) p_{r}
\end{align*}
$$

and expanded in Taylor series with respect to the coordinates $Z$ and $z$. For each value of $\gamma_{i}$ one thus obtains a series of the form

$$
\begin{equation*}
H\left(\theta=\gamma_{i}\right)=\sum_{\mathbf{m}, \mathbf{n}, N} h_{\mathbf{m} \mathbf{n} N}^{(i)} Z^{m_{1}} z^{m_{2}} p_{Z}^{n_{1}} p_{z}^{n_{2}} p_{\theta}^{N} \tag{4}
\end{equation*}
$$

where $\mathbf{m}=\left(m_{1}, m_{2}\right)$ and $\mathbf{n}=\left(n_{1}, n_{2}\right)$. By expanding each vector $h_{\mathbf{m} N}^{(i)}$ $\left(i=1, \ldots, i_{\max }\right)$ in Fourier series with respect to $\theta=\gamma$ and rewriting $\cos (n \theta)$ in terms of $(\cos \theta)^{n}$, and likewise $\sin (n \theta)$ in terms of $(\sin \theta)(\cos \theta)^{n}$, the initial Hamiltonian $H$ is cast in the form

$$
\begin{equation*}
H=\sum_{\mathbf{m}, \mathbf{n}, M, P, N} h_{\mathbf{m n} M P N} Z^{m_{1}} z^{m_{2}}(\cos \theta)^{M} p_{Z}^{n_{1}} p_{z}^{n_{2}}\left(\sin (\theta) p_{\theta}\right)^{P} p_{\theta}^{2 N} \tag{5}
\end{equation*}
$$

where $P=0$ or $P=1$. A two-dimensional cut in the $(Z, \theta)$ plane of the potential energy part of this expression is plotted in Fig. 1 (right) for $m_{1}+m_{2} \leq 12$ and $M \leq 24$. Wilson's GF formalism [9] is then applied to Eq. (5), in order to rewrite the Hamiltonian of the system in terms of the dimensionless normal coordinates $\left(p_{1}, q_{1}\right)$ and $\left(p_{3}, q_{3}\right)$ for the stretch degrees of freedom (for $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$, indexes 1 and 3 stand for the $\mathrm{H}-\mathrm{CN}$ and $\mathrm{C}-\mathrm{N}$ stretches, respectively).

At last, a few steps are necessary to make the expansion of Eq. (5) amenable to quantum CPT procedures: The dimensionless normal coordinates for the stretch degrees of freedom are expressed in terms of the ladder operators

$$
\begin{equation*}
a_{k}=\frac{1}{\sqrt{2}}\left(q_{k}+\mathrm{i} p_{k}\right), \quad a_{k}^{+}=\frac{1}{\sqrt{2}}\left(q_{k}-\mathrm{i} p_{k}\right) \tag{6}
\end{equation*}
$$

where $i^{2}=-1$ and $k=1,3$ (the convention $\hbar=1$ is assumed throughout the manuscript), while $p_{\theta}^{2}$ is replaced by the operator $J^{2}$, where

$$
\begin{equation*}
J^{2}=-\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \sin \theta \frac{\partial}{\partial \theta}-\frac{1}{(\sin \theta)^{2}} \frac{\partial^{2}}{\partial \varphi^{2}} \tag{7}
\end{equation*}
$$

and $\varphi$ describes the rotation of the molecule around the axis with the smallest moment of inertia. One obtains

$$
\begin{equation*}
H=\sum_{\mathbf{m}, \mathbf{n}, M, P, N} H_{\mathbf{m} \mathbf{n} M P N}\left(a_{1}^{+}\right)^{m_{1}}\left(a_{1}\right)^{n_{1}}\left(a_{3}^{+}\right)^{m_{3}}\left(a_{3}\right)^{n_{3}}(\cos \theta)^{M} \sigma^{P}\left(J^{2}\right)^{N} \tag{8}
\end{equation*}
$$

where $\sigma$ stands for the differential operator $\sin \theta \partial / \partial \theta$. Note that all of the operators that appear in Eq. (8) have simple matrix elements in the bases of the harmonic oscillator and of the spherical functions. Note also that symmetrization of Eq. (8), which is made necessary by the canonical transformations of Eq. (3), is postponed to an ulterior step (see below).

Following Van Vleck [10] Jordahl [11], and Kemble [12], the CPT procedure itself consists of a series of unitary transformations of increasing order $s$ $(s=1,2,3, \ldots)$

$$
\begin{equation*}
K=\exp (S) H \exp (-S) \tag{9}
\end{equation*}
$$

where the initial operator $H$ at order $s=1$ is the expansion of Eq. (8) and the transformed Hamiltonian $K$ obtained at order $s$ serves as the initial operator $H$ at order $s+1$. The operator $S$, which appears in this equation, is anti-Hermitian. Reference to the current perturbation order $s$ (in the form of subscripts or superscripts) will not be used, in order to avoid too complex notations. For the same reason, no artificial small parameter $\lambda$ is introduced. The basic idea of CPT is to expand, at each order $s, H$, and $K$ in the form

$$
\begin{align*}
H & =\sum_{i=0}^{\infty} H^{(i)} \\
K & =\sum_{i=0}^{\infty} K^{(i)} \tag{10}
\end{align*}
$$

where the $H^{(i)}$ and $K^{(i)}$ become smaller and smaller with increasing values of the order $i$. Actually, the ordering of the successive operators $H$ (at $s>1$ ) and $K$ (at $s \geq 1$ ) is uniquely determined by the ordering of the initial operator $H$ at order $s=1$-that is, of Eq. (8). The choice of $H^{(0)}$ is particularly important, because the ability to solve the cohomology equation (see below) depends crucially on
this choice. Moreover, the number of terms to handle, and therefore the size of the required computer memory, depends on the ordering of the other $H^{(i)}$ 's $(i>0)$. The best choice consists in retaining in $H^{(0)}$, at first order of the theory, only the sum of the harmonic oscillators for the stretch degrees of freedom, that is,

$$
\begin{equation*}
H^{(0)}=\sum_{i=1,3} \omega_{i} a_{i}^{+} a_{i} \tag{11}
\end{equation*}
$$

while the terms with $m_{1}+m_{3}+n_{1}+n_{3}+P+2 N=k$ are retained in $H^{(k)}$ if $M \neq 0$ and in $H^{(k-2)}$ if $M=0$. An exception occurs for the pure bending terms in $J^{2}$ and $(\cos \theta)^{M}$, which are retained in $H^{(1)}$ rather than $H^{(0)}$, in order to satisfy Eq. (11). Each term $H^{(k)}$ is then symmetrized independently.

If one further assumes that, at order $s$ of the perturbation procedure, the operator $S$ is of the same order of magnitude as $H^{(s)}$ and $K^{(s)}$, then the relationship between the $K^{(i)}$ and the $H^{(i)}$ is simply obtained by expanding the exponential operators in Eq. (9) and equating the terms of the same order. One gets

$$
\begin{array}{ll}
\text { If } i<s, & K^{(i)}=H^{(i)} \\
\text { If } i=s, & K^{(s)}=H^{(s)}+\left[S, H^{(0)}\right] \\
\text { If } i>s, & K^{(i)}=H^{(i)}+\sum_{m} \frac{1}{n!}[\underbrace{S, \ldots[S}_{n \text { times }}, H^{(m)}] \ldots] \tag{12}
\end{array}
$$

In the last equation, the summation runs over all integers $m$, for which there exists another integer $n$ larger than or equal to 1 , such that $m+n s=i$. The second equation of Eq. (12) is used to determine $S$ by requiring that (at order $s$ of the perturbation procedure) $K^{(s)}$ contains only the "physically important" terms of $H^{(s)}$. In other words, if $R$ contains the terms of $H^{(s)}$, which are not wanted in $K^{(s)}$ —that is, $R=H^{(s)}-K^{(s)}$-then $S$ is determined by solving the so-called cohomology equation

$$
\begin{equation*}
\left[S, H^{(0)}\right]=-R \tag{13}
\end{equation*}
$$

Straightforward calculations show that the choice of $H^{(0)}$ in Eq. (11) implies that an operator $R$ of the form

$$
\begin{equation*}
R=\sum_{\mathbf{m}, \mathbf{n}, M, P, N} R_{\mathbf{m} \mathbf{n} M P N}\left(a_{1}^{+}\right)^{m_{1}}\left(a_{1}\right)^{n_{1}}\left(a_{3}^{+}\right)^{m_{3}}\left(a_{3}\right)^{n_{3}}(\cos \theta)^{M} \sigma^{P}\left(J^{2}\right)^{N} \tag{14}
\end{equation*}
$$

is canceled from $K^{(s)}$ if $S$ is taken as

$$
\begin{equation*}
S=\sum_{\mathbf{m}, \mathbf{n}, M, P, N} \frac{R_{\mathbf{m} \mathbf{n} M P N}}{\Delta_{\mathbf{m} \mathbf{n}}}\left(a_{1}^{+}\right)^{m_{1}}\left(a_{1}\right)^{n_{1}}\left(a_{3}^{+}\right)^{m_{3}}\left(a_{3}\right)^{n_{3}}(\cos \theta)^{M} \sigma^{P}\left(J^{2}\right)^{N} \tag{15}
\end{equation*}
$$

where $\Delta_{\mathbf{m n}}=\left(m_{1}-n_{1}\right) \omega_{1}+\left(m_{3}-n_{3}\right) \omega_{3}$. The terms of $K$ of order $i$ higher than $s$ are finally obtained from the third equation of Eq. (12) (note that the terms of order $i$ smaller than $s$ are not changed by the transformation at order $s$ ). Practically, the only tedious point in setting up a computer program consists in rewriting products of two terms $\left(a_{1}^{+}\right)^{m_{1}}\left(a_{1}\right)^{n_{1}}\left(a_{3}^{+}\right)^{m_{3}}\left(a_{3}\right)^{n_{3}}(\cos \theta)^{M} \sigma^{P}\left(J^{2}\right)^{N}$ as linear combinations of terms of the same form. This is achieved by using Sibert's formula [see Eq. (11) of Ref. 13) for stretch operators and the recurrence relations in Eq. (5) of Ref. 1 for bend operators.

The key of any CPT procedure is actually the choice, at each order $s$ of the theory, of the terms of $H^{(s)}$ to be kept in $K^{(s)}$ and of those to be put in $R$, so that they are canceled by the unitary transformation at order $s$. The simplest perturbative Hamiltonian is obtained when only the terms, which are diagonal with respect to the stretch degrees of freedom, are kept in $K^{(s)}$, while all the other ones are assigned to $R$. In other words, all the terms of $H^{(s)}$ such that $\mathbf{m} \neq \mathbf{n}$ are canceled. When performing $s$ unitary transformations with this criterion for the definition of $R$ and then neglecting the terms $K^{(i)}$ such that $i>s$, one is left with a Hamiltonian of the form

$$
\begin{equation*}
K=\sum_{\mathbf{m}, M, P, N} K_{\mathbf{m} M P N}\left(a_{1}^{+}\right)^{m_{1}}\left(a_{1}\right)^{m_{1}}\left(a_{3}^{+}\right)^{m_{3}}\left(a_{3}\right)^{m_{3}}(\cos \theta)^{M} \sigma^{P}\left(J^{2}\right)^{N} \tag{16}
\end{equation*}
$$

which is called the "perturbative Hamiltonian of order $s$." The most useful expression for this Hamiltonian is obtained by expanding each product $\left(a_{i}^{+}\right)^{m_{i}}\left(a_{i}\right)^{m_{i}}$ in terms of the $\left(a_{i}^{+} a_{i}\right)^{m_{i}}=v_{i}^{m_{i}}$, where the $v_{i}$ are the stretch quantum numbers. One gets

$$
\begin{equation*}
K=\sum_{\mathbf{m}, M, P, N} k_{\mathbf{m} M P N} v_{1}^{m_{1}} v_{3}^{m_{3}}(\cos \theta)^{M} \sigma^{P}\left(J^{2}\right)^{N} \tag{17}
\end{equation*}
$$

where the $k_{\mathbf{m} M P N}$ are real coefficients. $K$ is formally a one-dimensional Hamiltonian in the bending angle $\theta$ and its conjugate momentum. It depends only parametrically on the good quantum numbers for the stretch degrees of freedom.

Figure 2 shows the convergence of the CPT procedure described above, when it is applied to the ab initio surface for $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ computed by Tennyson and co-workers $[7,8]$. This figure indicates, for each order $s$ of the perturbation procedure, the average arithmetic error between the energies of the lowest 101


Figure 2. Plot, as a function of the order $s$ of the perturbation procedure, of the average arithmetic error between the energies of $\mathrm{HCN} \leftrightarrow$ CNH obtained for the ab initio surface of Refs. 7 and 8 and the perturbative Hamiltonian of Eq. (17). The lowest 101 rotationless states of the system are taken into account (see Tables VI and VII of Ref. 7). These states have up to 18 quanta of excitation in the bend degree of freedom and $12,400 \mathrm{~cm}^{-1}$ of vibrational energy above the quantum mechanical ground state.
rotationless states reported in Tables VI and VII of Ref. 7 and the corresponding energies computed with the perturbative Hamiltonian of order $s$ [Eq. (17)]. The states taken into account have up to 18 quanta of excitation in the bend degree of freedom and $12,400 \mathrm{~cm}^{-1}$ of vibrational energy above the quantum mechanical ground state. Practically, the PES and the kinetic energy operator were initially Fourier expanded up to $(\cos \theta)^{M_{\max }}$ with $M_{\max }=10$, because expansion to higher orders does not change significantly the results. Note, however, that all the trigonometric terms of higher order, which appear upon application of the CPT procedure, must be taken into account, so that the successive Hamiltonians remain Hermitian [if one orders the initial expansion of Eq. (8) as described in (and below) Eq. (11), then the trigonometric term with highest power one has to consider at order $s$ of the perturbation procedure is $(\cos \theta)^{(s-2) M_{\max }}$. It is well known that CPT leads to asymptotic series-that is, to series that converge for a certain number of iterations and then fluctuate or diverge. One therefore has to check somehow the convergence of the series of
perturbative Hamiltonians after each canonical transformation. It is seen in Fig. 2 that the best agreement with variational calculations is obtained for the sixth-order perturbative Hamiltonian, for which the average error is as low as about $10 \mathrm{~cm}^{-1}$.

Pseudo-potential energy curves are extracted from the perturbative Hamiltonian of Eq. (17) by retaining only the terms with $P=N=0$-that is, the terms without differential operator. One obtains a one-dimensional pseudopotential curve $V_{v_{1}, v_{3}}(\theta)$ for each pair of quantum numbers $v_{1}$ ( $\mathrm{H}-\mathrm{CN}$ stretch) and $v_{3}(\mathrm{C}-\mathrm{N}$ stretch $)$

$$
\begin{equation*}
V_{v_{1}, v_{3}}(\theta)=\sum_{\mathbf{m}, M} k_{\mathbf{m} M 00} v_{1}^{m_{1}} v_{3}^{m_{3}}(\cos \theta)^{M} \tag{18}
\end{equation*}
$$

The lowest 11 pseudo-potential curves are drawn in Fig. 3. These curves can be used to determine, for example, if there is any chance to detect the system in the CNH well following its excitation to a given $\left(v_{1}, v_{2}, v_{3}\right)$ state of HCN [14]-that is, if state $\left(v_{1}, v_{2}, v_{3}\right)$ lies above or below the isomerization barrier for these values of $v_{1}$ and $v_{3}$. Figure 3 shows that, for $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$, an increase in the


Figure 3. Plot of the lowest 11 pseudo-potential energy curves $V_{v_{1}, v_{3}}(\theta)$ obtained by applying sixth-order CPT to the $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ surface of Refs. 7 and 8 . The stretch quantum numbers $v_{1}$ $\left(\mathrm{H}-\mathrm{CN}\right.$ stretch ) and $v_{3}(\mathrm{C}-\mathrm{N}$ stretch $)$ are indicated for each curve as $\left(v_{1}, v_{3}\right)$.
stretch quantum numbers essentially results in the shift of the energies of the HCN and CNH minima, as well as the isomerization threshold, by the corresponding linear combination of the fundamental frequencies. However, in other systems, like $C_{3}$ [6], variations of the stretch quantum numbers have a much more dramatic influence on the pseudo-potential energy curves. Moreover, the tunneling effect, which takes place slightly below the top of the isomerization barrier, is clearly seen when plotting, on the same graph, the wave functions of the states with given values of $v_{1}$ and $v_{3}$ and the corresponding pseudo-potential energy curve (see Fig. 4). We shall come back to this point in more detail in Section II.B.

Before concluding this section, let us just mention that, while all of the equations above refer explicitly to the Van Vleck quantum procedure [1012,15], they are most straightforwardly adapted to the classical procedure based on Lie algebra [16-18] by replacing quantum commutators with Poisson brackets. Most of the concepts remain also valid for the classical


Figure 4. Plot of the pseudo-potential and the probability density for the pure bending states ( $v_{1}=v_{3}=0$ ) of the $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ system versus bending angle $\theta$. These results were obtained by applying sixth-order CPT to the ab initio surface of Tennyson and co-workers [7,8]. The vertical scale is the same for all probability plots, and the baseline for each plot coincides with the energy of the corresponding state.

Birkhoff-Gustavson procedure [19-21], although Eq. (12) has a slightly different form in this latter case [3].

## B. Adiabatic Versus Nonadiabatic Delocalization in Isomerizing Systems

The theory described in Section II.A applies to the progressions of quantum mechanical "adiabatic" states. A state is adiabatic in the Ehrenfest sense, if the two perpendicular stretch quantum numbers $v_{1}$ and $v_{3}$ remain unchanged as the angle $\theta$ varies between $0^{\circ}$ and $180^{\circ}$. As is known from the quantum mechanical calculations, all localized eigenstates of the non-rotating HCN and CNH molecules, trapped below the barrier on their respective adiabatic pseudopotential curves (see Figs. 3 and 4), satisfy this definition. Moreover, many delocalized states located above their respective adiabatic barriers $V_{v_{1}, v_{3}}^{+}$have the same assignment $v_{1}$ and $v_{3}$ on both HCN and CNH sides. Thus, the adiabatic approximation is realistic for a significant portion of the spectrum, including many of the delocalized states. The states belonging to the HCN and CNH well are usually assigned as $\left(v_{1}, v_{2}, v_{3}\right)_{\mathrm{HCN}}$ and $\left(v_{1}, v_{2}, v_{3}\right)_{\mathrm{CNH}}$, respectively. Alternatively, one might organize these states into adiabatic progressions $\left(v_{1}, v_{2}, v_{3}\right)_{\mathrm{ad}}$, by counting the bending quanta over the whole range of $\theta$ between $0^{\circ}$ and $180^{\circ}$.

In view of the hitherto unsuccessful experimental search for eigenstates delocalized between the HCN and CNH isomers [14,22-28], the analysis of the mechanisms and spectral signatures of delocalization becomes central to theoretical studies. According to the adiabatic theory presented in Section II.A, states with excitation $\left(v_{1}, v_{3}\right)$ in the perpendicular stretching coordinates are expected to remain localized even above the lowest adiabatic pseudo-potential barrier $V_{0,0}^{+}$. Indeed, in the adiabatic picture, these states become delocalized only if they are located close to or above the corresponding adiabatic potential barrier $V_{v_{1}, v_{3}}^{+}$, which can be located far above $V_{0,0}^{+}$(see Fig. 3). This might explain the fact that no delocalized states were detected in the experiments that pumped energy in HCN through a combination of the bending and stretching modes [14,23,24]. Figure 5 illustrates more quantitatively the correlation between $V_{v_{1}, v_{3}}^{+}$and the extent of delocalization. Each eigenstate can be ascribed probability densities in the HCN and CNH wells, $P_{\mathrm{HCN}}$ and $P_{\mathrm{CNH}}$, respectively. Delocalization $P_{\text {del }}$ of a normalized eigenstate is defined as the lesser of the two probabilities

$$
\begin{equation*}
P_{\mathrm{del}}=\min \left(P_{\mathrm{HCN}}, P_{\mathrm{CNH}}\right) \tag{19}
\end{equation*}
$$

Figure 5 shows $P_{\text {del }}$ for bending states in the pure and several combination progressions as a function of energy. The vertical solid line in each frame marks the position of the adiabatic barrier $V_{v_{1}, v_{3}}^{+}$. It is clear that full delocalization $P_{\text {del }}=50 \%$ is reached only at and above the top of the adiabatic barrier,


Figure 5. Plot of delocalization $P_{\text {del }}$ (in \%), defined in Eq. (19), as a function of the energy $E$ above the ground vibrational state, for six bending progressions $\left(v_{1}, v_{2}, v_{3}\right)_{\mathrm{ad}}$. The stretching quantum numbers $v_{1}$ and $v_{3}$ remain constant within each frame. The vertical solid lines indicate the position of the adiabatic barrier, $V_{v_{1}, v_{3}}^{+}$, for each progression. The energy of the PES' saddle point, close to $\gamma=80^{\circ}$, is marked with vertical dotted lines.
especially for low perpendicular excitations. Note that, due to couplings between the bending mode and the $\mathrm{H}-\mathrm{CN}$ stretch, the height of the adiabatic barriers $V_{v_{1}, 0}^{+}$ decreases with growing $v_{1}$. For example, the barrier $V_{6,0}^{+}$(measured relative to the CNH minimum on the pseudo-potential curve) is only half as high as the barrier $V_{0,0}^{+}$. The higher the value of $v_{1}$, the lower the amount of bending excitation needed to achieve a certain degree of adiabatic delocalization.

At higher energies, it becomes increasingly difficult to organize delocalized eigenstates in adiabatic progressions. Quantum calculations show that, for many states, quantum numbers $v_{1}$ and/or $v_{3}$ are not conserved along $\theta$. The stretching excitations instead change upon traversing the barrier separating HCN from CNH. Figure 6 illustrates this point. In the left-hand frame, the


Figure 6. Wavefunctions of states 315 and 206 of the $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ system, with respective energies $E=18,069 \mathrm{~cm}^{-1}$ and $E=15,750 \mathrm{~cm}^{-1}$ above the quantum mechanical ground state. The figures show one particular contour $|\Psi(R, r, \gamma)|^{2}=$ const, where $(R, r, \gamma)$ are the Jacobi coordinates. (Left) The adiabatically delocalized state 315 , which is assigned as $(1,40,1)_{\text {ad }}$. (Right) The nonadiabatically delocalized state 206 , which can be assigned as $(1,16,1)_{\mathrm{HCN}}$ but displays the nodal structure of $(0,24,0)_{\mathrm{CNH}}$ on the CNH side.
three-dimensional (3D) wavefunction of an adiabatically delocalized state is shown. It has one quantum of excitation in each perpendicular mode all the way from HCN to CNH. The theory of Section II.A can be applied to it. In the righthand frame, another delocalized state is shown. On the HCN side, it has the same nodal pattern as the adiabatically delocalized state shown in the left-hand frame of Fig. 6. On the CNH side, the state has instead no node in the stretching coordinates. This is an example of a "nonadiabatically" delocalized eigenstate. Note that nonadiabatic delocalization is due to small terms belonging to one of the $K^{(i)}(i>s)$ which, in Section II.A, were neglected after the desired number $s$ of transformations was performed. These small terms therefore do not appear in the expression of the effective Hamiltonian of Eq. (17), so that this Hamiltonian cannot reproduce the nonadiabatic delocalization effect.

In the remainder of this section, we consider the properties of the nonadiabatically delocalized states of $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ in more detail. We argue that this type of delocalization becomes dominant and responsible for $\mathrm{HCN} \leftrightarrow$ CNH isomerization above the top of the potential barrier. Our analysis is based on numerically exact quantum mechanical calculations for the $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ system performed using the PES of Bowman et al. [29], which reproduces the experimental vibration and vibration-rotation eigenenergies to within $60 \mathrm{~cm}^{-1}$ or better even at high energies. For the present study, we calculated the energies of the first 600 states of the nonrotating molecule-that is, up to about $22,200 \mathrm{~cm}^{-1}$ above the vibrational ground state-using successive truncation-diagonalization [30,31]. The eigenstates are converged
to within $0.5 \mathrm{~cm}^{-1}$ or better. The first 455 eigenstates and some of the states at higher energies were assigned using visual inspection of their wavefunctions, in order to provide an as complete as possible characterization of the localized and delocalized states.

The correlation between the height of the adiabatic barrier and the onset of delocalization is clearest in the pure bending progression $\left(0, v_{2}, 0\right)$ shown in Fig. 5. Delocalization patterns in other progressions are more involved. An example is provided by the progression $\left(1, v_{2}, 0\right)$, for which full delocalization, $P_{\text {del }}=50 \%$, is achieved only at $E \geq V_{1,0}^{+}$. However, several states below this barrier are also delocalized to some extent, with $P_{\text {del }}$ ranging from $1 \%$ to $10 \%$. A closer look indicates that the first weakly delocalized states ( $P_{\text {del }}=1.2 \%$ ) appears near the top of the barrier of the lowest adiabatic curve $V_{0,0}^{+}$. In other words, weakly delocalized states in the progression $\left(1, v_{2}, 0\right)$ appear in the vicinity of the fully delocalized states of the progression $\left(0, v_{2}, 0\right)$. A similar behavior is found for other progressions shown in Fig. 5. Visual inspection of the three-dimensional eigenfunctions shows that the majority of the states with $P_{\text {del }} \leq 10 \%$ are nonadiabatically delocalized. For these nonadiabatically delocalized states, $v_{1}(\mathrm{HCN}) \neq v_{1}(\mathrm{CNH})$ and/or $v_{3}(\mathrm{HCN}) \neq v_{3}(\mathrm{CNH})$. Their assignment to pure progressions is based on the nodal structure of the strongest component of the wavefunction.

Visual inspection of the wavefunctions reveals another feature of the nonadiabatically delocalized states, which is crucial for rationalizing the effect and building up a model. Namely, the perpendicular quantum numbers $v_{1}$ and $v_{3}$ of the weak component of these states systematically coincide with the perpendicular quantum numbers of an adjacent adiabatically delocalized state. This suggests that weak delocalization is induced by coupling between a certain zero-order localized state $\left|\phi_{k}\right\rangle$ and a neighboring adiabatically delocalized state $\left|\chi_{\nu}\right\rangle$. Suppose that both $\left|\phi_{k}\right\rangle$ and $\left|\chi_{\nu}\right\rangle$ are known. Then, a nonadiabatically delocalized state $\left|\Psi_{k}\right\rangle$ can be expressed as

$$
\begin{equation*}
\left|\Psi_{k}\right\rangle \approx \alpha_{k}\left|\phi_{k}\right\rangle+\beta_{k}\left|\chi_{v}\right\rangle \tag{20}
\end{equation*}
$$

where $\left|\phi_{k}\right\rangle$ is assumed to be completely localized in one of the potential wells, while $\left|\chi_{\nu}\right\rangle$ is delocalized between the HCN and CNH isomers. By construction, one has $P_{\text {del }}=\left|\beta_{k}\right|^{2} P_{\text {del }}\left(\chi_{\nu}\right)$, where $P_{\text {del }}\left(\chi_{\nu}\right)$ is the probability density of $\left|\chi_{\nu}\right\rangle$ in the potential well where $\left|\phi_{k}\right\rangle \equiv 0$. The wavefunctions $\left|\phi_{k}\right\rangle$ and $\left|\chi_{v}\right\rangle$ are normalized, but they are in general not orthogonal. Their overlap $S_{k v}=\left\langle\phi_{k} \mid \chi_{v}\right\rangle$ controls the coefficients $\alpha_{k}$ and $\beta_{k}$ and, hence, the extent of delocalization $P_{\text {del }}$ :

$$
\begin{align*}
\alpha_{k} & =\left(1-S_{k v}^{2}\right)^{-1 / 2} \\
\beta_{k} & =-\alpha_{k} S_{k v}  \tag{21}\\
P_{\mathrm{del}} & =P_{\mathrm{del}}\left(\chi_{v}\right) S_{k v}^{2} /\left(1-S_{k v}^{2}\right)
\end{align*}
$$

If the zero-order basis is properly chosen, the model of Eq. (20) is a sensitive indicator of those couplings in the molecule that lead to delocalization. This in turn can be used to describe the delocalization mechanisms in $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$.

The states $\left|\phi_{k}\right\rangle$ and $\left|\chi_{\nu}\right\rangle$ in Eq. (20) can be chosen in a variety of ways. For example, the delocalized states calculated in Section II.A using the onedimensional pseudo-potential curves can in principle be used as functions $\left|\chi_{\nu}\right\rangle$. The states $\left|\phi_{k}\right\rangle$ localized in each potential well can also be determined using the same pseudo-potential curves (eventual tunneling contributions should be neglected). Unfortunately, the accuracy of the adiabatic pseudo-potentials of Section II.A, although sufficient for predicting the positions of the energy levels to within a few tens of reciprocal centimeters (compared to the variationally calculated energies), is not high enough to describe the subtle effects of weak delocalization. For this reason, it is more appropriate to construct the basis states using three-dimensional quantum mechanical calculations. We define the localized basis states $\left|\phi_{k}\right\rangle$ as solutions of the "restricted" Schrödinger equation in the isolated wells. The dividing surface between the HCN and CNH parts of the PES is determined in molecular coordinates. The potential energy along the dividing surface in the restricted calculations is set to some large number which guarantees that wavefunctions are localized in one of the potential wells. Thus, solutions in one well are independent of the solutions in the other and can be used as $\left|\phi_{k}\right\rangle$. Next, this basis is augmented by the adiabatically delocalized eigenstates $\left|\chi_{\nu}\right\rangle$ of the original unrestricted Schrödinger equation: This is in accord with our conjecture that adiabatically delocalized states are the main perturbers causing weak delocalization.

The wavefunctions $\left|\phi_{k}\right\rangle$ and $\left|\chi_{v}\right\rangle$ solve different Schrödinger equations and therefore are not orthogonal. Since the overlap integrals between them are the measure of nonadiabatic delocalization, one first calculates $S_{k v}$ between all localized and delocalized states. This identifies the most important couplings in the system, as well as the states that can be nonadiabatically delocalized. Next, the weakly delocalized eigenstates are reconstructed using Eq. (20) and compared to the exact results. Note that this procedure is somewhat reminiscent of the well-known tier model widely used in the investigations of intramolecular energy redistribution [32]. State $(2,16,0)_{\mathrm{HCN}}$ provides a typical example (see Fig. 7). Its nonadiabatic delocalization is entirely due to the coupling with the adiabatically delocalized state $(0,56,0)_{a d}$, which lies only $11 \mathrm{~cm}^{-1}$ below $(2,16,0)_{\mathrm{HCN}}$. This is confirmed by reconstructing the weakly delocalized state using Eq. (20) and comparing the obtained nodal structure with the exact one. The extent of delocalization of the reconstructed wavefunction, $P_{\text {del }}=3.4 \%$, is in excellent agreement with the exact result, $P_{\text {del }}=3.6 \%$. The eigenenergy and the rotational constant of this state are also accurately reproduced within the simple approximation of Eq. (20).


Figure 7. Simple two-state coupling scheme in $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$, according to Eq. (20). (Left) Wavefunction of the adiabatically delocalized state $241\left(E=16,612 \mathrm{~cm}^{-1}\right)$, which is assigned as $(0,56,0)_{\mathrm{ad}}$. This is state $\left|\chi_{\nu}\right\rangle$ of Eq. (20). (Right) Wavefunction of the resulting nonadiabatically delocalized state $242\left(E=16,623 \mathrm{~cm}^{-1}\right)$, which can be assigned as $(2,16,0)_{\mathrm{HCN}}$ but displays the nodal structure of $(0,26,0)_{\mathrm{CNH}}$ on the CNH side. This is state $\left|\Psi_{k}\right\rangle$ of Eq. (20). The various assignments refer to the adiabatic description (upper) and to the nodal structures in the isolated wells (lower). The value of the overlap integral $S_{k v}$ is indicated along the line connecting the two states. The wavefunctions are shown in the same representation as in Fig. 6.

Some of the localized basis functions couple to more than one adiabatically delocalized states. In this case, the model of Eq. (20) should be generalized to accommodate these couplings:

$$
\begin{equation*}
\left|\Psi_{k}\right\rangle \approx \alpha_{k}\left|\phi_{k}\right\rangle+\sum_{v=1}^{N_{k}} \beta_{k v}\left|\chi_{v}\right\rangle \tag{22}
\end{equation*}
$$

where the coefficients $\alpha_{k}$ and $\beta_{k v}$, and the delocalization $P_{\text {del }}$, are given by

$$
\begin{align*}
\alpha_{k} & =\left(1-\sum_{v=1}^{N_{k}} S_{k v}^{2}\right)^{-1 / 2} \\
\beta_{k v} & =-\alpha_{k} S_{k v}  \tag{23}\\
P_{\mathrm{del}} & =\sum_{v=1}^{N_{k}}\left|\beta_{k v}\right|^{2} P_{\mathrm{del}}\left(\chi_{v}\right)
\end{align*}
$$


Figure 8. The scheme of interstate couplings leading to nonadiabatic delocalization in $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$, in an energy window of $900 \mathrm{~cm}^{-1}$ centered around $16,200 \mathrm{~cm}^{-1}$ above the quantum mechanical ground state. (a) The structure of the energy levels, their assignments (upper, adiabatic; lower, according to the nodal structure in the isolated wells), and overlap integrals $S_{k v}$ (numbers on the lines connecting pairs of states). The extent of delocalization diminishes from left to right. (b) Wavefunctions of the energy levels shown in $(a)$. The wavefunctions are shown in the same representation as in Fig. 6.

This model can be used to uncover the complicated network of interstate couplings leading to nonadiabatic delocalization. An example of such a coupling scheme is presented in Fig. 8a. These states lie approximately $16,000 \mathrm{~cm}^{-1}$ above the ground vibrational state. The energy interval of about $900 \mathrm{~cm}^{-1}$ comprises 37 states, of which only three are adiabatically delocalized. They belong to the progression $\left(0, v_{2}, 0\right)$ and are collected in the left column of Fig. 8a. The adiabatically delocalized states lie above the respective barrier $V_{0,0}^{+}$. All other states belong to progressions, which are adiabatically trapped below the respective adiabatic barriers $V_{v_{1}, v_{3}}^{+}$. Nevertheless, all the trapped states are nonadiabatically delocalized. This is clearly seen in Fig. 8b, which shows some of the corresponding wavefunctions. Nonadiabatic delocalization of two states, 224 and 228, is particularly strong, with respective values $P_{\text {del }}=20.0 \%$ (224) and $P_{\text {del }}=6.9 \%$ (228). These states are shown in the middle column of the diagram in Fig. 8a. The states in the right column are more weakly delocalized $\left(P_{\mathrm{del}}=1.1 \%\right)$. Strong and weak couplings between eigenstates are indicated by the solid and dotted lines, respectively. The numbers above the lines are the values of the overlap integrals $S_{k v}$ for the pair of states in question. This scheme can be considered as a pictorial guide to the choice of the coupling model for a particular state. For example, states 205 and 206 are perturbed only by the adiabatically delocalized state $(0,52,0)_{\text {ad }}$ in the left column. For them, Eq. (20) is appropriate. For most other states in the right and middle columns, the multiple perturber model of Eq. (22) appears to be more adequate.

Figure 8 demonstrates how the delocalization, initially carried by three adiabatically delocalized states, spreads over the adjacent eigenfunctions. Note that one can distinguish between direct and indirect interactions of eigenstates. Delocalization of states 205 and 206 is a result of the direct coupling with the adiabatically delocalized state 209 . More complicated is the example of state 229 (right column in Fig. 8). In the zeroth-order approximation, this state is assigned as $(2,12,1)_{\mathrm{HCN}}$. Its (weak) nodal structure in the CNH well coincides with that of the adiabatically delocalized state 220 (left column), although the direct overlap between these two states is vanishingly small. In fact, the nodal structure of state 229 in the CNH well is due to its coupling to the neighboring state 228 (middle column), which, in turn, is strongly coupled to the adiabatic state 220. The coupling scheme in Fig. 8 contains even more complicated coupling chains, which develop between the localized and delocalized states, thus leading to spreading of the weak delocalization over the entire spectrum. Adiabatically delocalized eigenfunctions play the role of critical nuclei necessary to initiate this process. The avalanche-like expansion of weak delocalization, initiated by the adiabatically delocalized states, is the main reason for the increase in the density of states with $P_{\text {del }} \geq 1 \%$ with growing energy. This is illustrated in Fig. 9, where the total density of states is compared with the density of delocalized states.


Figure 9. The density of states in the $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$ system as a function of energy above the ground vibrational state. The upper curve shows the full density of states. The lower curve corresponds to the density of delocalized states with $P_{\text {del }}>1 \%$.

## III. RESONANTLY COUPLED ISOMERIZING AND DISSOCIATING SYSTEMS

Section II dealt with the system $\mathrm{HCN} \leftrightarrow \mathrm{CNH}$, for which the various degrees of freedom can be nearly separated. Section III is instead devoted to the description of the dynamics of the isomerizing and dissociating systems HCP $\leftrightarrow \mathrm{CPH}$, $\mathrm{HOCl} \rightarrow \mathrm{HO}+\mathrm{Cl}$ and $\mathrm{HOBr} \rightarrow \mathrm{HO}+\mathrm{Br}$, for which there exists a strong coupling (namely, a 1:2 Fermi resonance) between the reactive degree of freedom and a perpendicular one. A feature that is common to isomerization and dissociation reactions is the large anharmonicity along the reaction pathway. Based on the analysis of two integrable models-the Dunham expansion and the Fermi resonance Hamiltonian-Section III.A describes how the folding of the polyads (i.e., the closely spaced groups of states coupled by the Fermi resonance) caused by these large anharmonicities combines with the Fermi nonlinear coupling to produce a saddle-node bifurcation, where quantum states, which stretch along the reaction pathway, are created. These saddle-node bifurcations are, however, just the first step of the subtle pattern of bifurcations, which these systems must undergo in order to reach the reaction threshold. Relying mostly on the classical analysis of the ab initio PESs, Section III.B describes this pattern in
more detail, particularly emphasizing the correspondence between the quantum mechanical and classical descriptions.

## A. Polyad Folding and Saddle-Node Bifurcations

It has been shown recently that the vibrational spectra of HCP [33-36], HOCl [36-39], and $\mathrm{HOBr}[40,41$ ] obtained from quantum mechanical calculations on global ab initio surfaces can be reproduced accurately in the low to intermediate energy regime ( $75 \%$ of the isomerization threshold for HCP, $95 \%$ of the dissociation threshold for HOCl and HOBr ) with an integrable Fermi resonance Hamiltonian. Based on the analysis of this Hamiltonian, this section proposes an interpretation of the most salient feature of the dynamics of these molecules, namely the first saddle-node bifurcation, which takes place in the intermediate energy regime.

The Fermi resonance Hamiltonian consists of two terms. The first one, $H_{D}$, is the Dunham expansion, which characterizes the uncoupled system, while the second term, $H_{F}$, is the Fermi resonance coupling, which describes the energy flow between the reactive mode and one perpendicular mode. For the three systems, $\mathrm{HCP} \leftrightarrow \mathrm{CPH}, \mathrm{HOCl} \rightarrow \mathrm{HO}+\mathrm{Cl}$ and $\mathrm{HOBr} \rightarrow \mathrm{HO}+\mathrm{Br}$, the reactive degree of freedom is the slow component of the Fermi pair and will therefore be labeled $s$, while the fast component will be labeled $f$. Thus, the resonance condition writes $\omega_{f} \approx 2 \omega_{s}$. More explicitly, for HCP the slow reactive mode is the bend (mode 2) and the fast one is the CP stretch (mode 3), while for HOCl and HOBr the slow mode is the OX stretch $(\mathrm{X}=\mathrm{Cl}, \mathrm{Br})$ (mode 3) and the fast one is the bend (mode 2). The third, uncoupled modethat is, the CH stretch (mode 1) for HCP and the OH stretch (mode 1) for HOCl and HOBr -will be labeled $u$. With these notations, the Dunham expansion writes in the form

$$
\begin{equation*}
H_{D}=\sum_{i=s, f, u} \omega_{i} I_{i}+\sum_{i, k} x_{i k} I_{i} I_{k}+\sum_{i, k, m} y_{i k m} I_{i} I_{k} I_{m}+\cdots \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{i}=\frac{1}{2}\left(p_{i}^{2}+q_{i}^{2}\right)=a_{i}^{+} a_{i}+\frac{d_{i}}{2}=v_{i}+\frac{d_{i}}{2} \tag{25}
\end{equation*}
$$

In Eq. (25), $\left(p_{i}, q_{i}\right)$ is the set of conjugate dimensionless normal coordinates for mode $i, a_{i}^{+}$and $a_{i}$ are the corresponding creation and annihilation operators, $v_{i}$ is the quantum number for this degree of freedom, and $d_{i}$ is its degeneracy ( $d_{i}$ is equal to 2 for the bend in HCP and equal to 1 for all other degrees of freedom considered here). $I_{i}$ is the classical action integral for mode $i$ and Eq. (25) just
expresses the Einstein-Brillouin-Keller (EBK) quantization rule [42-45] for this mode. Quantum mechanically, the Fermi resonance term is written as

$$
\begin{equation*}
H_{F}=\left(a_{s} a_{s} a_{f}^{+}+a_{s}^{+} a_{s}^{+} a_{f}\right)\left(k_{0}+\sum_{i=s, f, u} k_{i} I_{i}+\cdots\right) \tag{26}
\end{equation*}
$$

while its classical expression involves the angles $\varphi_{i}=-\tan ^{-1}\left(p_{i} / q_{i}\right)$ conjugate to the $I_{i}$ 's, that is,

$$
\begin{equation*}
H_{F}=2 \cos \left(\varphi_{f}-2 \varphi_{s}\right) I_{s} \sqrt{I_{f}}\left(k_{0}+\sum_{i=s, f, u} k_{i} I_{i}+\cdots\right) \tag{27}
\end{equation*}
$$

See Table I of Ref. 34, Table II of Ref. 39 and Table I of Ref. 41 for numerical values of the coefficients $\omega_{i}, x_{i k}, y_{i k m}, k_{i}, \ldots$ Note that there are two misprints in Table II of Ref. 39: One should read $y_{233}=+0.2503 \mathrm{~cm}^{-1}$ and $y_{123}=$ $-0.4304 \mathrm{~cm}^{-1}$.

Let us first neglect the Fermi resonance and analyze the dynamics of the uncoupled systems described by the Dunham expansion alone [Eq. (24)]. Because of the resonance condition $\omega_{f} \approx 2 \omega_{s}$, quantum states are organized in clumps, or "polyads." Each polyad is defined by two quantum numbers, namely the number $v_{u}$ of quanta in the uncoupled degree of freedom and the so-called polyad number $P$ :

$$
\begin{equation*}
P=2 v_{f}+v_{s} \tag{28}
\end{equation*}
$$

A polyad with quantum numbers $v_{u}$ and $P$ is labeled $\left[v_{u}, P\right]$. Polyads are separated by large energy gaps at low energies but overlap more and more widely as energy increases. It turns out that for the three molecules $\mathrm{HCP}, \mathrm{HOCl}$, and HOBr , the difference $2 \omega_{s}-\omega_{f}$ is small (resonance condition) and positive. Therefore, at low $P$ values, polyad $\left[v_{u}, P\right]$ organizes as follows. The state with lowest energy has quantum numbers $\left(v_{s}, v_{f}\right)=(0, P / 2)$ (if $P$ is even) or $\left(v_{s}, v_{f}\right)=(1,(P-1) / 2)$ (if $P$ is odd). The state with highest energy has quantum numbers $\left(v_{s}, v_{f}\right)=(P, 0)$. In between, the energies of the $\operatorname{int}(P / 2)+1$ states of the polyad increase monotonously with the number of quanta $v_{s}$ in the reactive degree of freedom. Because of the large (negative) anharmonicity along the reaction pathway, this description does not hold for large values of $P$. Indeed, if $P$ (and therefore $v_{s}$ ) becomes sufficiently large, then the linear harmonic energy gap $2 \omega_{s}-\omega_{f}$ between two successive states of the polyad can become smaller than the quadratic (or higher-order) anharmonic corrections. For these higher values of $P$, the energies of the $\operatorname{int}(P / 2)+1$ states of the polyad are an increasing function of $v_{s}$ up to a certain value of $v_{s}$, and then a decreasing function of $v_{s}$.


Figure 10. Density probability in the $\left(q_{3}, q_{2}\right)$ plane for the eight states of "uncoupled" HOBr belonging to polyad $\left[v_{u}, P\right]=[0,14]$. The Hamiltonian is the Dunham expansion of Eq. (24) with parameters from Table I of Ref. $41 . q_{3}$ ( OBr stretch) ranges from to -6.5 to 6.5 , and $q_{2}$ (bend) ranges from -5.0 to 5.0. The energy (in $\mathrm{cm}^{-1}$ ) above the quantum mechanical ground state, as well as the good quantum numbers $\left(v_{s}, v_{f}\right)=\left(v_{3}, v_{2}\right)$, are indicated for each state.

Stated in other words, the polyad folds. The wavefunctions for the eight states belonging to polyad $\left[v_{u}, P\right]=[0,14]$ of uncoupled $\operatorname{HOBr}\left(H=H_{D}\right)$ are plotted in Fig. 10 as an example. It is seen that the energy of the states is an increasing function of $v_{s}$ from $v_{s}=0$ to $v_{s}=8$, but a decreasing one from $v_{s}=8$ to $v_{s}=14$. As a result, the polyad appears rather scrambled.

Numerically, this is most easily analyzed by rewriting the Dunham expansion of Eq. (24) in terms of coordinates, which are adapted to the polyad structure of the spectrum. One defines new sets $\left(J_{u}, \psi_{u}\right),\left(J_{P}, \psi_{P}\right)$, and $\left(J_{0}, \psi_{0}\right)$ of conjugate action-angle-like coordinates, according to

$$
\begin{align*}
\left(J_{u}, \psi_{u}\right) & =\left(I_{u}, \varphi_{u}\right) \\
\left(J_{P}, \psi_{P}\right) & =\left(2 I_{f}+I_{s}, \varphi_{s}\right)  \tag{29}\\
\left(J_{0}, \psi_{0}\right) & =\left(2 I_{f}, \varphi_{s}-\varphi_{f} / 2\right)
\end{align*}
$$

which are connected to the $\left(I_{i}, \varphi_{i}\right)(i=u, f, s)$ ones by a linear canonical transformation. In terms of these new variables, the Hamiltonian of Eqs. (24) and (27) is rewritten in the form

$$
\begin{align*}
H_{D} & =\sum_{i=u, P, 0} \Omega_{i} J_{i}+\sum_{i, k} X_{i k} J_{i} J_{k}+\sum_{i, k, m} Y_{i k m} J_{i} J_{k} J_{m}+\cdots \\
H_{F} & =\cos \left(2 \psi_{0}\right)\left(I-J_{0}\right) \sqrt{J_{0}}\left(K+\sum_{i=u, P, 0} K_{i} I_{i}+\cdots\right) \tag{30}
\end{align*}
$$

with trivial linear relationships between the spectroscopic coefficients of Eqs. (24) and (27) and those of Eq. (30). According to Eq. (25), the quantized values of $J_{u}$ and $J_{P}$ associated with the quantum mechanical polyad $\left[v_{u}, P\right]$ are

$$
\begin{align*}
J_{u} & =v_{u}+\frac{d_{u}}{2}  \tag{31}\\
J_{P} & =P+d_{f}+\frac{d_{s}}{2}
\end{align*}
$$

Clearly, polyad $\left[v_{u}, P\right]$ of the uncoupled system $H=H_{D}$ is folded if equation

$$
\begin{equation*}
\frac{\partial H_{D}}{\partial J_{0}}=0 \tag{32}
\end{equation*}
$$

has a real solution $J_{0}=J_{F}$, such that $0 \leq J_{0} \leq J_{P}\left(J_{F}\right.$ is a function of $J_{u}$ and $\left.J_{P}\right)$. The result is displayed in Fig. 11 (top) for the states of HOBr with no excitation in the OH stretch $\left(v_{u}=0\right)$. This figure shows the energy of (i) the pure bending trajectory [b], that is, $H_{D}\left(J_{0}=J_{P}\right)$, (ii) the pure stretching trajectory [s], that is, $H_{D}\left(J_{0}=0\right)$, and (iii) the folding point [F], that is, $H_{D}\left(J_{0}=J_{F}\right)$, as a function of $P$ (more precisely, as a function of $J_{P}$, but the abscissa scale is converted to artificially continuous values of $P$ according to Eq. (31)). The energies are plotted relative to the energy of [b], because they are all nearly degenerate (because of the resonance condition) and essentially linear functions of $P$. It is


Figure 11. (Top) Plot, as a function of the polyad number $P$, of the energies of the pure bending trajectory $[\mathrm{b}]$, the pure stretching trajectory $[\mathrm{s}]$, and the folding point $[\mathrm{F}]$ for the states of "uncoupled" HOBr with no excitation in the OH stretch $\left(v_{u}=v_{1}=0\right)$. The Hamiltonian is the Dunham expansion of Eq. (24) with parameters from Table I of Ref. 41. All energies are plotted relative to the energy of the bending trajectory [b]. (Bottom) Plot, as a function of the polyad number $P$, of the energies of the periodic orbits for the states of HOBr with no excitation in the OH stretch $\left(v_{u}=v_{1}=0\right)$. The Hamiltonian is the Fermi resonance model of Eqs. (24) and (27), with parameters from Table I of Ref. 41. The small insert depicts the energies of the PDs relative to the energy of the quantum mechanical ground state. In the main figure, the energies are plotted relative to the energy of the pure bending periodic orbit [ $\gamma$ ]. The heavy dots marked SN1, SN2, and PD indicate the two saddle-node and the period-doubling bifurcations, respectively. Stable periodic orbits are indicated by solid lines, while unstable periodic orbits are represented by dashed curves.
seen that polyads are folded above $P \approx 5$ and that the energy of the pure stretching trajectory [ s ] becomes smaller than the energy of the pure bending trajectory [b] at $P \approx 15$. The energies of quantum states always occur between the energies of the two outermost lines, that is, $[\mathrm{b}]$ and $[\mathrm{s}]$ up to $P=5,[\mathrm{~b}]$ and $[\mathrm{F}]$ from $P=5$ to $P=15$, and $[\mathrm{s}]$ and $[\mathrm{F}]$ above $P=15$. Therefore, pure stretching states are located at the top of the polyads up to $P=5$; they then migrate from the top to the bottom of the polyads between $P=5$ and $P=15$, and they finally reach the bottom of the polyads above $P=15$. Conversely, pure bending states
are located at the bottom of the polyads up to $P=15$ and then migrate inside the polyad. It is also emphasized, as can be checked in Fig. 10, that the states located at the top of the polyads above $P=5$ are not associated with any particular motion, but are instead just combination states with $P-J_{F}+1$ (or the integer closest to this value) nodes along the slow reactive coordinate and $\left(J_{F}-1\right) / 2$ nodes along the fast one. Similar features are observed for HOCl and HCP (in the later case, the CP stretch plays the role of the HOBr bend, and the HCP bend plays that of the OBr stretch).

Let us now consider the dynamics of the coupled system with Hamiltonian $H=H_{D}+H_{F} . J_{u}$ and $J_{P}$ remain good quantum numbers for this Hamiltonian and are quantized according to Eq. (31). It is known that the dynamics of the coupled system is governed by the shape of its stable periodic orbits (POs) in the subspace $\left(p_{s}, q_{s}, p_{f}, q_{f}\right)$ of the normal coordinates involved in the Fermi resonance. The reason for this is that these POs act as the "backbones" (or nodal lines) of the quantum mechanical wavefunctions. Moreover, it is not necessary to consider the POs in the full six-dimensional space as long as the third mode $u$ remains decoupled from $s$ and $f$. The four-dimensional POs are most easily obtained in terms of the conjugate coordinates of Eq. (29). Indeed, they consist of the line $J_{0}=J_{P}$, plus the fixed points in the $\left(J_{0}, \psi_{0}\right)$ space. These fixed points satisfy

$$
\begin{align*}
\frac{d J_{0}}{d t} & =-\frac{\partial H}{\partial \psi_{0}}=0 \\
\frac{d \psi_{0}}{d t} & =\frac{\partial H}{\partial J_{0}}=\frac{\partial H_{D}}{\partial J_{0}}+\frac{\partial H_{F}}{\partial J_{0}}=0 \tag{33}
\end{align*}
$$

Note that the first equation has trivial solutions $\psi_{0}=0$ and $\psi_{0}=\pi / 2$ (sometimes it also has less trivial solutions). Moreover, the derivative of $H_{F}$, in the second equation, is always much smaller than the derivative of $H_{D}$, except in the neighborhood of $J_{0}=0$, where $\partial H_{F} / \partial J_{0}$ goes to infinity, and in the neighbourhood of $J_{0}=J_{F}$ (if the polyad folds), where $\partial H_{D} / \partial J_{0}$ goes to zero. Consequently, the coupled system has at least one fixed point with $J_{0} \approx 0$ and another one with $J_{0} \approx J_{F}$. Since, as stated above, the $J_{0}=J_{P}$ line also corresponds to a PO in the $\left(p_{s}, q_{s}, p_{f}, q_{f}\right)$ subspace, one can conclude that the coupled system $H=H_{D}+H_{F}$ necessarily has periodic orbits, which remain energetically close to the bend [b] and the stretch [s] trajectories, as well as the folding line $[\mathrm{F}]$, of the uncoupled system, for all values of $P$ (the coupled system can have additional principal families of POs, see below). One therefore expects the continuation/bifurcation (C/B) diagram [46-48] of the coupled system-that is, the plot of the energies of the POs as a function of the polyad number $P$, not to be too different from the plot of the energies of $[s],[b]$, and $[F]$ for the uncoupled system. This point can be checked in the case of HOBr by comparing the top and
bottom plots of Fig. 11. At first glance, they are indeed rather similar. There are, however, important discrepancies that will now be discussed.

At low $P$ values ( $P \leq 7.4$ ), the coupled system $H=H_{D}+H_{F}$ has two stable POs, called $[\gamma]$ and $[\mathrm{R}]$, which coincide, respectively, with the bend [b] and stretch [s] trajectories of the uncoupled system $H=H_{D}$. Since both [b] and [ $\gamma$ ] satisfy $J_{0}=J_{P}$, their energies coincide through the whole range of $P$ values. In contrast, starting with the $P$ value where the polyad first folds (i.e., $P=5$ ), the [R] PO deviates from [s] and follows instead the folding line [F]. In agreement with the conclusions of the preceding paragraph, a stable PO, which remains close to the [s] line, that is which is essentially pure OBr stretch in the case of HOBr , however appears at $P=7.4$. This PO, which is called [D] in the case of HOBr and HOCl , is born at a saddle-node bifurcation, which is indicated in Fig. 11 (bottom) as a black dot labeled SN1. Saddle-node bifurcations are singularities of the phase space, where a stable and an unstable PO are created simultaneously $[45,49-51]$ (the unstable PO [D*] is indicated with a dashed line in Fig. 11). From the preceding discussion it should be clear that the saddlenode bifurcation SN1 represents the nonlinear response of the coupled system to the folding of the polyads of the uncoupled system. Stated in other words, it is the consequence of the coexistence of the Fermi resonance and the strong anharmonicity along the reaction pathway.

Saddle-node bifurcations taking place for the reasons just described have been observed for HOBr [41], HOCl [36,38,39], and HCP [34-36]. For HOBr and HOCl , the stable PO born at the saddle-node bifurcations is called [D] for "dissociation," because this PO stretches along the dissociation pathway and scars OBr - or OCl -stretch quantum mechanical wavefunctions (see Fig. 11e of Ref. 38, Figs. 3b and 3g of Ref. 41, or Section III.B). In the case of HCP, the stable PO born at the bifurcation is better called [I], for "isomerization," because this PO stretches along the isomerization pathway and scars bending quantum mechanical wavefunctions (see Figs. 6b and 6d of Ref. 35 or Figs. 7b and 7 d of Ref. 36).

Despite the general resemblance of the energy curves in Fig. 11, the Fermi resonance has a dramatic effect on the wavefunctions, as can be checked by comparing Fig. 10 and Fig. 12, which show the wavefunctions of the eight states of polyad $\left[v_{u}, P\right]=[0,14]$ for "uncoupled" $\left(H=H_{D}\right)$ and "coupled" ( $H=$ $\left.H_{D}+H_{F}\right) \mathrm{HOBr}$, respectively. The principal reason for this striking difference is that, in addition to the OH stretch, the uncoupled system has only two degrees of freedom (the bend [b] and the OBr stretch [s]), while the coupled system has three possible types of motion above the saddle-node bifurcation: the bend $[\gamma]$, an almost pure OBr stretching motion along the [D] PO, and a resonant-type motion along the [R] PO (the pronounced horseshoe shape of this later PO reflects a strong energy transfer between the OBr stretch and the bend). As a consequence, the polyads of the coupled system can no longer be described,


Figure 12. Density probability in the $\left(q_{3}, q_{2}\right)$ plane for the eight states of "coupled" HOBr belonging to polyad $\left[v_{u}, P\right]=[0,14]$. The Hamiltonian is the Fermi resonance Hamiltonian of Eqs. (24) and (26) with parameters from Table I of Ref. 41. $q_{3}$ ( OBr stretch) ranges from to -6.5 to 6.5 and $q_{2}$ (bend) from -5.0 to 5.0. The energy ( $\mathrm{in} \mathrm{cm}^{-1}$ ) above the quantum mechanical ground state, as well as approximate quantum numbers $\left(v_{s}, v_{f}\right)=\left(v_{3}, v_{2}\right)$, are indicated for each state. The three periodic orbits for this polyad, $[R],[D]$, and $[\gamma]$, are plotted on top of some of the density probabilities.
above $P=5$, as the folding of regular sequences of states that evolve from a pure bending state (along [b]) to a pure OBr stretching state (along [s]). They are instead better described as sequences of states, which evolve from pure bending states (scared by the $[\gamma] \mathrm{PO}$ ) to resonant-type states (scared by the $[\mathrm{R}]$ PO ) and are perturbed, above the saddle-node bifurcation, by the birth and proliferation of OBr -stretching states (scared by the [D] PO).

The most detailed understanding of the evolution of the polyads of the coupled system is obtained by plotting the third action integral of the system as a function of energy $E$ for given values of $J_{u}$ and $J_{P}$. This action integral is expressed as

$$
\begin{equation*}
\Im=\Im\left(E, J_{u}, J_{P}\right)=\frac{1}{2 \pi} \int_{\psi_{0} \in[0, \pi]} J_{0} \mathrm{~d} \psi_{0} \tag{34}
\end{equation*}
$$

while the corresponding EBK quantization rule reads

$$
\begin{equation*}
\Im=n+\frac{1}{2} \tag{35}
\end{equation*}
$$

where $n$ is an integer, either positive or negative. Figure 13 provides examples of such plots for polyads $\left[v_{u}, P\right]=[0,7],[0,14]$ and $[0,30]$ of HOBr . The plot for polyad $\left[v_{u}, P\right]=[0,7]$, which is located below the bifurcation, contains only one branch, which extends from the energy of the $[\gamma]$ PO to the energy of the [R] PO and is denoted by (a). According to Eq. (35), the semiclassical energies are the values of $E$ at which $\Im$ is half-integer. These values are indicated with filled circles in Fig. 13. It is emphasized that the quantum and semiclassical energies are in very good agreement, with the difference between the two sets of values never exceeding a few $\mathrm{cm}^{-1}$. Branch (a) contains members of the normal progression of states, which evolve from a state aligned along [ $\gamma$ ] to a state aligned along $[R]$. At the SN1 bifurcation, the branch (a) of the action integral splits into two branches (a) and (b). These two branches again support quantum states belonging to the normal progression. However, one state of this progression disappears each time the energy gap between (a) and (b) becomes sufficiently wide to encompass an additional half-integer value of $\Im$. For example, it can be checked in Fig. 12 that the third state of the normal progression (i.e., the state with four nodes along the $[\mathrm{R}] \mathrm{PO}$ ) is missing from the normal progression, because the half-integer value $\Im=-11 / 2$ lies in the gap between (a) and (b) (see Fig. 13). Still, the number of states in polyad $P$ remains equal to $\operatorname{int}(P / 2)+1$, because each state, which disappears from the normal progression, is replaced by a member of the new progression of "dissociation" states, which is supported by branch (c). This third branch also appears at the saddle-node bifurcation SN1 and extends between the energies of the stable [D]


Figure 13. Plot of the action integral $\Im$ as a function of the absolute energy $E$ for polyads $\left[v_{u}, P\right]=[0,7],[0,14]$, and $[0,30]$ of HOBr. The Hamiltonian is the Fermi resonance Hamiltonian of Eqs. (24) and (27) with parameters from Table I of Ref. 41. The vertical lines indicate the energies of the various periodic orbits. The quantum mechanical states belonging to the normal and the "new" progression are indicated by filled circles and open diamonds, respectively. Note that the horizontal energy scale for polyads $P=7$ and $P=14$ is expanded twice compared to $P=30$.
and unstable [D*] POs born at the bifurcation (see $P=14$ in Fig. 13). One additional dissociation state appears in the quantum spectrum each time branch (c) widens sufficiently to encompass an additional half-integer value of $\Im$. For example, it can be checked in Figs. 12 and 13 that the dissociation state of polyad $\left[v_{u}, P\right]=[0,14]$ (i.e., the second lowest state) corresponds to $\Im=1 / 2$ on branch (c). It should be realized that the number of states in polyad $P$ remains equal to $\operatorname{int}(P / 2)+1$, because branches (b) and (c) are parallel in the energy interval where they overlap (the classical frequency is the same for the two branches).

## B. Bifurcations at Higher Energies

The saddle-node bifurcations discussed in Section III.A play a crucial role in the dynamics of the molecules investigated, because the stable PO born at the bifurcation follows the reaction pathway over a large energy range. Consequently, the quantum states that are scarred by this PO stretch further and further along the reaction pathway and can be considered as the precursors of the
isomerization and dissociation reactions. Nonetheless, increasing the energy deposited in the vibrational degrees of freedom of these molecules results in additional bifurcations, which are discussed in this section.

Part of these additional bifurcations are reproduced by the Fermi resonance Hamiltonian. For example, the C/B diagram of HOBr in Fig. 11 displays, in addition to SN1, two further bifurcations, PD and SN2, which take place at $P=15.8$ and $P=21.4$, respectively. PD is a period-doubling bifurcation, where the bending-type PO $[\gamma]$, defined by $J_{0}=J_{P}$, becomes unstable, while the double-period daughter PO remains stable. This stable PO with double period, called $[2 \gamma]$, is found in a rather restricted interval of $P$ values, since it disappears at the second saddle-node bifurcation SN2. In contrast with SN1, where the stable [D] and the unstable [D*] POs were born simultaneously, SN2 corresponds to a discontinuity of the classical phase space, where the stable [ $2 \gamma$ ] and the unstable [D*] POs are destroyed simultaneously. At SN2, branch (b) disappears from the plot of the action integral $\Im$ as a function of energy $E$. Therefore, for polyads $\left[v_{u}=0, P\right]$ where $P \geq 22$, the accessible classical phase space extends between the two remaining stable POs-that is, [D] and [R]with the unstable PO $[\gamma *]$ playing the role of a separatrix between the two kinds of motion (see Fig. 13, $P=30$ ). Quantum mechanically, all the members of the new progression are located below $[\gamma *]$, on the (c) branch, while all the remaining members of the normal progression are located above $[\gamma *]$, on the (a) branch (see Fig. 13, $P=30$ ). The question regarding why polyads $\left[v_{u}, P\right]$ with $22 \leq P \leq 35$ look simpler than polyads at lower energies is explained by the following facts: (i) There remain only two stable POs, and therefore two possible backbones for quantum mechanical wavefunctions, and (ii) members of the normal and new progression can no longer be interwoven. This point can be checked in Fig. 5 of Ref. 41, which shows the wavefunctions for the 16 states belonging to polyad $\left[v_{u}, P\right]=[0,30]$ of HOBr .

To conclude this analysis based on the Fermi resonance Hamiltonian, let us mention that HOCl, behaves very much like HOBr. Indeed, Fig. 10b of Ref. 36 shows that for this molecule the saddle-node bifurcation SN1 takes place at $P=21.8$, (for $v_{u}=0$ ), the period-doubling bifurcation PD occurs at $P=24.6$, and the second saddle-node bifurcation SN2 takes place at around $P=38$, very close to the dissociation threshold. In contrast, the dynamics of HCP is somewhat simpler, in the sense that the first saddle-node bifurcation SN1 is indeed observed at $P=14.3$, but PD and SN2 do not take place (see Fig. 13 of Ref. 35 or Fig. 10a of Ref. 36).

Most of the bifurcations, which take place in the high-energy regime, are however not reproduced by the Fermi resonance Hamiltonian, essentially because they result from the superposition of the $1: 2$ Fermi-resonance and higher-order ones. In order to gain information on the dynamics close to the reaction threshold, one therefore has to analyze the dynamics on the PES by


Figure 14. Plot, as a function of the absolute energy $E$, of the frequencies of the classical periodic orbits belonging to various families. The frequencies of the [ $\gamma$ ]-type POs are divided by two, whereas the frequencies of the [R1A] family are multiplied by two. The energy scale is shifted to higher energies by 0.23 eV -that is, the zero-point energy of the OH stretch mode. See the text for more details.
classical mechanics. These studies have been performed for the three molecules already discussed-that is, HOBr [41], HOCl [38], and HCP [35,36]. It turns out that cascades of saddle-node bifurcations seem to be the rule when approaching the reaction threshold. One can distinguish between two different types of cascades, according to the types of motion involved in the bifurcations.

The first type of cascade has been observed for all three of the molecules, $\mathrm{HOBr}, \mathrm{HOCl}$, and HCP . Figure 14 shows, for example, the classical C/B diagram obtained for HOBr (see Fig. 5d of Ref. 38 for the classical C/B diagram of HOCl and Fig. 9b of Ref. 35 or Fig. 8b of Ref. 36 for the classical C/B diagram of HCP). Since there is no conserved quantity, except the energy $E$, classical C/B diagrams necessarily represent the evolution with respect to $E$ of a given property of the POs, like, for example, their frequencies, as in Fig. 14. In this diagram it is seen that the SN1 bifurcation and the smooth [D] curve of the Fermi resonance model in Fig. 11 are replaced by a series of SNiA bifurcations and corresponding $[\mathrm{SNiA}]$ curves $(i=1,2,3, \ldots)$, which all exhibit the same pattern, namely, a short segment with a relatively large anharmonicity and a second segment for which the slope is very small. The nearly flat segment of each curve is probably due to a resonance between motion along the successive [SNiA] POs and the OH stretch [41]. Roughly speaking, the [D] line of the Fermi resonance model in Fig. 11 is just the smooth interpolation between successive segments with large anharmonicities. Since the POs that scar dissociating quantum states (i.e., states stretching along the dissociation pathway) all belong to the more anharmonic segments of the [ SNiA ] curves, the more harmonic segments of the C/B diagram in Fig. 14 are not essential to
understand the features of the quantum mechanical spectrum: The [D] line joining the more anharmonic segments contains all the important information.

The successive [SNiA] POs follow closely the dissociation pathway up to [SN7A], while they acquire a pronounced S-type shape and ultimately avoid the dissociation pathway for $i \geq 8$, as is illustrated in Figs. 15b and 15f. This happens in the same energy range where a second cascade of saddle-node bifurcations SNiB and related stable POs $[\mathrm{SNiB}]$ are first observed (see Fig. 14). This is not by chance. What one observes here is indeed just the repetitionwith a different ratio of the classical frequencies-of the scheme, which gives rise to the $\mathrm{SN} i \mathrm{~A}$ family of saddle-node bifurcations at lower energies. More precisely, in Section III.A it was seen that the 1:2 Fermi resonance between motions along $[\mathrm{R}]$ ( OBr stretch) and $[\gamma]$ (bend) is responsible for (i) the pronounced $U$ shape that $[R]$ acquires with increasing energies (see Fig. 15c), and (ii) the occurrence of the saddle-node bifurcations SN 1 (or SNiA ), where a new motion along [D] (or [ $\mathrm{SN} i \mathrm{~A}$ ]) is born, which follows the reaction pathway (see Fig. 15b). Because of the large anharmonicity along the reaction pathway, the frequency of the motion along [SNiA] however steadily decreases with increasing energies, so that at a certain point a $1: 3$ resonance with the motion along the bending type $\mathrm{PO}[\gamma]$ is established. As happened for the $1: 2$ resonance between $[\mathrm{R}]$ and $[\gamma]$, the $1: 3$ resonance between $[\mathrm{SNiA}]$ and $[\gamma]$ is responsible for (i) the pronounced S-shape that [SNiA] aquires above SN7A (see Fig. 15f) and (ii) the occurrence of a second family of saddle-node bifurcations, SNiB , where a new motion along the $[\mathrm{SNiB}]$ POs is born, which follows the reaction pathway (see Fig. 15 g ). Note that because of resonances with the OH -stretch degree of freedom, each [ SNiB ] curve has the same pattern as the [ $\mathrm{SN} i \mathrm{~A}$ ] ones, namely, a short segment with a relatively large anharmonicity and a second segment for which the slope is very small.

From the classical point of view, the high-energy bifurcation pattern of HOBr thus consists of two nested cascades of saddle-node bifurcations. The principal cascade, $\mathrm{R} \rightarrow \mathrm{SNi} i \mathrm{~A} \rightarrow \mathrm{SNiB} \rightarrow \ldots$, results from the successive 1:2, 1:3, and so on, resonances between the OBr stretch and the bend. Each member of the principal family, in turn, consists of a cascade of bifurcations, SN1A $\rightarrow$ SN2A $\rightarrow$ SN3A $\rightarrow \ldots$ and SN1B $\rightarrow$ SN2B $\rightarrow$ SN3B $\rightarrow \ldots$, because of resonances between the OBr stretch and the OH stretch. From the quantum mechanical point of view, one observes, above the onset of the $1: 3$ resonance, states that are scared by the three possible "stretching"-type POs, that is, [R] (U-shaped wavefunctions), [SNiA] (S-shaped wavefunctions), and [SNiB] (wavefunctions stretching along the dissociation pathway).

Two points are worth noting before concluding. First, the ab initio PES for $\mathrm{HOBr}[40,41]$ is the only realistic molecular model, for which such a subtle pattern of bifurcations has been detected so far: For HOCl [38] and HCP [35], the SNiB family of saddle-node bifurcations could not be found. Moreover, both


Figure 15. Contour plots of wavefunctions for different types of quantum mechanical states as functions of $R$ and $\gamma$. The OH -stretch coordinate $r$ is integrated over. The solid lines represent corresponding classical periodic orbits calculated at comparable energies.

HOCl and HOBr display a couple of additional bifurcations, which were not discussed here because they are not directly related to the dissociation reaction. The interested reader is referred to Refs. 38 and 41 for more details.

## IV. SUMMARY

The character of vibrational states of a polyatomic molecule is expected to drastically change with increasing internal energy. This has been demonstrated in this review for several triatomic molecules: $\mathrm{HCN}, \mathrm{HCP}, \mathrm{HOCl}$, and HOBr . For the first two examples, increasing the energy gradually "drives" the molecule toward the isomerization barrier, while for the other two examples it pushes the molecule toward the dissociation channel. In both cases, the types of vibrational motion are very different from the motion at low energies. Exact quantum mechanical, classical, and semiclassical methods have been utilized to discuss this development from low to high energies.

For HCN, a molecule with no resonance between the three fundamental frequencies, we have demonstrated that a sequence of canonical transformations leads to a nearly separable Hamiltonian, the diagonalization of which quantitatively predicts the eigenenergies. Moreover, this approximate Hamiltonian is well suited to describe the localized as well as part of the delocalized states of the system and leads to a consistent assignment of most of the states. Nevertheless, the remaining couplings, which are ignored in the transformed Hamiltonian, lead to interesting delocalized states, which require a full quantum mechanical description. These states, which have different stretching excitations in the HCN and the CNH wells, have been termed "nonadiabatically delocalized" states, because they are due to couplings between states belonging to different adiabatic channels.

The other three molecules are different in that they show already at low energies a $1: 2$ Fermi resonance between the reaction (isomerization or dissociation) coordinate and another coordinate. This resonance, together with the polyad folding due to the strong anharmonicity in the isomerization or dissociation mode, leads to saddle-node bifurcations, at which new types of states come into existence and members of progressions characteristic for the lower-energy regime disappear. The new family of states advances the molecule toward the isomerization barrier or the dissociation channel. The existence of saddle-node bifurcations usually makes the spectrum of eigenenergies and the organization in terms of polyads quite complex. However, we have also shown how a detailed analysis of the structure of the classical phase space in terms of periodic orbits and continuation/bifurcation diagrams can be used to understand the quantum mechanical spectrum. Saddle-node bifurcations seem to be characteristic features of many molecules. However, up to now an experimental example has only been observed for HCP [35].

A detailed understanding of the intramolecular motion of highly excited molecules is important for understanding the dissociation dynamics, because the sequences of bound states just below the dissociation threshold continue as resonances to energies above the threshold [52]. Whether the dynamics around the threshold is chaotic or whether the eigenstates show characteristic features will have consequences for the lifetime of the excited complex and therefore on the dissociation rate. The same is true, of course, also for the inverse processthat is, the stabilization of complexes in collisions with gas atoms.
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## I. INTRODUCTION

The three-body problem appears in various physical and chemical systems-that is, celestial systems (e.g., the sun, the earth, and the moon), atomic systems (e.g., two electrons and one nucleus), and molecular systems (e.g., $\mathrm{D}+\mathrm{H}_{2} \rightarrow \mathrm{DH}+\mathrm{H}$ reaction). Due to historical reasons, the three-body problem in celestial mechanics is the oldest. In order for our ancestors to make the calender, they observed the motion of the sun and the moon for agricultural and fishery purposes and also for daily life. After Copernicus, they knew that the earth itself moves. But they did not know the law of the motion of stars and planets. By

[^13]Newton's work, they had the law of the motion of these three bodies-that is, the equations of motion. The three-body problem of sun-earth-moon became important in the sense that they could actually predict the motion of these three bodies by using the equations of motion formally. For the sun-earth-moon problem, see [1]. Although many mathematicians and astronomers contributed to this problem, it was not solved analytically. Finally Poincaré has shown that for three-body problem, one can not construct general solutions [2]. What Poincaré found in final stage of his study is what we now call "chaos." If we use mathematical terminology of the present days, he found the existence of the homoclinic or heteroclinic entanglement of the stable and unstable manifolds for fix points on the Poincaré section. Entering the twentieth century, the innovation of computers assisted physicists and astronomers to investigate various $N$-body problems. Following Poincaré, mathematicians also continued to contribute to this problem (see, for instance, Ref. 3). Some important mathematical developments will be reviewed in the next section. However, our understanding even about three-body problem is far from complete. The investigation is still going on.

In the beginning of the twentieth century, a mechanics in small world was constructed, namely quantum mechanics. In the early stage of making quantum mechanics, Bohr found a rule to obtain some part of the energy spectrum of a hydrogen atom (i.e., the two-body problem: one electron and one nucleus) [4]. He showed that the action integral of classical periodic orbit of electron should be integer multiple of the Planck constant $h$. Now this rule is called the BohrSommerfeld (BS) quantization condition. With this success, many physicists tried to apply the BS-quantization condition to helium atom (i.e., the three-body problem: two electron and nucleus). But they failed. Einstein extended the BS quantization condition to the higher-dimensional case (this new quantization condition is now called the Einstein-Brillouin-Keller (EBK) quantization condition) and warned that in the situation that Poincare found, namely the three-body problem, the EBK-quantization condition cannot work [5]. By the works of Heisenberg, Schrödinger, and Dirac, a complete form of quantum mechanics was constructed. Due to great success of quantum mechanics, the problem on the spectrum of helium atom pointed out by Einstein was forgotten by almost all physicists. But some physicists still considered this problem-for example, Langmuir [6], van Vleck [7], Heisenberg and Sommerfeld (see the corresponding section in Ref. 8).

About 50 years after Einstein, Gutzwiller applied the path integral method with a semiclassical approximation and succeeded to derive an approximate quantization condition for the system that has fully chaotic classical counterpart. His formula expresses the density of states in terms of unstable periodic orbits. It is now called the Gutzwiller trace formula [9,10]. In the last two decades, several physicists tested the Gutzwiiler trace formula for various
systems. As an application to the atomic three-body problem, semiclassical quantization was carried out for the hydrogen negative ion [11] and the helium atom [12] in the collinear eZe configuration. ${ }^{1}$ In these works, it was revealed that their classical dynamics in the collinear eZe configuration is fully chaotic, probably hyperbolic, and that the collinear eZe configuration gives the eigenenergies of $n \mathbf{s} m \mathbf{s}(n, m \geq 1, n \leq m)$ with reasonable accuracy. For the former result, we do not know why these systems exhibit full chaoticity. The first aim of this chapter is to elucidate mechanism of strong chaoticity in two-electron atoms and ions in the collinear eZe configuration. The latter result is in strong contrast to the result of the CI calculation in quantum chemistry. This apparently astonishing result implies that the semiclassical quantization using the Gutzwiller trace formula precisely incorporates the correlations among two electrons, although the energy levels obtained in their work are limited to $n \mathbf{s} m \mathbf{s}(n, m \geq 1, n \leq m)$. For the correlations of two electrons in quantum mechanics, see Ref. 13. In addition, for helium atom, the intermittency in its classical dynamics is semiclassically quantized to yield the quantum defects for $n \mathbf{s} m \mathbf{s}(n, m \geq 1, n \leq m$ ) with reasonable accuracy [14]. The regularity in chaos-that is, intermittency, gives the regularity in the quantum defects. For classical dynamics and the quantum aspect of two-electron atoms, mainly helium atom, see Ref. 8 for bound states and Ref. 15 for scattering states.

The first systematic study on classical two-electron atoms and ions was done by Wannier [16]. He calculated the ionization rate for two-electron atom and ions near $E=0$ but $E>0$. His result is $\sigma(E) \sim E^{1.12689}$ for $Z=1\left(\mathrm{H}^{-}\right)$. This threshold law was also calculated in quantum mechanical and semiclassical treatments. The experimental result agrees with the classical result quite well near $E=0$ but $E>0$, but it deviates from the classical result when $E$ becomes large (see Figs. 8 and 9 in Ref. 15). The classical dynamics of two-electron atoms and ions was mainly investigated for some restricted configurations-that is, the collinear eZe configuration, the collinear eeZ configuration, and the Wannier ridge configuration [17]. It is known that the collinear eZe configuration is very unstable, that the collinear eeZ configuration is unstable for $Z=1$, but relatively stable for $Z \geq 2$, and that the Wannier ridge configuration is relatively stable. The Wannier ridge configuration includes the Langmuir orbit (torus). The EBK quantization for the Langmuir orbit for helium gives some energy levels [6]. Recently the Langmuir problem is extended to the $N$ electrons plus nucleus system [18].In addition, the dynamics of the eeZ configuration has proved that it is nonintegrable, by using the Ziglin analysis [19]. These restricted configurations mentioned above have zero

[^14]angular momentum. In the two-dimensional (2D) case as a more general situation, a few kinds of tori were found. One is planetary orbits that have zero angular momentum [20]. The others are tori with nonzero angular momentum [21].

The above investigations on classical dynamics of two-electron systems is mainly based on numerical findings. We need some firm analytical tools to explore the fine geometrical structure in the phase space. For this purpose, we focus on some similarities between the gravitational systems and the Coulomb systems-that is, their singular nature. In this direction, the McGehee's blow-up technique [22] was applied to the two-electron system having a nucleus with infinite mass [23]. ${ }^{2}$ The second aim of this chapter is to apply the McGehee's blow-up technique to our Coulomb systems-that is, the 2D case having nucleus with infinite mass in Section III and the collinear eZe configuration with finite masses in Section IV.

The organization of this chapter is as follows. In Section II, we review the results on $N$-body problem, developed by several mathematicians in celestial mechanics. One of them, namely the McGehee's blow-up technique, will be used in the later sections. In Section III, our attention is turned to the Coulomb three-body problem. We treat the 2D system with zero total angular momentum, that one of three particles has infinite mass. A set of regularized equations of motion and the triple collision manifold (TCM) are derived by using the hyperspherical coordinates. It is found that only two equilibrium points for the total flow exist. These two equilibrium points are on the TCM. This finding implies that triple collisions occur, asymptotically approaching the collinear eZe configuration. Thus only homothetic solution of collinear eZe type exists. The stability analysis for these two equilibrium points is done. The collinear eZe configuration and the Wannier ridge configuration are mutually orthogonal in the phase space. In these configurations, the stable and unstable manifold of two equilibrium points are numerically calculated. Behavior of the whole dynamics in this system is still unknown. But some aspects were elucidated by a participant of this conference and his colleagues [24]. In Section IV, the system of three particles with finite masses in the collinear eZe configuration is considered. In particular, a series of atoms and ions (i.e., $\mathrm{H}^{-}, \mathrm{He}, \mathrm{Li}^{+}, \mathrm{Be}^{2+}$, etc.), in the collinear eZe configuration are extensively investigated. The main result in this section is the following conjecture: Thanks to a large mass ratio between nucleus and electron of these atom and ions, the classical dynamics of these atoms and ions in the collinear eZe configuration is probably hyperbolic. For the case of small mass ratio, the dynamics of such systems in

[^15]the collinear eZe configuration is nonhyperbolic-that is, there exist tori. The candidates for such systems are proton-antiproton-proton $(p-\bar{p}-p)$, positronium negative ion ( $e-\bar{e}-e$, sometimes denoted by $\mathrm{Pr}-)$, and $\mathrm{H}_{2}^{+}$in the collinear ZeZ configuration. Experimental manifestation of this finding is suggested. In Section V, in order to find tori in the 2D case with zero angular momentum (all masses are finite), the free-fall problem is considered. The free-fall problem treats the initial conditions with zero velocities. Thanks to the scaling property of the Coulomb systems, the initial condition space is bounded and compact. The results for $\mathrm{H}^{-}, \mathrm{He}$, and $\mathrm{Pr}-$ are presented. In Section VI, the results of this chapter and future perspective are summarized.

## II. $N$-BODY PROBLEM IN CELESTIAL MECHANICS

In this section, mathematical results in celestial mechanics is reviewed. If the reader need a complete historical review, see Ref. $25 .{ }^{3}$ One of these results-that is, the McGehee's blow-up technique-will be used in Sections III and IV.

In celestial mechanics, our attention focuses on the behavior of planets and/ or comets around the sun, which is described by the following Hamiltonian:

$$
\begin{equation*}
H=\sum_{i=1}^{N} \frac{\mathbf{p}_{i}^{2}}{2 m_{i}}-\sum_{i<j} \frac{G m_{i} m_{j}}{\left|\mathbf{q}_{i}-\mathbf{q}_{j}\right|} \tag{1}
\end{equation*}
$$

If we consider the sun and one planet, namely a two-body case, the equations of motion for this case is solvable. We have the famous Kepler motion.It is well known that there are four types of orbits, namely the circle $(\epsilon=0)$, the elliptic curve $(0<\epsilon<1)$, the parabolic curve $(\epsilon=1)$, and the hyperbolic curve ( $\epsilon>1$ ), where $\epsilon$ is the eccentricity.

If one more planet or comet is added to this system, the system becomes three-body. For instance, consider the system having the sun, the earth, and the moon. To investigate this system was indispensable for our ancestors, because it was directly related to the calender. The calender is necessary for agriculture and fishery and also for daily life. By such demand, many astronomers and mathematicians investigated the three-body problem. In 1885-1986, it was announced in Acta Mathematica that the King Oscar prize may be awarded for a person who has solved general solutions for $N$-body problem. Many mathematicians struggled with this problem. Many articles were written after this announcement. Finally, Poincaré received this prize in 1889. If shortly summarized, his answer is that the three-body problem is generally not solvable

[^16]or generally hard to solve it. He used qualitative and geometrical methods.Then he found the homoclinic or heteroclinic tangle of the stable manifold and unstable manifolds of the fixed points on the Poincaré section. Nowadays we know that what he found was what we now call "chaos." His results were collected in Ref. 2.

After Poincaré, Painlevé considered singularities of solutions of differential equations in $N$-body problem. He found that if singularities exist, there are two types of singularities in $N$-body problem. The first type of singularities is collisional singularities. An obvious example is binary collisions. Consider the Kepler motion, namely, the two-body problem. As a limiting case of three types of orbits-namely, the elliptic, the parabolic, and the hyperbolic curves-there exists a collisional orbit. Two planets are on a line. One planet collides with the other planet successively. The elastic bounces continue endlessly. ${ }^{4}$ If we consider three-body problem, there exist triple collisions. As we will see later, binary collisions and triple collisions also exist in Coulomb system. The second type of singularities is noncollisional singularities. Painleve has shown that in the three-body problem there exist only collisional singularities. Thus Painleve conjectured that noncollisional singularities may exist in the $N$-body problem ( $N \geq 4$ ).

A first attack to Painlevé's conjecture was done by von Zeipel [26]. von Zeipel considered how the "size" of an $N$-body system evolves in time. He chose the moment of inertia $I=\sum_{i} m_{i}\left|\mathbf{q}_{i}\right|^{2}$ as the size of the $N$-body system. He has shown that a necessary condition for a solution having noncollisional singularity is that the motion of the system becomes unbounded in finite time.

Next for the three-body problem, McGehee has elucidated the behavior near triple collisions in the collinear configuration [22]. If three bodies get closer, the escaping one attains a higher velocity. This property is very important for Painlevé's conjecture, since high velocity can be gained by encountering neartriple collisions, which is needed to noncollisional singularities. He focused on the "size" of the three-body system, namely the moment of inertia $I$ as done by von Zeipel. He blew up the whole system by scaling the size " $r=\sqrt{I}$ " of the system. After that, he removed singularities of binary collisions. For the equations of motion and the energy relation obtained, setting $r=0$ (and/or $E=0$ ), he obtained the energy surface with $r=0$, namely a set of points that exhibit just triple collisions in the phase space. This energy surface is called the triple collision manifold (TCM). Thanks to the TCM and the regularized equations of motion that he derived, he has shown how the orbits near triple collisions behave. His method was immediately applied to the isosceles

[^17]

Figure 1. Xia's example of a noncollisional singularity.
configuration for the gravitational three-body problem by Devaney [27], which corresponds to the Wannier ridge configuration for the Coulomb three-body problem.

Finally using the McGehee's blow-up technique to five-body system, Xia proved Painlevé conjecture [28] (for review, see Ref. 25). Precisely he showed an example of noncollisional singularity. For the collinear case, the bodies necessarily exhibit binary collisions. Therefore, five bodies should be in higherdimensional space. He considered two sets of binary bodies and one body (say $m_{5}$ ) moving between two sets of binary bodies (see Fig. 1). The body $m_{5}$ approaches one of binary bodies. Then encountering orbits near triple collision, the body $m_{5}$ is going back to other binary bodies gaining their velocities and encountering orbits near another triple collision. In this process, two binary bodies are moving away from each other. In this way, the body $m_{5}$ is endlessly going back and forth between two of binary bodies. In this process, the time interval between triple collisions becomes shorter and shorter exponentially (like $T_{n} \simeq C \exp (-n A)$ ) even though two of binary bodies are going away. The body $m_{5}$ is accelerated very rapidly. Thus if we sum up all time intervals where the sum is like a geometrical series, then we find that the total time is finite. Therefore in finite time, the five-body system in this configuration becomes unbounded without collisions.

The McGehee's blow-up technique is essential to investigate the detailed structure of $N$-body problem in celestial mechanics. If the particles have a different sign of charge, such a Coulomb system has the same type of
singularities-that is, binary collisions and triple collisions. Thus the McGehee's blow-up method is applicable to the Coulomb systems. It is natural that someone have a question, "Are there noncollisional singularities in Coulomb systems?" The answer is probably "No," because the repulsive interaction between the same charged particles prevents the Coulomb systems from having noncollisional singularities. This may be easily guessed from the result on the triple collision manifold for the Coulomb system (i.e., the difference between the gravitational system and the Coulomb system) in the next section.

In the next two sections, we shall apply the McGehee's method to our Coulomb three-body problem.

## III. COULOMB THREE-BODY PROBLEM: THE 2D CASE WITH ZERO ANGULAR MOMENTUM

In this section we derive a set of regularized equations of motion and a triple collision manifold (TCM) for the Coulomb three-body system. Three particles (electron, nucleus, and electron) have masses $m_{1}=m_{e}, m_{2}=m_{n}$ and $m_{3}=m_{e}$ and charges $-e, Z e$, and $-e$. We consider the Coulomb three-body system whose Hamiltonian is

$$
\begin{equation*}
H=\sum_{i=1}^{3} \frac{\mathbf{p}_{i}^{2}}{2 m_{i}}-\frac{Z e^{2}}{\left|\mathbf{q}_{1}-\mathbf{q}_{2}\right|}-\frac{Z e^{2}}{\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|}+\frac{e^{2}}{\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|} \tag{2}
\end{equation*}
$$

After certain scaling, we have the Hamiltonian in a dimensionless form

$$
\begin{equation*}
H=\frac{\mathbf{p}_{1}^{2}}{2}+\frac{\mathbf{p}_{2}^{2}}{2 \xi}+\frac{\mathbf{p}_{3}^{2}}{2}-\frac{1}{\left|\mathbf{q}_{1}-\mathbf{q}_{2}\right|}-\frac{1}{\left|\mathbf{q}_{2}-\mathbf{q}_{3}\right|}+\frac{1}{Z\left|\mathbf{q}_{1}-\mathbf{q}_{3}\right|} \tag{3}
\end{equation*}
$$

where $\xi=m_{n} / m_{e}$. There is an important property.
Property 1. Triple collision orbits have zero angular momentum.

Thus if we consider the case that the orbit exhibits triple collision, the system should have zero angular momentum. In addition, if the system has zero angular momentum, the orbit is confined in the 2 D plane. So we have to consider the 2 D case with zero angular momentum. There are three distinct configurations:

1. The Collinear eZe Configuration. In this configuration, three particles are arranged in the order of electron(e)-nucleus(Z)-electron(e) on a line.
2. The Collinear eeZ Configuration. In this configuration, three particles are arranged in the order of electron(e)-electron(e)-nucleus(Z) on a line.
3. The Wannier Ridge Configuration. In this configuration, the distance $r_{1}$ between electron 1 and nucleus is equal to the distance $r_{2}$ between electron 2 and nucleus. In this case, three particles forms isosceles.

Our system consists of one nucleus and two electrons.We set the mass of the nucleus to be infinite in this section, namely $\xi=\infty$. In the following section, we shall consider the case that all masses are finite for the collinear eZe configuration. The Hamiltonian in a dimensionless form in the hyperspherical coordinates is given by

$$
\begin{align*}
H= & \frac{1}{2}\left\{p_{r}^{2}+\frac{4}{r^{2}} p_{\chi}^{2}+\frac{4}{r^{2} \sin ^{2}(\chi)}\left(p_{\alpha}^{2}+L^{\prime 2}\right)+\frac{2}{r^{2}}\left(\frac{1}{\cos ^{2}\left(\frac{1}{2} \chi\right)}-\frac{1}{\sin ^{2}\left(\frac{1}{2} \chi\right)}\right) p_{\alpha} L^{\prime}\right\} \\
& -\frac{1}{r}\left(\frac{1}{\cos \left(\frac{1}{2} \chi\right)}+\frac{1}{\sin \left(\frac{1}{2} \chi\right)}-\frac{1}{Z(1-\sin (\chi) \cos (\alpha))^{1 / 2}}\right) \tag{4}
\end{align*}
$$

where $r_{1}=r \cos \left(\frac{1}{2} \chi\right)$ (or $r_{2}=r \sin \left(\frac{1}{2} \chi\right)$ ) represents the distances between nucleus and electron 1 (or 2). $r=\left(r_{1}^{2}+r_{2}^{2}\right)^{\frac{1}{2}}$ is the hyperradius. $\chi=$ $2 \arctan \left(r_{2} / r_{1}\right)$ is the hyperangle that is valued as $0 \leq \chi \leq \pi$. $\alpha$ is the angle between two vectors that start from the nucleus to the electron 1 and from the nucleus to the electron 2 . Note that $L=2 L^{\prime}$ stands for the total angular momentum. Since we are interested in the case $L=0$ by setting $L=0$ the Hamiltonian is reduced to

$$
\begin{align*}
H= & \frac{1}{2}\left\{p_{r}^{2}+\frac{4}{r^{2}} p_{\chi}^{2}+\frac{4 p_{\alpha}^{2}}{r^{2} \sin ^{2}(\chi)}\right\} \\
& -\frac{1}{r}\left\{\frac{1}{\cos \left(\frac{1}{2} \chi\right)}+\frac{1}{\sin \left(\frac{1}{2} \chi\right)}-\frac{1}{Z(1-\sin (\chi) \cos (\alpha))^{1 / 2}}\right\} \\
= & T+\frac{1}{r} V(\chi, \alpha) \tag{5}
\end{align*}
$$

where

$$
\begin{equation*}
V(\chi, \alpha)=-\frac{1}{\cos \left(\frac{1}{2} \chi\right)}-\frac{1}{\sin \left(\frac{1}{2} \chi\right)}+\frac{1}{Z(1-\sin (\chi) \cos (\alpha))^{1 / 2}} \tag{6}
\end{equation*}
$$

The scaled potential surface of $V(\chi, \alpha)$ is depicted in Fig. 2. In the hyperspherical coordinates, the variables for the configuration are automatically separated into


Figure 2. The scaled potential surface of $V(\chi, \alpha): Z=2$.
the "size" variable (i.e., the hyperradius $r$ ) and the "conformation" variables (i.e., the variables $\chi$ and $\alpha$ ). The equations of motion are now given by

$$
\begin{align*}
\frac{d r}{d t} & =p_{r}  \tag{7}\\
\frac{d \chi}{d t} & =\frac{4 p_{\chi}}{r^{2}}  \tag{8}\\
\frac{d \alpha}{d t} & =\frac{4 p_{\alpha}}{r^{2} \sin ^{2}(\chi)}  \tag{9}\\
\frac{d p_{r}}{d t} & =\frac{4 p_{\chi}^{2}}{r^{3}}+\frac{4 p_{\alpha}^{2}}{r^{3} \sin ^{2}(\chi)}+\frac{1}{r^{2}} V(\chi, \alpha)  \tag{10}\\
\frac{d p_{\chi}}{d t} & =\frac{4 p_{\alpha}^{2} \cos (\chi)}{r^{2} \sin ^{3}(\chi)}-\frac{1}{r} \frac{\partial}{\partial \chi} V(\chi, \alpha)  \tag{11}\\
\frac{d p_{\alpha}}{d t} & =-\frac{1}{r} \frac{\partial}{\partial \alpha} V(\chi, \alpha) \tag{12}
\end{align*}
$$

We employ the scaling transformation

$$
\begin{equation*}
u=r^{1 / 2} p_{r}, \quad v=r^{-1 / 2} p_{\chi}, \quad w=r^{-1 / 2} p_{\alpha} \tag{13}
\end{equation*}
$$

and the time transformation $d \tau=r^{-3 / 2} d t$ (i.e., the McGehee's blow-up transformation) [22]. Then we obtain the following energy relation:

$$
\begin{equation*}
\frac{1}{2}\left(u^{2}+4 v^{2}+\frac{4 w^{2}}{\sin ^{2}(\chi)}\right)+V(\chi, \alpha)-r E=0 \tag{14}
\end{equation*}
$$

where $E$ represents the value of the Hamiltonian $H$. The equations of motion become

$$
\begin{align*}
\frac{d r}{d \tau} & =r u  \tag{15}\\
\frac{d \chi}{d \tau} & =4 v  \tag{16}\\
\frac{d \alpha}{d \tau} & =\frac{4 w}{\sin ^{2}(\chi)}  \tag{17}\\
\frac{d u}{d \tau} & =\frac{1}{2} u^{2}+\left(4 v^{2}+\frac{4 w^{2}}{\sin ^{2}(\chi)}\right)+V(\chi, \alpha)  \tag{18}\\
\frac{d v}{d \tau} & =-\frac{1}{2} u v+\frac{4 w^{2} \cos (\chi)}{\sin ^{3}(\chi)}-\frac{\partial}{\partial \chi} V(\chi, \alpha)  \tag{19}\\
\frac{d w}{d \tau} & =-\frac{1}{2} u w-\frac{\partial}{\partial \alpha} V(\chi, \alpha) \tag{20}
\end{align*}
$$

What is rested is to regularize the binary collisions between electron and nucleus. To do so, we first set

$$
\begin{equation*}
x=\sin (\chi) v \tag{21}
\end{equation*}
$$

After that, we employ the time transformation.

$$
\begin{equation*}
\frac{d \tau}{d t}=\sin (\chi) \tag{22}
\end{equation*}
$$

Note that $t$ is not one that is defined in the first equations of motion: Eqs. (7)(12). The energy relation finally becomes

$$
\begin{equation*}
\sin ^{2}(\chi) u^{2}+4 x^{2}+4 w^{2}+2 \sin ^{2}(\chi) V(\chi, \alpha)-2 \sin ^{2}(\chi) r E=0 \tag{23}
\end{equation*}
$$

The equations of motion are given by

$$
\begin{align*}
\frac{d r}{d t}= & \sin (\chi) r u  \tag{24}\\
\frac{d \chi}{d t}= & 4 x  \tag{25}\\
\frac{d \alpha}{d t}= & \frac{4 w}{\sin (\chi)}  \tag{26}\\
\frac{d u}{d t}= & -\sin (\chi)\left(\frac{1}{2} u^{2}+V(\chi, \alpha)-2 r E\right)  \tag{27}\\
\frac{d x}{d t}= & -\sin (\chi) \cos (\chi)\left(u^{2}+2 V(\chi, \alpha)-2 r E\right) \\
& -\frac{1}{2} \sin (\chi) u x-\sin ^{2}(\chi) \frac{\partial}{\partial \chi} V(\chi, \alpha)  \tag{28}\\
\frac{d w}{d t}= & -\frac{1}{2} \sin (\chi) u w-\sin (\chi) \frac{\partial}{\partial \alpha} V(\chi, \alpha) \tag{29}
\end{align*}
$$

The TCM is obtained by setting $r=0$ and/or $E=0$ in Eq. (23):

$$
\begin{equation*}
\sin ^{2}(\chi) u^{2}+4 x^{2}+4 w^{2}+2 \sin ^{2}(\chi) V(\chi, \alpha)=0 \tag{30}
\end{equation*}
$$

The dimension of the TCM is four. The flow on the TCM is given by

$$
\begin{align*}
\frac{d \chi}{d t}= & 4 x  \tag{31}\\
\frac{d \alpha}{d t}= & \frac{4 w}{\sin (\chi)}  \tag{32}\\
\frac{d u}{d t}= & -\sin (\chi)\left(\frac{1}{2} u^{2}+V(\chi, \alpha)\right)  \tag{33}\\
\frac{d x}{d t}= & -\sin (\chi) \cos (\chi)\left(u^{2}+2 V(\chi, \alpha)\right) \\
& -\frac{1}{2} \sin (\chi) u x-\sin ^{2}(\chi) \frac{\partial}{\partial \chi} V(\chi, \alpha)  \tag{34}\\
\frac{d w}{d t}= & -\frac{1}{2} \sin (\chi) u w-\sin (\chi) \frac{\partial}{\partial \alpha} V(\chi, \alpha) \tag{35}
\end{align*}
$$

In the right-hand side of Eq. (32), one may think that there are still singularities $4 w / \sin (\chi)$. This term is not singular. The reason is as follows. The total angular
momentum is $L=p_{\theta_{1}}+p_{\theta_{2}}$, where $p_{\theta_{1}}$ and $p_{\theta_{2}}$ are the momenta for azimuthal direction of the electron 1 and the electron 2. $\theta_{1}$ and $\theta_{2}$ are the azimuthal angles of the electrons 1 and 2 , respectively. Suppose that the electron 1 exhibits a binary collision with the nucleus, that is, $\chi=\pi$. At the moment of this binary collision, $p_{\theta_{1}}=0$. Now the total angular momentum is $L=0$. Thus, at this moment, it implies that $p_{\theta_{2}}=0$.On the other hand, the momentum $p_{\alpha}$ is given by $p_{\theta_{1}}=p_{\alpha}, p_{\theta_{2}}=-p_{\alpha}$. Then we have $p_{\alpha}=0$, equivalently $w=0$. Thus the term $4 w / \sin (\chi)$ in Eq. (32) is harmless. When the electron 2 exhibits a binary collision, a similar discussion holds.

Property 2. For $H=E<0$, the orbits run inside of the TCM, that is, $\sin ^{2}(\chi) u^{2}+4 x^{2}+4 w^{2}+2 \sin ^{2}(\chi) V(\chi, \alpha) \leq 0$. For $H=E>0$, the orbits run outside of the TCM, that is, $\sin ^{2}(\chi) u^{2}+4 x^{2}+4 w^{2}+2 \sin ^{2}(\chi) V(\chi, \alpha) \geq 0$. For $H=E=0$, the orbits run just on the TCM, that is, $\sin ^{2}(\chi) u^{2}+4 x^{2}+$ $4 w^{2}+2 \sin ^{2}(\chi) V(\chi, \alpha)=0$.

To analyze the behavior of the flow on the TCM, we check positions of equilibrium points of the total flow [Eqs. (24)-(29)]. This is done by setting the right-hand side of Eqs. (24-29) to be zero. It is easily shown that the total flow has only two equilibrium points.

$$
\begin{equation*}
(r, \chi, \alpha, u, x, w)=\left(0, \frac{\pi}{2}, \pi, u^{(+)}, 0,0\right) \quad \text { and } \quad\left(0, \frac{\pi}{2}, \pi, u^{(-)}, 0,0\right) \tag{36}
\end{equation*}
$$

where $u^{( \pm)}= \pm \sqrt{-2 V\left(\frac{\pi}{2}, \pi\right)}$. We call the former equilibrium point $A$ and the latter $B$. This is in contrast to the case of the gravitational three-body problem. For the planar isosceles gravitational three-body problem, there are six equilibrium points on the TCM (in this case, its dimension is two) [27]. Two equilibrium points correspond to collinear-type triple collisions. The other four equilibrium points correspond to equilateral-type triple collisions. Back to the present Coulomb problem, the above-mentioned two equilibrium points correspond to the collinear-type triple collision. Actually, there is a collinear homothetic solution from the equilibrium point $A$ to the equilibrium point $B$. Therefore, for our Coulomb problem, it implies that only collinear-type triple collisions, whose orbit asymptotically approach to(or leave from) the triple collision in the collinear eZe configuration, occur. This is physically understood as follows. For our Coulomb system, the interaction between electrons is repulsive. Since the total energy is fixed, the electrons cannot be close each other. Thus the equilateral-type triple collision cannot occur for our Coulomb system.

What to do next is the stability analysis of two equilibrium points $A$ and $B$. Omitting the details of calculation, the stability exponents for the critical point
$A$ are given by

$$
\begin{align*}
& \lambda_{1}^{(A)}=u^{(+)}  \tag{37}\\
& \lambda_{2,3}^{(A)}=\frac{u^{(+)}}{4}\left(-1 \pm \sqrt{\frac{4 Z-9}{4 Z-1}}\right)  \tag{38}\\
& \lambda_{4,5}^{(A)}=\frac{u^{(+)}}{4}\left(-1 \pm \sqrt{\frac{100 Z-9}{4 Z-1}}\right) \tag{39}
\end{align*}
$$

On the other hand, due to the symmetry relation, the stability exponents for the critical point $B$ have signs opposite to those for the critical points $A$.

$$
\begin{align*}
& \lambda_{1}^{(B)}=-u^{(+)}  \tag{40}\\
& \lambda_{2,3}^{(B)}=\frac{u^{(+)}}{4}\left(1 \mp \sqrt{\frac{4 Z-9}{4 Z-1}}\right)  \tag{41}\\
& \lambda_{4,5}^{(B)}=\frac{u^{(+)}}{4}\left(1 \mp \sqrt{\frac{100 Z-9}{4 Z-1}}\right) \tag{42}
\end{align*}
$$

If we restrict the system to the collinear eZe configuration (i.e., $\alpha=\pi$ ), the corresponding TCM is topologically equivalent to a spherical shell with four holes.

$$
\begin{equation*}
\sin ^{2}(\chi) u^{2}+4 x^{2}+2 \sin ^{2}(\chi) V(\chi, \alpha=\pi)=0 \tag{43}
\end{equation*}
$$

This is identical to one obtained by Bai, Gu, and Yuan [23]. In Fig. 3a, the stable and unstable manifolds of the critical points A and B on the TCM is depicted for the collinear eZe configuration. If we restrict the system to the Wannier ridge configuration (i.e., $\chi=\pi / 2$ ), the corresponding TCM is topologically equivalent to a spherical shell.

$$
\begin{equation*}
u^{2}+4 w^{2}+2 V\left(\chi=\frac{\pi}{2}, \alpha\right)=0 \tag{44}
\end{equation*}
$$

In Fig. 3b, the stable and unstable manifolds of the critical points A and B on the TCM is depicted for the Wannier ridge configuration. The stability exponents $\lambda_{4,5}^{(A, B)}$ correspond to those for the case of the collinear eZe configruation(i.e., $\alpha=\pi)$. On the other hand, the stability exponents $\lambda_{2,3}^{(A, B)}$ correspond to those for the case of the Wannier ridge configuration (i.e., $\chi=\pi / 2$ ).


Figure 3. The stable and unstable manifolds of the critical points $A$ and $B$ on the TCM for $Z=2$. (a) The collinear eZe configuration $(\alpha=\pi)$. The critical points A and B on the TCM are hyperbolic fixed points. (b) The Wannier ridge configuration $(\chi=\pi / 2)$. The critical points A and B on the TCM are a stable focus and an unstable focus, respectively.

## IV. THE COLLINEAR eZe CASE: MASS RATIO EFFECT

In this section, we consider the case that all three particles have finite masses. The contents of this section is a short summary of Ref. 29. We consider three particles 1,2 , and 3 whose masses are $m_{1}=m_{e}, m_{2}=m_{n}=\xi m_{e}$, and $m_{3}=m_{e}$ and whose charges are $-e, Z e$, and $-e$, respectively. Suppose that three particles are arranged on a line in the order 1,2 , and 3 from left to right-that is, the collinear eZe configuration. The mass ratio $\xi$ is given by $\xi=m_{n} / m_{e}$.

After some scaling transformation, we have the following Hamiltonian $H$ for this system:

$$
\begin{equation*}
H=\frac{p_{1}^{2}}{2}+\frac{p_{2}^{2}}{2 \xi}+\frac{p_{3}^{2}}{2}-\frac{1}{\left|q_{1}-q_{2}\right|}-\frac{1}{\left|q_{2}-q_{3}\right|}+\frac{1}{Z\left|q_{1}-q_{3}\right|} \tag{45}
\end{equation*}
$$

The parameters of this system is the charge $Z$ and the mass ratio $\xi$. For numerical calculations in this section, we shall set $H=-1$ for our convenience.

## A. Triple Collision Manifold

As shown for the 2D case with infinite nucleus mass in Section III, in this subsection we shall construct the TCM for the collinear eZe case with finite masses and shall elucidate the behavior near triple collisions. We use the McGehee's original transformation [22].The derivation of the TCM is successive application of tricky transformations to the equations of motion and the energy conservation relation. We do not show all of the derivation. The readers are strongly recommended to consult with Refs. 22 and 29 for details.

With the energy conservation and the zero total momentum, we transform the variables as $\left(q_{1}, q_{2}, q_{3}, p_{1}, p_{2}, p_{3}\right) \rightarrow(r, x, \phi, \psi) . r$ is the squre root of the moment of inertia; that is, $r=\sqrt{q_{1}^{2}+\xi q_{2}^{2}+q_{3}^{2}} . x$ is valued as $|x| \leq 1$. The transformations consist of the McGehee's blow-up transformation, the regularization of binary collisions, and the others. The energy relation is given as

$$
\begin{equation*}
2-\frac{2 \psi^{2}}{1-x^{2}}=\frac{2\left(1-x^{2}\right)}{W(x)}\left(\phi^{2}-2 r E\right) \tag{46}
\end{equation*}
$$

$E$ is the value of the Hamilonian. The equations of motion is given by

$$
\begin{align*}
\frac{d r}{d \tau}= & \frac{\lambda\left(1-x^{2}\right)}{W(x)^{1 / 2}} r \phi  \tag{47}\\
\frac{d \phi}{d \tau}= & \frac{\lambda}{2} W(x)^{1 / 2}\left[1-\frac{1-x^{2}}{W(x)}\left(\phi^{2}-4 r E\right)\right]  \tag{48}\\
\frac{d x}{d \tau}= & \psi  \tag{49}\\
\frac{d \psi}{d \tau}= & -x+\frac{2 x\left(1-x^{2}\right)}{W(x)}\left(\phi^{2}-4 r E\right)+\frac{1}{2} \frac{W^{\prime}(x)}{W(x)}\left(1-x^{2}-\psi^{2}\right) \\
& -\frac{\lambda\left(1-x^{2}\right)}{2 W(x)^{1 / 2}} \phi \psi \tag{50}
\end{align*}
$$

where

$$
\begin{align*}
W(x)= & 2\left(1-x^{2}\right) \sin (2 \lambda)\left[\frac{1}{\left(b_{2}-b_{1}\right) \sin (\lambda(1+x))}\right. \\
& +\frac{1}{\left(a_{3}-a_{2}\right) \sin (\lambda(1-x))} \\
& \left.-\frac{1}{Z\left\{\left(b_{2}-b_{1}\right) \sin (\lambda(1+x))+\left(a_{3}-a_{2}\right) \sin (\lambda(1-x))\right\}}\right]  \tag{51}\\
\cos (2 \lambda)= & \frac{1}{\xi+1} \tag{52}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{a}=\left(-\frac{1}{\sqrt{(1+\xi)(2+\xi)}},-\frac{1}{\sqrt{(1+\xi)(2+\xi)}}, \frac{1+\xi}{\sqrt{(1+\xi)(2+\xi)}}\right) \tag{53}
\end{equation*}
$$

$$
\begin{equation*}
\mathbf{b}=\left(-\frac{1+\xi}{\sqrt{(1+\xi)(2+\xi)}}, \frac{1}{\sqrt{(1+\xi)(2+\xi)}}, \frac{1}{\sqrt{(1+\xi)(2+\xi)}}\right) \tag{54}
\end{equation*}
$$

Here $\lambda$ is valued as $0 \leq \lambda \leq \pi / 4$. In order to obtain the TCM, we set $r=0$ and/ or $E=0$. The energy relation becomes

$$
\begin{equation*}
\psi^{2}+x^{2}+\left(1-x^{2}\right)^{2} W(x)^{-1} \phi^{2}=1 \tag{55}
\end{equation*}
$$

Equation (55) defines a surface in $(x, \phi, \psi)$ coordinates, that is, the TCM.The TCM is topologically equivalent to a spherical shell with four holes. A schematic picture for the TCM is depicted in Fig. 4a. The flow on the TCM is determined by the following equations of motion:

$$
\begin{align*}
\frac{d \phi}{d \tau}= & \frac{\lambda}{2} W(x)^{1 / 2}\left[1-\frac{1-x^{2}}{W(x)} \phi^{2}\right]  \tag{56}\\
\frac{d x}{d \tau}= & \psi  \tag{57}\\
\frac{d \psi}{d \tau}= & -x+\frac{2 x\left(1-x^{2}\right)}{W(x)} v^{2}+\frac{1}{2} \frac{W^{\prime}(x)}{W(x)}\left(1-x^{2}-\psi^{2}\right) \\
& -\frac{\lambda}{2} \frac{1-x^{2}}{W(x)^{1 / 2}} \phi \psi \tag{58}
\end{align*}
$$



Figure 4. Schematic picture of the triple collision manifold (TCM). There are two critical points $c$ and $d$. [Reprinted with permission from M. M. Sano, Journal of Physics A: Mathematical and General 37, 803 (2004). Copyright © 2004, IOP Publishing Ltd.]

For the TCM, there are two critical points $c=\left(0,-\phi_{c}, 0\right)$ and $d=\left(0, \phi_{c}, 0\right)$, two infinite arms ( $a$ and $b$ ), and two infinite legs ( $e$ and $f$ ), where $\phi_{c}=W(0)^{1 / 2}$.

Similar to Property 2, we have the following.
Property 3. For $H=E<0$, the orbits runs inside of the TCM. For $H=E>0$, the orbits runs outside of the TCM. For $H=E=0$, the orbits run just on the TCM.

As shown in the previous section for the 2D case with infinite nucleus mass, we also carry out stability analysis for the critical point $c$ and $d$. The critical points $c$ and $d$ are the equilibrium points of the flow [Eqs. (56)-(58)]. At the same time, they are the equilibrium points of the total flow [Eqs. (47)-(50)]. The stability analysis of the equilibrium points $c$ and $d$ gives that $\operatorname{dim}\left(\mathscr{W}^{s}(c)\right)=$ $2, \operatorname{dim}\left(\mathscr{W}^{u}(c)\right)=1$ and $\operatorname{dim}\left(\mathscr{W}^{s}(d)\right)=1, \operatorname{dim}\left(\mathscr{W}^{u}(d)\right)=2$, where $\mathscr{W}^{s}(x)$ and $\mathscr{W}^{u}(x)$ are the stable and unstable manifolds of $x$, respectively. We investigate the stable and unstable manifolds on the TCM numerically to show the global topological property of the triple collision orbits. We call them $\mathscr{W}_{T C M}(c)$ and $\mathscr{W}_{T C M}(d)$. For later use, we call the part of the TCM between two critical points $c$ and $d$ the body of the TCM: $\left\{(x, \phi, \psi) ;|\phi| \leq \phi_{c}, \psi^{2}+x^{2}+\left(1-x^{2}\right)^{2} W\right.$ $\left.(x)^{-1} \phi^{2}=1\right\}$.

We are interested in the actual two-electron atom and ions.Thus we need to investigate the $\xi$-dependence of the flow on the TCM. Thanks to the similarity between celestial problem and Coulomb problem, for our Coulomb systems, the same argument is easily shown following the discussion of Ref. [22].


Figure 5. The stable and unstable manifolds of the critical points $c$ and $d$ on the TCM for $(Z, \xi)=(1,1)$. Two circles indicate the positions of two critical points $c$ and $d$. [Reprinted with permission from M. M. Sano, Journal of Physics A: Mathematical and General 37, 803 (2004). Copyright (C) 2004, IOP Publishing Ltd.]

Property 4. When $\xi \rightarrow 0$, the orbits on the TCM wind around the body of the TCM infinitely often.

However, this limit has some trouble as mentioned in Ref. [30]. For numerical consideration, we do not take this limit. Only the behavior for small $\xi$ is needed.

In order to show the $\xi$-dependence of the flow on the TCM for large $\xi$, we numerically calculate the stable and unstable manifolds on the TCM. Figure 5 depicts them for $(Z, \xi)=(1,1)$. We confirmed the following things. When $\xi$ is increased, the winding number $\mathscr{N}$ of the stable and unstable manifolds of $c$ and $d$ on the TCM around the body of the TCM is monotonically decreased. From numerical observation, $\mathscr{N}$ is saturated to certain value in the limit $\xi \rightarrow \infty$. For even relatively small value of $\xi, \mathscr{N}$ is almost saturated-for instance, $\xi<100$ for $Z=1,2,3,4,5$.

## B. Triple Collision Orbits

In this subsection, we consider triple collision orbits on a Poincar'e section. We take the Poincaré surface of section at the plane $x=0$ in $(x, \phi, \psi)$ coordinates. We define $\mathscr{D}=\left\{(x, \phi, \psi) \mid x=0, \psi^{2}+W(0)^{-1} \phi^{2} \leq 1\right\}$. We divide $\mathscr{D}$ as $\mathscr{D}=$ $\mathscr{D}_{1} \cup \mathscr{D}_{2}$, where $\mathscr{D}_{1}=\left\{(x, \phi, \psi) \mid x=0, \psi \geq 0, \psi^{2}+W(0)^{-1} \phi^{2} \leq 1\right\} \quad$ and $\mathscr{D}_{2}=\left\{(x, \phi, \psi) \mid x=0, \psi \leq 0, \psi^{2}+W(0)^{-1} \phi^{2} \leq 1\right\}$. We also define the boundary of $\mathscr{D}$, that is, $\partial \mathscr{D}=\left\{(x, \phi, \psi) \mid x=0, \psi^{2}+W(0)^{-1} \phi^{2}=1\right\}$.

As done in Refs. [29,31,32], by using the symbolic dynamics, we can specify the location of the triple collision orbits. We skip the detail of this method. The triple collision orbits that experience a triple collision in the future will form curves on the Poincaré section. Then we call them the triple collision curves.

For later use, we denote them by $\mathscr{C}_{T C}$. Figures 6 a and 7 a depict the triple collision curves $\mathscr{C}_{T C}$ for the case of $(Z, \xi)=(1,1)$ and the case of the helium, respectively. For the case of $(Z, \xi)=(1,1)$ (Fig. 6a), there are two tori in $\mathscr{D}_{1}$ and $\mathscr{D}_{2}$, namely the region around $(\phi, \psi)=(0, \pm 0.35)$. They are triangularshaped. The simple stable orbits (the torus) may correspond to the Schubart orbits in the celestial problem [33]. In Fig. 6a, the region of these orbitsis shown as a triangle area. On the other hand, for the case of the helium (Fig. 7a)-that is, large $\xi$-there is no torus. In Figs. 6a and 7a, we plot $\mathscr{C}_{T C}$. In Figs. 6b and 7b,


Figure 6. The triple collision curves $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ on the Poincaré section for $(Z, \xi)=(1,1)$. (a) Only $\mathscr{C}_{T C}$ is depicted. (b) Both $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ are depicted. [Reprinted with permission from M. M. Sano, Journal of Physics A: Mathematical and General 37, 803 (2004). Copyright © 2004, IOP Publishing Ltd.]


Figure 7. The triple collision curves $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ on the Poincaré section for $(Z, \xi)=(1,7)$. (a) Only $\mathscr{C}_{T C}$ is depicted. (b) Both $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ are depicted. [Reprinted with permission from M. M. Sano, Journal of Physics A: Mathematical and General 37, 803 (2004). Copyright © 2004, IOP Publishing Ltd.]
we also plot the triple collision curves whose orbits experienced the triple collision in the past, we denote them by $\mathscr{C}_{T C}^{t}$. By symmetry, $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ are symmetric against the line $\phi=0$.

In order to examine the hyperbolicity of the system, we investigate the foliated structure of $\mathscr{D}$. In Figs. 6b and 7b, we depict the triple collision curves whose orbit is started and/or ended at a triple collision for the case of $(Z, \xi)=(1,1)$ and the case of the helium, respectively. It is clearly seen that for Fig. $7 \mathrm{~b} \mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ transversely cross each other, while for Fig. $6 \mathrm{~b} \mathscr{C}_{T C}$ and
$\mathscr{C}_{T C}^{t}$ transversely cross each other except near the torus. Since the dynamics of our system is continuous, we expect that $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ do not cross the stable and unstable manifolds except on $\partial \mathscr{D}$. In fact, it is numerically confirmed that when $\xi$ is sufficiently large, the triple collision curves $\mathscr{C}_{T C}\left(\mathscr{C}_{T C}^{t}\right)$ are parallel to the stable (unstable) manifolds in the Poincaré section for the Poincaré map, respectively. Therefore, Fig. 7b (sufficiently large $\xi$ ) manifests that the dynamics of the helium in the collinear eZe configuration is hyperbolic. With some parameter values when the torus exists (for small value of $\xi$ ), $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ do not foliate. In this case, the tangency of the $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ is observed. This may manifest the tangency of the stable and unstable manifolds.

Furthermore, we investigate the detailed structure of the Poincare surface of section for the case of $(Z, \xi)=(1,1)$. In this case, there are tori. These tori have the periodic points with period 6 in their outermost part. Here we counted the number of vertices of two triangle, namely $2 \times 3=6$. These periodic points is associated to one orbit in the whole phase space, which is an antisymmetric orbit in the configuration space. These periodic points have stable and unstable manifolds. In Fig. 8a, we depict the stable manifolds of the these periodic points. In Fig. 8b, we also depict the unstable manifolds by using the symmetry. The stable and unstable manifolds of these periodic points go to $\partial \mathscr{D}$. It should be noted that the reached points of them on $\partial \mathscr{D}$ is the accumulation points of $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$. Comparing Figs. 6a and 6b with Fig. 8, it is confirmed that $\mathscr{C}_{T C}$ in Figs. 6a and 6b is nearly parallel to the stable manifolds and $\mathscr{C}_{T C}^{t}$ in Fig. 6b is nearly parallel to the unstable manifolds. Therefore, it is understood that the foliated structure of $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ manifests the foliation of the stable and unstable manifolds-that is, hyperbolic structure.

The connection between the observation in Fig. 5 and the observation in Figs. 6 b and 7 b is unknown here. Now we elucidate this connection. Figure 6b for $(Z, \xi)=(1,1)$ shows one branch of $\mathscr{W}_{T C M}(c)$ and the triple collision orbits on the Poincaré section. A remarkable point is that the triple collision curves $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ accumulate at 10 points on $\partial \mathscr{D}$. As shown in Fig. 9a, these points are the points at which $\mathscr{W}_{T C M}(c)$ and $\mathscr{W}_{T C M}(d)$ cross the plane $x=0$ and which are, of course, just on $\partial \mathscr{D}$. We denote these points by $P_{T C M, r=0}$. It is clear that the number of points of $P_{T C M, r=0}$ is related to the existence of tori in the Poincare section $\mathscr{D}$. If the tori exist, its outer most torus has periodic points. These periodic points have the stable and unstable manifolds. Branches of these stable and unstable manifolds run toward $\partial \mathscr{D}$, precisely $\mathscr{W}_{T C M}(c)$ and $\mathscr{W}_{T C M}(d)$ on $\partial \mathscr{D}$. This situation was observed in Fig. 8. Therefore, the number of the points of $P_{T C M, r=0}$ is related to the existence of the tori. At the same time, the number of the points of $P_{T C M, r=0}$ just corresponds to the winding number $\mathscr{N}$ of $\mathscr{W}_{T C M}(c)$ or $\mathscr{W}_{T C M}(d)$ around the body of the TCM as mentioned in the previous subsection. In Figs. 7b and 9b, the case of $(Z, \xi)=(1,7)$ is shown. As the result of the previous subsection, when $\xi$ is large enough, the winding


Figure 8. The stable and unstable manifolds of the periodic points of the outermost tori for the case of $(Z, \xi)=(1,1)$. (a) The stable manifolds. (b) The unstable manifolds are also added to $(a)$.
number of $\mathscr{W}_{T C M}(c)$ and $\mathscr{W}_{T C M}(d)$ saturates to certain value. For $Z=1$, the critical value $\xi_{c}(Z=1)$ is in the interval $(6.0,7.0)$. This is clearly shown in Fig. 10 for $(Z, \xi)=(1,6)$ and $(1,7)$. In other words, when $\xi$ is large enough, the number of the points of $P_{T C M, r=0}$ also saturates to a certain value that is, in fact, 6 (i.e., no torus case). Thus, the existence of tori in the Poincaré section $x=0$ is monitored by the number of points of $P_{T C M, r=0}$. When $\xi$ is large enough, the tori disappear and the triple collision curves $\mathscr{C}_{T C}$ transversely cross $\mathscr{C}_{T C}^{t}$. This would be a strong evidence of hyperbolicity of the system with large $\xi$, since it is numerically confirmed that $\mathscr{C}_{T C}\left(\mathscr{C}_{T C}^{t}\right)$ is parallel to the stable (unstable)


Figure 9. The triple collision curves $\mathscr{C}_{T C}$ and $\mathscr{C}_{T C}^{t}$ on the Poincaré section and one branch of the unstable manifold of the critical point $c$ in $(x, \phi, \psi)$ coordinates. (a) For the case of $(Z, \xi)=(1,1)$. (b) For the case of $(Z, \xi)=(1,7)$. The points where the unstable manifold of the critical point $c$ crosses the plane $x=0$, are indicated by squares. [Reprinted with permission from M. M. Sano, Journal of Physics A: Mathematical and General 37, 803 (2004). Copyright © 2004, IOP Publishing Ltd.]
manifold for the Poincare map, respectively. We also confirmed that this scenario holds for the other $Z$ cases (e.g., $Z=1,2, \ldots, 100$ ). The critical value of $\xi_{c}(Z)$ at which the winding number $\mathscr{N}$ saturates is calculated. In Fig. 11, we summarize the result. For $Z=1,2,3,4,5$, the critical value $\xi_{c}(Z)$ is order of $O(10)$. This critical value is numerically obtained. The profile of Fig. 11 is almost linear.

From the above numerical observation, we can state two conjectures. (1) For the system Eq. (45) with $(Z, \xi), Z \geq 1$, there exists the critical value $\xi_{c}(Z)$


Figure 10. One branch of the unstable manifold of the critical point $c$ for $(Z, \xi)=(1,6)$ and $(1,7)$. When $(Z, \xi)=(1,6)$, the unstable manifold winds around the left arm $a$. When $(Z, \xi)=(1,7)$, the unstable manifold winds around the right arm $b$. When $\xi$ is increased and crosses the critical value $\xi_{c}(Z=1)$, the unstable manifold changes the direction and winds around the right arm $b$.
such that for $\xi>\xi_{c}(Z)$ the system is hyperbolic. (2) For the system Eq. (45) with $\left(Z, \xi_{c}(Z)\right), Z \geq 1$, the stable (unstable) manifold of the critical points $c$ on the TCM degenerates the unstable (stable) manifold of the critical points $d$, namely totally degenerate. Since for actual two-electron atom or ions the mass ratio is large, (i.e., $m_{p} / m_{e} \approx 1840$ ), this means that the classical dynamics of $\mathrm{H}^{-}, \mathrm{He}, \mathrm{Li}^{+}, \mathrm{Be}^{2+}$, and so on, in collinear eZe configuration is hyperbolic.


Figure 11. The critical value $\xi_{c}(Z)$ versus $Z$.

## C. Experimental Manifestation

Systems in the collinear eZe configuration which have tori would be the antiproton-proton-antiproton ( $\bar{p}-\mathrm{p}-\bar{p}$ ) system, the positronium negative ion $(\operatorname{Pr}-$ $(e-\bar{e}-e)$ ), which corresponds to the case of $Z=1, \xi=1$, and $H_{2}^{+}$. If these systems have bound states, we can see the effect of our finding in the Fourier transform of the density of states for the spectrum. For a positronium negative ion, the EBK quantization was done [34]. Stable antisymmetric orbits were obtained and were quantized to explain some part of the energy spectrum. As hyperbolic systems, $\mathrm{H}^{-}$and He have been already analyzed in Refs. 11 and 17, respectively. Thus, $\mathrm{Li}^{+}$is the next candidate. We might see the effect of the intermittency for this system in quantum defect as shown for helium [14].

## V. FREE-FALL PROBLEM

Finding tori in the 2D case is very difficult, because the dimension of the phase space is 6 . Some elaborate method to find tori is needed. In this section, we consider the free-fall problem. We treat three particles with finite masses.

Since we are interested in the case with zero total angular momentum, we have chosen such initial conditions for three particles. However, the phase space of the entire initial conditions is too big-in fact, infinite. Therefore, for numerical investigation, we have to restrict the initial conditions to some subspace of the entire initial conditions. If three particles have zero velocity at some moment, then the orbit associated to this initial condition has zero angular momentum, since $\mathbf{L}=\sum_{i=1}^{3} \mathbf{q}_{i} \times \mathbf{p}_{i}$. Thus we consider the initial conditions with zero velocities of three particles at time zero. These are just the initial conditions of the free-fall. So this problem is sometimes called the free-fall problem. The free-fall problem in gravitational three-body problem was well investigated [35-38].

The Coulomb system has the famous scaling relation. The positions, the momenta, and the energy of three particles are easily scaled. In this study, we set the total energy to be negative. If we consider the initial conditions for the free-fall problem, only the conformation of three particles is importantthat is, the shape of the triangle formed by three particles. The scale of the position does not matter. Now we consider three particles. Two particles are the same (for instance, electrons), denoted by $\alpha_{1}$ and $\alpha_{2}$. One particle is different from two (for instance, nucleus), denoted by $\beta$. Since the total angular momentum is zero, the motion of three particles is confined in the 2D space. Set the particle $\beta$ at the origin $(x, y)=(0,0)$ in the 2D plane. Set the particle $\alpha_{1}$ at $(x, y)=(1,0)$. Another particle $\alpha_{2}$ can be set anywhere in the 2D plane. In order to include all shapes of the triangle of three particles, where can we put another particle $\alpha_{2}$ ? The answer is that the particle $\alpha_{2}$ can be set in the region

Hydrogen negative ion


Figure 12. Candidates of tori in the initial condition space for the free-fall problem: hydrogen negative ion, $\mathrm{H}^{-}$. The painted region near the corner $(x, y)=(1,0)$ represents the initial conditions with positive total energy.
$D=\left\{(x, y): x^{2}+y^{2} \leq 1\right.$ and $\left.y \geq 0\right\}$, that is, inside of unit semicircle. Fortunately the region $D$ is compact! To explore this region is numerically possible.

We numerically calculate the plot for three systems, namely $\mathrm{H}^{-}, \mathrm{He}$, and $\mathrm{Pr}-$ in the following way. Set three particles as in the above initial conditions. Start a free fall. If after some time interval three particles are still staying near the origin, then we regard the corresponding initial condition as a candidate for torus and plot this initial condition. The results are depicted in Figs. 12, 13, and


Figure 13. Candidates of tori in the initial condition space for the free-fall problem: helium atom, He. The painted region near the corner $(x, y)=(1,0)$ represents the initial conditions with positive total energy.

Positronium negative ion


Figure 14. Candidates of tori in the initial condition space for the free-fall problem: positronium negative ion, $\operatorname{Pr}-$. The painted region near the corner $(x, y)=(1,0)$ represents the initial conditions with positive total energy.
14. The painted region near $(x, y)=(1,0)$ corresponds to the initial conditions with positive total energy. We disregard this region. Figure 12 is the result for $\mathrm{H}^{-}$. The thick lines on the semicircle correspond to the initial conditions for a family of tori. For $\mathrm{H}^{-}$, there is no other possibilities for tori. Figure 13 is the result for He . Compared to the case of $\mathrm{H}^{-}$, there are relative large region for candidates of tori around $0 \leq x \leq 0.6,0 \leq y \leq 0.6$. The initial conditions in this region corresponds to the planetary orbits (tori), which were first discovered by Richter and Wintgen [20]. The thick line on the semicircle correspond to the initial conditions for a family of tori in Wannier ridge configuration, which probably includes a kind of Langmuir orbit. Near this thick line, there is some small region which includes candidates of tori. Figure 14 is the result for $\mathrm{Pr}-$. The thick line on the semicircle correspond to the initial conditions for a family of tori. In this case, one exceptional candidate is near $(x, y)=(-0.2,0.65)$. This may not be torus because of finite time evolution in numerical calculation. A reason why there is a difference between the $Z=1$ case $\left(\mathrm{H}^{-}\right.$and $\left.\mathrm{Pr}-\right)$ and the $Z=2$ case (He), namely the existence of planetary orbits for He , is that the eeZ configuration is stable for the $Z=2$ case and unstable for the $Z=1$. It is numerically confirmed that the bending perturbation is generally stable. If the eeZ configuration is stable, adding the bending perturbation, the perturbed orbits are sometimes stable. Thus the planetary orbits exist for He .

## VI. SUMMARY

In this chapter, we presented the geometry of the orbits near triple collisions in the Coulomb three-body problem for the collinear eZe configuration and the 2D case with zero angular momentum.

In Section III, for the 2D case with zero angular momentum, the TCM and a set of regularized equations of motion were derived. The dimension of the TCM for this case is four. The most remarkable point is that only two equilibrium points exist for the total flow. Therefore, as homothetic solutions, only collineartype homothetic solution is allowed. This implies that all triple collisions occur asymptotically approaching to the collinear eZe configuration. This is in sharp contrast to the gravitational case that has more equilibrium points and allows the equilateral-type homethetic solution. In this sense, the Coulomb three-body problem is much simpler than the gravitational three-body problem. The stability analysis for two equilibrium points was carried out. In the collinear eZe configuration and the Wannier ridge configuration, the local property of the flow on the TCM was revealed. However, at present, the whole dynamics for the 2D case with zero angular momentum is not known very well. A partial result was presented in this conference by Choi, Lee, and Tanner [24].

In Section IV, for the collinear eZe case, McGehee's method was directly applied to the system with finite masses. The mass ratio $\xi$ plays an important role in this problem. When the value of $\xi$ is increased, the flow on the TCM is changed, especially how many times $\mathscr{W}_{T C M}^{(u)}(c)$ winds around the body of the TCM, say $\mathscr{N}$. When $\xi$ goes to infinity, $\mathscr{N}$ is saturated to certain value. This property is directly related to the existence of tori inside the TCM (the dynamics with $E \leq 0$ ). Thanks to a large mass ratio $\xi, \mathrm{H}^{-}, \mathrm{He}, \mathrm{Li}^{+}, \mathrm{Be}^{2+}$, and so on, in the collinear eZe configuration are probably hyperbolic. This hyperbolicty and the intermittency would reflect the behavior of the quantum defects of $\mathrm{H}^{-}, \mathrm{He}$, $\mathrm{Li}^{+}, \mathrm{Be}^{2+}$, and so on. Nonhyperbolic systems are also predicted by our finding, that is $e-\bar{e}-e, p-\bar{p}-p$, and $\mathrm{H}_{2}^{+}$.

In Section V, we presented the result on the free fall problem. It was shown that the value of $Z$ is very important for the existence of tori in the 2D plane.

For future problems, the TCM and a set of regularized equations of motion derived in Section III will be used to investigate the whole dynamics of the 2D case with zero angular momentum. This task would be hard both numerically and theoretically. But fortunately the dynamics is relatively simpler than that of the gravitational case. For theoretical aspect, the scheme of this conference, namely normally hyperbolic invariant manifold (NHIM) [39] may be possibly applied to our Coulomb three-body problem. See the scaled potential surface of $V(\chi, \alpha)$ in Fig. 2. The collinear eZe configuration (i.e., $\alpha=\pi$ ) and the Wannier ridge configuration (i.e., $\chi=\pi / 2$ ) are mutually orthogonal. The intersection set of the collinear eZe confguration and the Wannier ridge configuration includes the collinear homothetic solution. If we neglect the "size" variable $r$, the scaled potential $V(\chi, \alpha)$ has the ridge, namely the Wannier ridge. In the direction to the collinear eZe configuration, the dynamics is unstable, probably hyperbolic as mentioned in the conjecture. On the other hand, in the direction to the Wannier ridge configuration, the dynamics is relatively stable. This situation is very similar to the setting up for an NHIM. Anyway the collinear homothetic
solution may play a central role for the dynamics in the 2 D case with $L=0$. If we elucidate the whole dynamics in the 2 D case with $L=0$, we will be able to carry out semiclassical quantization to yield the full spectrum of ${ }^{1} S^{e}$ and we will know the correlations in two-electron atoms or ions both in classical-sense and in quantum-sense through semiclassics.
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## I. INTRODUCTION

In the conventional theory of chemical reactions, the assumption of local equilibrium plays a crucial role. This assumption enables us to limit our attention to local structures of the phase space-that is, transition states-and it replaces

[^18]global aspects of the reaction dynamics with equilibrium properties. In this way, we can estimate physical quantities such as reaction rates using only information about the saddle regions of the potential function.

Recently, however, experimental studies of reaction processes have cast doubt on the local equilibrium assumption. When that assumption is not valid, understanding of reaction processes requires the study of global aspects of the phase space in multidimensional chaotic dynamics [1].

In order to proceed, we propose the following three-stage strategy. First, we simplify the description of the dynamics locally in the phase space. This is done in an analogous and extended fashion similar to that used in the conventional Transition State Theory. Second, we study how the local dynamics in different regions of the phase space are related to each other. Thus, identification and understanding of global structures of the phase space is our target for this stage. (This will be the main focus of this review, since the first part is discussed in detail by Refs. 2 and 3.) Third, we examine bifurcation in the global structures of the phase space.

In the following, we explain these three stages in more detail.

## A. Simplify Dynamics Using NHIMs

First, in order to simplify the description of the dynamics we separate the whole system, locally in the phase space, into two parts based on a gap in characteristic time scales. This is done using the concept of normally hyperbolic invariant manifolds (NHIMs) [4-8]. Here, the characteristic time scales are estimated as the inverses of the absolute values of the local Lyapunov exponents [5,6]. Then, the Fenichel normal form offers a simplified description of the local dynamics near a NHIM [7].

In constructing NHIMs, those degrees of freedom with smaller absolute values of the local Lyapunov exponents correspond to the directions that are tangent to the NHIM. Those with larger absolute values of the local Lyapunov exponents describe movements that are normal to the NHIM. The gap between smaller and larger absolute values of the local Lyapunov exponents is the key in this construction.

The dynamics of approaching and leaving a NHIM are described by the orbits on the stable and unstable manifolds of the NHIM.

In constructing the stable manifold of the NHIM we follow, backward in time, the normal directions of the NHIM with negative local Lyapunov exponents. For the unstable manifold we follow forward in time the normal directions of the NHIM with positive local Lyapunov exponents.

In reaction dynamics, NHIMs and their stable and unstable manifolds exist in the phase space above saddles of the potential function. In the first stage of our strategy, these saddles are at the focus of our interest.

Let $N$ denote the number of the degrees of freedom of a system. We also use the term "the index of the saddle" to indicate the number of negative eigenvalues of the Hessian matrix of the potential function at the saddle.

Suppose we have a saddle with index 1. Then, a NHIM of $2 N-2$ dimension exists above it in the phase space, with two directions that are normal to it. Along these normal directions, with negative and positive Lyapunov exponents, $(2 N-1)$-dimensional stable and unstable manifolds exist, respectively. The normal directions of the saddle correspond to the degree of freedom that is the reaction coordinate near the saddle, and they describe how the reaction proceeds locally near the NHIM.

These NHIMs are of the largest dimension in the phase space. In the $(2 N-1)$-dimensional equi-energy surface, the dimension of these NHIMs is $2 N-3$, and that of their stable and unstable manifolds is $2 N-2$. Therefore, their stable and unstable manifolds separate the equi-energy surface locally into two regions. This separation corresponds to separating the equi-energy surface locally into the reactant and product sides.

Thus, based on NHIMs with saddles with index 1, we can construct a theory that is a rigorous reformulation of the conventional Transition State Theory [ 9,10$]$. Moreover, the use of the Lie perturbation brings the system locally into the Birkhoff normal form with one inverse harmonic potential [2]. This form is nothing but the Fenichel normal form.

As reactions proceed further, the system will go through multiple saddles of the potential function. Thus, we are led to ask how dynamics near these saddles are connected with each other. This is the problem we face in the second stage.

## B. Connections Among NHIMs

Second in our strategy, we ask how the dynamics near NHIMs are connected with each other. Here, intersections between the stable and unstable manifolds of the NHIMs play a major role.

Suppose that the unstable manifold of a NHIM intersects with the stable manifold of another NHIM (or the same NHIM); such intersections are called heteroclinic (or homoclinic). This means that there exists a path that connects these two NHIMs (or a path that leaves from and comes back to the NHIM). Thus, their intersections offer the information on how the NHIMs are connected.

In multidimensional systems, these intersections would exhibit much more variety than they do in the lower-degrees-of-freedom systems that have been traditionally studied in nonlinear physics. One of the new aspects is "tangency", which was found in the predissociation of a van der Waals complex of three bodies [11,12]. The tangency gives birth to transition in chaos [12], which is called a crisis [13]. Then, the extention of the concept of reaction rates to multidimensional chaos, which was first proposed in Ref. 9, breaks down [11,14].

Thus, instead of trying to extend the concept of reaction rates, we follow a different route.

We regard the intersections between stable and unstable manifolds as a skeleton of reaction paths. The skeleton has the structure of a network, since one NHIM can be connected with multiple NHIMs. Then, branching in the skeleton will manifest itself as tangency [1]. This observation suggests the importance of tangency in multidimensional reaction dynamics.

Moreover, the NHIM with a saddle with index 1 can be connected with NHIMs with saddles with indexes larger than 1 . To see this possibility, let us count the dimension of the intersections. Suppose we have a saddle with index $L$. Then, the NHIM of $2 N-2 L$ dimension exists with $(2 N-L)$-dimensional stable and unstable manifolds. In the equi-energy surface, the dimension of the NHIM is $2 N-2 L-1$, and that of its stable and unstable manifolds is $2 N-L-1$. Thus, the dimension of the intersection, if any, between its stable manifold and the unstable manifold of the NHIM with a saddle with index 1 is $2 N-L-2$. If its value is larger than 0 , a path exists which connects these two NHIMs. Therefore, the allowed values of $L$ for systems of 3 degrees of freedom (for example) are 1 and 2 , when we also take into account the condition that $2 N-2 L-1$ (i.e., the dimension of the NHIM with a saddle with index $L$ in the equi-energy surface) should not be negative.

In addition to the NHIMs with saddles, other kinds of NHIMs can also become important when intramolecular vibrational energy redistribution (IVR) comes into play. They are NHIMs with whiskered tori that are created by nonlinear resonances within the potential well [5]. In the network of nonlinear resonances, which is called the Arnold web [16,17], these NHIMs will be connected in an interwoven way with each other and also with NHIMs with saddles.

Thus, orbits in the skeleton of reaction paths will wander around from one NHIM to another, following the complicated structure of the network. Such behavior reminds us of the dynamics called "chaotic itinerancy" [18-21].

To investigate this behavior, we have two methods available at present: One is the Melnikov integral, which is used by Arnold in Ref. 15 to see if the stable and unstable manifolds of whiskered tori intersect. The other is Lie perturbation theory, which is used in astrophysics to control orbiters in the universe [22].

The Melnikov integral is more suitable for theoretical purposes to prove theorems using model Hamiltonians. On the other hand, Lie perturbation theory is applicable to realistic systems such as clusters. For an application of Lie perturbation theory to clusters, see Ref. 23.

## C. Bifurcation in the Skeleton

Up until now we have fixed the energy and parameters of the system in considering the skeleton of reaction paths. In the third stage of our strategy we vary these quantities to see what will happen in the skeleton.

Here, we mention only two possibilities, though we could have other cases. The first is that the condition of normal hyperbolicity breaks down for some NHIMs. Then, what happens to those NHIMs? Do they bifurcate into other NHIMs, or do they disappear at all? The second possibility is that intersections between the stable and unstable manifolds of NHIMs change into tangency. This could lead to bifurcation in the way NHIMs are connected by their stable and unstable manifolds.

At present, study of this stage is very limited [7]. We expect that future progress will reveal details of how the skeleton varies.

## D. Purpose of the Chapter

In this chapter, we present the basic ideas that are necessary to carry out our strategy. In particular, we focus attention on the tangency mentioned in the second stage, since study of tangency will give a clue to understand the features of branching in the skeleton of reaction paths. For this reason, we investigate a simple model Hamiltonian both numerically and analytically using the Melnikov integral.

We will also discuss the relevance, in the context of chemical reactions, of the possibilities pointed out in the third program stage, which enables us to go beyond the condition of normal hyperbolicity, and the need for the gap in the characteristic time scales. Moreover, bifurcation in the skeleton can offer a mechanism by which reaction processes evolve, thereby opening a new arena in the study of chemical reactions.

In the following, we give an overview of the chapter.
The basic ideas that are necessary for the first program stage are explained in Sections II, III, and IV. In Section II, we formulate the problem of how to analyze a system that has a gap in characteristic time scales. Our method is to use perturbation theory with respect to a parameter that is the ratio between a long time scale and a short time scale, which is a version of singular perturbation theory. The reason will be explained in Section II. In Section III, the concept of NHIMs is introduced in the context of singular perturbation theory. We will give an intuitive description of NHIMs and explain how the description is implemented, leaving the precise formulation of the NHIM concept to the literature in mathematics. In Section IV, we will show how Lie perturbation theory can be used to transform the system into the Fenichel normal form locally near a NHIM with a saddle with index 1 . Our explanation is brief, since a detailed exposition has already been published [2].

The Melnikov integral, which plays a key role in the second program stage, is presented in Sections V, VI, and VII. In Section V, we derive the Melnikov integral following the presentation in Ref. 24. We limit our explanation to a simplified situation to avoid discussion of the convergence of the integral. In Section VI, we discuss the Arnold model [15] to show, using the Melnikov
integral, a sufficient condition for intersections to occur between the stable and unstable manifolds of whiskered tori with different action values. In the historical context, this argument implies the behavior called the Arnold diffusion, though the term "diffusion" could be problematic [25]. The core of this chapter is Section VII. Here, we investigate the Arnold model numerically and analytically, using the Melnikov integral to reveal the tangency. We also discuss the universality of the tangency in multidimensional chaos.

In Section VIII, we give a summary of the viewpoint obtained from the second program stage-in particular, its resemblance to chaotic itinerancy. This section bridges our argument from the second program stage to the third program stage.

The third stage of our strategy is discussed in Sections IX and X. Our discussion is speculative, since quantitative analysis is lacking at present. In Section IX, we point out that, in reaction dynamics, breakdown of normal hyperbolicity would also play an important role. Such cases would include phase transitions in systems with a finite number of degrees of freedom. In Section X, we will discuss the possibility of bifurcation in the skeleton of reaction paths, and we point out that it corresponds to crisis in multidimensional chaos. This approach offers an interesting mechanism for chemical evolution.

In the Section XI, we summarize the major points of this chapter. We will also propose future development of our strategy with application to systems with many degrees of freedom-for example, the dynamics of protein folding. We suggest that coarse graining of the phase-space structure may need to be incorporated to tackle such a problem.

## II. SINGULAR PERTURBATION THEORY

The existence of a gap in characteristic time scales of a dynamical system is the key to this chapter. The meaning of "the characteristic time" scales will be made clear in the following.

In the field of chemical reactions, separating the system into fast and slow degrees of freedom is a standard method. It is based on the gap in characteristic time scales for motion of electrons and nuclei. This is the Born-Oppenheimer approximation, and it is used for constructing potential surfaces for the motion of the nuclei.

In this chapter, focus attention on a different method to analyze those systems that consist of fast and slow variables. It is called singular perturbation theory, and is suitable for understanding chaotic behavior in systems with many degrees of freedom. The reason for the term "singular" will be explained later.

In this and the next sections, we will present the basic ideas of singular perturbation theory without going into mathematical rigor.

Let us consider the following coupled ordinary differential equations:

$$
\begin{align*}
\varepsilon \frac{d \boldsymbol{x}}{d t} & =\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y}) \\
\frac{d \boldsymbol{y}}{d t} & =\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{y}) \tag{1}
\end{align*}
$$

where $\varepsilon$ is a small constant which satisfies $0<\varepsilon \ll 1$. Here, $\boldsymbol{x}$ and $\boldsymbol{y}$ are vectors on Euclidean spaces.

The constant $\varepsilon$ represents the gap in characteristic time scales between the dynamics of $\boldsymbol{x}$ and that of $\boldsymbol{y}$; suppose that the values of $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y})$ and $\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{y})$ are of the same order. Then, the magnitude of $d x / d t$ is $\varepsilon^{-1}$ times larger that that of $d \boldsymbol{y} / d t$. This means that $\boldsymbol{x}$ varies $\varepsilon^{-1}$ times faster than $\boldsymbol{y}$ does. Thus, $\boldsymbol{x}$ is a fast variable and $\boldsymbol{y}$ is a slow one.

We will introduce a new time variable $\tau \equiv t / \varepsilon$ which describes fast changes of the coupled equations Eq. (1). Using the fast time variable $\tau$, the equations Eq. (1) become

$$
\begin{align*}
& \frac{d x}{d \tau}=\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y}) \\
& \frac{d \boldsymbol{y}}{d \tau}=\varepsilon \boldsymbol{g}(\boldsymbol{x}, \boldsymbol{y}) \tag{2}
\end{align*}
$$

The coupled equations Eq. (1) and (2) are equivalent for a finite value of $\varepsilon$. However, they will reveal different asymptotic behavior in the limit $\varepsilon \searrow 0$.

Let us consider Eq. (2) first. When we set $\varepsilon=0$ in Eq. (2), we obtain

$$
\begin{align*}
& \frac{d \boldsymbol{x}}{d \tau}=\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y})  \tag{3}\\
& \frac{d \boldsymbol{y}}{d \tau}=\mathbf{0}
\end{align*}
$$

There is no time development of $\boldsymbol{y}$ in Eq. (3). Intuitively speaking, the slow variable $\boldsymbol{y}$ looks like a constant in the asymptotic limit $\varepsilon \searrow 0$, when we view $\boldsymbol{y}$ using the fast time variable $\tau$.

In Fig. 1, a schematic picture of the flow under Eq. (3) is shown. There, the thick arrows indicate the directions of the flow. They are parallel to the $\boldsymbol{x}$ axis since there is no time development of $\boldsymbol{y}$. The thin curve shows the locations where $d \boldsymbol{x} / d \tau=\mathbf{0}$; that is, both $\boldsymbol{x}$ and $\boldsymbol{y}$ do not vary.

On the other hand, when we set $\varepsilon=0$ in Eq. (1), we obtain the following equations:

$$
\begin{align*}
\mathbf{0} & =\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y}) \\
\frac{d \boldsymbol{y}}{d t} & =\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{y}) \tag{4}
\end{align*}
$$



Figure 1. A schematic picture of the flow for Eq. (3).

Note the following significant fact for Eq. (4). While the original coupled equations (1) have a solution for an arbitrary initial condition $(\boldsymbol{x}, \boldsymbol{y})$, Eqs. (4) have one only for an initial condition that satisfies $\mathbf{0}=\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y})$. In other words, Eqs. (4) have solutions only on the manifold where $d \boldsymbol{x} / d t=\mathbf{0}$ in the original equations (1).

Let $\left(\boldsymbol{x}=\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)$ denote one of the graphs of the manifold $\mathbf{0}=\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y})$. Then, substituting $\boldsymbol{x}=\boldsymbol{x}_{0}(\boldsymbol{y})$ in the second equation of Eq. (4)-that is, $d \boldsymbol{y} / d t=\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{y})$ —we obtain a closed equation for $\boldsymbol{y}$ as follows:

$$
\begin{equation*}
\frac{d \boldsymbol{y}}{d t}=\boldsymbol{g}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right) \tag{5}
\end{equation*}
$$

A schematic picture of a solution for Eq. (5) is shown in Fig. 2.
Here, we explain the origin of the term "singular." It is used in contrast with the expression "regular." In general, regular perturbation theory presupposes that the solution obtained by setting $\varepsilon=0$ resembles the one for a small and positive $\varepsilon$. However, for Eq. (4), there exist no solutions at all for arbitrary initial conditions when we set $\varepsilon=0$.

The reason why such situations occur is that, when we set $\varepsilon=0$, the degree of the equations is reduced. The freedom of specifying conditions to determine the unique solution depends on the degree of the differential equations. Thus, reducing the degree of the equations results in decreasing our freedom to select initial conditions, leading to the nonexistence of solutions for arbitrary initial conditions. Then, we call such perturbation methods "singular."


Figure 2. A schematic picture of the flow for Eq. (4).

A typical example is seen in hydrodynamics when we set the viscosity equal to zero. Since the viscosity appears in the term of the highest differential degree in the Navier-Stokes equation, setting the viscosity equal to zero reduces the degree of the equation, leading to nonexistence of solutions for arbitrary boundary conditions.

In our case, by combining both Fig. 1 and Fig. 2, we can display a schematic picture of the flow for $\varepsilon=0$ in Fig. 3. Here, in order to indicate that there exist two time scales, we use double arrows for fast movement and use a single arrow for slow movement.

Based on Fig. 3, we expect a flow for a small and positive $\varepsilon$ as shown in Fig. 4. In Fig. 4, the behavior of the system consists of the two types of movement: the fast one, which runs almost parallel to the $\boldsymbol{x}$ axis, and the slow one on the manifold $\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)$.

Thus, the singular perturbation generates a hierarchical structure consisting of fast and slow movements. Clearly, we must now ask under what criterion we can justify, based on the flow in Fig. 3, that the flow for a small and positive $\varepsilon$ would be the one in Fig. 4.

## III. NORMALLY HYPERBOLIC INVARIANT MANIFOLDS (NHIMs)

Normal hyperbolicity enables us to derive the flow for $\varepsilon>0$ from the singular case with $\varepsilon=0$. This criterion was presented by Fenichel in Refs. 4-6 and was


Figure 3. A schematic picture of the flow Eq. (1) for $\varepsilon=0$, which is obtained by combining the flows described by Eqs. (3) and (4).


Figure 4. A schematic picture of the flow Eq. (1) for a small and positive $\varepsilon$ which is expected from Fig. 3.
described independently by Hirsch et al. in Ref. 8. Readable accounts of their works can be found in Refs. 26 and 27. See also Refs. 28 and 29 for more detailed accounts. Here, we provide an intuitive representation of the ideas presented in these articles and show how they work.

Let $M_{0}$ denote the manifold that is defined by the graph $\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)$ for $\varepsilon=0$. Roughly speaking, normal hyperbolicity of the manifold $M_{0}$ means that the absolute values of the Lyapunov exponents along the normal directions of $M_{0}$ are much larger than those along the tangent directions of $M_{0}$. In other words, there exists a gap between them.

The normal directions of the manifold $M_{0}$ would have negative and positive Lyapunov exponents. By following, backward in time, the directions with the negative Lyapunov exponents, we construct the stable manifold $W_{0}^{s}$ of $M_{0}$. By following, forward in time, the directions with the positive Lyapunov exponents, we construct the unstable manifold $W_{0}^{u}$ of $M_{0}$. In Fig. 3 where a schematic picture of a NHIM $M_{0}$ is displayed, we only show the stable manifold of $M_{0}$. In general, however, a NHIM $M_{0}$ has both stable and unstable manifolds.

As for the term "invariant," it means that orbits starting on a NHIM stay on it at least locally in time for both forward and backward directions. However, due attention must be paid to the following. In general, a NHIM will have boundaries where orbits starting on it flow off the manifold. This is because the flow on it could reach those locations where normal hyperbolicity breaks down. Later in this chapter we will mention an example of this behavior.

For the case of normal hyperbolicity, the theorem proved by Fenichel and independently by Hirsch et al. guarantees the following: For a small and positive $\varepsilon$, there exists a NHIM $M_{\varepsilon}$ with stable and unstable manifolds, $W_{\varepsilon}^{s}$ and $W_{\varepsilon}^{u}$, respectively. The NHIM $M_{\varepsilon}$ varies smoothly with respect to the parameter $\varepsilon$. Moreover, $W_{\varepsilon}^{s}$ and $W_{\varepsilon}^{u}$ also vary smoothly with respect to the parameter $\varepsilon$ at least locally near the NHIM $M_{\varepsilon}$.

In the following, we derive an explicit expression for $M_{\varepsilon}$ using the facts that $M_{\varepsilon}$ is invariant and that it depends smoothly on $\varepsilon$. Then, we will see that the singular perturbation with respect to the parameter $\varepsilon$ becomes regular [7].

First, we derive the condition that $M_{\varepsilon}$ is invariant under the flow of Eqs. (1). Let $\left(\boldsymbol{x}=\boldsymbol{x}_{\varepsilon}(\boldsymbol{y}), \boldsymbol{y}\right)$ denote one of the graphs of the manifold $M_{\varepsilon}$. Then, its invariance is expressed as follows.

Let us take a derivative of $\boldsymbol{x}_{\varepsilon}(\boldsymbol{y}(t))$ with respect to $t$ and multiply it by $\varepsilon$, that is,

$$
\begin{equation*}
\varepsilon \frac{d \boldsymbol{x}_{\varepsilon}}{d t}=\varepsilon \frac{d \boldsymbol{x}_{\varepsilon}}{d \boldsymbol{y}} \cdot \frac{d \boldsymbol{y}}{d t} \tag{6}
\end{equation*}
$$

In order for the graph $\boldsymbol{x}_{\varepsilon}(\boldsymbol{y}(t))$ to be invariant, the time development of $\boldsymbol{x}$ caused by the time development of $\boldsymbol{y}$ should coincide with that of $\boldsymbol{x}$ under the flow of

Eqs. (1). This means that the equation obtained by substituting the second of Eqs. (1) for $d y / d t$ in the right-hand side of Eq. (6) should be the same as the one obtained by substituting the first of Eqs. (1) for the left-hand side of Eq. (6), that is,

$$
\begin{equation*}
\boldsymbol{f}\left(\boldsymbol{x}_{\varepsilon}(\boldsymbol{y}), \boldsymbol{y}\right)=\varepsilon \frac{d \boldsymbol{x}_{\varepsilon}}{d \boldsymbol{y}} \cdot \boldsymbol{g}\left(\boldsymbol{x}_{\varepsilon}(\boldsymbol{y}), \boldsymbol{y}\right) \tag{7}
\end{equation*}
$$

This is the condition that the manifold defined by $\boldsymbol{x}=\boldsymbol{x}_{\varepsilon}(\boldsymbol{y})$ is invariant under the flow of Eqs. (1).

Second, because of the smooth dependence of $M_{\varepsilon}$ on $\varepsilon$, the graph $\boldsymbol{x}_{\varepsilon}(\boldsymbol{y})$ can be expanded with respect to $\varepsilon$ as follows:

$$
\begin{equation*}
\boldsymbol{x}_{\varepsilon}(\boldsymbol{y})=\boldsymbol{x}_{0}(\boldsymbol{y})+\varepsilon \boldsymbol{x}_{0}^{(1)}(\boldsymbol{y})+O\left(\varepsilon^{2}\right) \tag{8}
\end{equation*}
$$

Note that this expansion can be continued to higher orders, as far as the condition for smoothness guarantees.

Now, let us combine Eqs. (7) and (8). Substitute the expansion Eq. (8) into the condition for the invariance, Eq. (7), and use the Taylor expansion for $\boldsymbol{f}(\boldsymbol{x}, \boldsymbol{y})$ and $\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{y})$ with respect to $\boldsymbol{x}$ around $\boldsymbol{x}_{0}(\boldsymbol{y})$. We then obtain the following:

$$
\begin{align*}
& \boldsymbol{f}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)+\varepsilon \frac{\partial \boldsymbol{f}}{\partial \boldsymbol{x}}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right) \cdot \boldsymbol{x}_{0}^{(1)}(\boldsymbol{y})+O\left(\varepsilon^{2}\right) \\
& \quad=\varepsilon\left(\frac{d \boldsymbol{x}_{0}}{d \boldsymbol{y}}(\boldsymbol{y})+O(\varepsilon)\right) \cdot\left(\boldsymbol{g}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)+O(\varepsilon)\right) \tag{9}
\end{align*}
$$

Here, note that $\boldsymbol{f}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)=\mathbf{0}$. Then, Eq. (9) can be solved successively with respect to the order of $\varepsilon$. In other words, the perturbation using Eq. (9) is regular.

For example, the equation for the lowest-order correction $\boldsymbol{x}_{0}^{(1)}(\boldsymbol{y})$ is the following:

$$
\begin{equation*}
\frac{\partial f}{\partial \boldsymbol{x}}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right) \cdot \boldsymbol{x}_{0}^{(1)}(\boldsymbol{y})=\frac{d x_{0}}{d \boldsymbol{y}}(\boldsymbol{y}) \cdot \boldsymbol{g}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right) \tag{10}
\end{equation*}
$$

Thus, when the matrix $A \equiv \partial \boldsymbol{f} / \partial \boldsymbol{x}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)$ is invertible, $\boldsymbol{x}_{0}^{(1)}(\boldsymbol{y})$ is obtained using Eq. (10) as follows:

$$
\begin{equation*}
x_{0}^{(1)}(y)=\left(\frac{\partial f}{\partial x}\left(x_{0}(y), y\right)\right)^{-1} \cdot \frac{d x_{0}}{d y}(y) \cdot g\left(x_{0}(y), y\right) \tag{11}
\end{equation*}
$$

The higher-order corrections with respect to $\varepsilon$ can be obtained similarly.

The condition that the matrix $A$ has an inverse plays a crucial role in the above derivation. Here, we explain that this condition is satisfied when the manifold $M_{0}$ is normally hyperbolic. Let us study the time development of a small deviation $\delta \boldsymbol{x}$ from the manifold $M_{0}$ under the fast time variable $\tau$. Substitute $\boldsymbol{x}(\tau)=\boldsymbol{x}_{0}(\boldsymbol{y})+\delta \boldsymbol{x}(\tau)$ into Eq. (3) and note that the slow variable $\boldsymbol{y}$ is constant. Then, the linear equation for $\delta \boldsymbol{x}$ is

$$
\begin{equation*}
\frac{d \delta \boldsymbol{x}}{d \tau}=\frac{\partial \boldsymbol{f}}{\partial \boldsymbol{x}}\left(\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right) \cdot \delta \boldsymbol{x}(\tau) \tag{12}
\end{equation*}
$$

Recall that normal hyperbolicity of $M_{0}$ means that the movement along directions normal to $M_{0}$ is hyperbolic even when we use the fast time variable. In other words, the matrix $A$ has eigenvalues with nonzero real parts. Thus, $A$ has an inverse.

Based on the above, we see that the eigenvectors of the matrix $A$ give us the linear approximation to the stable and unstable manifolds of $M_{0}$. The coordinate system which is based on these eigenvectors for $M_{0}$ changes smoothly to the coordinate system for the flow near $M_{\epsilon}$. Using this coordinate system, the flow near $M_{\epsilon}$ is expressed in the Fenichel normal form. Moreover, the Fenichel normal form shows the remarkable property that the flow on the stable and unstable manifolds of $M_{\varepsilon}$ is "foliated" [7,26,27], as we now explain.

First, transform the variables to read $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}\right)=\left(\boldsymbol{x}-\boldsymbol{x}_{0}(\boldsymbol{y}), \boldsymbol{y}\right)$, and let $(\boldsymbol{x}, \boldsymbol{y})$ denote $\left(\boldsymbol{x}^{\prime}, \boldsymbol{y}\right)$ for simplicity. For the normal directions of the manifold $M_{0}$, the eigenvectors of the matrix $A \equiv \frac{\partial f}{\partial x}(\mathbf{0}, \boldsymbol{y})$ offer the linear approximation to the stable and unstable manifolds of $M_{0}$; the coordinates beyond the linear approximation are obtained by following these eigenvectors in the backward and forward directions in time, respectively. Let $\boldsymbol{a}$ and $\boldsymbol{b}$ denote the coordinates thus obtained along the unstable and stable manifolds, respectively. Then, the stable manifold $W_{0}^{s}$ is given by $\boldsymbol{a}=\mathbf{0}$, and the unstable manifold $W_{0}^{u}$ is given by $\boldsymbol{b}=\mathbf{0}$ and $\boldsymbol{x}=(\boldsymbol{a}, \boldsymbol{b})$. A schematic picture of these manifolds is shown in Fig. 5.

Using the coordinate system $(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y})$ and the fast time variable $\tau$, the flow along the normal directions near the NHIM $M_{0}$ is given by

$$
\begin{align*}
& \frac{d \boldsymbol{a}}{d \tau}=f_{\boldsymbol{a}}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y}) \cdot \boldsymbol{a}  \tag{13}\\
& \frac{d \boldsymbol{b}}{d \tau}=f_{\boldsymbol{b}}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y}) \cdot \boldsymbol{b}
\end{align*}
$$

where the vectors $\boldsymbol{a}$ and $\boldsymbol{b}$ are factored out of $\boldsymbol{f}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y})$, leaving the matrices denoted by $f_{a}$ and $f_{b}$, respectively. This result comes from the invariance of the manifolds $W_{0}^{s}$ and $W_{0}^{u}$ defined, respectively, by $\boldsymbol{a}=\mathbf{0}$ and $\boldsymbol{b}=\mathbf{0}$.

For a small and positive $\varepsilon$, the stable and unstable manifolds $W_{\varepsilon}^{s}$ and $W_{\varepsilon}^{u}$ of the NHIM $M_{\varepsilon}$ also exist because of the theorem by Fenichel and Hirsch et al.


Figure 5. The stable and unstable manifolds of $M_{0}$.

Moreover, they smoothly depend on the parameter $\varepsilon$. Then, we can transform Eqs. (2) locally near $M_{\varepsilon}$ into the following form:

$$
\begin{align*}
& \frac{d \boldsymbol{a}}{d \tau}=f_{a}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y}) \cdot \boldsymbol{a} \\
& \frac{d \boldsymbol{b}}{d \tau}=f_{\boldsymbol{b}}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y}) \cdot \boldsymbol{b}  \tag{14}\\
& \frac{d \boldsymbol{y}}{d \tau}=\varepsilon\left(\boldsymbol{g}_{0}(\boldsymbol{y})+g_{1}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y}) \cdot \boldsymbol{a} \boldsymbol{b}\right)
\end{align*}
$$

Eqs. (14) are called the Fenichel normal form. Here, $(\boldsymbol{a}, \boldsymbol{b})$ represent the coordinate system along the normal directions of $M_{\varepsilon}$ obtained by a smooth transformation from $(\boldsymbol{a}, \boldsymbol{b})$ of $M_{0}$. We use the same notation for both of the coordinate systems of $M_{0}$ and $M_{\varepsilon}$. In the third equation of Eqs. (14), ab represents the tensor product between $\boldsymbol{a}$ and $\boldsymbol{b}$. The $k$ th element of $g_{1}(a, b, y) \cdot \boldsymbol{a} \boldsymbol{b}$ stands for $\sum_{i, j}\left\{g_{1}(\boldsymbol{a}, \boldsymbol{b}, \boldsymbol{y})\right\}_{k, i, j} a_{i} b_{j}$.

A remarkable aspect of the Fenichel normal form is that, in the third equation of Eqs. (14), the coupling term between the tangent directions and the normal directions involves only the tensor product $\boldsymbol{a b}$. This means that for $\boldsymbol{a}=\mathbf{0}$ (or $\boldsymbol{b}=\mathbf{0}$ ) the time development along the normal directions does not affect the movement of the base points, which are obtained by projecting points on $W_{\varepsilon}^{s}$ (or $W_{\varepsilon}^{u}$ ) to $M_{\varepsilon}$. See Fig. 6 for a schematic picture of orbits on $W_{\varepsilon}^{s}$ and the movement of their base points on $M_{\varepsilon}$.


Figure 6. Foliation of the stable manifold by the Fenichel normal form.

In Fig. 6, the dynamics on the three-dimensional stable manifold is shown near the two-dimensional NHIM. Here, $b$ denotes the coordinate along the normal direction, and $\left(y, y^{\prime}\right)$ denotes the coordinates on the NHIM.

In Fig. 6, the dynamics on $W_{\varepsilon}^{s}$ can be decomposed into the movement along the normal directions and the flow on the manifold $M_{\varepsilon}$. Note that the time development of $b$ does not affect the movement of the base points. Suppose two points P 1 and $\mathrm{P} 1^{\prime}$ on $W_{\varepsilon}^{s}$ with the same base point y 1 . Then, the orbit from P1 through P 2 reaching P 3 and the one from $\mathrm{P} 1^{\prime}$ through $\mathrm{P} 2^{\prime}$ reaching $\mathrm{P} 3^{\prime}$ are projected to the same movement of the base points on $M_{\varepsilon}$ from y1 through y2 reaching y3. In other words, the three-dimensional invariant manifold $W_{\varepsilon}^{s}$ consists of two-dimensional invariant manifolds that correspond to the movements of the base points. Then, in mathematics, we say that the threedimensional stable manifold is "foliated" by two-dimensional leaves. This structure is called "foliation" $[28,30]$.

Thus, the Fenichel normal form provides us with foliation of the stable and unstable manifolds of the NHIM $M_{\varepsilon}$. Moreover, their foliation smoothly depends on the parameter $\varepsilon$ from $\varepsilon=0$ to a small and positive $\varepsilon$ locally near the NHIM.

Points that are on neither $W_{\varepsilon}^{s}$ nor $W_{\varepsilon}^{u}$ behave as follows near the manifold $M_{\varepsilon}$. First, they move almost parallel to the flow on the stable manifold $W_{\varepsilon}^{s}$. After coming close to $M_{\varepsilon}$, they move following the slow movement on $M_{\varepsilon}$. Finally, they leave $M_{\varepsilon}$ almost parallel to the flow on the unstable manifold $W_{\varepsilon}^{u}$. We show these features in Fig. 7.


Figure 7. A schematic picture of the flow near $M_{\varepsilon}$.

## IV. LIE PERTURBATION

Until now, we have discussed NHIMs in general dynamical systems. In this section, we limit our argument to Hamiltonian systems and show how singular perturbation theory works. In particular, we discuss NHIMs in the context of reaction dynamics. First, we explain how NHIMs appear in conventional reaction theory. Then, we will show that Lie perturbation theory applied to the Hamiltonian near a saddle with index 1 actually transforms the equation of motion near the saddle to the Fenichel normal form. This normal form can be considered as an extension of the Birkhoff normal form from stable fixed points to saddles with index 1 [2]. Finally, we discuss the transformation near saddles with index larger than 1 .

Let $\boldsymbol{q}=\left(q_{1}, q_{2}, \ldots, q_{N}\right)$ and $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{N}\right)$ denote the positions and the momenta for a system of $N$ degrees of freedom, respectively, where $q_{m}$ and $p_{m}(m=1,2, \ldots, N)$ are canonically conjugate. For a saddle with index 1 , let $q_{1}$ denote the coordinate along the eigenvector with the negative eigenvalue of the Hessian matrix of the potential.

In the conventional theory, a saddle with index 1 corresponds to a transition state. Near a saddle, the NHIM $M_{0}$ exists above it in the phase space. The NHIM $M_{0}$ consists of those orbits with $q_{1}=0$ and $p_{1}=0$-that is, the vibrational motions involving $\left(q_{n}, p_{n}\right)$ for $n=2, \ldots, N$ above the saddle. Thus, its


Figure 8. A saddle of the potential and the NHIM above it.
dimension is $2 N-2$ in the phase space. See Fig. 8 for a schematic picture showing the saddle $\boldsymbol{X}$ with index 1 and the NHIM $M_{0}$ above it. Here, the direction perpendicular to the $q_{1}$ axis schematically indicates vibrational degrees of freedom. Similarly for a saddle with index $L$, a NHIM with dimension $2 N-2 L$ exists above it in the phase space.

In the following, suppose that $\boldsymbol{q}=\mathbf{0}$ is a saddle of the potential. Then, using a Taylor expansion around $\boldsymbol{q}=\mathbf{0}$, the Hamiltonian can be written in the form

$$
\begin{equation*}
H(\boldsymbol{p}, \boldsymbol{q})=\sum_{j=2}^{\infty} H_{j}(\boldsymbol{p}, \boldsymbol{q}) \tag{15}
\end{equation*}
$$

where $H_{j}$ consists of the terms of $j$ th degree with respect to $q_{m}$ and $p_{m}(m=1,2, \ldots, N)$. The lowest-order term, $H_{2}$, is given by

$$
\begin{equation*}
H_{2}(\boldsymbol{p}, \boldsymbol{q})=\frac{1}{2} \omega_{1}\left(p_{1}^{2}-q_{1}^{2}\right)+\frac{1}{2} \sum_{n=2}^{N} \omega_{n}\left(p_{n}^{2}+q_{n}^{2}\right) \tag{16}
\end{equation*}
$$

Since $\left(q_{1}, p_{1}\right)$ is the degree of freedom corresponding to the negative eigenvalue of the Hessian matrix of the potential, the sign of its lowest potential term is minus-that is, the inverse harmonic potential. For other degrees of freedom, the lowest-order terms of their potentials describe harmonic oscillators. Therefore, they are vibrational degrees of freedom. In Eq. (16), we normalize the coefficients of the Hamiltonian so that they are written as $\omega_{m}(m=1,2, \ldots, N)$.

Now, we apply Lie perturbation theory to the Hamiltonian (15) to derive the Fenichel normal form. In the Lie transformation, we use the variables $(z, \bar{z})$ for convenience. For the vibrational degrees of freedom, $\left(z_{n}, \bar{z}_{n}\right)$ are the following complex conjugate variables:

$$
\begin{equation*}
z_{n}=p_{n}+i q_{n}, \quad \bar{z}_{n}=p_{n}-i q_{n} \quad(n=2, \ldots, N) \tag{17}
\end{equation*}
$$

and, for the reaction coordinate, the following pair of real variables,

$$
\begin{equation*}
z_{1}=p_{1}+q_{1}, \quad \bar{z}_{1}=p_{1}-q_{1} \tag{18}
\end{equation*}
$$

Then, the Poisson bracket is expressed in $(\boldsymbol{z}, \overline{\boldsymbol{z}})$ as follows:

$$
\begin{equation*}
[f, g]=2\left(\frac{\partial f}{\partial z_{1}} \frac{\partial g}{\partial \bar{z}_{1}}-\frac{\partial f}{\partial \bar{z}_{1}} \frac{\partial g}{\partial z_{1}}\right)+2 i \sum_{n=2}^{N}\left(\frac{\partial f}{\partial z_{n}} \frac{\partial g}{\partial \bar{z}_{n}}-\frac{\partial f}{\partial \bar{z}_{n}} \frac{\partial g}{\partial z_{n}}\right) \tag{19}
\end{equation*}
$$

Suppose that $(\boldsymbol{q}, \boldsymbol{p})$ is transformed into $\left(\boldsymbol{q}^{\prime}, \boldsymbol{p}^{\prime}\right)$, and the transformed Hamiltonian is $K\left(\boldsymbol{q}^{\prime}, \boldsymbol{p}^{\prime}\right)$. For $(\boldsymbol{q}, \boldsymbol{p})$ we define $(\boldsymbol{z}, \overline{\boldsymbol{z}})$, and for $\left(\boldsymbol{q}^{\prime}, \boldsymbol{p}^{\prime}\right)$ we use $\left(z^{\prime}, \bar{z}^{\prime}\right)$, by Eqs. (17) and (18), respectively. Let $e^{F}$ denote the Lie transformation, which transforms $\left(z^{\prime}, \bar{z}^{\prime}\right)$ to $(z, \bar{z})$ :

$$
\begin{align*}
& z=e^{F} z^{\prime} \\
& \overline{\boldsymbol{z}}=e^{F} \bar{z}^{\prime} \tag{20}
\end{align*}
$$

Then, the transformed Hamiltonian $K\left(z^{\prime}, \bar{z}^{\prime}\right)$ is given by

$$
\begin{align*}
K\left(\boldsymbol{z}^{\prime}, \bar{z}^{\prime}\right) & =H\left(\boldsymbol{z}\left(\boldsymbol{z}^{\prime}, \bar{z}^{\prime}\right), \overline{\boldsymbol{z}}\left(z^{\prime}, \bar{z}^{\prime}\right)\right) \\
& =H\left(e^{F} z^{\prime}, e^{F} \overline{\boldsymbol{z}}^{\prime}\right) \\
& =e^{F} H\left(\boldsymbol{z}^{\prime}, \bar{z}^{\prime}\right) \tag{21}
\end{align*}
$$

Here, we use the same notation for Hamiltonians in the variables $(z, \bar{z})$ as those in $(\boldsymbol{q}, \boldsymbol{p})$. There will not be any confusion with this notation, since only the expressions using $(\boldsymbol{z}, \overline{\boldsymbol{z}})$ will appear from now on.

In the last line of Eq. (21), only the variables $\left(z^{\prime}, \bar{z}^{\prime}\right)$ appear. From now on, we will use ( $z, \bar{z}$ ) instead of $\left(z^{\prime}, \bar{z}^{\prime}\right)$ for convenience.

We will use the Lie transformation where $F$ in Eq. (20) is given by a polynomial $f_{k}$, which consists of $k$ th-order terms as follows:

$$
\begin{equation*}
F_{k} g \equiv\left[g, f_{k}\right] \tag{22}
\end{equation*}
$$

Using $F_{k}$ for $k$ which is greater than or equal to 3 , we define a series of Lie transformations as follows:

$$
\begin{align*}
& K^{(2)}=H \\
& K^{(k)}=e^{F_{k}} K^{(k-1)} \quad(k \geq 3) \tag{23}
\end{align*}
$$

When we use $K^{(k)}=\sum_{j=2}^{\infty} K_{j}^{(k)}$, where $K_{j}^{(k)}$ is a polynomial that consists of $j$ th-order terms, we have the following expressions:

$$
\begin{align*}
& K_{j}^{(k)}=K_{j}^{(k-1)} \quad(k-1 \geq j \geq 2)  \tag{24}\\
& K_{k}^{(k)}=K_{k}^{(k-1)}+F_{k} K_{2}^{(k-1)}=K_{k}^{(k-1)}+F_{k} H_{2}
\end{align*}
$$

Note that in the variables $(\boldsymbol{z}, \bar{z})$ the second-order terms are of the following form:

$$
\begin{equation*}
H_{2}=\frac{1}{2} \sum_{m=1}^{N} \omega_{m} \bar{z}_{m} z_{m} \tag{25}
\end{equation*}
$$

Therefore, the Lie transformation of the second-order terms is given by

$$
\begin{equation*}
F_{k} H_{2}=\frac{1}{2} \sum_{m=1}^{N}\left[\omega_{m} \bar{z}_{m} z_{m}, f_{k}\right]=\omega_{1}\left(\frac{\partial f_{k}}{\partial \bar{z}_{1}} \bar{z}_{1}-\frac{\partial f_{k}}{\partial z_{1}} z_{1}\right)+\sum_{n=2}^{N} i \omega_{n}\left(\frac{\partial f_{k}}{\partial \bar{z}_{n}} \bar{z}_{n}-\frac{\partial f_{k}}{\partial z_{n}} z_{n}\right) \tag{26}
\end{equation*}
$$

Let us calculate $F_{k} H_{2}$ for polynomials $f_{k}$ that consist of $k$ th-order terms. In general, polynomials $f_{k}(k \geq 3)$ are given by

$$
\begin{equation*}
f_{k}=\sum_{\substack{\alpha_{1}, \ldots, \alpha_{N} \\ \beta_{1}, \ldots, \beta_{N} \\ \sum \alpha_{m}+\sum \beta_{m}=k}} A_{\alpha, \beta} z_{1}^{\alpha_{1}} \cdots z_{N}^{\alpha_{N}} z_{1}^{\beta_{1}} \cdots \bar{z}_{N}^{\beta_{N}} \tag{27}
\end{equation*}
$$

Here, $A_{\alpha, \beta}$ denote constant coefficients, and the sum runs over all the possible $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{N}\right)$ and $\boldsymbol{\beta}=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{N}\right)$, where $\alpha_{m}$ and $\beta_{m}(m=1,2, \ldots$, $N$ ) are nonnegative integers and they sum to $k$. Then, the Lie transformation $F_{k} H_{2}$ defined by a polynomial $f_{k}$ is expressed as follows:

$$
\begin{equation*}
F_{k} H_{2}=\sum_{\alpha, \beta} A_{\alpha, \beta}\left\{\omega_{1}\left(\beta_{1}-\alpha_{1}\right)+\sum_{n=2}^{N} i \omega_{n}\left(\beta_{n}-\alpha_{n}\right)\right\} z_{1}^{\alpha_{1}} \cdots z_{N}^{\alpha_{N}} z_{1}^{\beta_{1}} \cdots \bar{z}_{N}^{\beta_{N}} \tag{28}
\end{equation*}
$$

The sum $\sum_{\alpha, \beta}$ in Eq. (28) runs the same way as that in Eq. (27).

From Eq. (28), we know that all the terms in $K_{k}^{(k-1)}$ except for those with $\alpha_{1}=\beta_{1}$ can be eliminated by the Lie transformation-that is, by suitably choosing the coefficients $A_{\alpha, \beta}$ in the second equation of Eq. (24). This means that the degree of freedom $\left(z_{1}, \bar{z}_{1}\right)$, which corresponds to the reaction coordinate, only appears as a product of $z_{1} \bar{z}_{1}$ in the transformed Hamiltonian $K(\boldsymbol{z}, \overline{\boldsymbol{z}})$ as follows:

$$
\begin{equation*}
K(\boldsymbol{z}, \overline{\boldsymbol{z}})=z_{1} \bar{z}_{1} v\left(z_{1} \bar{z}_{1}, z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right)+u\left(z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right) \tag{29}
\end{equation*}
$$

Then, the equations of motion for $z_{1}$ and $\bar{z}_{1}$ consist solely of those terms that are at least of first order in $z_{1}$ and $\bar{z}_{1}$, respectively. For vibrational degrees of freedom, the coupling terms with $\left(z_{1}, \bar{z}_{1}\right)$, involve only products of $z_{1} \bar{z}_{1}$ as follows:

$$
\begin{align*}
\frac{d z_{1}}{d t} & =z_{1} v_{1}\left(z_{1} \bar{z}_{1}, z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right) \\
\frac{d \bar{z}_{1}}{d t} & =\bar{z}_{1} \bar{v}_{1}\left(z_{1} \bar{z}_{1}, z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right) \\
\frac{d z_{n}}{d t} & =u_{n}\left(z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right)+z_{1} \bar{z}_{1} v_{n}\left(z_{1} \bar{z}_{1}, z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right) \\
\frac{d \bar{z}_{n}}{d t} & =\bar{u}_{n}\left(z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right)+z_{1} \bar{z}_{1} \bar{v}_{n}\left(z_{1} \bar{z}_{1}, z_{2}, \bar{z}_{2}, \ldots, z_{N}, \bar{z}_{N}\right) \quad(n=2, \ldots, N) \tag{30}
\end{align*}
$$

Here, the functions $u_{m}$ and $v_{m}$ for $m=1, \ldots, N$ are derived from $u$ and $v$ using Hamilton's equations of motion, and $\bar{u}_{m}$ and $\bar{v}_{m}$ are the complex conjugates of $u_{m}$ and $v_{m}$, respectively. This set of equations Eq. (30) is the Fenichel normal form.

Note that, for those terms with $\alpha_{1}=\beta_{1}$, the problem of eliminating higherorder terms is the same as that in the Birkhoff normal form for stable fixed points. Then, it is possible to eliminate higher-order terms as long as the set of frequencies $\omega_{n}(n=2, \ldots, N)$ satisfies the nonresonance condition

$$
\begin{equation*}
\sum_{n=2}^{N} \omega_{n}\left(\alpha_{n}-\beta_{n}\right) \neq 0 \tag{31}
\end{equation*}
$$

for any sets of nonnegative integers $\alpha_{n}, \beta_{n}(n=2, \ldots, N)$. In other words, as long as frequencies $\omega_{n}(n=2, \ldots, N)$ are nonresonant, we can eliminate all of the terms in $K_{k}^{(k-1)}$ except for those with $\alpha_{n}=\beta_{n}(\forall n=2, \ldots, N)$.

Thus, all the terms that cannot be eliminated by the Lie transformation are products of the form $\left|z_{2}\right|^{2}, \ldots,\left|z_{N}\right|^{2}$. By noting the relation

$$
\begin{equation*}
\left|z_{n}\right|^{2}=p_{n}^{2}+q_{n}^{2}=2 I_{n} \tag{32}
\end{equation*}
$$

where $I_{n}$ denotes the action of the harmonic oscillator, we see that these terms are represented by the action variables of the harmonic oscillators. Therefore, if the limit converges, after multiplying the Lie transformations with successively larger $k$-that is, if the expression

$$
\begin{equation*}
e^{F_{k}} e^{F_{k-1}} \cdots e^{F_{3}} \tag{33}
\end{equation*}
$$

converges as $k \rightarrow \infty$-the transformed Hamiltonian is written solely with the action variables of the vibrational motions and the reaction coordinate.

The above situation is the same as for the celebrated theorem of Kolmogorov-Arnold-Moser (KAM)-that is, the problem of small denominators. The convergence can be proved for sufficiently nonresonant combinations of the vibrational frequencies [31]. In other words, when tori of the vibrational motions on the NHIM $M_{0}$ are sufficiently nonresonant, they survive under small perturbations.

Thus, the Lie transformation brings the Hamiltonian locally near a saddle with index 1 into the Fenichel normal form. In addition, we find that, on the NHIM, tori with sufficiently nonresonant frequencies survive.

For saddles with index $L$ with $L>1$, note the following point when we use the Lie transformation. For these saddles, one may wonder whether "resonance" can occur among the normal directions in the following sense. If a set of nonnegative integers $n_{l^{\prime}}\left(l^{\prime}=1, \ldots, L\right)$ exists where all of its elements are not zero, such that $\sum_{l^{\prime}=1}^{L} \omega_{l^{\prime}} n_{l^{\prime}}=0$ holds, then "resonance" occurs among the normal directions of the NHIM of the saddle. Here, $l^{\prime}=1, \ldots, L$ stand for the degrees of freedom corresponding to the negative eigenvalues of the Hessian matrix of the potential at the saddle. However, "resonance" does not matter in transforming to the Fenichel normal form as we explain now.

For saddles with index $L$ with $L>1$, the Hamiltonian has $L$ degrees of freedom

$$
\begin{equation*}
z_{l}=p_{l}+q_{l}, \quad \bar{z}_{l}=p_{l}-q_{l} \quad(l=1, \ldots, L) \tag{34}
\end{equation*}
$$

which correspond to the negative eigenvalues of the Hessian matrix, and $N-L$ degrees of freedom

$$
\begin{equation*}
z_{n}=p_{n}+i q_{n}, \quad \bar{z}_{n}=p_{n}-i q_{n} \quad(n=L+1, \ldots, N) \tag{35}
\end{equation*}
$$

which correspond to the positive eigenvalues of the Hessian matrix. Here, $\left(z_{1}=0, \ldots, z_{L}=0\right)$ gives the linear approximation of the stable manifold and $\left(\bar{z}_{1}=0, \ldots, \bar{z}_{L}=0\right)$ gives that of the unstable manifold.

For saddles where "resonance" does not take place, we can use the Lie transformation in a similar way to saddles with index 1. Then, only those terms
with $\alpha_{l^{\prime}}=\beta_{l^{\prime}}\left(\forall l^{\prime}=1, \ldots, L\right)$ remain in the transformed Hamiltonian-that is, those terms where $z_{l^{\prime}}, \bar{z}_{l^{\prime}}$ appear as products $z_{l^{\prime}} \bar{z}_{l^{\prime}}\left(l^{\prime}=1, \ldots, L\right)$. On the other hand, for saddles where "resonance" occurs, those terms with $\alpha_{l^{\prime}} \neq \beta_{l^{\prime}}\left(\exists l^{\prime}=\right.$ $1, \ldots, L)$ also remain in the transformed Hamiltonian. However, these terms always involve coordinates of both the stable and unstable manifolds. In other words, they have both $z_{l^{\prime}}$ and $\bar{z}_{l^{\prime \prime}}$ for some $l^{\prime}, l^{\prime \prime}\left(l^{\prime}, l^{\prime \prime}=1, \ldots, L\right)$, because, in order to satisfy the condition $\sum_{l^{\prime}=1}^{L} \omega_{n}\left(\alpha_{n}-\beta_{n}\right)=0, \alpha_{l^{\prime}}$ and $\beta_{l^{\prime \prime}}$ must be nonzero for some $l^{\prime}, l^{\prime \prime}\left(l^{\prime}, l^{\prime \prime}=1, \ldots, L\right)$. Thus, even when "resonance" takes place, the transformed Hamiltonian takes the Fenichel normal form.

## V. MELNIKOV INTEGRAL

Until now we have discussed local aspects of the dynamics near NHIMs with saddles with index 1 . In the second stage of our strategy, we are interested in how the dynamics near these NHIMs are connected with each other. The information on this feature of the dynamics is offered by the intersections between the stable and unstable manifolds of NHIMs.

In this section, we will introduce the Melnikov integral, which estimates the gaps between stable and unstable manifolds. Thus, if the Melnikov integral attains the value zero, this signals the existence of intersections between stable and unstable manifolds. If the intersection is transversal, it implies the existence of horseshoe dynamics [32], that is, chaotic behavior. On the other hand, if the intersection is tangent [11], it implies that the system is at a transition between different kinds of dynamics [12]. Such transitions of chaotic behavior are called crisis [13]. The tangency will be further analyzed in Section VII.

The Melnikov integral also offers a method to estimate the reaction rates for systems with two degrees of freedom. This idea comes from the work of Davis and Gray [9]. However, their idea breaks down for systems with more than two degrees of freedom because of tangency [11,14]. This breakdown requires a new conceptual structure to describe the reaction dynamics from the viewpoint of multiple-dimensional chaos. What we propose for this new concept is the skeleton of reaction paths, where the connections among NHIMs are the focus of our study.

In this section we derive the Melnikov integral, following Ref. 24 with some corrections.

We consider a model Hamiltonian that consists of a one-degree-of-freedom reaction coordinate coupled with $n$ degrees of freedom that are vibrational modes. Thus, the total number, $N$, of the degrees of freedom is $n+1$. The reaction coordinate is a degree of freedom that has an unstable fixed point. The position of the fixed point corresponds to a saddle with index 1 of the whole system-that is, a transition state in the conventional sense. The $n$-degrees-offreedom vibrational modes are, in general, nonlinear. Moreover, when the
coupling between the vibrational modes and the reaction coordinate vanishes, they are integrable.

The reaction processes result from interactions between the reaction coordinate and the vibrational modes. The Melnikov integral estimates the gap caused by these interactions. The integral also gives the reaction rate-that is, the magnitude of the flow over the saddle when there exists no tangency.

Let $\boldsymbol{x}=(q, p)$ denote the one-degree-of-freedom reaction coordinate. For $n$-degrees-of-freedom vibrational modes, $\boldsymbol{I} \in \mathbf{R}^{n}$ and $\boldsymbol{\theta} \in \mathbf{T}^{n}$ denote their action and angle variables, respectively, where $\mathbf{T}=[0,2 \pi]$. These action and angle variables would be obtained by the Lie transformation, as we have discussed in Section IV. In reaction dynamics, the variables $(\boldsymbol{I}, \boldsymbol{\theta})$ describe the degrees of freedom of the intramolecular and possibly the intermolecular vibrational modes that couple with the reaction coordinate. In the conventional reaction rate theory, these vibrational modes are supposed to play the role of a heat bath for the reaction coordinate $\boldsymbol{x}$.

Now, we introduce the model Hamiltonian. Let the Hamiltonian $H$ consist of two parts $H_{0}$ and $H_{1}$,

$$
\begin{equation*}
H(\boldsymbol{x}, \boldsymbol{I}, \boldsymbol{\theta})=H_{0}(\boldsymbol{x}, \boldsymbol{I})+\varepsilon H_{1}(\boldsymbol{x}, \boldsymbol{I}, \boldsymbol{\theta}) \tag{36}
\end{equation*}
$$

Here, $H_{0}$ is an unperturbed part of the total Hamiltonian $H$ and is supposed to describe the reaction coordinate and the vibrational modes when they are decoupled. $H_{1}$ consists of interactions between the reaction coordinate and the vibrational modes, and is considered as a perturbation to $H_{0}$. The constant $\varepsilon$ is supposed to be small, that is, $0<\varepsilon \ll 1$.

Furthermore, we suppose that $H_{0}$ is of the following form,

$$
\begin{equation*}
H_{0}(\boldsymbol{x}, \boldsymbol{I})=H_{0}^{r}(\boldsymbol{x}, \boldsymbol{I})+H_{0}^{b}(\boldsymbol{I}) \tag{37}
\end{equation*}
$$

This means that the unperturbed motion of $\boldsymbol{x}$ may depend on the action variables of the vibrational modes. Thus, we do not need a separable Hamiltonian as the unperturbed part. The second term $H_{0}^{b}$ describes vibrational motions, which are integrable and, in general, nonlinear.

As for the dynamics of $\boldsymbol{x}$ under the unperturbed Hamiltonian $H_{0}^{r}(\boldsymbol{x}, \boldsymbol{I})$, we assume that the reaction coordinate $\boldsymbol{x}$ has a saddle $\boldsymbol{X}(\boldsymbol{I})=(Q(\boldsymbol{I}), P(\boldsymbol{I}))$. Its location, in general, depends on the action variables $\boldsymbol{I}$. Suppose that the saddle $\boldsymbol{X}(\boldsymbol{I})$ has a separatrix orbit $\boldsymbol{x}_{0}(t, \boldsymbol{I})$ connecting it with itself. See Fig. 9 for a schematic picture of the phase space $\boldsymbol{x}=(q, p)$ under the unperturbed Hamiltonian $H_{0}^{r}(\boldsymbol{x}, \boldsymbol{I})$. Here, we show the saddle $\boldsymbol{X}$ and the separatrix orbit on the two-dimensional phase space $\boldsymbol{x}=(q, p)$.

Nonseparable Hamiltonians will be necessary to describe reactions where the potential function and the saddle vary as the vibrational motions are excited. See


Figure 9. The fixed point and the separatrix of $H_{0}^{r}$.

Fig. 10 for an example where the potential explicitly depends on $\boldsymbol{I}$ as $V\left(q_{1}, \boldsymbol{I}\right)$. Reaction processes involving enzymes can correspond to such cases. These reactions take place within a specific range of temperature. This temperature dependence results from the dependence of the saddle on $I$, where the height of the saddle decreases for a specific range of the action values of the vibrational modes. Then, the reaction proceeds at those temperatures where the action variables are excited specifically to these values.


Figure 10. Potential function that depends on $I$.


Figure 11. Invariant manifolds under the time development by $H_{0}$.

Here, we limit our argument to a system with a homoclinic connection-that is, a separatrix connecting a saddle with itself. The following argument can be straightforwardly extended to a system with a heteroclinic connection-that is, a separatrix connecting different saddles.

In the $(2 n+2)$-dimensional phase space $(\boldsymbol{x}, \boldsymbol{I}, \boldsymbol{\theta})$, the saddle $\boldsymbol{X}(\boldsymbol{I})$ corresponds to an $n$-dimensional torus $T_{0}(\boldsymbol{I})=\{(\boldsymbol{X}(\boldsymbol{I}), \boldsymbol{I}, \boldsymbol{\theta}) \mid \boldsymbol{\theta} \in \mathbf{T}\}$. It is a hyperbolic torus with an $(n+1)$-dimensional separatrix $S_{0}(\boldsymbol{I})=\left\{\left(\boldsymbol{x}_{0}(t, \boldsymbol{I}), \boldsymbol{I}, \boldsymbol{\theta}\right) \mid\right.$ $\boldsymbol{\theta} \in \mathbf{T}, t \in \mathbf{R}\}$. The set of these tori constitutes an $2 n$-dimensional NHIM $M_{0}=\left\{(\boldsymbol{X}(\boldsymbol{I}), \boldsymbol{I}, \boldsymbol{\theta}) \mid \boldsymbol{I} \in \mathbf{I}_{f}, \boldsymbol{\theta} \in \mathbf{T}\right\}$ with $W_{0}=\left\{\left(\boldsymbol{x}_{0}(t, \boldsymbol{I}), \boldsymbol{I}, \boldsymbol{\theta}\right) \mid \boldsymbol{I} \in \mathbf{I}_{f}, \boldsymbol{\theta} \in \mathbf{T}, t \in\right.$ $\mathbf{R}\}$ as its $(2 n+1)$-dimensional separatrix. Here, $\mathbf{I}_{f}$ denotes the region in the action space where the saddles $X(\boldsymbol{I})$ exist. See Fig. 11 for a schematic picture of these manifolds in the space $(\boldsymbol{x}, \boldsymbol{I})$. Since the locations of the tori $T_{0}(\boldsymbol{I})$ and the separatrices $S_{0}(\boldsymbol{I})$ depend on the action variables, we show in this figure, their dependence using the axis of action as the third direction. Note that the dimension of the action variables can be greater than one.

Since the manifold $M_{0}$ is a NHIM, it changes continuously, under a small perturbation, into a new NHIM $M_{\varepsilon}$. Moreover, the separatrix $W_{0}$ changes, continuously and locally near $M_{\varepsilon}$, into the stable manifold $W_{\varepsilon}^{s}$ and the unstable one $W_{\varepsilon}^{u}$ of the NHIM $M_{\varepsilon}$. Note, however, that, in general, $W_{\varepsilon}^{s}$ and $W_{\varepsilon}^{u}$ no longer coincide with each other to form a single manifold globally. Then, the Lie transformation method brings the total Hamiltonian $H(\boldsymbol{x} . \boldsymbol{I}, \boldsymbol{\theta})$ into the Fenichel normal form locally near the manifold $M_{\varepsilon}$.

The Fenichel normal form offers a complete description of the dynamics at least locally near the NHIM. However, it does not give a full understanding of
the global aspects of the system. For example, estimation of the gap between the stable and unstable manifolds lies outside the scope of the Fenichel normal form. This is the place where the Melnikov integral plays a role.

Now, we derive the Melnikov integral. The derivation of the Melnikov integral is perturbative. We will expand the orbit $(\boldsymbol{x}(t), \boldsymbol{I}(t), \boldsymbol{\theta}(t))$ under the total Hamiltonian $H$ in powers of the small parameter $\varepsilon$.

Under the Hamiltonian $H_{0}$, the equation of motion for $\boldsymbol{x}$ is written as

$$
\begin{equation*}
\dot{\boldsymbol{x}}=J D_{x} H_{0}(\boldsymbol{x}, \boldsymbol{I}) \tag{38}
\end{equation*}
$$

where the matrix $J$ is given by

$$
J=\left(\begin{array}{cc}
0 & 1  \tag{39}\\
-1 & 0
\end{array}\right)
$$

and $D_{\boldsymbol{x}}$ means the partial derivative with respect to $\boldsymbol{x}=(q, p)$, that is, $D_{x}=(\partial / \partial q, \partial / \partial p)$. In the following, $D_{I}$ and $D_{\theta}$ are defined similarly.

Then, the time development under the total Hamiltonian $H$ is given by

$$
\begin{align*}
\dot{\boldsymbol{x}} & =J D_{x} H_{0}(\boldsymbol{x}, \boldsymbol{I})+\varepsilon J D_{x} H_{1}(\boldsymbol{x}, \boldsymbol{I}, \boldsymbol{\theta}) \\
\dot{\boldsymbol{I}} & =-\varepsilon D_{\theta} H_{1}(\boldsymbol{x}, \boldsymbol{I}, \boldsymbol{\theta})  \tag{40}\\
\dot{\boldsymbol{\theta}} & =D_{\boldsymbol{I}} H_{0}(\boldsymbol{x}, \boldsymbol{I})+\varepsilon D_{\boldsymbol{I}} H_{1}(\boldsymbol{x}, \boldsymbol{I}, \boldsymbol{\theta})
\end{align*}
$$

For simplicity, we assume in the following that, for points on $M_{0}$-that is, for $(\boldsymbol{x}=\boldsymbol{X}(\boldsymbol{I}), \boldsymbol{I}, \boldsymbol{\theta}(t))$-the following hold:

$$
\begin{align*}
\dot{\boldsymbol{x}} & =\mathbf{0} \\
\dot{\boldsymbol{I}} & =\mathbf{0} \tag{41}
\end{align*}
$$

These assumptions imply that the perturbation does not change the location of the manifold $M_{0}$ and the dynamics on it. More specifically, they mean that all of the tori $S_{0}(\boldsymbol{I})$ on $M_{0}$ survive under the perturbation caused by the coupling between $\boldsymbol{x}$ and $(\boldsymbol{I}, \boldsymbol{\theta})$.

These assumptions simplify the derivation of the Melnikov integral. Otherwise, the NHIM $M_{\varepsilon}$ would shift from $M_{0}$, and some tori on $M_{\varepsilon}$ would be destroyed due to perturbations, as discussed in Section IV. Then, a discussion which is similar to the KAM theorem says that nonresonant tori remain on the NHIM $M_{\varepsilon}$ [31]. Using the stable and unstable manifolds of these tori, the derivation of the Melnikov integral follows [24].

Under the perturbation, the separatrix orbit $\left(\boldsymbol{x}_{0}\left(t, \boldsymbol{I}_{0}\right), \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}(t)\right)$ will split into the following two orbits: $\left(\boldsymbol{x}_{s}(t), \boldsymbol{I}_{s}(t), \boldsymbol{\theta}_{s}(t)\right)$ on the stable manifold $W_{\varepsilon}^{s}$, and


Figure 12. The gap between $\boldsymbol{x}_{s}$ and $\boldsymbol{x}_{u}$.
$\left(\boldsymbol{x}_{u}(t), \boldsymbol{I}_{u}(t), \boldsymbol{\theta}_{u}(t)\right)$ on the unstable manifold $W_{\varepsilon}^{u}$. The Melnikov integral estimates the gap in the plane $(q, p)$ between these two orbits up to the first order in $\varepsilon$. See Fig. 12 for a schematic picture of the gap.

Let us first expand, using $\varepsilon$, the deviations of $\left(\boldsymbol{x}_{s}, \boldsymbol{I}_{s}, \boldsymbol{\theta}_{s}\right)$ and $\left(\boldsymbol{x}_{u}, \boldsymbol{I}_{u}, \boldsymbol{\theta}_{u}\right)$ from $\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}\right)$, respectively,

$$
\begin{align*}
\boldsymbol{x} & =\boldsymbol{x}_{0}+\varepsilon \boldsymbol{x}_{1} \\
\boldsymbol{I} & =\boldsymbol{I}_{0}+\varepsilon \boldsymbol{I}_{1}  \tag{42}\\
\boldsymbol{\theta} & =\boldsymbol{\theta}_{0}+\varepsilon \boldsymbol{\theta}_{1}
\end{align*}
$$

In Eq. (42), $\boldsymbol{x}$ means either $\boldsymbol{x}_{u}$ or $\boldsymbol{x}_{s}$. For $\boldsymbol{I}$ and $\boldsymbol{\theta}$, similar notations are used. In the following, we will use these simplified expressions unless we state otherwise.

One may wonder if this expansion is possible for chaotic orbits, since the distance between the original orbit and the one under the perturbation increases exponentially in time for chaotic evolution. We will present an intuitive answer to this question. For example, the distance between $\boldsymbol{x}_{0}(t)$ and $\boldsymbol{x}_{u}(t)$ increases exponentially for $t \rightarrow \infty$. Then, the perturbative analysis will break down for this time interval. On the other hand, their distance shrinks exponentially for $t \rightarrow-\infty$, since they go to the same saddle. Similar reasoning would also hold for the stable orbit $\boldsymbol{x}_{s}(t)$. Thus, for some time $t_{0}$, the perturbative analysis will be applicable to $\boldsymbol{x}_{u}$ for $t \in\left[-\infty, t_{0}\right]$ and to $\boldsymbol{x}_{s}$ for $t \in\left[t_{0}, \infty\right]$, respectively.

In the above reasoning, we have utilized the assumptions given in Eq. (41), when we state that $\boldsymbol{x}_{0}(t)$ and $\boldsymbol{x}_{u}(t)$ (or $\boldsymbol{x}_{0}(t)$ and $\boldsymbol{x}_{s}(t)$ ) go to the same fixed point. For general perturbations, the shift of $M_{\varepsilon}$ has to be taken into account with that of tori on it. Moreover, only those orbits $\boldsymbol{x}_{u}(t)$ (or $\boldsymbol{x}_{s}(t)$ ) that approach the surviving tori on $M_{\varepsilon}$ can be dealt with. Otherwise, slow movements caused by the perturbation on the NHIM $M_{\varepsilon}$ would tear apart the orbit under the perturbation and the one $\boldsymbol{x}_{0}(t)$ without it.

Expanding the orbits on the stable and unstable manifolds up to the first order in $\varepsilon$, respectively, we obtain the equations of motion for their first-order corrections,

$$
\begin{align*}
\dot{\boldsymbol{x}}_{1}= & \left\langle\boldsymbol{x}_{1}, D_{\boldsymbol{x}}\right\rangle J D_{\boldsymbol{x}} H_{0}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right)+\left\langle\boldsymbol{I}_{1}, D_{\boldsymbol{I}}\right\rangle J D_{\boldsymbol{x}} H_{0}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right) \\
& +J D_{\boldsymbol{x}} H_{1}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}\right)  \tag{43}\\
\dot{\boldsymbol{I}}_{1}= & -D_{\boldsymbol{\theta}} H_{1}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}\right)
\end{align*}
$$

where $\left\langle\boldsymbol{x}_{1}, D_{\boldsymbol{x}}\right\rangle$ denotes the operator defined by the inner product between $\boldsymbol{x}_{1}$ and $D_{\boldsymbol{x}}=(\partial / \partial q, \partial / \partial p)$, and $\left\langle\boldsymbol{I}_{1}, D_{\boldsymbol{I}}\right\rangle$ denotes the operator defined by the inner product between $I_{1}$ and $D_{I}$, respectively. In the following, $<,>$ will denote the inner product. We do not use the equation for $\boldsymbol{\theta}_{1}$ in the following, so we omit it.

To estimate the gap between $\left(\boldsymbol{x}_{u}, \boldsymbol{I}_{u}\right)$ and $\left(\boldsymbol{x}_{s}, \boldsymbol{I}_{s}\right)$ on the $(2 N-1)$ dimensional equi-energy surface in $2 N$-dimensional phase space, we need $N-1$ independent quantities [24]. We measure the gap using the energy of the unperturbed Hamiltonian $H_{0}^{r}(\boldsymbol{x}, \boldsymbol{I})$, and the actions $I_{l}(l=1, \ldots, n-1)$. In the following, we derive the expression for the difference $d(t)$ in terms of $H_{0}^{r}(\boldsymbol{x}, \boldsymbol{I})$. For other quantities involving $I_{l}(l=1, \ldots, n-1)$, expressions can be derived using their equations of motion.

Now, we derive the difference $d(t)$ in terms of $H_{0}^{r}(\boldsymbol{x}, \boldsymbol{I})$-that is, the values of the unperturbed Hamiltonian for the reaction coordinate,

$$
\begin{align*}
d(t)= & H_{0}^{r}\left(\boldsymbol{x}_{u}(t), \boldsymbol{I}_{u}(t)\right)-H_{0}^{r}\left(\boldsymbol{x}_{s}(t), \boldsymbol{I}_{s}(t)\right) \\
= & \varepsilon\left\{\left\langle\left(\boldsymbol{x}_{1 u}(t)-\boldsymbol{x}_{1 s}(t)\right), D_{\boldsymbol{x}}\right\rangle H_{0}^{r}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right)\right. \\
& \left.+\left\langle\left(\boldsymbol{I}_{1 u}(t)-\boldsymbol{I}_{1 s}(t)\right), D_{\boldsymbol{I}}\right\rangle H_{0}^{r}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right)\right\} \tag{44}
\end{align*}
$$

+ second and higher-order terms in $\varepsilon$
Let $d_{1}(t)$ denote the first-order term of the gap $d(t)$ in Eq. (44) involving $\left(\boldsymbol{x}_{u}(t), \boldsymbol{I}_{u}(t)\right)$ and $\left(\boldsymbol{x}_{s}(t), \boldsymbol{I}_{s}(t)\right)$, respectively,

$$
\begin{equation*}
d_{1}(t)=\left\langle\boldsymbol{x}_{1}(t), D_{x} H_{0}^{r}\left(\boldsymbol{x}_{0}(t), \boldsymbol{I}_{0}(t)\right)\right\rangle+\left\langle\boldsymbol{I}_{1}(t), D_{\mathbf{I}} H_{0}^{r}\left(\boldsymbol{x}_{0}(t), \boldsymbol{I}_{0}(t)\right)\right\rangle \tag{45}
\end{equation*}
$$

Differentiating Eq. (45) with respect to $t$, and substituting Eq. (43) to $\dot{\boldsymbol{x}}_{1}$ and $\dot{\boldsymbol{I}}_{1}$, we find the equation of motion for $d_{1}(t)$ to be

$$
\begin{align*}
\dot{d}_{1}= & \left\langle\boldsymbol{x}_{1}, \frac{d}{d t} D_{\boldsymbol{x}} H_{0}^{r}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right)\right\rangle+\left\langle\dot{\boldsymbol{x}}_{1}, D_{\boldsymbol{x}} H_{0}^{r}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right)\right\rangle \\
& +\left\langle\boldsymbol{I}_{1}, \frac{d}{d t} D_{\boldsymbol{I}} H_{0}^{r}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right)\right\rangle+\left\langle\dot{\boldsymbol{I}}_{1}, D_{\boldsymbol{I}} H_{0}^{r}\left(\boldsymbol{x}_{0}, \boldsymbol{I}_{0}\right)\right\rangle \\
= & \left\langle\boldsymbol{x}_{1},\left\langle J D_{\boldsymbol{x}} H_{0}^{r}, D_{\boldsymbol{x}}\right\rangle D_{\boldsymbol{x}} H_{0}^{r}\right\rangle+\left\langle\left\langle\boldsymbol{x}_{1}, D_{\boldsymbol{x}}\right\rangle J D_{\boldsymbol{x}} H_{0}^{r}, D_{\boldsymbol{x}} H_{0}^{r}\right\rangle \\
& +\left\langle\left\langle\boldsymbol{I}_{1}, D_{\boldsymbol{I}}\right\rangle J D_{\boldsymbol{x}} H_{0}^{r}, D_{\boldsymbol{x}} H_{0}^{r}\right\rangle+\left\langle J D_{\boldsymbol{x}} H_{1}, D_{\boldsymbol{x}} H_{0}^{r}\right\rangle \\
& +\left\langle\boldsymbol{I}_{1},\left\langle J D_{\boldsymbol{x}} H_{0}^{r}, D_{\boldsymbol{x}}\right\rangle D_{\boldsymbol{I}} H_{0}^{r}\right\rangle+\left\langle-D_{\theta} H_{1}, D_{\boldsymbol{I}} H_{0}^{r}\right\rangle \tag{46}
\end{align*}
$$

where all of the variables in the second equation are $\left(\boldsymbol{x}_{0}\left(t, \boldsymbol{I}_{0}\right), \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}(t)\right)$.

In Eq. (46), we note that the first term + the second term $=0$ and the third term + the fifth term $=0$, that is,

$$
\begin{equation*}
\left\langle\boldsymbol{x}_{1},\left\langle J D_{x} H_{0}^{r}, D_{x}\right\rangle D_{x} H_{0}^{r}\right\rangle+\left\langle\left\langle\boldsymbol{x}_{1}, D_{x}\right\rangle J D_{x} H_{0}^{r}, D_{x} H_{0}^{r}\right\rangle=0 \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle\left\langle\boldsymbol{I}_{1}, D_{I}\right\rangle J D_{x} H_{0}^{r}, D_{x} H_{0}^{r}\right\rangle+\left\langle\boldsymbol{I}_{1},\left\langle J D_{x} H_{0}^{r}, D_{x}\right\rangle D_{I} H_{0}^{r}\right\rangle=0 \tag{48}
\end{equation*}
$$

for an arbitrary $\boldsymbol{x}_{1}$ and $\boldsymbol{I}_{1}$, respectively. They can be derived when we differentiate the Poisson bracket $\left[H_{0}^{r}, H_{0}^{r}\right]=\left\langle D_{x} H_{0}^{r}, J D_{x} H_{0}^{r}\right\rangle=0$ with respect to $\boldsymbol{x}$ and $\boldsymbol{I}$, respectively, leading to the equations

$$
\begin{equation*}
\left\langle D_{x_{i}} D_{x} H_{0}^{r}, J D_{x} H_{0}^{r}\right\rangle+\left\langle D_{x} H_{0}^{r}, D_{x_{i}} J D_{x} H_{0}^{r}\right\rangle=0 \quad(i=1,2) \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle D_{I_{l}} D_{x} H_{0}^{r}, J D_{x} H_{0}^{r}\right\rangle+\left\langle D_{x} H_{0}^{r}, D_{I_{l}} J D_{x} H_{0}^{r}\right\rangle=0 \quad(l=1, \ldots, n) \tag{50}
\end{equation*}
$$

where $x_{1}=q$ and $x_{2}=p$ in Eq. (49).
Thus, we finally obtain a differential equation for $d_{1}(t)$,

$$
\begin{align*}
\dot{d}_{1} & =\left\langle D_{x} H_{0}^{r}, J D_{x} H_{1}\right\rangle-\left\langle D_{I} H_{0}^{r}, D_{\theta} H_{1}\right\rangle \\
& =\left[H_{0}^{r}, H_{1}\right]\left(\boldsymbol{x}_{0}\left(t, \boldsymbol{I}_{0}\right), \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}(t)\right) \tag{51}
\end{align*}
$$

where the Poisson bracket $\left[H_{0}^{r}, H_{1}\right]$ is defined in terms of $(\boldsymbol{x}, \boldsymbol{I}, \boldsymbol{\theta})$. The inner product $\langle$,$\rangle in the first term is defined in the space \boldsymbol{x}=(q, p)$, and the one in the second term is in $(\boldsymbol{I}, \boldsymbol{\theta})=\left(I_{1}, \ldots, I_{n}, \theta_{1}, \ldots, \theta_{n}\right)$.

One of the remarkable aspects of Eq. (51) is that its right-hand side is given only using the unperturbed orbit $\left(\boldsymbol{x}_{0}\left(t, \boldsymbol{I}_{0}\right), \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}(t)\right)$. Thus, in obtaining the quantity $d_{1}(t)$, we do not need any information on perturbed orbits. This is one of the merits of using the Melnikov integral to estimate the gap between the stable and unstable manifolds.

In the following, $d_{1 s}$ denotes the first-order term $d_{1}(t)$ for the stable manifold and denotes $d_{1 u}$ for the unstable manifold. In order to obtain $d_{1 s}$ and $d_{1 u}$, we integrate Eq. (51). As already explained, for a time $t_{0}$ the perturbation analysis is applicable to $x_{u}$ for $t \in\left[t_{u}, t_{0}\right]$ and applicable to $x_{s}$ for $t \in\left[t_{0}, t_{s}\right]$ as $t_{u} \rightarrow-\infty$ and $t_{s} \rightarrow \infty$. Therefore, we integrate Eq. (51) from $-\infty$ to $t_{0}$ to obtain $d_{1 u}$, and from $t_{0}$ to $\infty$ to obtain $d_{1 s}$, respectively. Strictly speaking, in order to achieve convergence of the integral, the limiting processes $t_{u} \rightarrow-\infty$ and $t_{s} \rightarrow \infty$ have to be such that the orbits approach the same points on the whiskered tori, respectively.

Then, we are led to the equations

$$
\begin{equation*}
d_{1 u}\left(t_{0}\right)=\int_{-\infty}^{t_{0}}\left[H_{0}^{r}, H_{1}\right]\left(\boldsymbol{x}_{0}\left(t, \boldsymbol{I}_{0}\right), \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}(t)\right) d t \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{1 s}\left(t_{0}\right)=\int_{\infty}^{t_{0}}\left[H_{0}^{r}, H_{1}\right]\left(\boldsymbol{x}_{0}\left(t, \boldsymbol{I}_{0}\right), \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}(t)\right) d t \tag{53}
\end{equation*}
$$

respectively.
Thus, the gap between $\left(\boldsymbol{x}_{u}(t), \boldsymbol{I}_{u}(t)\right)$ and $\left(\boldsymbol{x}_{s}(t), \boldsymbol{I}_{s}(t)\right)$ at $t=t_{0}$ in terms of the difference of the unperturbed energy $H_{0}^{r}$ is given by

$$
\begin{align*}
d_{1}\left(t_{0}\right) & =d_{1 u}\left(t_{0}\right)-d_{1 s}\left(t_{0}\right) \\
& =\int_{-\infty}^{\infty}\left[H_{0}^{r}, H_{1}\right]\left(\boldsymbol{x}_{0}\left(t, \boldsymbol{I}_{0}\right), \boldsymbol{I}_{0}, \boldsymbol{\theta}_{0}(t)\right) d t \tag{54}
\end{align*}
$$

The integral in Eq. (54) is called the Melnikov integral. Note that the final expression given in Eq. (54) does not explicitly involve any dependence on the time $t_{0}$.

It is instructive to examine the intuitive meaning of the Melnikov integral in Eq. (54). The integrand $\left[H_{0}^{r}, H_{1}\right]$ of the Melnikov integral gives the time development of the unperturbed Hamiltonian $H_{0}^{r}$ under the influence of the total Hamiltonian $H=H_{0}^{r}+H_{0}^{b}+\varepsilon H_{1}$ because $\left[H_{0}^{r}, H_{0}^{r}+H_{0}^{b}\right]=0$. By integrating the integrand, we obtain the net change of the value of $H_{0}^{r}$ under the perturbation.

In order to estimate the gap on the equi-energy surface, we also need the quantities involving $I_{l}(l=1, \ldots, n-1)$. Thus, we construct the Melnikov vector for the gap. In Section VI, we will use the Melnikov vector to study intersections between the stable and unstable manifolds of whiskered tori with different action values.

In the following, we consider two examples where the Melnikov integral is explicitly calculable. The first example serves as a standard case for the calculation of the integral. The results will be used in the later sections where we study the Arnold model and tangency. The second one serves as a prototype for molecular systems under time-dependent electric fields.

Example 1. The total Hamiltonian is given by

$$
\begin{equation*}
H(q, p, I, \theta)=\frac{p^{2}}{2}-\cos q+\omega I-\varepsilon \cos \theta(\cos q+1) \tag{55}
\end{equation*}
$$

The unperturbed Hamiltonian $H_{0}$ of the system

$$
\begin{equation*}
H_{0}(q, p, I)=\frac{p^{2}}{2}-\cos q+\omega I \tag{56}
\end{equation*}
$$

consists of the two parts $H_{0}^{r}$ and $H_{0}^{b}$ as follows:

$$
\begin{align*}
H_{0}^{r}(q, p, I) & =\frac{p^{2}}{2}-\cos q  \tag{57}\\
H_{0}^{b}(I) & =\omega I \tag{58}
\end{align*}
$$

The perturbation $H_{1}$ is as follows:

$$
\begin{equation*}
H_{1}(q, p, I, \theta)=-\cos \theta(\cos q+1) \tag{59}
\end{equation*}
$$

The equation of motion under the total Hamiltonian is then

$$
\begin{align*}
& \dot{q}=\frac{\partial H}{\partial p}=p \\
& \dot{p}=-\frac{\partial H}{\partial q}=-(1+\varepsilon \cos \theta) \sin q  \tag{60}\\
& \dot{I}=-\frac{\partial H}{\partial \theta}=-\varepsilon \sin \theta(\cos q+1) \\
& \dot{\theta}=\frac{\partial H}{\partial I}=\omega
\end{align*}
$$

In the interval $q \in[-\pi, \pi]$, hyperbolic fixed points of the unperturbed Hamiltonian $H_{0}$ are given by

$$
\begin{equation*}
p=0, \quad q= \pm \pi \tag{61}
\end{equation*}
$$

There exist two kinds of separatrix orbits connecting $(q=-\pi, p=0)$ and $(q=\pi, p=0)$ :

$$
\begin{align*}
& q_{ \pm}(t-\tau)= \pm 2 \sin ^{-1}(\tanh (t-\tau)) \\
& p_{ \pm}(t-\tau)= \pm \frac{2}{\cosh (t-\tau)} \tag{62}
\end{align*}
$$

where $\tau$ is a constant showing dependence on initial conditions. The orbits with a plus sign lie on the plane $(q, p)$ with $p>0$, and the ones with a minus sign lie on the plane $(q, p)$ with $p<0$. A schematic picture of these orbits is shown in Fig. 13.


Figure 13. The flow of the pendulum in phase space.

In this system, the unstable fixed points $(q= \pm \pi, p=0)$ of the unperturbed Hamiltonian survive the perturbation. Moreover, $\dot{I}=0$ holds for ( $q= \pm \pi, p=$ $0, I, \theta(t))$. Thus, the assumptions given by Eq. (41) hold. Therefore, the derivation of the Melnikov integral is applicable to this Hamiltonian.

Substituting the separatrix orbits $\left(q_{+}(t-\tau), p_{+}(t-\tau), I, \theta(t)=\omega t+\alpha\right)$ with a constant $\alpha$ into the integrand of the Melnikov integral,

$$
\begin{align*}
{\left[H_{0}^{r}, H_{1}\right] } & =\frac{\partial H_{0}^{r}}{\partial q} \frac{\partial H_{1}}{\partial p}-\frac{\partial H_{0}^{r}}{\partial p} \frac{\partial H_{1}}{\partial q}+\frac{\partial H_{0}^{r}}{\partial \theta} \frac{\partial H_{1}}{\partial I}-\frac{\partial H_{0}^{r}}{\partial I} \frac{\partial H_{1}}{\partial \theta} \\
& =-p \cos \theta \sin q \tag{63}
\end{align*}
$$

and estimating the integral, we obtain

$$
\begin{equation*}
d(\tau, \alpha)=\varepsilon \frac{2 \pi \omega^{2}}{\sinh \frac{\pi}{2} \omega} \sin (\omega \tau+\alpha) \tag{64}
\end{equation*}
$$

See Appendix A for details of the calculation.
Equation (64) shows that the distance $d(\tau, \alpha)$ exhibits an oscillatory dependence as a function of $\tau$. In other words, $d(\tau, \alpha)$ changes between plus and minus values as initial conditions shift on the separatrix. This means that the stable and unstable manifolds have transverse intersections. See Fig. 14 showing how the oscillatory change of the integral implies the occurrence of transverse intersections. The existence of transverse intersections between stable and unstable manifolds leads to horseshoe dynamics-that is, chaos. Thus, the Melnikov integral given by Eq. (64) indicates that this system exhibits chaotic behavior.


Figure 14. An oscillatory change of the Melnikov integral.

Following the idea of Davis and Gray, the reaction rate is related to the area of those regions that are surrounded by pieces of the stable and unstable manifolds. In Fig. 15, the shaded region indicates one of them. The reaction rate is proportional to the net area of those regions that pass the saddle per unit time.

On the other hand, the net area of these regions is given by the amplitude $d(\omega)$ of the Melnikov integral as we show in the following.

The area of the region shadowed in Fig. 15 is given approximately by

$$
\begin{equation*}
\text { the amplitude of } d(\tau, \alpha) \times \omega^{-1} \tag{65}
\end{equation*}
$$

because the area is the product of the gap between the stable and unstable manifolds and the distance between successive intersections. While the gap is measured by energy and is equal to $d(\omega)$-that is, the amplitude of the Melnikov integral-the distance between successive intersections is measured by time and is roughly equal to $\omega^{-1}$. Then, the product of the two quantities has the unit of area in phase space and equals $d(\omega) \times \omega^{-1}$. The number of those regions that pass the saddle per unit time is proportional to $\omega$, since it is equal to the inverse of the period of the external force.

Thus, the net area of those regions which pass the saddle per unit time is proportional to the amplitude $d(\omega)$ of the Melnikov integral. Therefore, the reaction rate is proportional to the amplitude $d(\omega)$ of the Melnikov integral.


Figure 15. The area surrounded by stable and unstable manifolds.


Figure 16. The amplitude of $d(\omega)$ versus $\omega$.

Figure 16 shows how the amplitude $d(\omega)$ of the Melnikov integral depends on the frequency $\omega$ of the external force. Remember that the characteristic time scale of the unperturbed Hamiltonian is 1 . Then, the fact that $d(\omega)$ attains a maximum at $\omega \sim 1$ implies that chaos is caused by resonance between the unperturbed system and the external force.

Example 2. The total Hamiltonian is given by

$$
\begin{equation*}
H=\frac{p^{2}}{2 m}+D\left(e^{-2 a q}-2 e^{-a q}\right)+\varepsilon q \sin (\omega t+\alpha) \tag{66}
\end{equation*}
$$

This Hamiltonian models a molecule composed of two atoms acted on by an oscillatory electric field. Thus, it is a prototype of diatomic molecules in laser fields.

The unperturbed Hamiltonian $H_{0}$ of the system is given by

$$
\begin{equation*}
H_{0}=\frac{p^{2}}{2 m}+D\left(e^{-2 a q}-2 e^{-a q}\right) \tag{67}
\end{equation*}
$$

and the perturbation $H_{1}$ is

$$
\begin{equation*}
H_{1}=q \sin (\omega t+\alpha) \tag{68}
\end{equation*}
$$

The separatrix orbit of $H_{0}$ is given by

$$
\begin{align*}
e^{a q} & =\frac{1+\omega_{0}^{2}(t-\tau)^{2}}{2} \\
p & =\frac{m}{a} \frac{2 \omega_{0}^{2}(t-\tau)}{1+\omega_{0}^{2}(t-\tau)^{2}} \tag{69}
\end{align*}
$$

where $\omega_{0}=\sqrt{\frac{2 a^{2}}{m} D}$ is a frequency of the Morse oscillator in the harmonic approximation. $\tau$ is a constant representing the dependence on initial conditions.

This Hamiltonian has an unstable fixed point at $(p=0, q=\infty)$. However, it is not hyperbolic, since the rate of approaching the fixed point is not exponential but polynomial as $p(t) \sim t^{-1} \quad(t \rightarrow \infty)$ shows in Eq. (69).

In spite of this, the Melnikov integral

$$
\begin{equation*}
d=\varepsilon \int_{-\infty}^{\infty}\left[H_{0}, H_{1}\right] d t \tag{70}
\end{equation*}
$$

can be estimated in the same way as in the previous section. Here the Poisson bracket is defined in terms of $(x, p)$,

$$
\begin{align*}
{\left[H_{0}, H_{1}\right] } & =\frac{\partial H_{0}}{\partial x} \frac{\partial H_{1}}{\partial p}-\frac{\partial H_{0}}{\partial p} \frac{\partial H_{1}}{\partial x} \\
& =-\frac{p}{m} \sin (\omega t+\alpha) \tag{71}
\end{align*}
$$

Estimating the integral, we obtain the following result:

$$
\begin{equation*}
d(\tau, \alpha)=-\varepsilon \frac{2 \pi}{a} e^{-\frac{\omega}{\omega_{0}}} \cos (\omega \tau+\alpha) \tag{72}
\end{equation*}
$$

This results is wrong at $\omega=0$. Therefore, we have to be careful in using it for those cases where the frequency of the external field is small compared to the characteristic inverse time scale of the Morse Hamiltonian. See Appendix B for details.

## VI. ARNOLD MODEL

Chaos in systems with $N$ degrees of freedom with $N \geq 3$ has characteristics that are not shared by chaos in systems with two degrees of freedom. In this section, we show that the Melnikov integral reveals one of these characteristics. They are exhibited in the intersections between the stable and unstable manifolds of whiskered tori with different action values.

In systems with two degrees of freedom, two-dimensional tori separate the equi-energy surface into two disjoint parts. Thus, orbits on one part of the equienergy surface cannot go into the other. Therefore, the existence of twodimensional tori in systems of two degrees of freedom results in nonergodic behavior of the system.

To the contrary, for systems of $N$ degrees of freedom with $N \geq 3, N$ dimensional tori no longer separate the equi-energy surface. This implies that going around tori would be possible. One of the possible mechanisms for such behavior is movement along nonlinear resonances.

In his celebrated article, Arnold actually constructed a model where these movements take place [15]. In this model, orbits move along a nonlinear resonance under the influence of other resonances. From the results of this study, it is found that the dynamics on the network of nonlinear resonances is characteristic for systems of $N$ degrees of freedom with $N \geq 3$. The network is called the Arnold web [16,17].

The Arnold web is supposed to play an important role in intramolecular vibrational energy redistribution (IVR) [1]. However, in order to reveal its role for IVR, the following two problems must be investigated.

The first is that the diffusive dynamics on the web (the Arnold diffusion) is very slow. Indeed, its time scale is so long that Arnold diffusion would be irrelevant in IVR. The second is that a recent study shows that diffusive behavior across nonlinear resonances is much more prominent than that along resonances [28,33,34]. Then, movement along resonances would be surpassed by movement across resonances.

Bearing these problems in mind, we will study the Arnold model as an example of the Melnikov integral. This section will also serve as an introduction leading to the argument on tangency in the next section.

The Arnold model is a time-dependent Hamiltonian with two degrees of freedom,

$$
\begin{equation*}
H=\frac{p^{2}}{2}-V \cos q+\frac{I^{2}}{2}-\varepsilon(\cos q+1) \cos \theta-\varepsilon \cos q \cos \omega t \tag{73}
\end{equation*}
$$

where $\varepsilon$ is a small parameter.
The unperturbed Hamiltonian is obtained by setting $\varepsilon=0$ in the Hamiltonian H,

$$
\begin{equation*}
H_{0}=\frac{p^{2}}{2}-V \cos q+\frac{I^{2}}{2} \tag{74}
\end{equation*}
$$

Thus, the unperturbed Hamiltonian $H_{0}$ decouples into two subsystems $(q, p)$ and $(I, \theta)$. The perturbation $H_{1}$ is given by

$$
\begin{equation*}
H_{1}=-(\cos q+1) \cos \theta-\cos q \cos \omega t \tag{75}
\end{equation*}
$$

The degree of freedom $(q, p)$ has a resonant term $V \cos q$. There exist unstable fixed points ( $q= \pm \pi, p=0$ ), and the separatrix orbits connecting them. The separatrix orbits of the nonlinear resonance are given by the following:

$$
\begin{align*}
& p_{ \pm}(t-\tau)= \pm \frac{2 \sqrt{V}}{\cosh \sqrt{V}(t-\tau)}  \tag{76}\\
& q_{ \pm}(t-\tau)= \pm 2 \sin ^{-1}(\tanh \sqrt{V}(t-\tau))
\end{align*}
$$

The degree of freedom $(I, \theta)$ describes movements on tori,

$$
\begin{equation*}
I=\Omega, \quad \theta=\Omega t+\alpha \tag{77}
\end{equation*}
$$

where we assume $\Omega \neq 0$. Removal of this assumption needs a different analysis (see Xia [35]). Furthermore, in the next section, we will show that the case with $\Omega=0$ reveals another new phenomenon, which we will call "tangency."

The dynamics under the unperturbed Hamiltonian has a two-dimensional NHIM

$$
\begin{equation*}
M_{0}=\left\{(q, p, I, \theta) \mid q= \pm \pi, p=0, I \in \mathbf{I}_{f}, \theta \in \mathbf{T}\right\} \tag{78}
\end{equation*}
$$

Note that this model also satisfies the assumptions given by Eq. (41).
In the following, we are interested in the dynamics that result in transport along the variable $I$. In order to see the behavior along the direction of $I$, orbits on the stable and unstable manifolds will be studied, that is,

$$
\begin{array}{rlrl}
I_{1 u} & =I_{10}+\varepsilon I_{u}, & p_{1 u}=p_{+}+\varepsilon p_{u}, & q_{1 u}=q_{+}+\varepsilon q_{u}  \tag{79}\\
I_{2 s} & =I_{20}+\varepsilon I_{s}, & p_{2 s}=p_{+}+\varepsilon p_{s}, & \\
q_{2 s} & =q_{+}+\varepsilon q_{s}
\end{array}
$$

Then, how these manifolds intersect will be investigated using the Melnikov integral. See Fig. 17 for a schematic picture of the stable and unstable manifolds with a shift in the variable $I$.

The gap between the stable and unstable manifolds is estimated using the following quantity, $H_{10}=\frac{p^{2}}{2}-V \cos q$ and $H_{20}=\frac{I^{2}}{2}$. See Fig. 18, which shows the displacement of the unstable orbit $\left(q_{u}, p_{u}, I_{u}\right)$ from the one without the perturbation.


Figure 17. Dynamics under the unperturbed Hamiltonian of the Arnold model.


Figure 18. Displacement $\Delta H_{10}$ and $\Delta H_{20}$ in the space $(q, p, I)$ from $X_{0}=\left(q_{0}, p_{0}, I_{0}\right)$ to $\boldsymbol{X}_{u}=\left(q_{u}, p_{u}, I_{u}\right)$.

In order to measure the displacement, we need two quantities $H_{10}$ and $H_{20}$, since the system has a time-dependent two-degrees-of-freedom Hamiltonian, that is,

$$
\begin{align*}
d_{10}= & H_{10}\left(q_{1 u}, p_{1 u}\right)-H_{10}\left(q_{2 s}, p_{2 s}\right) \\
= & \varepsilon\left\{D_{q} H_{10}\left(q_{+}, p_{+}\right) \cdot\left(q_{u}-q_{s}\right)+D_{p} H_{10}\left(q_{+}, p_{+}\right) \cdot\left(p_{u}-p_{s}\right)\right\} \\
& + \text { second- and higher-order terms in } \varepsilon  \tag{80}\\
d_{20}= & H_{20}\left(I_{1 u}\right)-H_{20}\left(I_{2 s}\right) \\
= & H_{20}\left(I_{10}\right)-H_{20}\left(I_{20}\right)+\varepsilon D_{I} H_{20}\left(I_{10}\right) \cdot\left(I_{u}-I_{s}\right) \\
& + \text { second- and higher-order terms in } \varepsilon \tag{81}
\end{align*}
$$

For the first-order terms in $\varepsilon$,

$$
\begin{align*}
& d_{1}=D_{q} H_{10} \cdot\left(q_{u}-q_{s}\right)+D_{p} H_{10} \cdot\left(p_{u}-p_{s}\right)  \tag{82}\\
& d_{2}=D_{I} H_{20} \cdot\left(I_{u}-I_{s}\right) \tag{83}
\end{align*}
$$

an argument that is similar to the one in the previous section leads to the expression

$$
\begin{align*}
& d_{1}=\int_{-\infty}^{\infty}\left[H_{10}, H_{1}\right] d t  \tag{84}\\
& d_{2}=\int_{-\infty}^{\infty}\left[H_{20}, H_{1}\right] d t \tag{85}
\end{align*}
$$

Here, the variables in $H_{10}$ and $H_{20}$ are the orbits under the unperturbed Hamiltonian.

The vector $\left(d_{1}, d_{2}\right)$ is called the Melnikov vector. For systems of more than two degrees of freedom, as well as for time-dependent systems of two degrees of freedom, we need the Melnikov vectors to investigate intersections between the stable and unstable manifolds of NHIMs.

Substituting the orbits under the unperturbed Hamiltonian into the Melnikov vector, we obtain

$$
\begin{align*}
d_{1} & =-\int_{-\infty}^{\infty} \frac{\partial H_{10}}{\partial p} \frac{\partial H_{1}}{\partial q} d t \\
& =-\int_{-\infty}^{\infty} p \sin q(\cos \theta+\cos \omega t) d t  \tag{86}\\
d_{2} & =-\int_{-\infty}^{\infty} \frac{\partial H_{20}}{\partial I} \frac{\partial H_{1}}{\partial \theta} d t \\
& =-\int_{-\infty}^{\infty} I(\cos q+1) \sin \theta d t \tag{87}
\end{align*}
$$

Estimating these integrals, the final results are the following:

$$
\begin{align*}
& d_{1}=\frac{2 \pi \omega^{2} / V}{\sinh \frac{\pi \omega}{2 \sqrt{V}}} \sin \omega \tau+\frac{2 \pi \Omega^{2} / V}{\sinh \frac{\pi \Omega}{2 \sqrt{V}} \sin (\Omega \tau+\alpha)}  \tag{88}\\
& d_{2}=-\frac{2 \pi \Omega^{2} / V}{\sinh \frac{\pi \Omega}{2 \sqrt{V}}} \sin (\Omega \tau+\alpha) \tag{89}
\end{align*}
$$

In order for Arnold diffusion to take place, we need a transverse intersection of the stable and unstable manifolds. In other words, there must be a ( $\tau_{0}, \alpha_{0}$ ) that satisfies the following conditions:

$$
\begin{align*}
& d_{10}=\varepsilon d_{1}\left(\tau_{0}, \alpha_{0}\right)=0 \\
& d_{20}=H_{20}\left(I_{10}\right)-H_{20}\left(I_{20}\right)+\varepsilon d_{2}\left(\tau_{0}, \alpha_{0}\right)=0 \tag{90}
\end{align*}
$$

and the matrix defined by

$$
\left(\begin{array}{cc}
\frac{\partial d_{1}}{\partial \tau} & \frac{\partial d_{2}}{\partial \tau}  \tag{91}\\
\frac{\partial d_{1}}{\partial \alpha} & \frac{\partial d_{2}}{\partial \alpha}
\end{array}\right)
$$

has the inverse at $\left(\tau_{0}, \alpha_{0}\right)$.
These conditions can be understood as follows. Since the system is timedependent, we consider the phase-space structure at a fixed time $t$. Then, the stable and unstable manifolds are two-dimensional manifolds, and they are parametrically represented using $(\tau, \alpha)$. Their intersections, if any, are points in the four-dimensional phase space $(q, p, I, \theta)$. (Note that the equi-energy surface does not exist.) Let ( $\tau_{0}, \alpha_{0}$ ) denote an intersection. In order to have transverse intersections between the stable and unstable manifolds, there must be an inverse function $f:\left(d_{1}, d_{2}\right) \rightarrow(\tau, \alpha)$ in the neighborhood of the intersection $\left(\tau_{0}, \alpha_{0}\right)$. See Fig. 19 for the difference between transverse and tangent intersections between two curves on the plane. The condition for the existence of the inverse is that $\left.\frac{\partial\left(d_{1}, d_{2}\right)}{\partial(\tau, \alpha)}\right|_{\substack{\tau=\tau_{0} \\ \alpha=\tau_{0}}}$ is regular.

The sufficient condition for the existence of intersections is given by the following:

$$
\begin{equation*}
\left|H_{20}\left(I_{10}\right)-H_{20}\left(I_{20}\right)\right| \leq \varepsilon \min \left\{\frac{2 \pi \omega^{2} / V}{\sinh \frac{\pi \omega}{2 \sqrt{V}}}, \frac{2 \pi \Omega^{2} / V}{\sinh \frac{\pi \Omega}{2 \sqrt{V}}}\right\} \tag{92}
\end{equation*}
$$

When the inequality holds, we see that $\left.\frac{\partial\left(d_{1}, d_{2}\right)}{\partial(\tau, \alpha)}\right|_{\substack{\tau=\tau_{0} \\ \alpha=\alpha_{0}}}$ is regular.
The above argument is only of first order in $\varepsilon$. However, even with higherorder terms in $\varepsilon$ the argument holds since transverse intersections do not disappear under small perturbations. Thus, there exists a chain of tori $I_{10}, I_{20}, \ldots$ such that transverse intersections between stable and unstable manifolds of neighboring tori $I_{i 0}, I_{i+1,0}(i=1,2, \ldots)$ result in the transport along the direction


Figure 19. (a) Two curves do not intersect transversally, (b) Two curves intersect transversally.
of $I$. Such behavior is called Arnold diffusion. (However, see Ref. 25 showing that Arnold diffusion is not diffusive.)

For generic cases where the assumptions Eq. (41) do not hold, there is a hole in the above discussion. This hole comes from the fact that, under general perturbations, some tori are destroyed creating gaps in the chain of tori $I_{10}, I_{20}, \ldots$ If the widths of these gaps do not satisfy the inequality (92), Arnold diffusion would be impossible. This problem is called the gap problem. The gap problem raises the question as to whether Arnold diffusion is generic or not. Recently, Xia has made progress in studying this problem. See Ref. 36 for his results.

Also note that the inequality Eq. (92) implies that there would be no Arnold diffusion for $\Omega=0$. To the contrary, Xia proved that there still exists a diffusive movement even for $\Omega=0$. He called it pseudo-Arnold diffusion [35].

In the next section, we will also study the Arnold model with $\Omega=0$ from a different point of view. We show that the model exhibits tangency and that the condition for tangency can be derived using the Melnikov integral.

## VII. TANGENCY

Branching is one of the important features of the skeleton of paths. It is revealed in the tangency of intersections between the stable and unstable manifolds of NHIMs. This is understood as follows.

In systems of $N$ degrees of freedom with $N \geq 3$, one NHIM would be connected with multiple NHIMs. Figure 20 shows a schematic picture of a


Figure 20. When branching exists, tangency takes place as initial conditions continuously vary on the unstable manifold.

NHIM $M_{a}$ connected with two other NHIMs, $M_{b}$ and $M_{c}$. There, the unstable manifold $W_{a}^{u}$ of the NHIM $M_{a}$ has intersections with the stable manifolds $W_{b}^{s}$ and $W_{s}^{c}$ of the NHIMs $M_{b}$ and $M_{c}$, respectively. As initial conditions continuously vary from P1 through P2, P3, and P4 to P5 on $W_{a}^{u}$, its intersections with the stable manifolds change as follows. The transverse intersection with $W_{b}^{s}$ for P 1 first changes into tangency with $W_{b}^{s}$ at $\mathrm{T}_{\mathrm{ab}}$ for P 2 , then no intersection for P3, tangency with $W_{c}^{s}$ at $\mathrm{T}_{\text {ac }}$ for P4, and finally transverse intersection with $W_{c}^{s}$ for P5. Thus, we expect that whenever branching exists, tangency occurs as initial conditions continuously vary on the unstable manifolds.

This suggests that tangency is a universal phenomenon in the skeleton of reaction paths for multiple dimensional chaos.

In this section, we study a model Hamiltonian where the condition for tangency can be derived using the Melnikov integral. The Hamiltonian is the Arnold model with $\Omega=0$. We will show that the Arnold model with $\Omega=0$ exhibits tangency when the strength of the perturbation exceeds a threshold. Thus, this model offers a clue to understand the branching structure of the skeleton.

The Arnold model with $\Omega=0$ corresponds to scattering processes. In the planar Coulomb three-body problem, the asymptotic limit where one of the three bodies goes to infinity corresponds to the Arnold model with $\Omega=0$ [35]. For three-body clusters interacting with van der Waals potential, the Arnold model with $\Omega=0$ also arises when one of the three bodies goes to infinity [37].

We can also regard the Arnold model with $\Omega=0$ as a system with three resonances. In other words, it models the dynamics around resonance intersections. This is because the condition $\Omega=0$ is regarded as a resonance condition, where the movement $\theta$ becomes slow. Then, the term $\cos \theta$ cannot be averaged out but must be kept in the analyses. Thus, in addition to the term $V \cos q$, the model has another resonance term $\cos \theta$. Therefore, the Arnold model with $\Omega=0$ can be regarded as a model of a resonance intersection.

Figure 21 shows the reason why branching is expected at resonance intersections. There, three resonances are indicated by the thick lines on the equi-energy surface $E=$ const in the action space $\left(I_{1}, I_{2}, I_{3}\right)$. The point P indicates the location of a resonance intersection. An orbit starting form the point A can go either to the point B or to the point C along resonance lines. Thus, at the resonance intersection, two reaction paths exist: one from the point A to B and the other from A to C . Therefore, branching of reaction paths is expected at resonance intersections.

As is mentioned in the previous sections, the dynamics around resonance intersections is more important than was supposed before [33,34]. As yet, however, branching of reaction paths at resonance intersections has not been studied.

Thus, the Arnold model with $\Omega=0$ belongs to a universal and important class of dynamical systems.


Figure 21. Branching is expected at resonance intersections.

The model is a time-dependent Hamiltonian with two degrees of freedom,

$$
\begin{equation*}
H=\frac{p^{2}}{2}-V \cos q+\frac{I^{2}}{2}-\mu(\cos q+1) \cos \theta-\varepsilon \cos q \cos \omega t \tag{93}
\end{equation*}
$$

This model is the same as the Arnold model except that Eq. (93) has two small parameters $\varepsilon$ and $\mu$. In the following analysis we will consider $\varepsilon$ and $\mu$ separately.

First, we consider those orbits starting from the initial conditions with ( $I=0, \theta=\theta_{0}$ ) and ( $q, p$ ) on the separatrix Eq. (76) near the unstable fixed point $(q=-\pi, p=0)$. In other words, we will see how a piece of the unstable manifold with a different initial value of $\theta$ intersects with the stable manifold of the NHIM with $(q=\pi, p=0)$. Here, the dimension of the pieces of the unstable manifold is 1 , since we fix the initial conditions of $(I, \theta)$, and the dimension of the stable manifold is 3 .

In Fig. 22, projections to the plane $(q, p)$ are shown for the development of these pieces of the unstable manifold (solid lines) and the stable manifold (dotted lines). We choose $V=1.0, \omega=1.0, \varepsilon=0.1$, and $\mu=0.22$, and the initial values $\theta_{0}$ for these pictures are the following: (a) $\theta_{0}=-0.9 \pi$, (b) $\theta_{0}=$ $-0.8 \pi$, (c) $\theta_{0}=-0.78 \pi$, (d) $\theta_{0}=-0.77 \pi$, (e) $\theta_{0}=-0.76 \pi$, (f) $\theta_{0}=-0.74 \pi$.

In Figs. 22a-c, intersections are transverse. They become tangent in Fig. 22d, and no intersections exist in Figs. 22e and 22f. The name "tangency" is based on these pictures. Note that tangency here means that intersections become tangent as we continuously vary initial conditions on the unstable manifold. It


Figure 22. How intersections between stable manifolds (dotted lines) and unstable manifolds (solid lines) change as $\theta_{0}$ varies. Tangency takes place at $(d)$. We choose $V=1.0, \omega=1.0, \varepsilon=0.1$, and $\mu=0.22$, and the initial values $\theta_{0}$ for these pictures are the following: (a) $\theta_{0}=-0.9 \pi$, (b) $\theta_{0}=-0.8 \pi$, (c) $\theta_{0}=-0.78 \pi$, (d) $\theta_{0}=-0.77 \pi$, (e) $\theta_{0}=-0.76 \pi,(f) \theta_{0}=-0.74 \pi$.


Figure 23. Schematic picture of intersections (a) shown in phase space and (b) displayed on the unstable manifold.
does not necessarily mean that the whole intersection between the threedimensional unstable and stable manifolds becomes tangent.

The above intersections take place in the four-dimensional phase space. It is preferable to study them in a space of reduced dimensionality, which we introduce so as to see the intersections in a lower-dimensional space [12]. Figure 23 indicates a schematic picture of our idea, and Fig. 24 shows the results.

In Fig. 23a, an intersection between two-dimensional stable and unstable manifolds is displayed in a three-dimensional phase space. In order to see the intersection in a space of reduced dimensionality, only its location is indicated on the unstable manifold in Fig. 23b. Thus, we can single out the information on how they intersect, although we sacrifice the information on how these manifolds are folded as they intersect. (How they are folded can be also studied in a similar way using the Lagrangian singularity caused by folding. See the details in Ref. 12.)

In Fig. 24, intersections take place between two-dimensional pieces of the unstable manifold and the three-dimensional stable manifold in the fourdimensional phase space. Here, two-dimensional pieces of the unstable manifold are specified by the initial condition $I=0$. In other words, we continuously vary initial conditions on the unstable manifold by changing the values of $\theta_{0}$ with $I=0$.

In Fig. 24, the abscissa is $\theta_{0}$, and the ordinate indicates the direction of $(q, p)$ along which the unstable manifold becomes stretched. We choose $V=1.0$, $\omega=1.5$, and $\varepsilon=0.1$, and we vary the value of $\mu$ as follows: (a) $\mu=0.19700$, (b) $\mu=0.19750$, (c) $\mu=0.19810$, (d) $\mu=0.19834$, (e) $\mu=0.19900$, (f) $\mu=$ 0.19950 .

We can see that in Fig. 24d a qualitative change takes place in the way intersection lines are connected. In Figs. 24a-c, tangency does not occur and


Figure 24. Intersection displayed on the unstable manifold. Qualitative change of intersections takes place at $(d)$. We choose $V=1.0, \omega=1.5$, and $\varepsilon=0.1$ and vary the value of $\mu$ as follows: (a) $\mu=0.19700$, (b) $\mu=0.19750$, (c) $\mu=0.19810$, (d) $\mu=0.19834$, (e) $\mu=0.19900$, (f) $\mu=0.19950$.
intersections are always transverse. On the other hand, in Figs. 24e and 24f, tangency occurs as initial conditions $\theta_{0}$ change. Thus, a topological transition must be seen in the dynamical behavior of the system, as the value of $\mu$ varies.

In the following, we estimate the value of $\mu$ when the transition takes place. Our method is based on the following idea concerning the large difference among the characteristic time scales.

The characteristic time scale for $(q, p)$ is of the order of $(\sqrt{V})^{-1}$, and that for the external force is $\omega^{-1}$. On the other hand, the characteristic time scale for $(I, \theta)$ is $\Omega^{-1}$. Thus, in the asymptotic limit where $\Omega$ goes to zero, the behavior of $(I, \theta)$ is supposed to be very slow in comparison to that of $(q, p)$ and the external force. Therefore, we can consider the dynamics as composed of (a) the interaction between $(q, p)$ and the external force and (b) the interaction between $(q, p)$ and $(I, \theta)$. Then, the energy balance for $(q, p)$ is estimated to see how $(q, p)$ behaves with the above interactions combined.

To estimate the energy change of $(q, p)$ caused by the external force, we use the Melnikov integral. To estimate the change caused by the coupling to $(I, \theta)$, we resort to the sudden approximation. By adding these two changes, we can qualitatively see the dynamics of $(q, p)$. This argument gives a reasoning for the perturbation analysis using two small parameters $\varepsilon$ and $\mu$. In Figs. 25 and 26, we show a schematic explanation of our idea.

In Fig. 25a, the energy change caused by the external force is shown as an oscillatory feature of the unstable manifold (the solid line). There, the unstable


Figure 25. Energy changes (a) caused by external force and (b) caused by interaction with $(I, \theta)$.


Figure 26. Schematic picture showing how to estimate tangency.
manifold intersects with the stable manifold (the dotted line). This feature is estimated using the Melnikov integral, that is,

$$
\begin{equation*}
\Delta H_{f}=\varepsilon \frac{2 \pi \omega^{2} / V}{\sinh \left(\frac{\pi \omega}{2 \sqrt{V}}\right)} \sin (\omega \tau) \tag{94}
\end{equation*}
$$

Note that the frequency of the oscillatory feature of the manifold is given by the frequency of the interaction. Therefore, if the frequency of the interaction goes to zero, the feature of the manifold changes from the oscillation to a shift shown in Fig. 25b as $\Delta H_{s}$. To estimate this shift, we have to resort to a different method.

Combining these two changes-that is, the oscillation and the shift-we can understand the dynamics of $(q, p)$. If the energy change caused by the external force $\Delta H_{f}$ and the change $\Delta H_{s}$ caused by $(I, \theta)$ are equal, that is,

$$
\begin{equation*}
\Delta H_{f}+\Delta H_{s}=0 \tag{95}
\end{equation*}
$$

tangency takes place. We use Eq. (95) to estimate $\mu$ when tangency takes place. See Fig. 26 for a schematic explanation of how to estimate $\mu$ when tangency takes place.

In order to implement the above idea, we need to estimate $\Delta H_{s}$. We use the sudden approximation as follows. The equation of motion for $I$ is given by the following:

$$
\begin{equation*}
\dot{I}=-\mu \sin \theta(\cos q+1) \tag{96}
\end{equation*}
$$

where $q(t)$ is the separatrix orbit. The behavior of $(q, p)$ is much faster than that of $(I, \theta)$. Therefore, we regard the influence of $(q, p)$ on the separatrix to $(I, \theta)$ as an impact, that is,

$$
\begin{equation*}
\cos q+1=\frac{2}{\cosh ^{2}(\sqrt{V} t)} \sim 4 \delta(\sqrt{V} t) \tag{97}
\end{equation*}
$$

Then, the variable $I$ changes its value from the initial value $I=0$ by the following amount:

$$
\begin{equation*}
\Delta I=-\frac{4 \mu \sin \theta_{0}}{\sqrt{V}} \tag{98}
\end{equation*}
$$

where we regard the variable $\theta$ as fixed in its initial condition $\theta_{0}$.
The change $\Delta I$ of the variable $I$ causes a decrease of the energy possessed in $(q, p)$ by an amount $\Delta H_{s}$ :

$$
\begin{equation*}
\Delta H_{s}=-(\Delta I)^{2} / 2 \tag{99}
\end{equation*}
$$

Substituting Eq. (98) to Eq. (94), we obtain $\Delta H_{s}$ in the form

$$
\begin{equation*}
\Delta H_{s}=-\frac{8 \mu^{2} \sin ^{2} \theta_{0}}{V} \tag{100}
\end{equation*}
$$

In estimating $\mu$ by Eq. (95), we use Eq. (94) and Eq. (100). When we omit the dependence on $\theta_{0}$ in Eq. (100), and the oscillatory dependence in Eq. (94), the condition Eq. (95) for tangency becomes

$$
\begin{equation*}
\varepsilon \frac{2 \pi \omega^{2} / V}{\sinh \left(\frac{\pi \omega}{2 \sqrt{V}}\right)}=\frac{8 \mu^{2}}{V} \tag{101}
\end{equation*}
$$

In Fig. 27, we compare the results of our numerical calculations (shown as crosses) with those obtained in Eq. (101) shown as the solid line. We choose $V=1.0$ and $\varepsilon=0.1$ here. We can see that the two results coincide very well, supporting the validity of our ideas for the analysis.

In this section, we have discussed the condition for tangency using the Melnikov integral and the sudden approximation. The analyses in this section needs to be further developed in the following directions: First, the sudden approximation should be improved to take into account the movement of the slow variable, that is, $(I, \theta)$. Second, the assumptions Eq. (41) should be removed so that the analyses can be applied to more generic cases. Third, the condition that $\mu$ is small must be removed so that intersections between resonances of full strength can be analyzed. Fourth, realistic reactions should be analyzed so that the content of this section has more direct relevance to reaction processes.

## VIII. CHAOTIC ITINERANCY

In this section, we discuss the branching structure of the skeleton of paths and chaotic itinerancy, which are seen as orbits wander around among NHIMs.


Figure 27. Comparison between numerical calculations and analytical results Eq. (101). We choose $V=1.0$ and $\varepsilon=0.1$.

We will also show that the skeleton has a property called "structural stability." We will then use this property to bridge our discussion from the second stage to the third one.

As reactions proceed, the system goes through multiple saddles and potential wells. Then, the reaction proceeds wandering around NHIMs of saddles with index 1, those with index larger than 1, and also NHIMs of whiskered tori. When leaving NHIMs, an orbit moves along their unstable manifolds, and when approaching NHIMs, it goes along their stable manifolds. The intersection between the stable and unstable manifolds works as a switch that determines which NHIM is connected to which. Since one NHIM would be connected with multiple NHIMs in chaos of multiple degrees of freedom, these connections have the structure of a network. Thus, in these wandering processes, intersections between the stable and unstable manifolds of NHIMs play the role of the skeleton of reaction paths.

Based on this idea, we draw Figs. 28 and 29, which show how orbits in the phase space would flow in the large.

In Fig. 28, we display multiple connections among NHIMs. Depending on initial conditions near the NHIM, one orbit can approach one NHIM, another can approach a different one. If we could choose initial conditions near the


Figure 28. One NHIM is connected with multiple NHIMs.
starting NHIM, this would lead to control of the succeeding reaction processes, showing the importance of knowing the condition of tangency.

In Fig. 29, orbits approach a NHIM flowing almost parallel to its stable manifold. When coming near it, they move following the slow movement on it. After that, they leave it almost parallel to its unstable manifold. Then, through the intersections between its unstable manifold and the stable manifolds of other NHIMs, they approach different NHIMs following their stable manifolds. They would repeat such behavior forever.


Figure 29. Chaotic itinerancy where an orbit wanders around multiple saddles.

This behavior reminds us of "chaotic itinerancy" found in dynamical systems with many degrees of freedom [18,19,21,38]. Chaotic itinerancy is the behavior where orbits repetitively approach and leave invariant structures of the phase space. Such behavior has been found in coupled maps [19], turbulence [18], neural networks [38], and Hamilton systems [21]. The mechanism of chaotic itinerancy is not yet fully understood. The study of NHIMs and how their stable and unstable manifolds intersect could offer some clues in revealing its mechanism [20].

In chemical reactions, orbits on stable and unstable manifolds of NHIMs describe movements of reaction coordinates. In some cases, these reaction coordinates are those degrees of freedom describing the behavior of individual nuclei such as a bond length between a pair of atoms. In other cases such as protein folding, reaction coordinates describe collective behavior where multiple nuclei participate. In either case, the processes of leaving a NHIM and approaching another one involve reformulation of reaction coordinates. In particular, when reaction coordinates are collective variables, reformulation processes themselves are of interest. We think that the study of intersections is crucial to understand how a certain collective movement is replaced by another one.

Thus, while the system wanders around multiple NHIMs, those degrees of freedom that constitute the reaction coordinates change as the reaction proceeds. This is the viewpoint that we would like to establish in the second stage of our strategy, where global aspects of the phase space is the target.

One of the important properties of this viewpoint is that it is "structurally stable." Structural stability means that characteristic features of the systems do not change qualitatively as their parameters vary by sufficiently small amounts. In mathematics, this means that the systems we consider constitute an open set under a suitable topology [39].

In our study, NHIMs and their stable and unstable manifolds, at least locally near the NHIM, smoothly depend on parameters of the system. This is guaranteed by the theorem of Fenichel and Hirsch et al. Moreover, transverse intersections between stable and unstable manifolds are structurally stable. This is because their existence and characteristics do not change as the parameters vary by sufficiently small amounts. Thus, all of the features except possibly for tangency are structurally stable.

Structural stability implies that those features do not change qualitatively even when the system is under the influence of other possibly random effects, as far as their effects are sufficiently small. In this sense, we can single out robust features of the system using the concepts of NHIMs, their stable and unstable manifolds, and the intersections among them.

As we move on to the third stage, we pay attention to other features that are not structurally stable. The first is breakdown of the condition of normal
hyperbolicity, and the second is related to bifurcation in the connections among NHIMs.

## IX. BREAKDOWN OF NORMAL HYPERBOLICITY

Until now, our main interest has been in those aspects of the skeleton that are structurally stable. However, in reaction processes of complex systems, other features that are not structurally stable also play a crucial role. For example, in the processes of evolution, life acquires new reaction mechanisms that emerge from old ones. Other examples are phase transitions in systems with finite degrees of freedom, such as clusters. Thus, qualitative jumps in reaction mechanism are also of importance. Here and also in the next sections, we consider how to incorporate those features that are not structurally stable into our strategy. Since the study in this stage is premature, our argument will be intuitive. We will also foresee future development in these two sections.

In this section, we consider the breakdown of the condition of normal hyperbolicity. First, we explain a simple example where breakdown of normal hyperbolicity leads to a bifurcation in reaction processes. In the BelousovZhabotinsky (BZ) reaction [40], the bifurcation from the stable fixed point to the limit cycle takes place through the breakdown of normal hyperbolicity. This is the simplest case where mathematical analyses are in progress [41].

Second, we point out the possibility that normal hyperbolicity breaks down for NHIMs with saddles as the energy of the vibrational modes increases at saddles. These cases seem to be much more difficult than that in the BZ reaction. At present, no attempt to analyze these cases has been made. However, considering that we face these cases frequently in reactions, the study of the breakdown of normal hyperbilicity is urgent.

Now, we explain the breakdown in the BZ reaction. The simplest equation that models the reaction is given by

$$
\begin{gather*}
\varepsilon \frac{d x}{d t}=f(x, y)  \tag{102}\\
\frac{d y}{d t}=x-y
\end{gather*}
$$

where both $x$ and $y$ are one-dimensional variables and $0<\varepsilon \ll 1$. In Eq. (102), $x$ is a fast variable and $y$ is a slow one.

We do not give a concrete form of the function $f(x, y)$ for the BZ reaction, because its expression is complicated [40]. Instead, we use the following function:

$$
\begin{equation*}
f(x, y)=y-a\left(x-x_{1}\right)\left(x-x_{2}\right)\left(x-x_{3}\right)-b \tag{103}
\end{equation*}
$$



Figure 30. Flow of BZ reaction when stable fixed point exists.
since the essence of the following argument does not change. Here, the constants of $f(x, y)$ satisfy $a<0, b>0,0<x_{1}<x_{2}<x_{3}$.

In Figs. 30 and 31, the flow under Eq. (102) is displayed in the phase space $(x, y)$. Figure 30 shows a case where the reaction terminates at the fixed point, and Fig. 31 shows a case where the limit cycle exists. In these figures, the NHIMs $M_{0}$ are graphs $x=x(y)$ that are obtained by solving $f(x, y)=0$ for $x$,


Figure 31. Flow of BZ reaction when limit cycle exists.
and there we have $d x / d t=0$. There, we also display the locations where $d y / d t=0$ holds, that is, $x=y$.

Since $x$ varies much faster than $y$ does, in these figures the flow runs almost parallel to the $x$ axis. On the other hand, slower movements take place along $f(x, y)=0$. The slower movements change their directions at the point where $d y / d t=0$ holds, that is, $x=y$. The intersections between two curves $f(x, y)=0$ and $x=y$-that is, the points P1 and P2-are fixed points. While P 1 is a stable fixed point, P 2 is unstable.

Note in these figures that the manifold defined by $f(x, y)=0$ does not constitute a single NHIM. This is because the fast movement goes parallel to the tangent direction of the manifold $f(x, y)=0$ at the points A 1 and B 1 in Fig. 30, and at the points A2 and B2 in Fig. 31, respectively. In other words, there exist three NHIMs, which are separated from each other by these points where $d y / d x=0$. Thus, normal hyperbolicity breaks down at these four points. Therefore, the manifold $f(x, y)=0$ consists of three NHIMs that are separated at A1 and B1 in Fig. 30, and A2 and B2 in Fig. 31, respectively.

This indicates that NHIMs in general have boundaries, and orbits flow off NHIMs at their boundaries.

Moreover, the breakdown of normal hyperbolicity leads to the bifurcation from the fixed point to the limit cycle. Suppose that under a smooth variation of parameters we change the flow from the one in Fig. 30 to the one in Fig. 31. Then, in order for the fixed point P1 in Fig. 30 to shift to P2 in Fig. 31, it should go through the point where normal hyperbolicity breaks down.

Thus, we speculate that, in the processes where qualitatively different flows emerge, the system would experience the situation where normal hyperbolicity breaks down. This speculation is based on the argument that, in order for the flows along the normal directions of NHIMs to bifurcate, one of the Lyapunov exponents of the normal directions must change its sign from plus to minus or from minus to plus. In the middle of these changes, normal hyperbolicity breaks down.

In reaction dynamics, NHIMs with saddles would lose normal hyperbolicity as the energy of the vibrational modes increases at saddles. This is shown schematically in Fig. 32. Here, a saddle $X$ of the potential function is displayed with its NHIM above in the phase space. When the reaction takes place with only a small amount of the energy in the vibrational modes, orbits go over the saddle where the vibrational motions are quasi-periodic. In Fig. 32, this is shown by the dotted arrow with tori on the NHIM. As the energy of the vibrational modes increases, however, orbits go over the saddle where the vibrational motions are chaotic because of the coupling among the vibrational modes. In Fig. 32, this is shown by the solid arrow with chaos (shown by the wavy line) on the NHIM. If the Lyapunov exponents of these chaotic motions become larger than those of the normal directions, the condition of normal hyperbolicity breaks down.


Figure 32. Breakdown of normal hyperbolicity at a saddle.

These situations take place when we raise the energy of clusters. Then, clusters would frequently change their structures, crossing over multiple saddles with considerable vibrational energy [42,43]. This leads to a phase transition of the cluster from the solid to the liquid state. Thus, a phase transition in systems with finite degrees of freedom belongs to the class of cases where the breakdown of normal hyperbolicity plays a crucial role.

Contrary to the previous example where normal hyperbolicity breaks down at points, here it would break down over a region where chaotic orbits move around. In these cases, we do not know at all what could happen to the original NHIM. Considering that we frequently face those cases shown in Fig. 32, we definitely need to investigate them.

## X. CRISIS IN MULTIDIMENSIONAL CHAOS

In the previous section, we explained the bifurcation on NHIMs which would result from breakdown of normal hyperbolicity. Here, we speculate on bifurcation in the connections among NHIMs. In Fig. 33, we schematically display how the connections among NHIMs would change. As parameters of the system vary, transverse intersections between the unstable manifold $W_{a}^{u}$ of a NHIM $M_{a}$ and the stable manifold $W_{b}^{s}$ of a NHIM $M_{b}$ [see Fig. 33(i)] disappear. Instead, transverse intersections between the unstable manifold $W_{a}^{u}$ of the NHIM $M_{a}$ and the stable manifold $W_{c}^{s}$ of another NHIM $M_{c}$ [see Fig. 33(ii)] appear.
(i)

(ii)


Figure 33. Change of intersections between stable and unstable manifolds.

When intersections disappear or new intersections appear, these intersections are tangent. Thus, we suggest that tangency signals bifurcation in the connections among NHIMs. Moreover, we expect that the tangency of intersections gives birth to a transition of chaos.

This mechanism can be considered as crisis in multidimensional chaos. Qualitative changes resulting from bifurcation of the skeleton would offer a clue to understanding how reaction processes exhibit phase transitions and how they evolve from older reaction processes.

Connections among NHIMs in multidimensional phase space is impossible to visualize directly. Thus, we need methods to detect their connections indirectly based on, for example, time series of orbits. We discuss this problem briefly.

The conventional theory of reaction processes relies on equilibrium statistical physics where the equi-energy surface is uniformly covered by orbits as shown in Fig. 34. To the contrary, the phase space in multidimensional chaos has various invariant structures, and orbits wander around these structures as shown in Fig. 35. In these processes, those degrees of freedom that constitute the movement along stable or unstable manifolds vary from NHIM to NHIM. Their variance reveals how reaction coordinates change during successive processes in reaction dynamics.

To characterize these invariant structures and the changes of reaction coordinates, the concept of finite-time Lyapunov exponents can be useful [44]. The original definition of the Lyapunov exponents needs ergodicity (see, e.g., Ref. 45) to make sure that the time average of the exponents converges. However, for chaotic itinerancy, the exponents would not converge. Moreover, the finite-time Lyapunov exponents can be more useful to detect whether


Figure 34. Dynamics on a uniformly ergodic equi-energy surface.
(a) orbits are staying near NHIMs where slow movements are dominant or (b) orbits are leaving or approaching NHIMs. Then, detailed investigation into which degrees of freedom participate in the changes of the finite Lyapunov vectors will be important for understanding chaotic initerancy in reaction dynamics. Furthermore, bifurcation of the finite Lyapunov exponents and their


Figure 35. Wandering among invariant structures in the phase space.
vectors will give crucial clues for realizing the mechanism of how new reaction processes emerge from old ones. These ideas will provide us with concrete methods to study connections among NHIMs.

## XI. SUMMARY

In this chapter, we have proposed a strategy for studying the dynamical processes associated with reactions from the standpoint of multidimensional chaos. Our strategy consists of the following three stages. First, we analyze local structures of the phase space based on the concepts of NHIMs and their stable and unstable manifolds. Second, we pay attention to global aspects of the dynamics based on the intersections of the stable and unstable manifolds. There, tangency will reveal branching structure of the skeleton of reaction paths. Third, we focus attention on bifurcation in the skeletons based on the breakdown of normal hyperbolicity and crisis.

For further development of our strategy to more complex systems such as protein folding, we need methods to coarse-grain the phase-space structure. For example, a statistical approach to the skeleton of paths could be an interesting idea. Closely related to this is the analyses of the rugged energy landscape, in which many saddles and wells exist. Then, simply following the stable and unstable manifolds of NHIMs would be cumbersome. Here also, we need methods to coarse-grain the phase-space structure. These problems can be tackled within our strategy, the results of which will be published in the future.

## APPENDIX A. MELNIKOV INTEGRAL FOR EXAMPLE 1

Since the separatrix orbit is given by $q(t-\tau)=2 \sin ^{-1}(\tanh (t-\tau))$, we have, for $-\pi \leq q \leq \pi$, the following expression:

$$
\begin{align*}
& \sin \frac{q}{2}=\tanh (t-\tau) \\
& \cos \frac{q}{2}=\frac{1}{\cosh (t-\tau)}  \tag{A.1}\\
& \sin q=2 \tanh (t-\tau) \cdot \frac{1}{\cosh (t-\tau)}=2 \frac{\sinh (t-\tau)}{\cosh ^{2}(t-\tau)} \tag{A.2}
\end{align*}
$$

Then, the integrand of the Melnikov integral is given by the following:

$$
\begin{align*}
{\left[H_{0}^{r}, \varepsilon H_{1}\right] } & =-\varepsilon p \cos \theta \sin q \\
& =-\varepsilon \frac{2}{\cosh (t-\tau)} \cos (\omega t+\alpha) \frac{2 \sinh (t-\tau)}{\cosh ^{2}(t-\tau)} \tag{A.3}
\end{align*}
$$

In integration, only the even functions contribute. Therefore, by setting $t^{\prime}=t-\tau$, we have the following expression:

$$
\begin{align*}
d & =\varepsilon \int_{-\infty}^{\infty} \frac{4 \sinh t^{\prime} \cdot \sin \omega t^{\prime}}{\cosh ^{3} t^{\prime}} d t^{\prime} \sin (\omega \tau+\alpha) \\
& =-2 \varepsilon \sin (\omega \tau+\alpha)\left\{\left[\frac{\sin \omega t}{\cosh ^{2} t}\right]_{-\infty}^{\infty}-\int_{-\infty}^{\infty} \frac{\omega \cos \omega t}{\cosh ^{2} t} d t\right\} \\
& =2 \varepsilon \omega \sin (\omega \tau+\alpha) \int_{-\infty}^{\infty} \frac{\cos \omega t}{\cosh ^{2} t} d t \tag{A.4}
\end{align*}
$$

Thus, we have to estimate the following integral

$$
\begin{equation*}
d=2 \varepsilon \omega \sin (\omega \tau+\alpha) \int_{-\infty}^{\infty} \frac{\cos \omega t}{\cosh ^{2} t} d t \tag{A.5}
\end{equation*}
$$

We estimate the integral in the complex $t$ plane. See Fig. A. 1 for the path for integration and the poles. Notice that the integrand has poles of second order at $t_{n}=i \pi\left(n+\frac{1}{2}\right)$. Finally, we obtain the following:

$$
\begin{align*}
\operatorname{Re} \int_{-\infty}^{\infty} \frac{e^{i \omega t}}{\cosh ^{2} t} d t & =2 \pi i \sum_{n=0}^{\infty} \operatorname{Re}\left(-i \omega e^{i \omega t_{n}}\right) \\
& =2 \pi \omega e^{-\frac{\pi}{2} \omega} \sum_{n=0}^{\infty} e^{-n \pi \omega} \\
& =\frac{\pi \omega}{\sinh \frac{\pi}{2} \omega} \tag{A.6}
\end{align*}
$$



Figure A.1. The path in the complex $t$ plane for the Melnikov integral.

Using these expressions, the gap $d$ is given as follows:

$$
\begin{equation*}
\therefore \quad d=\varepsilon \frac{2 \pi \omega^{2}}{\sinh \frac{\pi}{2} \omega} \sin (\omega \tau+\alpha) \tag{A.7}
\end{equation*}
$$

## APPENDIX B. MELNIKOV INTEGRAL FOR EXAMPLE 2

The gap is expressed as follows:

$$
\begin{align*}
d & =-\frac{\varepsilon}{m} \int_{-\infty}^{\infty} p \sin (\omega t+\alpha) d t \\
& =-\varepsilon \frac{2 \omega_{0}^{2}}{a} \int_{-\infty}^{\infty} \frac{t-\tau}{1+\omega_{0}^{2}(t-\tau)^{2}} \sin (\omega t+\alpha) d t \tag{B.1}
\end{align*}
$$

Only even functions contribute in the integral.
By setting $t^{\prime}=t-\tau$, we have

$$
\begin{equation*}
d=-\varepsilon \frac{2 \omega_{0}^{2}}{a} \cos (\omega \tau+\alpha) \int_{-\infty}^{\infty} \frac{t^{\prime} \sin \omega t}{1+\left(\omega_{0} t^{\prime}\right)^{2}} d t^{\prime} \tag{B.2}
\end{equation*}
$$

where the integral is done in the complex $t$ plane. See Fig. B. 1 for the complex $t$ plane, the pole and the path for integration. Thus, we obtain the following:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{\omega_{0}^{2} t e^{i \omega t}}{1+\left(\omega_{0} t\right)^{2}} d t=\pi i e^{-\frac{\omega}{\omega_{0}}} \tag{B.3}
\end{equation*}
$$



Figure B.1. The complex $t$ plane for the Melnikov integral.

Then, we finally obtain the following result:

$$
\begin{equation*}
\therefore \quad d=-\varepsilon \frac{2 \pi}{a} e^{-\frac{\omega}{\omega_{0}}} \cos (\omega \tau+\alpha) \tag{B.4}
\end{equation*}
$$

Note that this integral does not converge for $\omega=0$. This means that the Melnikov integral loses its meaning in the limiting cases near $\omega=0$. This results from the fact that the fixed point is not hyperbolic as $p(t) \sim t^{-1} \quad(t \rightarrow \infty)$ shows.
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[^19]Multidimensionality of systems significantly affects tunneling phenomena. In particular, if a system under consideration is classically nonintegrable, then very complicated tunneling phenomena, referred to as called chaotic tunneling, are observed. The aim of this short review is to explain the underlying classical mechanism of multidimensional barrier tunneling by using the semiclassical method based on classical dynamics extended to the complex domain-that is, the complex semiclassical method. The tunneling probability of multidimensional barrier systems is still well reproduced by using the complex semiclassical method even in the chaotic tunneling regime, in which a characteristic tunneling phenomenon (i.e., the fringed tunneling) is observed. However, the classical trajectories guided by complexified stable and unstable manifolds dominantly contribute to the tunneling probability, which gives quite a different picture of the tunneling from that given by the ordinary instanton mechanism.

## I. INTRODUCTION: GLOBAL ASPECTS OF MULTIDIMENSIONAL TUNNELING

The semiclassical method of multidimensional tunneling [1-3] is a long-standing problem which seems to be far from completion. If one wishes to apply the semiclassical method to the analysis of tunneling, he has to take into account classical trajectories going into the complex domain in order to reach a classically forbidden region where the tunneling wave is observed [4]. The instanton, which is a trajectory evolving in imaginary time [5], is a good example of such complexified trajectories used to explain the tunneling in terms of the semiclassical method. Indeed, it well reproduces the tunneling phenomena in one-dimensional (1D) systems as well as in multidimensional but classically (nearly) integrable systems [6-8]. The great success of the instanton theory seems to provide us with a good reason to expect that the tunneling of general multidimensional systems is easily manageable with the semiclassical method based on it.

However, a multidimensional system is generally classically nonintegrable, and so the existence of classical chaos, which more or less appears in the (complex) phase space, introduces some intrinsic difficulties to applying the semiclassical method to multidimensional tunneling. Even if we restrict ourselves to the real domain, which means that we don't take into account tunneling phenomena, the existence of chaos is a real obstacle to endowing the semiclassical method with the rigorously mathematical basis, while some practical applications of the semiclassical method work well in prediction of quantal quantities which are used to characterize the quantum chaotic nature of a system under consideration $[9,10]$. The extension of the phase space to the complex domain will introduce further complexities and difficulties, and there is
almost nothing known about the complex-domain chaos of more than onedimensional systems.

Nevertheless, the manifestation of chaos in multidimensional tunneling phenomena has been attracting much attention [11-13], and there have been some successful attempts in application of the (complex-domain) semiclassical method to multidimensional tunneling in classically nonintegrable systems [14-17]. For example, it is well known as the chaos assisted tunneling that the tunneling between quasi-degenerate doublets located on twin tori of KAM islands for systems with a tori-chaos mixed phase-space structure becomes very sensitive to the presence of the chaotic sea between them. Bohigas et al. [11] applied some semiquantum approach based on the level spectrum analysis for giving a phenomenological explanation of a mechanism of the chaos-assisted tunneling. Recently, there have been some reports of experiments that succeeded in measurement of tunneling phenomena predicted by the theory of chaos-assisted tunneling: microwave spectra in the superconducting cavity, momentum distributions of cold atoms in an amplitude-modulated standing wave of light, and so on [13].

More mathematically rigorous application of the semiclassical method to the tunneling in classically chaotic systems was performed by Shudo and Ikeda taking a kicked rotator as a model system of chaotic tunneling. Actually they have investigated the tunneling probability penetrating from tori to a chaotic sea, and they have demonstrated that the semiclassical method using the complexified classical trajectories can well reproduce every detail of the complicated features of the tunneling wavefunction penetrating into the chaotic region [15]. Furthermore, it has been suggested that there are some deep connections between the tunneling problem and key concepts of complex dynamical systems such as Julia sets, Böttcher coordinates, and so on [18].

However, it is still unclear if their approach and results concerning with the quantum maps could be applicable to the tunneling problem of ordinary multidimensional systems that are evolved in time by the continuous-time Schrödinger equation. This is because the underlying classical dynamics of time-continuous systems is essentially different in the complex domain from that of the map systems. In particular, the complexified classical trajectory of time-continuous systems generally has movable singularities, whose positions on complex time plane move depending on its initial condition, while there is no singularity of the trajectory in maps, since the discretized time has no analytical extension to the complex domain. It should be noted that the existence of movable singularities is well known in the field of the Painlevé analysis, and the analysis of movable singularities not only plays a key role in the judgment of integrability of a given system [19], but also, if it is not integrable, provides further information on the nature of chaotic motion inherent in the system [19,20]. Therefore it is considered that the movable singularities
probably play a key role of understanding chaotic tunneling phenomena with the semiclassical method, but, at the same time, their existence may introduce some difficulties in practical construction of the semiclassical method for timecontinuous systems.

To our knowledge, the first pioneering work that treated the multidimensional tunneling for ordinary systems evolved in continuous time is a series of works by Miller et al. They developed a semiclassical formula of the S matrix [2], and they applied their formula to the case of collinear $H+H_{2}$ reaction. As a result, they found an intrinsic multidimensional tunneling phenomenon reproduced by novel complex tunneling paths that were never predicted by the onedimensional approach based on the adiabatic approximation [1]. They have, however, treated a rather regular case-that is, ground-state to ground-state tunneling-then the tunneling trajectories they found seem not to be affected by any classical chaos.

The energy barrier tunneling problem in multidimensional autonomous systems has attracted several author's attentions [3,14]. In particular, the tunneling in 2D double well potentials has been investigated along the line of trace formula by Creagh and Whelan [14]. They studied the case in which the energy is sufficiently less than the potential saddle, then classical trajectories are localized in one well or other, but exhibit ergodic behavior in each well. They found that the major statistical behavior, namely mean behavior of the tunneling splitting induced by quasi-doublet states, is well described by the complex orbit penetrating through the energy potential barrier in pure imaginary time evolution, which gives the minimum imaginary action. It seems that the tunneling picture based on a single instanton orbit still works effectively in the energy barrier tunneling of multi-dimensions. However, in order to reproduce more detail statistical behavior in energy splitting sequence-that is, an characteristic oscillatory component observed in the sequence due to the chaos in both potential well-they had to take into account the contributions not only from a major instanton but from many other instanton-like orbits. Such instanton-like orbits are running very close the original instanton path in imaginary time and are connected with orbits homoclinic to the real orbit extended from the original instanton. It means that a single instanton orbit as well as a bunch of instantonlike orbits running under the potential barrier simultaneously contribute to the semiclassical formula.

The other important scenario in multidimensional tunneling is of the dynamical tunneling that is observed in 1.5 D and 2D systems [21]. In this case, the classical phase space is separated not by the energy barrier but by the invariant surface (e.g., KAM tori). Such a situation is realized, for example, in periodically perturbed one-dimensional (1.5D) barrier potentials and also in 2D barrier systems when the total energy is taken over the potential saddle. In a series of recent articles [22-25], we have found a new class of tunneling phenomena
seeming to be influenced by classical instability in 1.5D scattering barrier systems. The tunneling component penetrating through the oscillating barrier is still described by the standard instanton theory (or its modified version) in a weak perturbation regime, but it becomes accompanied by a remarkable fringed pattern as the perturbation strength exceeds a certain characteristic value; that is, the so-called fringed tunneling is observed. It should be noted that similar fringed patterns are also observed in the tunneling component in a certain class of 2D barrier systems with a suitable choice of the total energy and the input channel [24,26,27]. Thus the appearance of fringed pattern on the tunneling component is quite generic for multidimensional barrier systems.

The aim of this chapter is to provide a short review of our recent studies based on the complex domain semiclassical method, in which we have elucidated the underlying classical mechanisms of the fringed tunneling [23,24,25]. We will demonstrate that the feature of complex trajectories contributing via the semiclassical method to the fringed tunneling observed in the strong perturbation regime is essentially different from that of the instanton picture which well works in unperturbed or weakly perturbed systems. This point should be extremely stressed.

A set of complex trajectories satisfying the classical initial condition form an invariant manifold in the complex phase space, which is a classical counterpart of the incident plane wave. Some of those trajectories that satisfy the output boundary condition at the observatory point become contributing to the tunneling. Under the influence of the perturbation, the incoming wave manifold is entangled with the complexified stable manifold of the unstable periodic orbit at the top of the barrier, making heteroclinic-like entanglement. Such an entanglement always occurs in the complex domain for any nonzero strength of perturbation, even if it disappears in the real domain for a sufficiently weak perturbation. However, when the strength of perturbation is weak enough, the heteroclinic-like entanglement occurs in a much deeper side of the complex domain, and trajectories with smaller imaginary parts making major contributions to the tunneling obey the instanton scenario being saved from any significant influence of the complex entanglement. As the perturbation becomes stronger, the entanglement gets closer to the real axis, and thereby major contributing trajectories become subject to it. Such trajectories always start in the neighborhood of the heteroclinic-like point and are traveling in the complex phase space being guided by the complexified stable and unstable manifolds, which are the fundamental objects generating complexity of chaos in classically nonintegrable systems. As a result, the feature of trajectories contributing to the fringed tunneling observed in the strong perturbation regime is essentially different from that of the instanton picture that well works in unperturbed or weakly perturbed systems. Such trajectories are regarded as the simplest case of the complex trajectories contributing to chaotic tunneling appearing in general
multidimensional systems. Surprisingly enough, the entanglement among complexified invariant manifolds, which is a key to understanding the classical mechanism of the chaotic tunneling, is accompanied by singular behavior exhibited by singularities of the complexified trajectory, namely a singular dependence of singularities on its initial condition induces a topological switching of the integration path with change of the initial condition and plays a crucial rule in construction of the heteroclinic-like entanglement.

Some theoretical tools developed in Ref. 25-that is, the adiabatic classical solution in the low-frequency limit and the Melnikov method extended into the complex domain-allow us to prove almost every facts needed of theoretically understanding the underlying classical mechanism of the fringed tunneling. In particular, Section V is devoted to the theoretical analyses by using the adiabatic solution together with the Melnikov method. In Section VI we briefly discuss similarity and difference between maps and time-continuous systems in chaotic tunneling regimes [17]. Consequently, it is suggested that there exists a comprehensive story that gives a global aspect on the multidimensional tunneling independent of map and time-continuous systems.

## II. FRINGED TUNNELING AND SEMICLASSICAL METHOD

## A. Model System and Fringed Tunneling

First of all, we will briefly introduce the fringed tunneling and the complexdomain semiclassical method applied to it.

We take a periodically perturbed Eckart type-potential [28] as a model system of the fringed tunneling. The Hamiltonian of the model system is given as follows:

$$
\begin{align*}
H(Q, \hat{P}, \omega t) & =\frac{1}{2} \hat{P}^{2}+V(Q, \omega t) \\
& =\frac{1}{2} \hat{P}^{2}+V_{0}(Q)+\epsilon v(Q, \omega t) \tag{1}
\end{align*}
$$

where $Q$ is the coordinate and $\hat{P}=-i \hbar \frac{\partial}{\partial Q}$ is the momentum operator. The potentials $V_{0}(Q)$ and $v(Q, \omega t)$ are defined by

$$
\begin{equation*}
V_{0}(Q)=\operatorname{sech}^{2}(Q), \quad v(Q, \omega t)=\sin (\omega t) \operatorname{sech}^{2}(Q) \tag{2}
\end{equation*}
$$

where $V_{0}$ denotes a nonperturbed potential independent of time and $v$ is a periodic function of time that acts as a perturbation. The parameter $\epsilon$ indicates the strength of perturbation.

The incident wave is coming from the right-hand side with a constant momentum $P_{1}(<0)$. If the incident energy $E_{1}\left(=\frac{1}{2} P_{1}^{2}\right)$ is taken small enough,
then the quantum probability observed in the transmissive side is due to the tunneling effect.

The stationary solution is given by the Floquet solution [29],

$$
\begin{equation*}
\Psi_{P_{1}}\left(Q_{2}, t_{2}\right)=\mathrm{e}^{-i E_{1} t_{2} / \hbar}\left\langle Q_{2}\right| \hat{\Omega}_{1}^{+}\left(\omega t_{2}\right)\left|P_{1}\right\rangle \tag{3}
\end{equation*}
$$

and the periodic part of the Floquet solution $\left\langle Q_{2}\right| \hat{\Omega}_{1}^{+}\left(\omega t_{2}\right)\left|P_{1}\right\rangle$ is the wave matrix for periodically perturbed systems [22,30]. Its convenience representation is obtained as follows [22]:

$$
\begin{align*}
\left\langle Q_{2}\right| \hat{\Omega}_{1}^{+}\left(\omega t_{2}\right)\left|P_{1}\right\rangle= & \lim _{\left|Q_{1}\right| \rightarrow \infty} \sqrt{\frac{\left|P_{1}\right|}{2 \pi \hbar}} e^{i P_{1} Q_{1} / \hbar}  \tag{4}\\
& \times \int_{0}^{\infty} d s\left\langle Q_{2}\right| \hat{U}\left(\omega t_{2}: \omega t_{2}-\omega s\right)\left|Q_{1}\right\rangle \exp \left\{i \frac{E_{1} s}{\hbar}\right\}
\end{align*}
$$

where $\hat{U}$ denotes the time propagator of the system defined by

$$
\begin{equation*}
\hat{U}(\theta+\omega t: \theta)=\mathscr{T} \exp \left\{-\frac{i}{\hbar} \int_{0}^{t} d s \hat{H}(\theta+\omega s)\right\} \tag{5}
\end{equation*}
$$

where $\mathscr{T}$ is a time ordering operator. Then, the wave operator is nothing more than the time-dependent analogue of the energy domain Green function.

Let's see the numerical results (see Fig. 1). The tunneling wave changes depending on the strength of the perturbation $\epsilon$. The result of the week perturbation regime, $\epsilon=0.05$, is shown in Fig. 1a, in which the quantum probability is drawn as a function of the coordinate $Q$. The potential is localized near the origin, and its width is very small in this scale. Then the probability for negative $Q$ indicates the tunneling component. There is a regular spatial oscillation in the tunneling component. On the other hand, in the strong perturbation regime $(\epsilon=0.2)$ in Fig. 1b, we find the complicated fringes superposed on the simple spatial oscillation in the tunneling component, namely the fringed tunneling. Appearance of such complicated patterns is a manifestation of the multidimensionality of the system in the tunneling phenomenon. As shown in Appendix A, similar fringed patterns are observed in a certain class of 2D autonomous systems [24,26,27]. Hereafter, we concentrate on the strong perturbation regimethat is, the fringed tunneling.

## B. Semiclassical Method

The main tool attacking such complicated tunneling phenomena is the complexdomain semiclassical method, and the appearance of fringed patterns in the


Figure 1. Snapshots of quantum probabilities. (a) Weak perturbation regime: $\epsilon=0.05$. (b) Strong perturbation regime: $\epsilon=0.2$. The other parameters are set as follows: $E_{1}=0.75, \omega=$ $0.3, \hbar=1000 /\left(3 \pi \times 2^{10}\right) \sim 0.1036$, and $\omega t_{2}=0(\bmod 2 \pi)$.
tunneling component should be explained in terms of complexified semiclassical method.

By applying the saddle point approximation to its formula, the semiclassical expression of the wave matrix is given as follows [22]:

$$
\begin{align*}
\left\langle Q_{2}\right| \hat{\Omega}_{1}^{+}\left(t_{2}\right)\left|P_{1}\right\rangle \sim & \sum_{\text {c.t. }} \lim _{Q_{1} \rightarrow \infty} \sqrt{\frac{\left|P_{1}\right|}{2 \pi \hbar}} e^{i P_{1} Q_{1} / \hbar}\left(\frac{1}{P_{1}} \frac{\partial^{2} S_{\Omega}}{\partial E_{1} \partial Q_{2}}\right)^{1 / 2} \\
& \times \exp \left[\frac{i}{\hbar} S_{\Omega}\left(Q_{2}, t_{2}, Q_{1}, E_{1}\right)\right] \tag{6}
\end{align*}
$$

where the classical action is defined by

$$
\begin{align*}
S_{\Omega}\left(Q_{2}, t_{2}, Q_{1}, E_{1}\right) \equiv & \int_{t_{1}}^{t_{2}}\left[P(t)^{2} / 2-V(Q, \omega t)\right] d t \\
& +E_{1}\left(t_{2}-t_{1}\left(Q_{2}, t_{2}, Q_{1}, E_{1}\right)\right) \tag{7}
\end{align*}
$$

The classical action is a function of the initial coordinate $Q_{1}$, initial energy $E_{1}$, end time $t_{2}$, and end coordinate $Q_{2}$; thus the initial time $t_{1}$ is not an independent variable.

The notation $\sum_{\text {c.t. }}$ in Eq. (6) means to sum over all the classical trajectories satisfying the boundary condition which is decided by the independent variables
of the classical action [Eq. (7)]. In particular, in order to calculate the tunneling probability by the semiclassical method, we should take into account the classical trajectories going into the complex domain of the phase space, with the classical equation of motion,

$$
\begin{equation*}
\frac{d^{2} Q}{d t^{2}}=-\frac{\partial V(Q, \omega t)}{\partial Q} \tag{8}
\end{equation*}
$$

The initial and final sets of dynamical variables deciding the classical action, namely $\left(Q_{1}, E_{1}\right)$ and $\left(Q_{2}, t_{2}\right)$ in this case, are the quantum observables specifying the initial and final states. Then we should assign real numbers to them. Since $t_{1}$ is canonically conjugate to $E_{1}$ and cannot be observed quantum mechanically, we can choose any complex number for it and the lapse times $s=t_{2}-t_{1}$ may take a complex number. To our knowledge, such prescription for complexifying canonically paired observables was first presented by Miller [2].

A convenient way to find the trajectory satisfying the boundary condition is to take $t_{1}$ as a complex search parameter. In order to obtain the quantum probability as a function of $Q_{2}$, we should change the end coordinate $Q_{2}$ in the real line with fixed $t_{2}$ real, then the search parameter $t_{1}$ will trace a 1D set on the complex plane-that is, 1D curves. According to Shudo and Ikeda [15], we call such a set on the complex initial time plane $t_{1}$ the $\mathscr{M}$-set, which is defined by [22]

$$
\begin{equation*}
\mathscr{M}=\left\{t_{1}=\xi+i \eta \mid(\xi, \eta) \in \mathbf{R}^{2}, \operatorname{Im} Q\left(t_{2}-t_{1}, t_{1}, P_{1}, Q_{1}\right)=0\right\} \tag{9}
\end{equation*}
$$

where $\xi$ and $\eta$ denote the real and imaginary parts of $t_{1}$; thus the $t_{2}-(\xi-i \eta)$ is the lapse time. The $\mathscr{M}$-set is in general composed of disconnected curves and we call each piece of disconnected components the complex branch. A single branch is not always enough to reconstruct the quantum probability; two or more branches and sometimes an infinite number of branches may simultaneously contribute to it, as will be shown later. The $\mathscr{M}$-set enables us to visualize the structure of the set of initial conditions of contributing trajectories on the search plane.

We also introduce the $\mathscr{L}$-set [22]:

$$
\begin{gather*}
\mathscr{L}=\left\{\left(Q_{2}, P_{2}\right) \mid Q_{2}=Q\left(t_{2}-t_{1}, t_{1}, P_{1}, Q_{1}\right),\right. \\
\left.P_{2}=P\left(t_{2}-t_{1}, t_{1}, P_{1}, Q_{1}\right), t_{1} \in \mathscr{M}\right\} \tag{10}
\end{gather*}
$$

which is the set of the end point $\left(Q_{2}, P_{2}\right)$ at a given time $t_{2}$ of the trajectories satisfying the initial condition given by the $\mathscr{M}$-set.

There are two problems peculiar to the complex domain semiclassical method which introduce some difficulties in handling of the semiclassical wave matrix.

One is the Stokes phenomenon [31-35]. The Stokes phenomenon is a very important subject of semiclassical method, but we won't describe it in detail in this chapter (for details see Ref. [22,35]).

The other is of the singularities of the complex classical trajectories [19], which is peculiar to time-continuous systems and plays an important role to understand tunneling phenomena of barrier potentials [25]. First, we briefly explain the role of singularities of classical trajectory by taking the static Eckart barrier as a simple example.

## III. STATIC BARRIER

## A. A Classical Solution of the Static Barrier

In the limit of $\epsilon=0$, the classical equation of motion given by Eq. (8) can be integrated [28], and for the case in which the incident energy $E_{1}$ is less than the potential barrier (i.e., $0<E_{1}<1$ ) the solution with the incident condition, $Q=Q_{1} \gg 1, P=P_{1}<0$ at $t=t_{1}$, is given by

$$
\begin{equation*}
Q\left(t-t_{1}, t_{1}, Q_{1}, P_{1}\right)=\sinh ^{-1}\left(\lambda \cosh \left(\sqrt{2 E_{1}}\left(t-t_{0}\right)\right)\right) \tag{11}
\end{equation*}
$$

where the parameter $\lambda$ is defined by

$$
\begin{equation*}
\lambda \equiv \sqrt{1 / E_{1}-1} \tag{12}
\end{equation*}
$$

At $t=t_{0}$ the trajectory hits the turning point given by

$$
\begin{equation*}
Q_{\text {turn }}=Q\left(t_{0}-t_{1}\right)=\log \left[\lambda+\sqrt{\lambda^{2}+1}\right] \tag{13}
\end{equation*}
$$

The lapse time $t_{0}-t_{1}$, which is the time for the trajectory to spend until the turning point, is represented by

$$
\begin{equation*}
t_{0}-t_{1}=\left(Q_{1}-\log \lambda\right) / \sqrt{2 E_{1}} \equiv t_{01} \tag{14}
\end{equation*}
$$

## B. Singularities and Integration Paths of Classical Trajectories

The solution has singularities whose position on the complexified lapse time plane (i.e., $s$-plane) is decided by

$$
\begin{equation*}
S g_{n}^{ \pm}=\left(Q_{1}-\log \lambda \pm \sinh ^{-1}(1 / \lambda)\right) / \sqrt{2 E_{1}}+i(-n+1 / 2) \Delta t_{I} / 2 \tag{15}
\end{equation*}
$$

where $\Delta t_{I}$ is defined by $\Delta t_{I} \equiv 2 \pi / \sqrt{2 E_{1}}$. Note that the singularities $S g_{n}^{ \pm}$are just lapse times at which $Q_{s g}=i \pi(m+1 / 2)$, where the potential $V_{0}$ diverges. It can easily be checked that the branch point of the type $\left(s-S g_{n}^{ \pm}\right)^{1 / 2}$ appears when the
trajectory hits $Q=Q_{s g}$, because the classical equation of motion is asymptotically given by $d^{2} Q / d t^{2} \propto\left(Q-Q_{s g}\right)^{-3}$ close to $Q_{s g}$. Also note that if the initial position $Q_{1}$ and momentum $P_{1}$ are fixed, the singularities on the $s$-plane are independent of $t_{1}$, because of the time-translational symmetry in autonomous systems.

As shown in Fig. 2a, the singularities are categorized into two groups, namely, $S g_{n}^{-}$and $S g_{n}^{+} . S g_{n}^{-}$and $S g_{n}^{+}$are located periodically with the interval $\Delta t_{I} / 2$ on the two lines parallel to the $\operatorname{Im}\{s\}$ axis, respectively. The interval of the two lines-that is, the distance between $S g_{n}^{+}$and $S g_{n}^{-}$-is decided by the $\frac{2}{\sqrt{2 E_{1}}} \sinh ^{-1}(1 / \lambda)$. The point $t_{01}$, at which the trajectory hits the turning point, is located at the middle of the two lines.

Figure 2 a also shows how the physically significant integration paths are going among the singularities in topologically different ways. In a practical calculation, we can take a path homotopic to one of such representative integration paths $\left\{C_{n}^{ \pm}\right\}$. In Fig. 2b, we see the complex trajectories $(Q(t), P(t))$


Figure 2. Relation between the integration paths and the complexified trajectories of the unperturbed barrier system. (a) Singularities and representative integration paths on the $s$-plane. (b) Complex trajectories obtained along various integration paths depicted in (a) for the case of $E_{1}<1$. The instanton trajectory in the classically forbidden region in $(b)$, as well as the corresponding integration path in $(a)$, is indicated by a hatched halo around it.
which are obtained along various integration paths in Fig. 2a for the case of $E_{1}<1$.

Each path $C_{n}^{ \pm}$defines a branch of the solution. The trajectory starting at the initial point $\left(Q_{1}, P_{1}\right)$ hits the classical turning point at $s=t_{01}$; after that, it rotates along a complex elliptic orbit, in the classically forbidden region of the potential barrier. Such a complex bouncing trajectory is often celled an instanton. After rotating along the ellipse $n / 2$ times, the trajectory is reflected back to $Q=+\infty$ for even integration paths, $C_{n}^{+}(n=2 m)$, and tunnels toward $Q=-\infty$ for odd integration paths, $C_{n}^{+}(n=2 m-1)$.

Therefore, the existence of singularities leads to an infinite number of Riemann sheets on the complex lapse time plane, half of which contribute to the reflection and the other half of which yield transmissive components. The destination of the trajectory-that is, which side is it ending up, transmissive side or the reflective side?-changes depending on a choice of integration paths.

It should be noted that all the trajectories with odd integration paths contribute to the tunneling component, but the major contribution to it comes from the trajectory with the path $C_{1}^{+}$, because more round trips along the complex ellipse result in a larger imaginary part of the classical action. Thus, contributions of the other integration paths $C_{2 m-1}^{+}(m>1)$ are extremely small and negligible. It should be also noted that the trajectories with the integration paths $C_{n}^{-}$disagree with the causality and make unphysical contributions, but such contributions are removed by the proper treatment of the Stokes phenomenon (for details, see Ref. 22).

## IV. SEMICLASSICAL RESULTS

## A. Effects of the Periodic Perturbation

We would like to return to the oscillating Eckart barrier. With simple intuitive consideration, we can predict what happens, if a periodically perturbation is applied to the system. In the following argument, we assume that the perturbation is sufficiently slow, namely the low-frequency limit, in which the fringed tunneling is typically observed.

Let's consider the effect of perturbation on classical trajectories in the complex domain. Since the perturbation changes periodically in the real-time domain, namely a sinusoidal function, the effective perturbation strength in the complextime domain is amplified exponentially; that is, $\epsilon \rightarrow \epsilon \mathrm{e}^{\omega|\operatorname{Im} t|}$ (see Fig. 3b).

Even when the input energy $E_{1}$ is small enough so that the particle cannot go through the barrier by a real trajectory, we can always find a particular initial time $t_{1 c}$, taking suitable choice of its imaginary depth and real initial phase, at which the trajectory hits the top of barrier. Therefore, the trajectory starting at $t_{1 c}$ is a trajectory on the complexified stable manifold of the unstable periodic


Figure 3. Effects of the periodic perturbation. (a) Integration path on the complex time plane. (b) Deformation of the potential by the periodical perturbation. In the case where $\operatorname{Im} t=\operatorname{Im} t_{1} \neq 0-$ that is, the part of integration path indicated by the same broken line in (a)-the oscillation of complexified potential is amplified exponentially as shown by the broken lines. (c) Change of the tunneling trajectory with increase of the perturbation strength. In the bottom figure, a trajectory stating at $t_{1}$ in the close neighborhood of $t_{1 c}$ is drawn.
orbit at the top of the barrier. It means that the initial search plane $t_{1}$ intersects with the stable manifold in the complex domain, even if the intersection disappears in the real domain. Let's call $t_{1 c}$ "the critical point" [24, 25]. It is found numerically that the critical point $t_{1 c}$ is always found in the initial time plane $t_{1}$ independent of the strength of the perturbation $\epsilon$.

As the perturbation strength becomes smaller, the "critical point" $t_{1 c}$ goes into the deeper imaginary side. Therefore, if the strength of perturbation is taken small enough, a trajectory with the major integration path $C_{1}^{+}$is not affected by the critical point. Let's call such a situation "weak perturbation regime." In the weak perturbation regime, the tunneling trajectory is well approximated by the instanton (see the middle figure of Fig. 3c).

However, if $\epsilon$ is large enough, then the critical point $t_{1 c}$ moves toward the real axis and may drastically disturb the original nature of the trajectories defined along the major integration path $C_{1}^{+}$(see the bottom of Fig. 3c). This is a typical
situation generically observed in the strong perturbation regime, in which the fringed patterns on the tunneling component are observed.

## B. Local Structure of $\mathscr{M}$-Set Near the Critical Point

When the observatory time $t_{2}$ is fixed, we can decide the $\mathscr{M}$-set defined by Eq. (9). Concerning the $\mathscr{M}$-set, there exists a remarkable fact that the critical point $t_{1 c}$ is always accompanied by a characteristic part of the branch passing very close to it, say $\mathscr{M}_{c}$, which plays an important role in the construction of the fringed wave pattern on the tunneling component with the semiclassical formula. Let's see a numerical example. Figure 4 a gives a blown-up picture of $\mathscr{M}$-set near a certain critical point. We can find an $\mathscr{M}_{c}$ running very close to the critical point $t_{1 c}$.

A remarkable feature of the critical point is that the singularities $S g_{n}^{+}$as functions of $t_{1}$ logarithmically diverge at the critical point $t_{1}=t_{1 c}$. Figure 4b shows the movement of singularities on the lapse time plane together with the integration path $C_{1}^{+}$. When the initial time $t_{1}$ is at the point 1 , the topology of the integration path is essentially the same as the case of $E_{1}<1$ in the static limit,


Figure 4. Switching of the path topology induced by the divergence movement of the singularities $S g_{n}^{+}$at a critical point under a strong perturbation. The parameters are the same as in Fig. 1. (a) Blow-up picture of the vicinity of the critical point $t_{1 c}$, which corresponds to the first critical point in Fig. 5a. The characteristic subset $\mathscr{M}_{c}$ (branch $\mathbf{1}$ in Fig. 5a) exists passing close to the critical point $t_{1 c}$. (b) The singularities $S g_{n}^{+}$simultaneously shift down as $1 \rightarrow 2 \rightarrow 3$ detouring the integration path $C_{1}^{+}$on the lapse time plane, when $t_{1}$ varies as $1 \rightarrow 2 \rightarrow 3$ along $\mathscr{M}_{c}$ on the $t_{1}$-plane in (a).
and the trajectory reaches the transmissive side at $t=t_{2}$. Moving the initial time $t_{1}$ along $\mathscr{M}_{c}$ from point 1 to point 3 , the singularities $S g_{n}^{+}$simultaneously shift down avoiding the integration path because of their own divergence behavior. It means that although the integration path $C_{1}^{+}$is fixed, its topological nature with respect to the singularities changes from transmissive one to reflective one during that process, thereby inducing the drastic change in the destination of the trajectory. Therefore, the end of the trajectory traverses the phase space from the transmissive quadrant $\left(P_{2}<0, Q_{2}<0\right)$ to the reflective one $\left(P_{2}>0\right.$, $Q_{2}>0$ ), as $t_{1}$ passes close to $t_{1 c}$ along $\mathscr{M}_{c}$. The corresponding $\mathscr{L}$-set, namely the set of end points of the trajectories with their initial points on $\mathscr{M}_{c}$, should form a merged object composed of the tunneling and reflective branches, which are defined along the topologically different paths $C_{1}^{+}$and $C_{2}^{+}$in the unperturbed limit, respectively. It should be remarked that in the rigorous sense the end point of the integration path moves with $t_{1}$, namely $s=t_{2}-t_{1}\left(t_{2} \quad\right.$ fixed $)$, but its movement is negligible, because the distance between points 1 and 3 is negligibly small.

## C. Global Structure of Branches Contributing to the Fringed Tunneling

In order to understand the relation between the critical point and fringed tunneling in terms of the semiclassical method, we have to see the global picture of the $\mathscr{M}$-set and $\mathscr{L}$-set. Figure 5a shows a typical example of the $\mathscr{M}$-set obtained in the strong perturbation regime, and Fig. 5b is the corresponding $\mathscr{L}$-set. On the $t_{1}$-plane in Fig. 5a, three critical points each indicated by an X appear periodically at the period of the perturbation $T(=2 \pi / \omega)$ due to the periodicity of the perturbation. Let's call them the first, second, and third critical points in order from right to left. The structure of an $\mathscr{M}$-set is very complicated, but we can find that branch 1 is passing very close to the first critical point. The first critical point and branch 1, respectively, correspond to $t_{1 c}$ and $\mathscr{M}_{c}$ in Fig. 4a. Branches 2 and 5 are also running very close to the second and third critical points, respectively. Branch 5 is too small in this scale to identify, but it is confirmed in a blown-up picture that it exists very close to the third critical point, which is not, however, shown here.

In the $\mathscr{L}$-set, all these branches, 1,2 , and 5 , stretch over the reflective quadrant $(P>0, Q>0)$ and the transmissive quadrant $(P<0, Q<0)$, passing close to the origin. Then, as discussed above, they can be interpreted as the merged object composed of the tunneling and reflective branches of the unperturbed system. Furthermore, a part of such a characteristic branch follows, to some extent, the real unstable manifold of the unstable periodic orbit at the origin going into both transmissive and reflective sides. The length in which each branch extends along the real unstable manifold becomes longer and longer while increasing the lapse time-that is, with increase of the branch number.


Figure 5. Results of the semiclassical calculation in the strong perturbation regime. The parameters are the same as in Fig. 1. (a) $\mathscr{M}$-set. The critical points are indicated by $\times$. (b) $\mathscr{L}$-set projected onto the real plane. The characteristic branches 1,2 , and 5 are drawn by thick lines. (c) The semiclassical probability amplitude (thick line) and weights of the branches (thin lines). All the probabilistic weights are multiplied by $10^{-4}$ for convenience of comparison with the total probability. (d) The semiclassical probability amplitude (thick line) compared with the fully quantum probability amplitude (broken line).

It should be noted that the parts of branches drawn by broken lines indicate noncontributing parts that make unphysical contributions, and they can be removed by the proper treatment of the Stokes phenomenon. After such a procedure, we can sum up all the contributions from the physically legal parts of the branches in the $\mathscr{M}$-set. We find the probabilistic weights of the branches together with the total probability obtained by the sum formula [Eq. (6)] in Fig. 5c. In Fig. 5d, the tunneling probability obtained by the sum formula is
compared with the result of the purely quantum computation. The semiclassical method reproduces well the tunneling wave including the complicated fringed patterns in the ranges indicated by A and B.

The appearance of fringes on the tunneling component is the result of a simultaneous contribution of multiple tunneling trajectories to the sum formula. Indeed, in the $\mathscr{L}$-set (Fig. 5b), we can find that two or more branches exist in the ranges of the fringed tunneling (e.g., 1, 2 for A and $3,4,5$ for B ), and these groups of branches have nearly equal weights in the regions A and B , respectively(see Fig. 5c). The additional branches 3 and 4 contributing to the fringe are considered as ones bifurcated from the branch 2 in time evolution, and form a chain structure with 2 and 5.

Therefore, the series of branches $1,2,5$ respectively associated with the first, second, and third critical points seems to play an important role in the construction of interference fringes on the tunneling component. In the $\mathscr{L}$-set, they traverse the phase space and thus contribute simultaneously to the wave matrix forming the remarkable fringe pattern on the tunneling wavefunction.

## V. THEORETICAL ANALYSES

## A. Brief Sketch of Our Analyses

In order to clarify the underlying classical mechanism of the fringed tunneling, we developed theoretical analyses in the low-frequency regime based on a complex adiabatic solution [25], together with the Melnikov method extended to the complex domain [25].

Some important facts about the critical point and the branch associated with it, which are numerically observed, can be proven with the Melnikov method and the adiabatic solution in the low-frequency regime. They are summarized as follows [25]:

1. The intersection between the complexified stable manifold and the incident beam set $\mathscr{I}$-that is, $\left\{Q, P, t_{1} \mid Q=Q_{1}, P=P_{1}, t_{1} \in \mathbf{C}\right\}$-exists at an arbitrary perturbation strength, and if $t_{1 c}$ is the intersection, then $t_{1 c}+$ $T$ is also intersection because of the periodic nature of the perturbation.
2a. The intersection $t_{1 c}$ becomes the critical point of the singularities $S g_{n}^{+}$in the sense that in the limit of $t_{1} \rightarrow t_{1 c}$ the singularity diverges as $S g_{n}^{+} \sim-\log \left(t_{1}-t_{1 c}\right) / \sqrt{2}$.
2b. A branch of the $\mathscr{M}$-set passing close to a critical point, say $\mathscr{M}_{c}$, always exists.
2. As $t_{1}$ is moved along $\mathscr{M}_{c}$, the end point of the trajectory $\left(Q\left(t_{2}-t_{1}, t_{1}\right)\right.$, $\left.P\left(t_{2}-t_{1}, t_{1}\right)\right)$ traverses continuously but abruptly from the transmissive side to reflective side (and vice versa) passing close to the origin $O$.

As shown in Appendix B, item 1 is proven by using the Melnikov method. It means that the heteroclinic-like entanglement between the complexified stable manifold and the initial time plane $t_{1}$ occurs.

Items 2 a and 2 b are justified by using the adiabatic solution [25]. Indeed, the adiabatic solution enables us to prove the anomalous behavior of the singularities $S g_{n}^{+}$at the critical point (i.e., item 2a), as well as the local structure of the characteristic branch $\mathscr{M}_{c}$ near the critical point (i.e., item 2 b ).

Furthermore, by using the adiabatic solution with the items 2 a and 2 b proven, we can explain the remarkable feature of the characteristic branches in the $\mathscr{L}$-set, (i.e., item 3), which is observed numerically [25]. Especially the topological switching of the integration path induced by the divergence behavior of the singularities $S g_{n}^{+}$at the critical point (i.e., item 2a) is the key to understanding why and how the characteristic branches dominantly contributing to the fringed tunneling are generated in the strong perturbation regime.

Therefore, all the important properties concerning with the critical point and the associated branch, which are numerically observed, can be explained analytically. However, we won't show details of the proofs of items $2 \mathrm{a}, 2 \mathrm{~b}$ and 3 , since they are rather technically complicated and understanding them requires readers to make an additional effort. For one who wants to see the details, refer to Ref. 25.

In the following subsections, we instead concentrate on explaining, by using the adiabatic solution, geometrical features of the complex trajectories contributing to the fringed tunneling, which clarifies what is the chaotic tunneling trajectory.

## B. Low-Frequency Approximation

First we briefly introduce the adiabatic solution in the low-frequency limit, which was developed in our previous work [25]. The classical equation of the motion is given by

$$
\begin{equation*}
\ddot{Q}=2 a(t) \frac{\sinh Q}{\cosh ^{3} Q} \tag{16}
\end{equation*}
$$

and the equation of the energy is also obtained as follows:

$$
\begin{equation*}
\dot{E}=\frac{\partial H}{\partial t}=\frac{\dot{a}(t)}{\cosh ^{2} Q}=\dot{a}(t) h(t) \tag{17}
\end{equation*}
$$

where the function $a(t)$ and $h(t)$ are, respectively, defined by

$$
\begin{equation*}
a(t) \equiv 1+\epsilon \sin \omega t, \quad h(t) \equiv \frac{1}{\cosh ^{2} Q} \tag{18}
\end{equation*}
$$

In order that the formal solution

$$
\begin{equation*}
\sinh Q=Y(t)=r(t) \cosh \phi(t) \tag{19}
\end{equation*}
$$

becomes the solution of Eq. (16), $\phi(t)$ and $r(t)$ should satisfy the following equation:

$$
\begin{equation*}
\frac{d}{d t}\left\{r^{2} \dot{\phi}\right\} \sinh (\phi)-\left[2 E(t)-\dot{\phi}^{2}\right] r^{2} \cosh (\phi)+r \ddot{r} \cosh (\phi)=0 \tag{20}
\end{equation*}
$$

If we take $a(t)$ constant, the energy becomes constant and the solution satisfying Eq. (20) gives a solution of the static barrier.

In the low-frequency limit $\left(\omega \ll 1\right.$ and $\left.d^{2} r(t) / d t^{2} \sim 0\right)$, the relation given by Eq. (20) can be reduced to two equations:

$$
\begin{align*}
\dot{\phi}(t) & =\sqrt{2 E(t)}  \tag{21}\\
\frac{d}{d t}\left\{r(t)^{2} \dot{\phi}(t)\right\} & =0, \quad \text { namely } \quad r(t)=\frac{\alpha}{\{2 E(t)\}^{1 / 4}} \tag{22}
\end{align*}
$$

where $\alpha$ is a certain constant of motion, which plays an important role in analyses in the following.

We put the initial time of the adiabatic solution $t_{0}$ in the scattering region, so that $\phi\left(t_{0}\right)=0$. For the unperturbed system, $t_{0}$ indicates the time at which the classical trajectory reaches the turning point. At $t=t_{0}$, the energy $E_{0}=E\left(t_{0}\right)$ satisfies the relation

$$
\begin{equation*}
E_{0}=a\left(t_{0}\right) /\left\{1+\alpha^{2} / \sqrt{2 E_{0}}\right\} \tag{23}
\end{equation*}
$$

From the numerical results in Section IV, it is considered that the complex trajectories contributing to the fringed tunneling pass close to the unstable periodic orbit at the origin and so the energy varies near the origin as $E(t) \sim a\left(t_{0}\right)+$ small correction. Then, it is quite natural to assume that $\alpha$ is a smallness parameter.

To clarify the physical meaning of the parameter $\alpha$ and to provide explicit forms of $E(t)$ and $\phi(t)$, it is convenient to introduce the characteristic times called "gates" $\mu_{\mp}$. As shown in Fig. 6, the gates $\mu_{\mp}$ are put at the middle points of two adjacent singularities, $t_{s g}=S g_{n}^{\mp}+t_{1}$ and $t_{s g}^{\prime}=S g_{n+1}^{\mp}+t_{1}$, respectively. Thus, $\mu_{\mp}$ respectively play the entrance and exit gates of the scattering region. We can assume that the integration path always passes through the gates $\mu_{\mp}$ as shown in Fig. 6a. Roughly speaking, the function $h(t)$ takes nonzero value only between the two gates, and the particle travels freely at a constant momentum outside the gates (see Fig. 6b).


Figure 6. Behavior of the function $h(t)$ near the gate $\mu_{\mp}$. (a) Positions of the gates $\mu_{\mp}$ on the complex $t$ plane. An integration path $C_{n}^{+}$passing through the gates $\mu \mp$ is also drawn. (b) $\operatorname{Re} h(t)$ along the path $C_{n}^{+}$. Note that if $|\alpha| \ll 1$, then $|\operatorname{Re} h(t)| \gg|\operatorname{Im} h(t)|(c) \operatorname{Re} \dot{h}(t)$ along the path $C_{n}^{+}$.

From the feature of $h(t)$, the positions of gates $\mu_{ \pm}$should be defined by

$$
\begin{equation*}
d^{2} h(t) /\left.d \phi^{2}\right|_{t=\mu_{ \pm}}=0 \tag{24}
\end{equation*}
$$

and $\phi\left(\mu_{ \pm}\right)$are respectively related to $r\left(\mu_{ \pm}\right)$as follows:

$$
\begin{equation*}
\mathrm{e}^{ \pm \phi\left(\mu_{ \pm}\right)}=2 \mathrm{e}^{i n_{ \pm} \pi}\left[1+r\left(\mu_{ \pm}\right)^{2} / 4+O\left(|\alpha|^{4}\right)\right] / r\left(\mu_{ \pm}\right) \tag{25}
\end{equation*}
$$

where $n_{ \pm}$are integers decided by the choice of the integration path-that is, the imaginary depths of the gates $\mu_{+}$and $\mu_{-}$.

Integrating the energy gain equation (17) by using the lowest-order approximation, which is essentially the same as the Melnikov method, gives the
expression of the time-dependent energy,

$$
E(t)= \begin{cases}a\left(\mu_{-}\right) h\left(t_{0}\right)=E_{1} & \left(\text { if } \operatorname{Re} t \ll \operatorname{Re} \mu_{-}\right)  \tag{26}\\ a(t) h\left(t_{0}\right) & \left(\text { if } \operatorname{Re} \mu_{-} \ll \operatorname{Re} t \ll \operatorname{Re} \mu_{+}\right) \\ a\left(\mu_{+}\right) h\left(t_{0}\right)=E_{2} & \left(\text { if } \operatorname{Re} t \gg \operatorname{Re} \mu_{+}\right)\end{cases}
$$

From the initial condition $\left(Q=Q_{1}(\gg 1), P=P_{1}=-\sqrt{2 E_{1}}<0\right.$, at $\left.t=t_{1}\right)$, we can obtain the following relations:

$$
\begin{align*}
E_{1}=P_{1}^{2} / 2 & =a\left(\mu_{-}\right) h\left(t_{0}\right)=E\left(\mu_{-}\right) \sim a\left(\mu_{-}\right)\left[1-\alpha^{2} / \sqrt{2}\right]  \tag{27}\\
Q_{1} & =\log 2+\alpha^{2}\left\{4 \sqrt{2 E_{1}}\right\}^{-1}-\sqrt{2 E_{1}}\left(t_{1}-\mu_{-}\right) \tag{28}
\end{align*}
$$

Then the initial energy $E_{1}$ is decided as a function of the input gate $\mu_{-}$together with the parameter $\alpha$, and the initial coordinate $Q_{1}$ is defined from $\mu_{-}, t_{1}$ and $\alpha$.

Since the observables $E_{1}$ and $Q_{1}$ are fixed at real values, Eqs. (27) and (28) are reduced into a relation that represents the parameter $\alpha$ as a function of $\mu_{\text {_ }}$ or $t_{1}$ :

$$
\begin{equation*}
\alpha^{2}=A_{1}\left(t_{1}-t_{1 c}\right)=A_{2}\left(\mu_{-}-\mu_{-c}\right) \tag{29}
\end{equation*}
$$

where $t_{1 c}$ and $\mu_{-c}$ respectively denote $t_{1}$ and $\mu_{-}$at $\alpha=0$, and

$$
\begin{equation*}
A_{1} \sim A_{2}=\left.\sqrt{2}\left\{a\left(\mu_{-c}\right)\right\}^{-1} \frac{d a\left(\mu_{-}\right)}{d \mu_{-}}\right|_{\mu_{-}=\mu_{-c}} \tag{30}
\end{equation*}
$$

As will be shown in the following, the solution at $\alpha=0$ gives a trajectory on the complexified stable manifold, and $t_{1 c}$ is nothing more than the critical point. Then, the significance of the smallness parameter $\alpha^{2}$ is clarified in terms of the boundary condition.

For convenience of the following arguments, we introduce a different phase function $\varphi$ defined by

$$
\begin{equation*}
\varphi(t)=\phi(t)+\log 2-\log \left\{\alpha(2 E(t))^{-1 / 4}\right\} \tag{31}
\end{equation*}
$$

It is important that $\varphi$ takes, at $t=\mu_{-}$, an almost zero value,

$$
\begin{equation*}
\varphi\left(\mu_{-}\right)=-\alpha^{2}\left\{4 \sqrt{2 E_{1}}\right\}^{-1}+O(\epsilon \omega) \sim 0 \tag{32}
\end{equation*}
$$

which makes the following analyses easier.

Applying the input-boundary condition for the formal solution, we can derive, after some tedious calculations, an explicit expression of $\varphi$ :

$$
\varphi(t)=\left\{\begin{align*}
& \sqrt{2 E_{1}}\left(t-t_{1}\right)-Q_{1}+\log 2+O(\epsilon \omega)  \tag{33}\\
&\left(\text { if } \operatorname{Re} t \leq \operatorname{Re} \mu_{-}\right) \\
& \int_{\mu_{-}}^{t} \sqrt{2 a(s) h\left(t_{0}\right)} \mathrm{ds}+\frac{1}{4} \log \left(\frac{E(t)}{E\left(\mu_{-}\right)}\right)+ \varphi\left(\mu_{-}\right)+O(\epsilon \omega) \\
&\left(\text { if } \operatorname{Re} \mu_{-} \leq \operatorname{Re} t \leq \operatorname{Re} \mu_{+}\right) \\
& \sqrt{2 E_{2}}\left(t-\mu_{+}\right)+\frac{1}{4} \log \left(\frac{E(t)}{E\left(\mu_{+}\right)}\right)+\varphi\left(\mu_{+}\right)+O(\epsilon \omega) \\
&\left(\text { if } \operatorname{Re} t \geq \operatorname{Re} \mu_{+}\right)
\end{align*}\right.
$$

By using $\varphi(t)$ and $E(t)$ obtained above with the parameter $\alpha$, the adiabatic solution is given by

$$
\begin{align*}
\sinh Q(t) & =\alpha^{2} e^{\varphi(t)} /(4 \sqrt{2 E(t)})+e^{-\varphi(t)}  \tag{34}\\
P(t) & =\operatorname{sech} Q(t)\left[\alpha^{2} \mathrm{e}^{\varphi(t)} / 4-\sqrt{2 E(t)} \mathrm{e}^{-\varphi(t)}\right] \tag{35}
\end{align*}
$$

where the first term on the right-hand side of both equations indicates an unstable part with order $\alpha^{2}$ and the second term is a stable part. Then, $\alpha=0$ gives a solution for the stable manifold of the unstable periodic orbit at the origin.

As mentioned in the previous subsection, the adiabatic solution (34) together with the Melnikov method enables us to prove items $1,2 \mathrm{a}, 2 \mathrm{~b}$, and 3 . Then the significant properties of tunneling trajectories and of the branches consisting of them, which are numerically observed, can be explained in terms of the adiabatic approximation associated with the Melnikov method.

## C. Contributions of Multiple Characteristic Trajectories to the Fringed Tunneling

Let's consider the geometrical feature of the solution obtained. Since $\phi=0$ and $\varphi \sim-\log \alpha$ at $t=t_{0}$, then the unstable term balances, in order, with the stable term in both Eqs. (34) and (35). As a result, the stable term overcomes the unstable term in the region $\operatorname{Re} t \ll \operatorname{Re} t_{0}$, although the unstable term dominates over the other in the region $\operatorname{Re} t \gg \operatorname{Re} t_{0}$.

Therefore, we can summarize the feature of the solution as follows.

4a. In the first stage of time evolution, the trajectory with $t_{1}$ in a small neighborhood of $t_{1 c}$ traces the particular trajectory on the complexified stable manifold, which starts at $\left(Q=Q_{1}, P=P_{1}, t=t_{1 c}(\alpha=0)\right.$ ):

$$
\begin{equation*}
(Q(t), P(t))=\left(\sinh ^{-1}\left\{\mathrm{e}^{-\varphi(t)}\right\}, \quad-\operatorname{sech} Q(t) \sqrt{2 E(t)} \mathrm{e}^{-\varphi(t)}\right) \tag{36}
\end{equation*}
$$

4b. In the next stage, the trajectory swings across the scattering region guided by the stable and unstable manifolds.
4 c . In the final stage, the trajectory is scattered along the complexified unstable manifold.
4d. The tunneling trajectories selected to satisfy the output boundary condition, (i.e., $t_{1} \in \mathscr{M}_{c}$ ) move close to the real plane sticking to the unstable manifold.

The last item coming from the output boundary condition can actually be proven by putting the output boundary condition to the adiabatic solution [25].

From item 2b, the characteristic $\mathscr{M}$-set (i.e., $\mathscr{M}_{c}$ ) passes very close to the critical point and items 3 and 4 d signify that the corresponding $\mathscr{L}$-set transverses the phase space from the transmissive quadrant to the reflective quadrant along the real unstable manifold.

Now, we should remember that the critical points appear periodically on the initial time plane $t_{1}$ due to the periodicity of the perturbation (see Fig. 7a). In Fig. 7a, the critical points are assigned by a integer $n$ such that $t_{1 c}^{(n)}=$ $t_{1 c}^{(0)}-n T \quad(n \in \mathbf{N})$, where $t_{1 c}^{(0)}$ is a properly chosen critical point. Each critical point $t_{1 c}^{(n)}$ is accompanied by a characteristic branch $\mathscr{M}_{c}^{(n)}$. The lapse time of the trajectory stating at a point on $\mathscr{U}_{c}^{(n)}$ is estimated by

$$
\begin{equation*}
s \sim t_{2}-t_{1 c}^{(n)}=t_{2}-t_{1 c}^{(0)}+n T \tag{37}
\end{equation*}
$$

It should be noted that the effective length of the branch in the $\mathscr{L}$-set, in which it is well extended along the unstable manifold, becomes longer and longer as increasing the lapse time, namely with increase of the branch number $n$. As a result, an infinite number of branches of the $\mathscr{L}$-set each corresponding to a different $\mathscr{M}_{c}^{(n)}$ with a sufficiently large number $n$ are passing through the region of the fringed tunneling.

The imaginary part of the classical action defined by Eq. (7)-that is, Im $S_{\Omega}$-is the primary factor controlling the weight of the contributing trajectory, and it is almost the same for any choice of the initial point, $t_{1} \in \mathscr{M}_{c}^{(n)}$, where $n$ is arbitrary. This is because every trajectory traces the same orbit in the phase space, $(Q, P, t(\bmod T))$, guided by the complexified stable manifold, until it approaches to the real plane; thus $\operatorname{Im} S_{\Omega}$ gained in this process is almost


Figure 7. A sketch: How do multiple branches contribute to the interference fringe. (a) Periodicity of critical points in $t_{1}$ plane, each of which is accompanied by a branches passing close to it. (b) The branches in the $\mathscr{L}$-set. The fringed patterns are created by the interference of the branches in the hatched regions.
the same. It indicates a possibility that for given $t_{2}$ and $Q_{2}$, an infinite number of trajectories may simultaneously contribute to the semiclassical wave matrix (6).

However, the numerical result shows that only a few of branches practically contributes to the tunneling probability in each region of fringed tunneling. It means that there is an additional factor making difference in weights of the contributing branches.

Indeed, the difference in weights comes from the amplitude factor of the semiclassical wave matrix, which is given from Eqs. (6) and (7) by

$$
\begin{align*}
\left|\partial^{2} S_{\Omega} / \partial E_{1} \partial Q_{2}\right|^{1 / 2} & =\left|\partial Q_{2}\left(t_{2}, t_{1}, P_{1}, Q_{1}\right) / \partial t_{1}\right|^{-1 / 2} \\
& =\left|4 \sqrt{2 E\left(t_{2}\right)} \cosh \left(Q_{2}\right) e^{-\varphi\left(t_{2}\right)} / A_{1}\right|^{1 / 2} \tag{38}
\end{align*}
$$

The lapse time increases with $n$ as shown in Eq. (37); thus from its expression given by Eq. (33), $\varphi$ is roughly proportional to the lapse time. Therefore,
for a large $n$, namely for the trajectory with a long lapse time, the amplitude factor decays exponentially as $\left|\partial^{2} S_{\Omega} / \partial E_{1} \partial Q_{2}\right|^{1 / 2} \propto \mathrm{e}^{-n T / 2}$. Consequently, among an infinite number of the possibly contributing tunneling trajectories, only the finite number of $\mathscr{M}_{c}^{(n)}$ with a relatively small $n$, namely a short lapse time, actually contribute to the tunneling probability at the observatory coordinate $Q_{2}$.

As shown in the numerical calculation, the interference of the characteristic branches 1 and 2 makes the fringed pattern in the region A, while branch 5 together with branches 3 and 4, which are bifurcated from branch 2 in time evolution, contributes in region B. Hence, it is confirmed that the branches associated with the critical points have a significant effect on the construction of the fringed pattern, and we come to a whole understanding of underlying mechanism of the fringed tunneling.

## D. Characteristic Perturbation Strength

From the above argument it is clarified that the tunneling mechanism in the strong perturbation regime, which yields the fringes on the tunneling component, is quite different from the (perturbed) instanton mechanism of the tunneling in the weak perturbation regime [22,23]. It is worthwhile to discuss how the transition of the tunneling mechanism occurs as the perturbation strength is increased.

As was stressed in Sections IV.A and V.A, there always exist the critical points $t_{1 c}$, even if the strength of the perturbation is arbitrarily small. Such critical points, however, have a large imaginary component and are located so deeply in the imaginary domain of the complex plane that they do not affect the dominating instanton branches with the integration path $C_{1}^{+}$. As the perturbation increases, the imaginary part of the critical points decreases, thereby finally going across the dominant branches with the path $C_{1}^{+}$. This is the case that the structure of the branches are broken up and reconstructed by the influence of the critical points.

Using the above criterion, it is possible to estimate the characteristic value of the perturbation strength, above which the critical point significantly influences the dominant branches resulting in the fringed tunneling. The imaginary depth of the dominant branches of the $\mathscr{M}$-set is roughly estimated as $\left|\operatorname{Im}\left(t_{2}-t_{1}\right)\right| \sim \pi / \sqrt{2}$. Therefore, the characteristic value $\epsilon=\epsilon_{c}$ is the value at which the critical point $t_{1 c}$ passing through the border of the Riemann sheets of the dominant and next order branches, whose imaginary depth is estimated as $\sim 3 \pi / 2 \sqrt{2}$ :

$$
\begin{equation*}
\left|\operatorname{Im} t_{1 c}\right| \sim 3 \pi / 2 \sqrt{2} \tag{39}
\end{equation*}
$$



Figure 8. The characteristic strength $\epsilon$ versus $\omega$. The full line indicates the theoretical estimate of the characteristic strength $\epsilon_{c}$ as a function of $\omega$, while the values of $\epsilon_{c}$ that are numerically decided at three relatively small $\omega$ s are marked by $\times$.

Substituting the estimation of $\operatorname{Im} t_{1 c}$ by the Melnikov method [Eq. (B.11)] into Eq. (39), we get the characteristic perturbation strength

$$
\begin{equation*}
\epsilon_{c} \sim\left(1-E_{1}\right) /\{(1-\chi(\omega)) \cosh (3 \omega \pi / 2 \sqrt{2})\} \tag{40}
\end{equation*}
$$

above which the fringed tunneling may be observed. In other words, if $\epsilon$ is given, the fringed tunneling is observed above the characteristic energy

$$
\begin{equation*}
E_{1 c}=1-\epsilon\{(1-\chi(\omega)) \cosh (3 \omega \pi / 2 \sqrt{2})\} \tag{41}
\end{equation*}
$$

Sufficiently below it the one-dimensional instanton picture works well.
Finally we compare in Fig. 8 the above theoretical value of $\epsilon_{c}$ with the numerical $\epsilon_{c}$, above which the tunneling component exhibits a definite fringed pattern. The numerical $\epsilon_{c}$ is given at three relatively small $\omega \mathrm{s}$. The agreement of the theory with the numerical data seems to be satisfactory.

## VI. SUMMARY

In the present chapter, we have pursued the underlying classical mechanism of the multidimensional (dynamical) tunneling in classically nonintegrable systems by taking the periodically perturbed Eckart potential as a simple example [36]. In the strong perturbation regime, the remarkable tunneling phenomenon, referred to as fringed tunneling, is observed, and we have elucidated its classical
mechanism by using some analytical tools-that is, the adiabatic solution of classical equation of motion in the low-frequency limit as well as the Melnikov method extended into the complex domain.

The remarkable fact that we found through the numerical and theoretical analyses is that the nature of trajectories contributing to the fringed tunneling is essentially different from that of instanton, which still provides a good tunneling picture as long as the system of multidimensions is integrable or extremely nearly integrable. For integrable or very nearly integrable systems, which correspond to the weak perturbation regime in our case, the tunneling trajectory is well approximated by the instanton. However, the trajectories contributing to the fringed tunneling in the strong perturbation regime no longer obey the instanton picture.

Indeed they are trajectories guided by the complexified stable and unstable manifolds: The trajectories that have their initial points in a very short distance to the complexified stable manifold make major contributions to the fringed tunneling; then they are approaching, in time evolution, the unstable periodic orbit at the top of the barrier, and they are finally scattered toward an asymptotic region along the (real) unstable manifold. In other words, the property of such trajectories is subject to the complexified heteroclinic-like entanglement between the complexified stable manifold and the incident wave manifold that is formed by the trajectories satisfying the input boundary condition of the semiclassical wave matrix. In this sense, the trajectories contributing to the fringed tunneling are regarded as the simplest case of chaotic tunneling trajectories in general multidimensional systems.

The heteroclinic point appears as a critical point $t_{1 c}$ on the initial time plane $t_{1}$. For the periodicity of the perturbation, the critical points $t_{1 c}$ actually appear periodically at the period of perturbation $T$. The initial points of trajectories making major contributions to the fringed tunneling form the characteristic branches, say $\mathscr{M}_{c}$, which repeatedly appear in the $\mathscr{M}$-set, each passing very close to an individually different critical point $t_{1 c}$. Simultaneous contributions of such periodically appearing branches make the remarkable fringed patterns on the tunneling component. The weight of each contributing branch is appropriately calculated with the semiclassical formula.

In time-continuous systems extended to complex domain, the classical trajectory becomes a function of complex time and generally has singularities. The divergence behavior of the singularities is the important nature associated with the tunneling trajectories contributing to the fringed tunneling. In the present chapter, we have briefly explained how important a role the critical behavior of singularities of trajectories on the stable (and unstable) manifold(s) does play in creation of the geometrically merged object-that is, the characteristic branch embodied in the $\mathscr{L}$-set, which is composed of the topologically different branches in the unperturbed limit (i.e., tunneling and
reflective branches). Unfortunately, we did not fully discuss this problem in the present chapter. For one who wishes to understand more detail mechanism, we refer to Ref. 25, which provides a whole understanding of underlying mechanism of the fringed tunneling.

It is very important to point out that similar tunneling phenomena are quite commonly observed not only for periodically perturbed 1D-barrier systems but also for 2D-barrier systems with a harmonic channel. Thus, we can naturally expect that a similar complexified heteroclinic-like entanglement between the incident beam set and the complexified stable manifold generally occurs for 1.5 D and 2D barrier systems $[37,38]$ and it changes the nature of tunneling trajectories, from instanton to chaotic tunneling trajectory, thereby yielding to the fringed tunneling.

It is worthwhile to mention the characteristic dynamical process commonly observed in chaotic tunneling phenomena of quantum maps [16,18]. That is, the physical interpretation of the tunneling process in map systems seems to provide a common picture similar to that of multidimensional barrier systems at least on the phenomenological level: The major contributing tunneling trajectories obey the stable and unstable manifolds in the complex phase space. However, the mathematical structure of the tunneling mechanism is quite different in the quantum map models, because the quantum map has no continuous time and thus has no counterparts of the time singularities and of the multiple-Riemann sheets associated with them. Such a difference in the mathematical structure is a real obstacle to discussing in terms of semiclassical method the correspondence in the tunneling phenomena between time-continuous and map systems. For example, the presence of a complex-domain chaos (i.e., homoclinic tangle in complex phase space) and its relationship to the predominant tunneling trajectories are remarkable facts clarified just by using the Gaussian map [16,17]. Such a fully chaotic dynamical structure underlying the new tunneling mechanism is the issue that still remains inaccessible by the time-continuous system. It is strongly desired to clarify the similarities and differences between time-continuous systems and maps, as well as to construct a comprehensive story that gives a global aspect on the problems of multidimensional tunneling.

## APPENDIX A: FRINGED TUNNELING IN A 2D BARRIER SYSTEM

An example of 2 D systems for which fringed tunneling similar to that of the periodically perturbed 1D barrier is observed is given by [24,26]

$$
\begin{equation*}
H_{\mathrm{tot}}(Q, P, q, p)=\frac{1}{2} P^{2}+V_{0}(Q)+\beta v_{2}(Q, q)+H_{\mathrm{ch}}(q, p) \tag{A.1}
\end{equation*}
$$

where $H_{\text {ch }}$ is the channel Hamiltonian,

$$
\begin{equation*}
H_{\mathrm{ch}}(q, p)=p^{2} / 2+\omega^{2} q^{2} / 2 \tag{A.2}
\end{equation*}
$$

and the potential terms are given by

$$
\begin{equation*}
V_{0}(Q)=\operatorname{sech}^{2} Q, \quad v_{2}(Q, q)=q \operatorname{sech}^{2} Q \tag{A.3}
\end{equation*}
$$

The incident plane wave coming from $Q=+\infty$ with a constant momentum $P=P_{1}<0$ along the reaction path and with a given quantum number $n_{1}$ of the channel eigenstate is given by

$$
\begin{equation*}
\text { Incident wave } \propto \exp \left(i P_{1} Q / \hbar\right) w_{n_{1}}(q) \quad(Q \rightarrow \infty) \tag{A.4}
\end{equation*}
$$

where $w_{n_{1}}$ is an eigenstate of $H_{c h}$ with the quantum number $n_{1}$. For such a incident condition, a scattering eigenstate $\Psi_{P_{1}, n_{1}}(Q, q)$ specified by $P_{1}$ and $n_{1}$ is obtained. Introducing the classical action and angle of the harmonic oscillator $(I, \theta)$, the Hamiltonian may be written by

$$
\begin{equation*}
H_{\mathrm{tot}}(Q, P, \theta, I)=\frac{1}{2} P^{2}+V_{0}(Q)+\beta v_{2}(Q, \theta, I)+\omega I \tag{A.5}
\end{equation*}
$$

The numerical results of the pure quantum calculation are shown in Fig. A.1, which gives the quantum probability in the phase-represented scattering eigenstate that is defined by

$$
\begin{equation*}
\left\langle Q, \theta \mid \Psi_{P_{1}, n_{1}}\right\rangle=\int d q\langle q \mid \theta\rangle^{*} \Psi_{P_{1}, n_{1}}(Q, q) \tag{A.6}
\end{equation*}
$$

where $\langle q \mid \theta\rangle$ denotes the phase eigenstate [24,26,39],

$$
\begin{equation*}
\langle q \mid \theta\rangle=\lim _{M \rightarrow \infty} \sum_{n=0}^{M} e^{i n \theta} w_{n}(q) / \sqrt{M+1} \tag{A.7}
\end{equation*}
$$

The effective strength of the interaction between the reaction and channel coordinates increases with the quantum number $n_{1}$ of the input channel, because the strength of interaction is proportional to the channel coordinate $q$. At a small quantum number $n_{1}=4$, namely when the effective strength of the interaction is small, the tunneling wave component drawn by broken line forms a regular spatial oscillation. On the other hand, at an strong coupling case with $n_{1}=71$, it is observed that the complicated fringes are superposed on the simple spatial oscillation in the tunneling component. It is nothing more than the fringed


Figure A.1. The tunneling component $(Q<0)$ of the phase-represented scattering eigenfunction $\left|\left\langle Q, \theta \mid \Psi_{P_{1}, n_{1}}\right\rangle\right|^{2}$. Broken line: $n_{1}=4$. Solid line: $n_{1}=71$. $\omega=0.3, \beta=0.0289, \hbar=$ $1000 /\left(3 \pi \times 2^{10}\right)$, and $\theta=0$.
tunneling. Therefore, the tunneling phenomena observed in the 2 D system are, in both weak and strong perturbation regimes, very similar to those of the periodically perturbed 1D barrier system (see Fig. A.1). Why are similar tunneling phenomena observed for 1.5D and 2D barrier systems? The answer is as follows.

In the case that $n_{1}$ is large, the corresponding classical motion of the channel coordinate $q$ is well approximated by a periodic motion $q \sim \epsilon \sin \theta(\theta \sim \omega t)$; thus the Hamiltonian may be approximated as follows:

$$
\begin{equation*}
H_{\mathrm{tot}}(Q, P, \theta, I) \sim \frac{1}{2} P^{2}+V_{0}(Q)+\epsilon \sin \theta \operatorname{sech}^{2} Q+\omega I \tag{A.8}
\end{equation*}
$$

where $\epsilon=\sqrt{2 n_{1} \hbar / \omega} \beta$. As well known in Floquet theory [29], this approximated Hamiltonian is equivalent to the periodically perturbed 1D barrier system whose Hamiltonian is the same one given by Eq. (1) [24], namely,

$$
\begin{equation*}
H(Q, P, \omega t)=\frac{1}{2} P^{2}+V_{0}(Q)+\epsilon v(Q, \omega t) \tag{A.9}
\end{equation*}
$$

where $v(Q, \omega t)=\sin \omega t \operatorname{sech}^{2} Q$ corresponds to $v_{2}$ in the 2D system.
Finally, it should be noted that the fringed tunneling in 2D systems is observed only when the total energy beyond the potential saddle. Then real
classical trajectories satisfying the input condition are not restricted by the energy potential barrier but by the invariant surface formed in phase space, which is specified by the total energy and the quantum number of the initial channel. Therefore it induces the dynamical tunneling.

## APPENDIX B: MELNIKOV METHOD

Item 1 in Section V.A is proved by using Melnikov method which is extended into the complex domain [25]. Suppose that the Hamiltonian is written by

$$
\begin{equation*}
H(Q, P, \omega t)=\frac{1}{2} P^{2}+V_{0}(Q)+\epsilon v(Q, \omega t)=H_{0}(Q, P)+H_{1}(Q, t) \tag{B.1}
\end{equation*}
$$

where $H_{0}\left(=\frac{1}{2} P^{2}+V_{0}\right)$ and $H_{1}(=\epsilon v)$ denote the unperturbed and perturbed parts, respectively, and also suppose that the unperturbed system has a unstable fixed point; then it usually changes to an unstable periodic orbit when the periodic perturbation is applied.

The energy of a trajectory on the stable manifold of the unstable periodic orbit is given by

$$
\begin{equation*}
H\left(Q_{s}\left(t_{1}\right), P_{s}\left(t_{1}\right), t_{1}\right)=H\left(Q_{\mathrm{ups}}\left(t_{1}\right), P_{\mathrm{ups}}\left(t_{1}\right), t_{1}\right)+\Delta H_{M} \tag{B.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta H_{M}=\int_{\infty}^{t_{1}}\left\{\frac{\partial H_{1}}{\partial t}\left(Q_{s}, t\right)-\frac{\partial H_{1}}{\partial t}\left(Q_{\mathrm{ups}}(t), P_{\mathrm{ups}}(t), t\right)\right\} d t \tag{B.3}
\end{equation*}
$$

Here, $\left(Q_{\mathrm{ups}}, P_{\mathrm{ups}}\right)$ denotes the unstable periodic orbit, and $\left(Q_{s}, P_{s}\right)$ also denotes a trajectory on the stable manifold. In the limit of $t$ going to infinity, the energy of the trajectory $\left(Q_{s}, P_{s}\right)$ converges to that of the unstable periodic orbit ( $Q_{\text {ups }}, P_{\text {ups }}$ ).

Under the lowest-order approximation, a trajectory on the unperturbed stable manifold denoted by $\left(Q_{s 0}, P_{s 0}\right)$ takes place of $\left(Q_{s}, P_{s}\right)$. Actually $Q_{s 0}$ is given by

$$
\begin{equation*}
Q_{s 0}(t)=\sinh ^{-1}\left(\mathrm{e}^{-\sqrt{2}(t-\mu)}\right) \tag{B.4}
\end{equation*}
$$

where $\mu$ is a parameter defined by the initial condition, that is,

$$
\begin{equation*}
\mu \equiv t_{1}+\left(Q_{1}-\log 2\right) / \sqrt{2} \tag{B.5}
\end{equation*}
$$

Equation (B.3) in which $\left(Q_{s}, P_{s}\right)$ are replaced by $\left(Q_{s 0}, P_{s 0}\right)$ is nothing more than the Melnikov function [40].

The evaluation of the Melnikov function for our system in Eq. (1), is carried out immediately. As a result, the energy at the initial time $t=t_{1}$ is given as follows:

$$
\begin{equation*}
H\left(t_{1}\right) \sim 1+\epsilon(1-\chi(\omega)) \sin \omega \mu \tag{B.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi(\omega) \equiv 2 \omega \int_{0}^{\infty} \frac{\sin \omega s}{1+e^{2 \sqrt{2} s}} d s \tag{B.7}
\end{equation*}
$$

Since the initial energy $E_{1}\left(=P_{1}^{2} / 2\right)$ takes a real value, the intersection between the stable manifold and the incident beam surface is given by

$$
\begin{align*}
E_{1}=P_{1}^{2} / 2 & =\operatorname{Re}\{1+\epsilon(1-\chi(\omega)) \sin \omega \mu\}  \tag{B.8}\\
0 & =\operatorname{Im}\{1+\epsilon(1-\chi(\omega)) \sin \omega \mu\} \tag{B.9}
\end{align*}
$$

Using the definition of the parameter $\mu$ given by Eq. (B.5), the intersection $t_{1 c}$ is decided by the above relations, (B.8) and (B.9). When $E_{1}$ is considerably less than 1 , the real intersections (i.e., $\operatorname{Im} t_{1 c}=\operatorname{Im} \mu_{c}=0$ ) exist only for a sufficiently strong perturbation strength such that $\epsilon \geq \epsilon_{t h} \equiv\left|\left(1-E_{1}\right) /(1-\chi(\omega))\right|$, but if the intersection is allowed to be complex, it may exist at an arbitrarily weak perturbation strength. Indeed, the complex intersections

$$
\begin{align*}
\operatorname{Re} t_{1 c} & =\operatorname{Re} \mu_{c}-\left(Q_{1}-\log 2\right) / \sqrt{2} \\
& =(3 / 2+2 n) \pi / \omega-\left(Q_{1}-\log 2\right) / \sqrt{2}  \tag{B.10}\\
\operatorname{Im} t_{1 c} & =\operatorname{Im} \mu_{c}=\omega^{-1} \cosh ^{-1}\left\{\epsilon^{-1}\left(1-E_{1}\right) /(1-\chi(\omega))\right\} \tag{B.11}
\end{align*}
$$

exist periodically at the interval $T=2 \pi / \omega$, even if the real intersections disappear in the weaker range of perturbation such that $\epsilon<\epsilon_{t h}$. We comment that the evaluation of Eq. (B.11) agrees nicely with the numerical estimation of $\operatorname{Im} t_{1 c}$.
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## I. INTRODUCTION

Controlling quantum systems is one of hot topics in physics and chemistry as illustrated in the fields of quantum information processings [1-3] and laser control of atomic and molecular processes [4]. As for the latter, there have been devised various control schemes: A $\pi$ pulse is a simple example to induce a transition between two eigenstates [5]. As a generalization of the $\pi$ pulse or adiabatic rapid passage [6], we can utilize the nonadiabatic transitions induced by laser fields [7]. For more than three-level systems, the STIRAP scheme uses a counterintuitive pulse sequence to achieve a perfect population transfer between two eigenstates [8]. When more than two electronic states are involved in the controlled system, we can use a pulse-timing control (Tannor-Rice) scheme to selectively break a chemical bond on a desired potential surface by using a pump and dump pulses with an appropriate time interval [9]. When the controlled system has more than two pathways from an initial state to a target state, quantum mechanical interference between them can be utilized to modify the ratio of products, which is called a coherent control (Shapiro-Brumer) scheme [10].

These control schemes are very effective for a certain class of processes but are not versatile and ineffective for, for example, multilevel-multilevel transitions we shall consider in this chapter. There exist several mathematical studies that investigate controllability of general quantum mechanical systems [ 11,12 ]. The theorem of controllability says that quantum mechanical systems with a discrete spectrum under certain conditions have complete controllability in the sense that an initial state can be guided to a chosen target state after some time. Although the theorem guarantees the existence of optimal fields, it does not tell us how to construct such a field for a given problem.

One of the method to practically design an optimal field is optimal control theory (OCT) [12,13] or genetic algorithms [4,14]. In this chapter we focus on the former as a theoretical vehicle. The equations derived from OCT are highly nonlinear (and coupled), so we must solve them using some iterative procedures. There exist some effective algorithms to carry out this procedure numerically; however, the field thus obtained is so complicated that it is difficult to analyze the results: What kinds of dynamical processes are involved in the controlled dynamics? In addition, the cost of the computation becomes larger if we want to apply OCT to realistic problems with many degrees of freedom. Several efforts have been made to reduce computational costs; Zhu and Rabitz [15] have introduced a noniterative algorithm for the optimal field.

On the other hand, we know that some chemical reaction systems, especially when highly excited, exhibit quantum chaotic features [16]; that is, statistical properties of eigenenergies and eigenvectors are very similar to those of random matrix systems [17]. We call such systems quantum chaos systems. Researchers have also studied how these quantum chaos systems behave under some external
parameters [18-20]. These statistical properties of quantum chaos systems stem from multilevel-multilevel interactions of eigenstates, which are related to the existence of many avoided crossings [21]. Hence it is necessary to consider the interaction between many eigenstates when we study dynamics in such a system. Furthermore, if our purpose is to control a Gaussian wavepacket in a quantum chaos system, the process also becomes a multilevel-multilevel transition because a Gaussian wavepacket in such a system contains many eigenstates. These are our motivations why we treat multilevel-multilevel transitions and want to control them.

This chapter is organized as follows. In Section II, we show how quantum chaos systems can be controlled under the optimal fields obtained by OCT. The examples are a random matrix system and a quantum kicked rotor. (The former is considered as a strong-chaos-limit case, and the latter is considered as mixed regular-chaotic cases.) In Section III, a "coarse-grained" Rabi state is introduced to analyze the controlled dynamics in quantum chaos systems. We numerically obtain a smooth transition between time-dependent states, which justifies the use of such a picture. In Section IV, we derive an analytic expression for the optimal field under the assumption of the CG Rabi state, and we numerically show that the field can really steer an initial state to a target state in random matrix systems. Finally, we summarize the chapter and discuss further aspects of controlling quantum chaos.

## II. OPTIMAL CONTROL OF QUANTUM CHAOS

We study optimal control problems of quantum chaos systems. Our goal of control is to obtain an optimal field $\varepsilon(t)$ that guides a quantum chaos system from an initial state $\left|\varphi_{i}\right\rangle$ at $t=0$ to a given target state $\left|\varphi_{f}\right\rangle$ at some specific time $t=T$. One such method is optimal control theory (OCT), which has been successfully applied to atomic and molecular systems [4].

OCT is usually formulated as a variational problem under constraints as follows: We start from the following functional used by Zhu-Botina-Rabitz [13]:

$$
\begin{align*}
J= & J_{0}-\alpha \int_{0}^{T}[\varepsilon(t)]^{2} d t \\
& -2 \operatorname{Re}\left[\left\langle\phi(T) \mid \varphi_{f}\right\rangle \int_{0}^{T}\langle\chi(t)| \frac{\partial}{\partial t}-\frac{H[\varepsilon(t)]}{i \hbar}|\phi(t)\rangle d t\right] \tag{1}
\end{align*}
$$

The first term on the right-hand side is the squared absolute value of the final overlap,

$$
\begin{equation*}
J_{0}=\left|\left\langle\phi(T) \mid \varphi_{f}\right\rangle\right|^{2} \tag{2}
\end{equation*}
$$

The second term is the penalty term with respect to an amplitude of the external field $\varepsilon(t)$. The factor $\left\langle\phi(T) \mid \varphi_{f}\right\rangle$ in the last term is introduced to decouple the conditions for the state $|\phi(t)\rangle$ and the inversely evolving state $|\chi(t)\rangle$, both of which evolve under the Hamiltonian $H[\varepsilon(t)][4,13]$. The variation of $J$ with respect to $|\phi(t)\rangle$ and $|\chi(t)\rangle$ gives Schrödinger's equations,

$$
\begin{equation*}
i \hbar \frac{d}{d t}|\phi(t)\rangle=H[\varepsilon(t)]|\phi(t)\rangle, \quad i \hbar \frac{d}{d t}|\chi(t)\rangle=H[\varepsilon(t)]|\chi(t)\rangle \tag{3}
\end{equation*}
$$

Here we impose the following boundary conditions:

$$
\begin{equation*}
|\phi(0)\rangle=\left|\varphi_{i}\right\rangle, \quad|\chi(T)\rangle=\left|\varphi_{f}\right\rangle \tag{4}
\end{equation*}
$$

Another variation of $J$ with respect to $\varepsilon(t)$ gives an expression for the external field

$$
\begin{equation*}
\varepsilon(t)=\frac{1}{\alpha \hbar} \operatorname{Im}\left[\langle\phi(t) \mid \chi(t)\rangle\langle\chi(t)| \frac{\partial H[\varepsilon(t)]}{\partial \varepsilon(t)}|\phi(t)\rangle\right] \tag{5}
\end{equation*}
$$

In actual numerical calculations, we usually solve these equations with some iteration procedure [13] because they are nonlinear with respect to $|\phi(t)\rangle$ and $|\chi(t)\rangle$. The optimal field, Eq. (5), is finally given after a local maximum of the functional is reached.

In the following subsections, we numerically demonstrate to control multilevel-multilevel transition problems in quantum chaos systems: One is a random matrix system, and the other is a quantum kicked rotor.

## A. Controlled Random Matrix System

The random matrix was first introduced by E. P. Wigner as a model to mimic unknown interactions in nuclei, and it has been studied to describe statistical natures of spectral fluctuations in quantum chaos systems [17]. Here, we introduce a random matrix system driven by a time-dependent external field $\varepsilon(t)$, which is considered as a model of highly excited atoms or molecules under an electromagnetic field. We write the Hamiltonian

$$
\begin{equation*}
H[\varepsilon(t)]=H_{0}+\varepsilon(t) V \tag{6}
\end{equation*}
$$

where $H_{0}$ and $V$ are $N \times N$ random matrices subject to the Gaussian Orthogonal Ensemble (GOE), which represent generic quantum systems with time-reversal symmetry. The matrix elements of $H_{0}$ and $V$ are scaled so that both the nearestneighbor spacing of eigenvalues of $H_{0}$ and the variance of the off-diagonal elements of $V$ become unity.

Once we fix the initial state $\left|\varphi_{i}\right\rangle$ and the final state $\left|\varphi_{f}\right\rangle$, the optimal field $\varepsilon(t)$ is obtained by some numerical procedures for appropriate values of the target time $T$ and the penalty factor $\alpha$. Though there should be many situations corresponding to the choice of $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{f}\right\rangle$, we only consider the case where they are Gaussian random vectors. It is defined by

$$
\begin{equation*}
|\varphi\rangle=\sum_{j} c_{j}\left|\phi_{j}\right\rangle \tag{7}
\end{equation*}
$$

where $c_{j}$ are complex numbers determined from the following Gaussian distribution,

$$
\begin{equation*}
P\left(c_{j}\right) \propto \exp \left(-\left|c_{j}\right|^{2}\right) \tag{8}
\end{equation*}
$$

and $\left|\phi_{j}\right\rangle$ is an orthonormal basis. ${ }^{1}$ We take this state because it is typical in a random matrix system.

We show two numerical examples for a $64 \times 64$ random matrix Hamiltonian: One is the relatively short-time case with $T=20$ and $\alpha=1$ shown in Fig. 1, and the other is the case with $T=200$ and $\alpha=10$ shown in Fig. 2. In both cases, we obtain the optimal field $\varepsilon(t)$ after 100 iterations using the Zhu-Botina-Rabitz (ZBR) scheme [13] with $\varepsilon(t)=0$ as an initial guess of the field. The initial and the target state is chosen as Gaussian random vectors as mentioned above. The final overlaps are $J_{0}=0.971$ and 0.982 , respectively.

One sees that the ZBR scheme is effective enough for random matrix systems; that is, the optimal fields can be obtained even for this type of complicated problem of multilevel-multilevel transitions. However, it seems that the further analysis is difficult because the power spectra for the optimal fields, Figs. 1 b and 2 b , are very "complex"; that is, they contain many frequency components. ${ }^{2}$

## B. Controlled Quantum Kicked Rotor

The kicked rotor (or the standard map) is one of famous models in chaotic dynamical systems, and it has been studied in various situations [17]. One feature of its chaotic dynamics is the deterministic diffusion along the momentum direction. It is also well known that if we quantize this system, this diffusion is

[^21]Figure 1. Optimal control between Gaussian random vectors in a $64 \times 64$ random matrix system by the Zhu-Botina-Rabitz scheme with $T=20$ and $\alpha=1$. (a) The optimal field after 100 iterations; (b) its power spectrum; (c) the optimal evolution of the squared overlap with the target $\left|\left\langle\phi(t) \mid \varphi_{f}\right\rangle\right|^{2}$ as well as its magnified values near the target time in the inset; (d) the convergence behavior of the overlap $J_{0}$ (solid curve) and the functional $J$ (dashed curve) versus the number of iteration steps.



Figure 2. Optimal control between Gaussian random vectors in a $64 \times 64$ random matrix system by the Zhu-Botina-Rabitz scheme with $T=200$ and $\alpha=10$. (a) The optimal field after 100 iterations; (b) its power spectrum; (c) the optimal evolution of the squared overlap with the target, $\left|\left\langle\phi(t) \mid \varphi_{f}\right\rangle\right|^{2}$ as well as its magnified values near the target time in the inset; (d) the convergence behavior of the overlap $J_{0}$ (solid curve) and the functional $J$ (dashed curve) versus the number of iteration steps.
suppressed by the effects of the wavefunction localization in momentum space [16].

Here we employ the quantum kicked rotor as a simple model of quantum chaos systems. The Hamiltonian of a kicked rotor is written as

$$
\begin{equation*}
H_{\mathrm{KR}}(t)=\frac{p^{2}}{2}+\frac{K}{\tau} \cos \theta \sum_{n=-\infty}^{\infty} \delta(t-n \tau) \tag{9}
\end{equation*}
$$

where $\theta$ is an angle $(\bmod 2 \pi), p$ momentum, $K$ a kick strength, and $\tau$ a period between kicks. An external field $\varepsilon(t)$ is applied through the coupling Hamiltonian

$$
\begin{equation*}
H_{I}[\varepsilon(t)]=-\mu(\theta) \varepsilon(t) \tag{10}
\end{equation*}
$$

where the dipole moment is assumed to be

$$
\begin{equation*}
\mu(\theta)=-\cos \left(\theta+\delta \theta_{0}\right) \tag{11}
\end{equation*}
$$

The extra phase $\delta \theta_{0}$ is introduced to break symmetry of the system. We take $\delta \theta_{0}=\pi / 3$ in the numerical calculations throughout this chapter. The total Hamiltonian is given by

$$
\begin{equation*}
H[\varepsilon(t)]=H_{\mathrm{KR}}(t)+H_{\mathrm{I}}[\varepsilon(t)] \tag{12}
\end{equation*}
$$

For easiness of computation, we impose a periodic boundary condition for $p$ as well as $\theta$; the phase space of the corresponding classical system becomes a two-dimensional torus [22,23]. In this case, Planck's constant is given by $\hbar=2 \pi M / \tau N$, where $p= \pm M \pi$ defines the periodic boundaries in the momentum space, and $N$ is the number of discrete points describing $\theta$ and $p$. In the actual calculations, we set $\tau=1$.

The kicked rotor is often described only at discrete time immediately after/ before the periodic kicks. In our control problem, however, we must represent dynamics driven by $\varepsilon(t)$ between those kicks. Then, we can apply the Zhu-Botina-Rabitz scheme as usual. According to Eq. (5), the optimal external field is given by

$$
\begin{equation*}
\varepsilon(t)=-\frac{1}{\alpha \hbar} \operatorname{Im}[\langle\phi(t) \mid \chi(t)\rangle\langle\chi(t)| \mu(\theta)|\phi(t)\rangle] \tag{13}
\end{equation*}
$$

Note that because $\mu(\theta)$ commutes with the unitary operator $e^{-i K \cos \theta / \hbar}$ of a kick, $\varepsilon(t)$ is obtained as a continuous function of time even at the moment of the delta kicks.

In Figs. 3 and 4, we show numerical results for the quantum kicked rotor ${ }^{3}$ as in Section II.A. The system parameters are chosen to pick up a regular dynamics (Fig. 3) and a chaotic dynamics (Fig. 4), and the others are $T=400$ and $\alpha=1$. The optimal field after 100 iterations for the regular case (Fig. 3a) is much simpler than that for the chaotic case (Fig. 4a). (See also Figs. 3b and 4b.) This is because more states are involved in the latter chaotic process.

Next we investigate the wavepacket dynamics in phase space using the Husimi representation [24]. The initial and final states, $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{f}\right\rangle$, are chosen as minimum uncertainty (Gaussian) packets centered at $\left(\theta_{i}, p_{i}\right)$ and $\left(\theta_{f}, p_{f}\right)$, respectively. In Fig. 5a, we show the result for the regular case corresponding to Fig. 3. Optimal control is achieved for a wavepacket motion within a torus with $J_{0}=0.989$. ${ }^{4}$ Figure 5 b shows the controlled dynamics for the chaotic case corresponding to Fig. 4. In this case, the wavepacket once spreads all over the phase space due to the chaotic nature of the system, but it gets together at the target time $T$ with $J_{0}=0.969$. In both regular and chaotic cases, the ZBR-OCT scheme works well for the quantum kicked rotor [25].

## III. COARSE-GRAINED PICTURE

If we apply a resonant external field to a two-level system, we can observe a Rabi oscillation. In such a case, the quantum state is well described by

$$
\begin{equation*}
|\phi(t)\rangle=e^{E_{1} t / i \hbar}\left|\phi_{1}\right\rangle \cos [|\Omega| t]-i e^{-i \theta} e^{E_{2} t / i \hbar}\left|\phi_{2}\right\rangle \sin [|\Omega| t] \tag{14}
\end{equation*}
$$

where $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle\left(E_{1}\right.$ and $\left.E_{2}\right)$ are two eigenstates (eigenenergies) of the system, $|\Omega| \equiv\left|\varepsilon_{0} \mu_{12}\right| / \hbar$ is the Rabi frequency, $\mu_{12} \equiv\left\langle\phi_{1}\right| \hat{\mu}\left|\phi_{2}\right\rangle$ is a matrix element of a dipole operator $\hat{\mu}, \varepsilon_{0}$ is an amplitude of the field, and $\theta$ is a certain phase parameter.

In this section, we study the controlled dynamics from an initial state $\left|\varphi_{i}\right\rangle$ at $t=0$ to a target state $\left|\varphi_{f}\right\rangle$ at $t=T$ in a multistate quantum mechanical system described by Eq. (6). By introducing a "coarse-grained" picture, which means neglecting highly oscillating terms as the case of rotating-wave approximation (RWA) [5] and assuming that $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{f}\right\rangle$ contain many eigenstates without any correlation between them, we show that the controlled dynamics can be represented as a transition between a pair of time-dependent states [26].
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Figure 4. Optimal control in a chaotic kicked rotor with $K=7$ and $\hbar=0.3436$ by the Zhu-Botina-Rabitz scheme with $T=400$ and $\alpha=1$. (a) The optimal field after 100 iterations; (b) its power spectrum; (c) the optimal evolution of the squared overlap with the target, $\left|\left\langle\phi(t) \mid \varphi_{f}\right\rangle\right|^{2}$ as well as its magnified values near the target time in the inset; ( $d$ ) the convergence behavior of the overlap $J_{0}$ (solid curve) and the functional $J$ (dashed curve) versus the number of iteration steps.


Figure 5. Time evolution of the Husimi distribution for quantum kicked rotors with $\hbar=0.3436$ under an optimal field after 100 iterations. The Zhu-Botina-Rabitz scheme was used with the penalty factor $\alpha=1$ and the target time $T=400$. From left to right, quantum states immediately after the kick at $t=0,1,2,10,100,200,300,398,399$, and 400 are depicted. (a) The parameters are $K=1$ (regular case), $\left(\theta_{i}, p_{i}\right)=(1.0,1.0)$ and $\left(\theta_{f}, p_{f}\right)=(1.0,-1.0)$; (b) $K=7$ (chaotic case), $\left(\theta_{i}, p_{i}\right)=(1.0,1.0)$ and $\left(\theta_{f}, p_{f}\right)=(1.0,-10.0)$.

## A. Coarse-Grained Rabi State and Frequency

As shown in Section II.A, the overlap in the controlled dynamics rapidly oscillates because the system contains many states. To analyze this complicated behavior more easily, we introduce the following two time-dependent states,

$$
\begin{equation*}
\left|\phi_{0}(t)\right\rangle=\hat{U}_{0}(t, 0)\left|\varphi_{i}\right\rangle, \quad\left|\chi_{0}(t)\right\rangle=\hat{U}_{0}(t, T)\left|\varphi_{f}\right\rangle \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{U}_{0}\left(t_{2}, t_{1}\right)=e^{-i H_{0}\left(t_{2}-t_{1}\right) / \hbar} \tag{16}
\end{equation*}
$$

is a "free" propagator with $H_{0}$ from $t=t_{1}$ to $t_{2}$, and $T$ is a target time. These states are an analogue of eigenstates in the usual Rabi state (1.14), and we try to describe the controlled dynamics as a transition from $\left|\phi_{0}(t)\right\rangle$ to $\left|\chi_{0}(t)\right\rangle$.

We introduce another quantum state by a linear combination of the two timedependent states,

$$
\begin{equation*}
|\phi(t)\rangle=\left|\phi_{0}(t)\right\rangle c(t)+\left|\chi_{0}(t)\right\rangle s(t) \tag{17}
\end{equation*}
$$

where $c(t)$ and $s(t)$ are functions satisfying a normalization condition:

$$
\begin{equation*}
|c(t)|^{2}+|s(t)|^{2}=1 \tag{18}
\end{equation*}
$$

If we require $|\phi(t)\rangle$ to satisfy Schrödinger's equation, we obtain

$$
\begin{equation*}
i \hbar\left[\left|\phi_{0}(t)\right\rangle \frac{d}{d t} c(t)+\left|\chi_{0}(t)\right\rangle \frac{d}{d t} s(t)\right]=\varepsilon(t) V\left[\left|\phi_{0}(t)\right\rangle c(t)+\left|\chi_{0}(t)\right\rangle s(t)\right] \tag{19}
\end{equation*}
$$

Multiplying $\left\langle\phi_{0}(t)\right|$ and $\left\langle\chi_{0}(t)\right|$ from the left gives the following equations for $c(t)$ and $s(t)$

$$
i \hbar \frac{d}{d t}\binom{c(t)}{s(t)}=\left(\begin{array}{cc}
\left\langle\phi_{0}(t)\right| \varepsilon(t) V\left|\phi_{0}(t)\right\rangle & \left\langle\phi_{0}(t)\right| \varepsilon(t) V\left|\chi_{0}(t)\right\rangle  \tag{20}\\
\left\langle\chi_{0}(t)\right| \varepsilon(t) V\left|\phi_{0}(t)\right\rangle & \left\langle\chi_{0}(t)\right| \varepsilon(t) V\left|\chi_{0}(t)\right\rangle
\end{array}\right)\binom{c(t)}{s(t)}
$$

where we have used

$$
\begin{equation*}
\left|\left\langle\phi_{0}(t) \mid \chi_{0}(t)\right\rangle\right| \ll 1 \tag{21}
\end{equation*}
$$

which is satisfied when $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{f}\right\rangle$ are random vectors with a large number of elements.

Our aim is not to solve Eq. (20) exactly, but to find a coarse-grained (CG) solution by ignoring rapidly oscillating terms when the target time $T$ is large enough. If we use the well-optimized field $\varepsilon(t)$, we expect that the conditions

$$
\begin{equation*}
\left.\left|\left\langle\phi_{0}(t)\right| \varepsilon(t) V\right| \phi_{0}(t)\right\rangle\left|,\left|\left\langle\chi_{0}(t)\right| \varepsilon(t) V\right| \chi_{0}(t)\right\rangle|\ll|\left\langle\phi_{0}(t)\right| \varepsilon(t) V\left|\chi_{0}(t)\right\rangle \mid \tag{22}
\end{equation*}
$$

are satisfied for $T \rightarrow \infty$ under the coarse-grained picture. The validity of this condition will be checked in Section III.B.

Under this condition, we obtain the following simple equations:

$$
i \hbar \frac{d}{d t}\binom{c(t)}{s(t)}=\left(\begin{array}{cc}
0 & \hbar \Omega  \tag{23}\\
\hbar \Omega^{*} & 0
\end{array}\right)\binom{c(t)}{s(t)}
$$

where

$$
\begin{equation*}
\Omega \equiv\left\langle\frac{\left\langle\phi_{0}(t)\right| \varepsilon(t) V\left|\chi_{0}(t)\right\rangle}{\hbar}\right\rangle_{\mathrm{CG}} \tag{24}
\end{equation*}
$$

is a frequency defined by ignoring rapidly oscillating terms. We also expect that $\Omega$ has a constant (time-independent) value, which will be justified below. Then, the boundary conditions $c(0)=1$ and $s(0)=0$ gives a solution

$$
\begin{equation*}
c(t)=\cos [|\Omega| t], \quad s(t)=-i e^{-i \theta} \sin [|\Omega| t] \tag{25}
\end{equation*}
$$

where $e^{i \theta}=\Omega /|\Omega|$. The final expression of the controlled dynamics is

$$
\begin{equation*}
|\phi(t)\rangle=\left|\phi_{0}(t)\right\rangle \cos [|\Omega| t]-i e^{-i \theta}\left|\chi_{0}(t)\right\rangle \sin [|\Omega| t] \tag{26}
\end{equation*}
$$

Note that this state is interpreted to represent a transition between $\left|\phi_{0}(t)\right\rangle$ and $\left|\chi_{0}(t)\right\rangle$ or that between $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{f}\right\rangle$. Since this is very similar to the usual Rabi state, Eq. (14), we call this state, Eq. (26), "CG Rabi state" and call the frequency, Eq. (24), "CG Rabi frequency."

## B. Actual Coarse-Graining Procedure

In the previous subsection, we have introduced the concept "coarse-graining" (CG) to define the CG Rabi frequency $\Omega$, Eq. (24). In the actual calculations, we carry out this procedure by averaging over a certain time interval,

$$
\begin{equation*}
\langle A(t)\rangle_{\mathrm{CG}} \equiv \frac{1}{t_{2}-t_{1}} \int_{t_{1}}^{t_{2}} A\left(t^{\prime}\right) d t^{\prime} \tag{27}
\end{equation*}
$$

Though this result depends on the choice of $t_{1}, t_{2}$ in general, we consider that there exists a natural time scale where the time averaging is meaningful. In optimal control problems, if we choose the target time $T$ large enough, we can substitute the range of the integration into above expression, i.e., $t_{1}=0$ to $t_{2}=T$.

To check when the condition, Eq. (22), is fulfilled, and when the CG Rabi frequency $\Omega$ defined in Eq. (24) becomes constant, we introduce the
following integrals:

$$
\begin{align*}
F(t) & =\int_{0}^{t}\left\langle\phi_{0}\left(t^{\prime}\right)\right| \varepsilon\left(t^{\prime}\right) V\left|\chi_{0}\left(t^{\prime}\right)\right\rangle d t^{\prime}  \tag{28}\\
g_{\phi}(t) & =\int_{0}^{t}\left\langle\phi_{0}\left(t^{\prime}\right)\right| \varepsilon\left(t^{\prime}\right) V\left|\phi_{0}\left(t^{\prime}\right)\right\rangle d t^{\prime}  \tag{29}\\
g_{\chi}(t) & =\int_{0}^{t}\left\langle\chi_{0}\left(t^{\prime}\right)\right| \varepsilon\left(t^{\prime}\right) V\left|\chi_{0}\left(t^{\prime}\right)\right\rangle d t^{\prime} \tag{30}
\end{align*}
$$

Though the integrands are rapidly oscillating, a certain smoothness can be observed in those integrals, especially for $F(t)$. In such a case, we judge that "coarse-graining" (CG) is appropriate. Note that $F(t)$ is a linear function of $t$ when the CG Rabi frequency $\Omega$ is constant.

Figure 6 shows $|F(t)|,\left|g_{\phi}(t)\right|$, and $\left|g_{\chi}(t)\right|$ obtained from the numerical results in Section II.A. For the case of $T=20$ in Fig. 6a, the values of $g_{\phi}(t)$ and $g_{\chi}(t)$ are small compared to $F(t)$, but $F(t)$ cannot be considered as a linear function of $t$. Thus, CG is not appropriate in this case. On the other hand, examining the case of $T=200$ in Fig. 6b, we realize that the condition, Eq. (22), is satisfied, and $F(t)$ is regarded as a linear function of $t$. Hence we conclude that CG for random matrix systems is appropriate for a rather large target time $T$, and in such a case the CG Rabi frequency becomes constant.

## C. Smooth Transition Between Random Vectors

In Section II.A, we have already obtained the optimal field $\varepsilon(t)$ by the numerical calculation for the random matrix systems, Eq. (6). However, only the overlap between the time-evolving controlled state $|\phi(t)\rangle$ and the target state $\left|\varphi_{f}\right\rangle$ was shown there. In this section, we show the overlaps between the time-dependent states defined by Eq. (15) and $|\phi(t)\rangle$, and we find a smooth transition picture.

In Fig. 7a, we show the overlap $\left|\left\langle\phi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$ and $\left|\left\langle\chi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$ that are obtained from the dynamics driven by the same external field shown in Fig. 1a. Those curves in the figure are not smooth, and it seems to be difficult to approximate them by the CG Rabi state, Eq. (26), with a constant $\Omega$. In Fig. 7b, on the other hand, we see a smooth transition from $\left|\phi_{0}(t)\right\rangle$ to $\left|\chi_{0}(t)\right\rangle$, which is induced by the optimal field shown in Fig. 2a. In this case, the dynamics can be well represented by the CG Rabi state with a constant $\Omega$.

## IV. ANALYTIC EXPRESSION FOR THE OPTIMAL FIELD

In the previous sections, we have studied the controlled dynamics when an optimal field is first given by the ZBR-OCT scheme. In this section, in turn, we


Figure 6. Absolute values of the functions $F(t), g_{\phi}(t)$, and $g_{\chi}(t)$ (see the main text) are shown. (a) $T=20$ and $\alpha=1$; (b) $T=200$ and $\alpha=10$. The external fields used in these calculations are already shown in Fig. 1a and Fig. 2a, respectively.
first assume that the dynamics is well approximated by the CG Rabi state and then try to derive an analytic optimal field by using OCT [26].

## A. Coarse-Grained Transition Element

We start from an assumption that optimally controlled quantum states are represented by the CG Rabi states; that is, the forwardly evolving state $|\phi(t)\rangle$ and the inversely evolving state $|\chi(t)\rangle$ are assumed to be

$$
\begin{align*}
|\phi(t)\rangle & =\left|\phi_{0}(t)\right\rangle \cos [|\Omega| t]-i e^{-i \theta}\left|\chi_{0}(t)\right\rangle \sin [|\Omega| t]  \tag{31}\\
|\chi(t)\rangle & =-i e^{i \theta}\left|\phi_{0}(t)\right\rangle \sin [|\Omega|(t-T)]+\left|\chi_{0}(t)\right\rangle \cos [|\Omega|(t-T)] \tag{32}
\end{align*}
$$



Figure 7. The overlaps $\left|\left\langle\phi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}--$ and $\left|\left\langle\chi_{0}(t) \mid \phi(t)\right\rangle\right|^{2} —$ are shown. (a) $T=20$ and $\alpha=1$; (b) $T=200$ and $\alpha=10$. The external fields used in these calculations are already shown in Figs. 1a and 2 a , respectively.

As we have seen numerically in Section III.C, the optimal field induces a smooth transition between $\left|\phi_{0}(t)\right\rangle$ and $\left|\chi_{0}(t)\right\rangle$. In this section, we employ OCT to study an analytic formulation of the optimal field. Substituting Eqs. (31) and (32) into the expression of the optimal field, Eq. (5), and after some manipulations, we obtain

$$
\begin{equation*}
\varepsilon(t)=\frac{\sin 2[|\Omega| T]}{2 \alpha \hbar} \operatorname{Re}\left[e^{-i \theta}\left\langle\phi_{0}(t)\right| V\left|\chi_{0}(t)\right\rangle\right] \tag{33}
\end{equation*}
$$

where $\left|\left\langle\phi_{0}(t) \mid \chi_{0}(t)\right\rangle\right| \ll 1$ has been used as before. This is an analytic expression for the optimal field while the value of the CG Rabi frequency $\Omega$ and the phase parameter $\theta$ have not been determined yet.

The definition of the CG Rabi frequency, Eq. (24), is used to determine $|\Omega|$. Substituting Eq. (33) and using the relation $\Omega=e^{i \theta}|\Omega|$, we obtain

$$
\begin{equation*}
|\Omega|=\frac{\bar{V}^{2} \sin [2|\Omega| T]}{4 \alpha \hbar^{2}} \tag{34}
\end{equation*}
$$

where

$$
\begin{equation*}
\left.\left.\bar{V}^{2} \equiv\langle |\left\langle\phi_{0}(t)\right| V\left|\chi_{0}(t)\right\rangle\right|^{2}+\left[e^{-i \theta}\left\langle\phi_{0}(t)\right| V\left|\chi_{0}(t)\right\rangle\right]^{2}\right\rangle_{\mathrm{CG}} \tag{35}
\end{equation*}
$$

is a CG transition element. This equation gives $|\Omega|$ when the penalty factor $\alpha$ and the target time $T$ are fixed. For a large $T$, the second term in the right-hand side is considered small compared to the first term. In order to see this, we represent the initial and final state using the eigenstates $\left|\phi_{k}\right\rangle$ of $H_{0}$ as

$$
\begin{equation*}
\left|\varphi_{i}\right\rangle=\sum_{j} c_{j}\left|\phi_{j}\right\rangle, \quad\left|\varphi_{f}\right\rangle=\sum_{k} d_{k}\left|\phi_{k}\right\rangle \tag{36}
\end{equation*}
$$

with the coefficients $c_{j}$ and $d_{j}$. For a large $T$, we can ignore oscillating terms to obtain

$$
\begin{align*}
& \left.\left|\left\langle\phi_{0}(t)\right| V\right| \chi_{0}(t)\right\rangle\left.\right|^{2}=\sum_{j, k}\left|c_{j}\right|^{2}\left|V_{j k}\right|^{2}\left|d_{k}\right|^{2}+|R(T)|^{2}  \tag{37}\\
& {\left[\left\langle\phi_{0}(t)\right| V\left|\chi_{0}(t)\right\rangle\right]^{2}=(R(T))^{2}} \tag{38}
\end{align*}
$$

where

$$
\begin{equation*}
R(T) \equiv \sum_{j} c_{j}^{*} V_{j j} d_{j} e^{-E_{j} T / i \hbar} \tag{39}
\end{equation*}
$$

becomes small for $N \rightarrow \infty$ when $\left|\varphi_{i}\right\rangle$ and $\left|\varphi_{f}\right\rangle$ are random vectors (without any special correlation). Thus Eq. (35) is simplified as

$$
\begin{equation*}
\bar{V}^{2} \approx \sum_{j, k}\left|c_{j}\right|^{2}\left|V_{j k}\right|^{2}\left|d_{k}\right|^{2} \tag{40}
\end{equation*}
$$

If the condition

$$
\begin{equation*}
\frac{\bar{V}^{2} T}{2 \alpha \hbar^{2}}>1 \tag{41}
\end{equation*}
$$

is satisfied, at least one $|\Omega|(\Omega \neq 0)$ is obtained from Eq. (34). Using this $|\Omega|$, the final overlap $J_{0}$ is given by

$$
\begin{equation*}
J_{0}=\sin ^{2}[|\Omega| T] \tag{42}
\end{equation*}
$$

and the averaged amplitude $\bar{\varepsilon}$ of the external field (1.33) is calculated as

$$
\begin{equation*}
\bar{\varepsilon} \equiv \sqrt{\frac{1}{T} \int_{0}^{T}|\varepsilon(t)|^{2} d t} \approx \frac{\sqrt{2} \hbar|\Omega|}{\bar{V}} \tag{43}
\end{equation*}
$$

In Fig. 8, we compare the predicted values, Eqs. (42) and (43), with the numerical results for the random matrix system. Those results agree well each other especially for a large $T$; that is, the CG picture is valid and useful especially for a large target time $T$. ${ }^{5}$

## B. Analytic Solution for Perfect Control

In the ZBR scheme, we must choose a small penalty factor $\alpha$ to make the final overlap large enough. In our analytical results, if we take the limit $\alpha \rightarrow 0$, we find that

$$
\begin{equation*}
|\Omega|=\frac{(2 k-1) \pi}{2 T} \quad(k=1,2, \ldots) \tag{44}
\end{equation*}
$$

satisfies Eq. (34), and then $J_{0}=1$; that is, perfect control is achieved. Using Eqs. (33) and (34), the optimal field for the perfect control in the small $\alpha$ limit is obtained as

$$
\begin{equation*}
\varepsilon(t)=\frac{(2 k-1) \pi \hbar}{\bar{V}^{2} T} \operatorname{Re}\left[e^{-i \theta}\left\langle\phi_{0}(t)\right| V\left|\chi_{0}(t)\right\rangle\right] \tag{45}
\end{equation*}
$$

where $\theta$ can be determined by a normalization condition as

$$
\begin{equation*}
e^{2 i \theta}=\frac{\left\langle\phi_{0}(T) \mid \varphi_{f}\right\rangle}{\left\langle\varphi_{f} \mid \phi_{0}(T)\right\rangle} \tag{46}
\end{equation*}
$$

This field is expected to be the optimal field that steers the quantum state $\left|\varphi_{i}\right\rangle$ at $t=0$ to $\left|\varphi_{f}\right\rangle$ at $t=T$, and it also induces a CG Rabi oscillation beween $\left|\phi_{0}(t)\right\rangle$
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Figure 8. (a) The final overlap $J_{0}=\left|\left\langle\phi(T) \mid \varphi_{f}\right\rangle\right|^{2}$ and (b) the averaged field amplitude $\bar{\varepsilon}$ for a $64 \times 64$ random matrix system are shown as a function of the target time $T$. Crosses $(\times)$ represent the numerical results by the Zhu-Botina-Rabitz scheme. Solid curves represent our analytic results under the assumption of the CG Rabi state.
and $\left|\chi_{0}(t)\right\rangle$. Note that the penalty factor $\alpha$ does not appear in Eq. (45), so this is different from other non-iterative optimal fields discussed in Ref. 15.

We next examine when and how the analytic optimal field works for a random matrix system ( $256 \times 256$ GOE random matrix). Figure 9 demonstrates the coarse-grained Rabi oscillation induced by the analytic field, Eq. (45), with $k=3$, where smooth oscillations of $\left|\left\langle\phi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$ and $\left|\left\langle\chi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$ are observed. The initial and the target states are both Gaussian random vectors with 256 elements. This result shows that the field actually produces the CG Rabi oscillation in the random matrix system.

Finally, in Fig. 10, we show the performance of the analytic field, Eq. (45), for the same type of control problem with various matrix sizes. The abscissa and the ordinate are the target time $T$ and the residual probability $1-J_{0}$,


Figure 9. The coarse-grained Rabi oscillation induced by the analytical external field for perfect control is shown for the case $k=3$ in Eq. (45). The solid curve represents $\left|\left\langle\chi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$, and the dashed curve represents $\left|\left\langle\phi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$. The initial and the target states are Gaussian random vectors in a $256 \times 256 \mathrm{GOE}$ random matrix system.


Figure 10. The target-time dependence of the final overlap $J_{0}$ by the analytic optimal field with $k=1$ is shown. The residual probability $1-J_{0}$ from perfect control $J_{0}=1$ is depicted for various matrix sizes $N$ of GOE random matrices. The initial and the final states are Gaussian random vectors.
respectively. This result shows that the final overlap $J_{0}$ approaches unity; that is, perfect control is achieved as the target time and the matrix size become both large.

## V. SUMMARY AND DISCUSSION

We have studied optimal control of random matrix systems and a quantum kicked rotor as examples of quantum chaos systems. Using the ZBR-OCT scheme, we numerically achieved almost perfect control for the above systems where the initial state $\left|\varphi_{i}\right\rangle$ and the target state $\left|\varphi_{f}\right\rangle$ are random vectors (except the case of a quantum kicked rotor with $K=1$ ). However, the optimal fields and the overlap $\left|\left\langle\phi(t) \mid \varphi_{f}\right\rangle\right|^{2}$ thus obtained are too complicated to be analyzed as shown in Figs. 1, 2, 3, and 4. On the other hand, as shown in Fig. 7, the overlaps $\left|\left\langle\phi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$ and $\left|\left\langle\chi_{0}(t) \mid \phi(t)\right\rangle\right|^{2}$ are rather smooth where $\left|\phi_{0}(t)\right\rangle\left(\left|\chi_{0}(t)\right\rangle\right)$ represents a free forward (backward) evolution of the system, so we can introduce coarse grained concepts: a CG Rabi state and a CG Rabi frequency. The CG Rabi state is an analogue of a usual Rabi state, but it describes a transition between $\left|\phi_{0}(t)\right\rangle$ and $\left|\chi_{0}(t)\right\rangle$ as in Eq. (26). The CG Rabi frequency is defined by ignoring rapidly oscillating terms as in Eq. (24). We applied this picture to OCT and obtained an analytic expression for the optimal field, Eq. (45). We also numerically confirmed that the analytic field actually works in controlling random vectors when the target time and the matrix size are both large enough.

In closing, we discuss future directions of this study: (a) We mainly studied strong-chaos limit cases as random matrix systems, and we applied the coarse grained ideas to them. Thus, the next problem should be addressed on less chaotic cases as banded random matrix systems. A quantum kicked rotor with a small $K$ will be a good example for that purpose [27]. (b) The other interesting problem is the semiclassical limit of the controlled dynamics. Though we have shown that quantum chaos systems can be controlled, we don't know its semiclassical behavior since there are many difficulties in taking the semiclassical limit $\hbar \rightarrow 0$. There are, on the other hand, many works studying chaos control in classical mechanics, and there are some examples utilizing stochastic features of phase space in "targeting" problems [28,29]. In this respect, it is strongly desirable to study chaos control from semiclassical points of view $[30,31]$. (c) In connection with quantum information processings, control of quantum entanglement in quantum chaos systems [32] will be another interesting subject to be pursued.
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## SUBJECT INDEX

Letter in boldface indicates the volume.
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low-frequency approximation, A:418-422
Melnikov method, A:417-418

Advection-reaction-diffusion equation (ARD), chaotic transitions, inert and reactive substances, B:521-522
FKPP reaction, B:530-531
Allan variance, multibasin protein landscapes, chaotic transition, regularity:
nonstationarity in energy fluctuations, B:270-285
temperature dependence in dimensionality of folding dynamics, B:293-299
Alternative Rice, Ramsperger, Kassel and Marcus (ARRKM) rate theory:
unimolecular reaction:
Gray-Rice-Davis predissociation theory, A:39-41
helium-iodine predissociation, A:60-61
quantization, A:108-111
rigorous quantum rate $v s$.,
A:111-114
unimolecular reaction rate, isomerization theory, A:70-75
Amplitude measurements:
fringed tunneling models, multiple trajectories, A:424-425
phase-space transition states, Melnikov integral, A:367-371
Angle-action variables, unimolecular reaction rate theory:
KAM theorem, A:13-14
phase-space structure, A:11-12
quantum transport, cantori systems, A:129-131

[^26]Angle space diffusion, globally-coupled Hamiltonian systems, relaxation and diffusion, Hamilton mean field model, B:488-498
equilibrium diffusion, B:489-490
nonstationary state, B:494-496
quasi-stationary state, B:491-493
Angular momentum, phase-space transition state geometry, A:247-261
astrophysics applications, A:256-261
inelastic scattering, A:257-261
rotating frame dynamics, A:248-256
relative equilibrium, A:249-251
van der Waals complex, A:251-256
three degrees of freedom, Hénon-Heiles potential, A:238-244
triatomic dynamics, zero angular momentum, A:244-247
Anharmonicity:
heat transfer, quantum energy flow, protein vibrational states, B:238-241
resonantly coupled isomerizing/dissociating systems, A:286-287
Anomalous diffusion:
chaotic transitions, inert substances, B:523-527
strong anomalous diffusion, B:527-530
weak vs. strong diffusion, B:526-527
globally-coupled Hamiltonian systems, relaxation and diffusion, Hamilton mean field (HMF) model, B:479-480
heat transfer, quantum energy flow, B:227-238
multidimensional Hamiltonian systems, resonance and transport, B:440-442
slow relaxation, internal degrees of freedom, Hamiltonian systems, mixed-phase space, B:379-387
unimolecular reaction rate, faster-thanclassical dynamics, A:134-137
Anomalous time series, multichannel chemical isomerization, multi-basin potential, structural transitions, B:31-34
Anomalous variance, nonergodic adiabatic invariant, fluctuation-dissipation theorem, excess heat production, B:361-368
Hamiltonian chaotic systems, B:363-367
microcanonical distribution, B:361-363

Anti-harmonic oscillator equation, phase-space transition state geometry, one degree of freedom model, linearized Hamiltonian, A:225-227
Antiproton-proton-antiproton system, collinear eZe configuration, A:330
A priori distribution:
multichannel chemical isomerization:
linear surprisal theory, B:80
microcanonical temperature, B:58-62
multichannel isomerization, B:28
"Apt" coordinates, Wigner's transition state dynamics, rank-one saddle phase-space structure, A:184-186

## Argon clusters:

multibasin landscapes, chaotic transition, regularity, B:265-266
onset dynamics, phase transition:
analytic techniques, B:131-136
configuration entropy, B:140
configuration space, B:140-142
gradient extremal, B:131-133
Lindemann's criterion, B:138-139
additional potentials, B:148-151
Lyapunov and KS entropy, B:142-143
partitioned cell dynamics, B:145-146
potential energy surface, cell petition, B: 133-134
potential function, MD simulation, and temperature, B:135-136
reaction paths, $\mathbf{B}: 136-138$
stationary points, B:143-145
structural characteristics, B:136
watershed, B:146-148
power spectra and phase-space dimensions, B:5-11
slow relaxation, internal degrees of freedom, Hamiltonian systems, B:389-392
Argon-iodine molecules, unimolecular reaction rate theory, predissociation, A:61-63
Arnold diffusion
atomic clusters, B:23
multidimensional Hamiltonian Systems, resonance and transport, B:438, B:462
multidimensional phase space: slow dynamics, B:427-430
multi-precision numerical method, B:430-435
unimolecular reaction rate theory:
phase-space structure, bottlenecks, manydimensional systems, A:20
quantum transport, classically chaotic systems, A:131-134
web model, phase-space transition states:
Melnikov integral derivation, A:341-342, A:371-377
normally hyperbolic invariant manifold connections, A:340
tangency and, A:378-385
Arnold model: see Arnold diffusion
Arrhenius relation:
isomerization:
atomic clusters, B:27-28
multichannel dynamics, B:27-28
multichannel isomerization:
isomer lifetimes, B:53-70
basic principles, B:60-62
canonical temperature, B:70
definition, B:57-60
density of states evaluation, B:55-56
exponential relation, average lifetimes,
B:62-70
liquid-like ergodicity and
nonergodicity, B:67-69
$\mathrm{M}_{7}$ single exponential form case study, B:65-67
multiexponential form, B:62-63
single exponential form, B:64-65
lifetime averaging law, B:53-55
local temperatures, B:60
microcanonical temperature, numerical calculation, B:60-62
rapid alloying, microcluster dynamics, radial and surface diffusion, B:167-170
Artificial life (AL) research, recursive cell production and evolution, catalytic reaction network, B:553-557
Astrophysics applications, phase-space transition state geometry, angular momentum, A:256-261
Asymptotic conditions:
intramolecular dynamics, floppy molecules, canonical perturbation theory, A:275-278
phase-space transition states: angular momentum, astrophysics
applications, A:261
tangency, A:378-385

Atomic clusters:
basic properties, B:3-4
Kolmogorov entropy, B:5-11
level spacing distributions, B:4-5
Lyapunov exponents, B:5-11
molecular internal space, isomerization dynamics, B:90-91
nonlinear canonical transformation, B:21-22
phase-space dimensions, B:5-11
power spectra, B:5-11
regularity, chaos and ergodicity characteristics, B:11-20
Autocatalytic network, recursive cell production and evolution, B:573-595
core hypercycle minority, B:582-583
evolution models, B:585-588
intermingled hypercycle network stabilization, B:581-582
molecular models, B:574-575
phase states, B:575-581
random network localization, B:583
statistical law, B:588-595
deviation from universal statistics, B:593-595
universal statistics, B:593
switching mechanism, B:584-585
Autocorrelation, fluctuation-dissipation theorem, excess heat production, B:357-359
Averaged kinetic temperature controlling method (AKTCM), rapid alloying, microcluster dynamics:
nano-sized clusters, B:159
size effect, B:161-164
Average mutual information, multibasin landscapes, chaotic transition, regularity, state-space structures, B:292-294

Backward reactive trajectories, Wigner's transition state dynamics, rank-one saddle phase-space structure:
normally hyperbolic invariant manifolds, A:188-190
transition state principles, A:190-191
Ballistic pathway, chaotic transition, regularity, two-basin landscapes, Kramers-Grote-Hynes theory, A:164-165

Basin transition:
molecular internal space, democratic centrifugal force, B:106
multichannel chemical isomerization, microcanonical temperature, B:57-62
Bath interaction:
chaotic transition, regularity, two-basin landscapes, Kramers-Grote-Hynes theory, A:164-165
vibrational energy relaxation, force-forcecorrelation function approximations, B: 187-190
Wigner's transition state dynamics, theoretical background, A:174-175
Belousov-Zhabotinsky (BZ) reaction, phasespace transition states, hyperbolicity breakdown, A:389-392
Bending energy fluctuation, multibasin landscapes, chaotic transition, regularity, nonstationarity in, B:278-282
Berendsen algorithm, multibasin landscapes, chaotic transition, regularity, constanttemperature molecular dynamics, B:309-310
Bernoulli system, multibasin landscapes, chaotic transition, regularity, nonstationarity in energy fluctuations, B:274-280
Bifurcation mechanisms:
multichannel isomerization, inter-basin mixing, reaction tubes, B:47-50
phase-space transition states: hyperbolicity breakdown, A:391-392
multidimensional chaos crisis, A:392-395
resonantly coupled isomerizing/dissociating systems:
high energy bifurcations, A:296-301
saddle-node bifurcations, A:287-296
Binary clusters, rapid alloying, microcluster dynamics:
floppy surface atoms and PES reaction paths, B:170-171
heat of solution, B:164-165
molecular dynamics simulation, B:160-161
nano-sized clusters, B:157-160
procedural characteristics, B:157-158
simulation model, B:158-160
radial and surface diffusion, B:167-170
reaction path numerical simulation, B:171-173
saddle point energy distribution, B:173-175
size effect, B:161-164
solid phase, B:165-166
Binary collisions, Coulomb three-body problem, zero angular momentum, A:315-319
Birkhoff-Gustavson procedure, intramolecular dynamics, floppy molecules, canonical perturbation theory, A:278
Birkhoff normal form, phase-space transition states, normally hyperbolic invariant manifolds, A:339-340
BLN protein models, multibasin landscapes, chaotic transition, regularity:
basic properties, B:267-270
nonstationarity in energy fluctuations, B:270-285
temperature dependence in dimensionality of folding dynamics, B:296-299
Body-fixed frame, molecular internal space, kinematics, B:88-90
Bohr-Sommerfeld (BS) quantization condition, three-body problem, A:306-309
Boltzmann constant, multichannel isomerization:
canonical temperature, B:70
density of state evaluation, microcanonical temperature, B:55-56
Boltzmann equilibrium distribution:
fluctuation-dissipation theorem, excess heat production:
second law from, B:369-370
superstatistical equilibrium distributions, B:360-361
thermodynamics, B:355-356
multichannel isomerization, linear surprisal theory, B:71-74
Boltzmann-Jeans conjecture, slow relaxation, internal degrees of freedom, Hamiltonian systems, B:401-403
hypothesis validity, B:405-412
Bond energy fluctuation, multibasin landscapes, chaotic transition, regularity, nonstationarity in, B:277-278
Born-Oppenheimer approximation, phase-space transition states, singular perturbation theory vs., A:342-345
Bottlenecks:
chaotic transition, regularity, two-basin landscapes, normally hyperbolic invariant manifolds (NHIM), A: 166-168
multibasin landscapes, chaotic transition, regularity, B:259-260
protein structures, B:265-266
slow relaxation, internal degrees of freedom, Hamiltonian systems, B:407-412
unimolecular reaction rate theory:
Davis-Gray predissociation analysis, A:30-39
dissociation dynamics, Hamiltonian equations, A:123
helium-iodine predissociation, A:60-61
phase-space structure:
few-dimensional systems, A:18-19
many-dimensional systems, A:19-20
quantum scars, A:108
quantum transport, cantori systems, A:129-131
Zhao-Rice approximation, A:41-54 intramolecular dividing surface, A:46-48
isomerization theory, A:71-75
separatrix crossing rate, A:50-54
zeroth-order rate constant, A:48-54
Bound-bound coupling potentials, dissociation dynamics, unimolecular reactions, Hamiltonian equations, A:116-123
Bound-continuum coupling potentials, dissociation dynamics, unimolecular reactions, Hamiltonian equations, A:116-123
Box-counting dimensions, multibasin landscapes, chaotic transition, regularity, embedding theorems, B:307-309
Brain wave analysis, nonmetric multidimensional scaling algorithm, B:338-341
Branching structure of paths:
fringed tunneling models, A:415-417
multiple trajectories, A:423-425
multidimensional barrier tunneling:
Melnikov method, A:417-418
$M$-set critical point, A:414-415
phase-space transition states:
chaotic itinerancy, A:385-389
tangency, A:377-385
Brownian motion:
chaotic transitions, inert and reactive substances, B:522
multidimensional Hamiltonian systems, resonance and transport structures, B:450

Canonical correlation analysis (CCA), nonmetric multidimensional scaling algorithm and:
fern genotype/phenotype, B:330-332
green autotrophs, B:332-333
Canonical ensemble, globally-coupled Hamiltonian systems, relaxation and diffusion, Hamilton mean field (HMF) model, B:480-481
Canonical perturbation theory (CPT), floppy molecules, intramolecular dynamics, A:269-278
Canonical temperature, multichannel isomerization, B:70
Canonical transformation:
atomic clusters, nonlinear transformation, B: 21-22
chaotic transition, regularity, two-basin landscapes, saddle regions, dynamical regularity, A:148-151
unimolecular reaction rate theory:
phase-space structure, molecular dynamics, A:9-10
reaction path analysis, A:57-59
Cantori systems:
slow relaxation, internal degrees of freedom, mixed-phase space, B:383-387
unimolecular reaction rate, quantum transport, classically chaotic systems, A:128-129
Whisker mapping, A:129-131
Cao's algorithm, multibasin landscapes, chaotic transition, regularity:
state-space structures, B:291-292
temperature dependence in dimensionality of folding dynamics, B:296-299
Capped octahedron (COCT) structures, multichannel isomerization:
inter-basin mixing, B:46-57
time scales, B:50-51
liquid-like phase, B:42-44
microcanonical temperature, single exponential form, B:66-67
multi-basin potential, B:28-30
anomalous time series, B:32-34
nonstatistical behavior, low-energy phase, B:44-45
Carbon monoxide myoglobin ( MbCO ):
heat transfer, quantum energy flow, protein vibrational states, anharmonic decay, B:238-241

Carbon monoxide myoglobin
(MbCO) (Continued)
heat transport, quantum energy flow, B:250-251
vibrational energy relaxation, cytochrome $c$, CD stretching mode, B:200
Carbon-oxygen "wagging," unimolecular reaction rate, isomerization, cyclobutanone, A:100-104
Cartesian coordinates:
phase-space transition state geometry, three degrees of freedom, Hénon-Heiles potential, A:238-244
vibrational energy relaxation, cytochrome $c$, CD stretching mode, coupling constants, B: 193-195
Wigner's transition state dynamics, hydrogen cyanide isomerization, A:207-210
Cascading saddlebacks, resonantly coupled isomerizing/dissociating systems, high energy bifurcations, A:298-301
Catalytic reaction network, recursive cell production and evolution:
autocatalytic network, B:573-595
core hypercycle minority, B:582-583
evolution models, B:585-588
intermingled hypercycle network stabilization, B:581-582
molecular models, B:574-575
phase states, B:575-581
random network localization, B:583
statistical law, B:588-595
deviation from universal statistics, B:593-595
universal statistics, B:593
switching mechanism, B:584-585
constructive biology, B:550-557
chemical reaction networks modeling, B:553-557
diverse chemicals, B:546-547
Dyson's loose reproduction system, B:549-550
Eigen's hypercycle, B:547-549
heredity origins, B:544-546
minority control hypothesis, B:557-573
evolvability, B:566-567
experimental protocol, B:567-571
growth speed, B:565
intermingled hypercycle network production, B:595-596
itinerant dynamics, B:596
kinetic theory, heredity and, B:571-572
model parameters, B:557-561
molecule chemical composition, B:565-566
molecule preservation, B:565
stochastic results, B:561-564
universal statistics and fluctuation control, B:596-597
Cayley tree topology, unimolecular reaction kinetics, quantum energy flow, local random matrix theory, B:212-214
CD stretching mode, vibrational energy relaxation:
basic principles, B:180-181
cytochrome $c$, $\mathbf{B}: 190-200$
carbon monoxide myoglobin (MbCO), B:200
classical calculation, B:197
coupling constants calculation, B:192-195
full width at half maximum spectra, B: 199-200
lifetime parameter assignment, B:195-196
quantum calculation, B:197-199
system and bath characteristics, B: 190-192
force-force-correlation function approximations, B:187-190
Celestial mechanics, $n$-body problem in, A:309-312
Cell-cell interaction, recursive cell production and evolution, catalytic reaction networks, B:597
Cell partition, onset dynamics, argon clusters, potential energy surfaces, B:133-134
Cellular flow fronts, chaotic transitions, inert and reactive substances, B:531-532
Center manifold:
phase-space transition state geometry, $n$ degrees of freedom structures, A:237
Wigner's transition state dynamics, stationary points, A:179
Centrifugal forces, phase-space transition state geometry, angular momentum, astrophysics applications, A:256-261
Chain rule, Wigner's transition state dynamics, Lie transformation, normal-form coordinates, A:198

Chaotic itinerancy, phase-space transition states, A:385-389
Melnikov integral, A:363-371
normally hyperbolic invariant manifold connections, A:340
Chaotic transitions. See also Quantum chaos atomic clusters, local characteristics, B: 11-20
inert substances:
standard and anomalous diffusion, B:523-527
strong anomalous diffusion, B:527-530
multibasin landscapes, regularity in:
Berendsen algorithm, constant-temperature molecular dynamics, B:309-310
embedded techniques:
basic principles, B:302-309
phase-space reconstruction,
B:285-288
energy nonstationarity, protein landscapes, B:270-285
bending energy fluctuation, $\mathbf{B}: 278-282$
bond energy flucation, B:277-278
torsional angle energy fluctuation,
B:282-285
folding dynamic dimensionality, temperature dependency, B:294-299
global/local collective coordinates, B:261-262
liquid water, B:262-263
minimalistic 46-bead protein models, B:266-270
phase space transport geometry, B:260-261
proteins, B:263-266
state-space structure, B:285-299
average mutual information,
B:292-294
false nearest neighbors, B:288-292
phase-space reconstruction, embedding of, B:285-288
multidimensional barrier tunneling:
global dynamics, A:402-406
quantum mapping, A:428
multidimensional phase space slow dynamics,
global motion, B:425-427
phase-space transition states:
angular momentum, astrophysics
applications, A:261
Arnold model, A:371-377

Melnikov integral, A:368-371
multidimensional chaos crisis, A:392-395
normally hyperbolic invariant manifold connections, A:339-340
reacting substances:
front propagation, B:537-540
fronts in cellular flows, B:531-532
geometric optics limit, B:534-537
slow and fast reaction regimes, B:532-534
regularity, in two-basin landscapes:
Kramers-Grote-Hynes theory, A:163-165
phase space geometrics, A:151-163
reactive island theory, A:153-163
saddle crossing stochasticity, A:165-166
saddle regions, dynamical regularity, A:147-151
three-body problem, A:306-309
unimolecular reaction rate, A:128-137
Arnold diffusion suppression, A:131-134
Cantori model, A:129-131
faster-than-classical anomalous diffusion, A: 134-137
CHARMM potential, vibrational energy relaxation:
cytochrome $c$, CD stretching mode, B:190-192
coupling constants, B:193-195
Chemical molecules, catalytic reaction network, recursive cell production and evolution, B:546-547
autocatalytic phases, B:575-581
modeling strategy, B:553-557
Chirikov-Taylor map, finite-time Lyapunov exponents, multidimensional Hamiltonian dynamical systems, B:508
Christoffel symbols, molecular internal space, Eckart subspace dynamics, B:109
Clade techniques, nonmetric multidimensional scaling algorithm and, molecular taxonomy, B:326-329
Classical autocorrelation function, vibrational energy relaxation:
cytochrome $c$, CD stretching mode, B:197
quantum correction factor and, B:185-186

## Clusters

heat transfer, quantum energy flow, B:221-248
unimolecular reaction kinetics: energy diffusion, B:222-223
proteins, B:241-248

Clusters (Continued)
protein vibrational energy: anharmonic decay, B:237-241 anomalous subdiffusion, B:227-237
water clusters, B:223-227
nonmetric multidimensional scaling algorithm, B:318-320
protein family, B:342-343
survival time distribution, Hamiltonian system multiergodicity, B:471-474
Coarse-grained representation:
optimal control theory, Zhu-Botina-Rabitz formula, A:450-453
quantum chaos systems:
Rabi state and frequency, A:446-448
random vector transition, A:449
rotating-wave approximation, A:440-449
transition element, A:450-453
Coexisting phase, rapid alloying, binary clusters, B: 156-157
Coherent control, quantum chaos, A:436
Cohomology equation, intramolecular dynamics, floppy molecules, canonical perturbation theory, A:272-278
Collective coordinates:
molecular internal space, four-body systems isomerization, $\mathbf{B}: 118-121$
multibasin landscapes, chaotic transition, regularity, local-global postulation, B:260-266
Collinear electron-electron-nucleus (eeZ) configuration, Coulomb three-body problem, zero angular momentum, A:312-319
Collinear electron-nucleus-electron (eZe) configuration:
Coulomb three-body problem:
mass ratio effect, A:319-330 antiproton-proton-antiproton system, A:330
triple collision manifold, A:320-323 triple collision orbits, A:323-329
zero angular momentum, A:312-319
Collinear transition state, molecular internal space, democratic centrifugal force, B: 104-106
Compact clusters, rapid alloying, microcluster dynamics, reaction path enumeration, B: 172-173

Configuration entropy, onset dynamics, argon clusters, B: 140
Conjugate action-angle-like coordinates, resonantly coupled isomerizing/ dissociating systems, polyad folding and saddle-node bifurcation, A:290-296
Constrained dynamics, molecular internal space, gauge field reaction rates, B:109-110
Constructive biology, recursive cell production and evolution, catalytic reaction network, B:550-557
chemical reaction networks modeling, B:553-557
Controlled random matrix, optimal control theory, quantum chaos systems, A:438-439
Control property, recursive cell production and evolution, catalytic reaction network, heredity kinetics, B:571-573
Control schemes, quantum chaos, A:436-437
Core hypercycle network, recursive cell production and evolution:
catalytic reaction networks, B:581-583
statistical laws, B:591-595
evolution models, B:586-588
minority molecules, B:582-583
Coriolis coupling, unimolecular reaction rate theory, reaction path analysis, A:57-59
Correction factor, atomic clusters, nonlinear canonical transformation, B:21-22
Correlation dimension, atomic clusters, power spectra and phase-space, B:7-11
Correlation function:
globally coupled Hamiltonian systems, relaxation and diffusion: equilibrium diffusion, B:489-490 quasi-stationary state, B:491-493
multichannel isomerization, inter-basin mixing, B:52-53
Coulomb three-body problem:
Arnold web model, A:378
celestial mechanics, A:309-312
collinear eZe case, mass ratio effect, A:319-330
antiproton-proton-antiproton system, A:330
triple collision manifold, A:319-323
triple collision orbits, A:323-329
free-fall case, A:330-332
two-dimensional case, zero angular momentum, A:312-319

Coupling coefficients, vibrational energy relaxation, cytochrome $c$, CD stretching mode, B:192-195
Coupling states:
intramolecular dynamics, adiabatic vs. nonadiabatic delocalization, A:284-286
resonantly coupled isomerizing/dissociating systems, polyad folding and saddle-node bifurcation, A:287-296
C ++ programming, multidimensional phase space, slow dynamics, multi-precision numerical method, B:431-435
Critical point:
fringed tunneling models:
global structure of branches, A:415-417
multiple trajectories, A:423-425
perturbation strength, A:425-426
multidimensional barrier tunneling:
Melnikov method, A:417-418
$M$-set local structure, A:414-415
periodic perturbation effects, A:413-414
Curvilinear reaction coordinates, multichannel isomerization, linear surprisal theory, B:74-76
Cyclobutanone, unimolecular reaction, isomerization, A:100-104
Cyclohexane ring inversion, unimolecular reaction kinetics, B:216-221
Cylindrical manifolds:
chaotic transition, regularity, two-basin landscapes, reactive island theory, A: 154-163
multibasin landscapes, chaotic transition, regularity, phase-space transition states, B:259-260
phase-space transition state geometry, two degrees of freedom, A:232-234
unimolecular reaction rate, reactive island theory (RIT), A:76-80
Wigner's transition state dynamics, rank-one saddle phase-space structure, normally hyperbolic invariant manifolds, A: 188-190
Cytochrome $c$, CD stretching mode, vibrational energy relaxation, B:190-200
carbon monoxide myoglobin ( MbCO ), B:200
classical calculation, B:197
coupling constants calculation, B:192-195
full width at half maximum spectra, B:199-200
lifetime parameter assignment, B:195-196
quantum calculation, B:197-199
system and bath characteristics,
B:190-192

Damköhler number, chaotic transitions, inert and reactive substances, B:522
Data mining, nonmetric multidimensional scaling:
algorithm characteristics, B:320-321
basic principles, B:317-320
brain wave analysis, B:338-341
embedded point estimation, B:322-323
gene expression, temporal patterns, B:348-349
microarray data, B:343-349
molecular/morphology comparisons, B:329-333
ferns, B:329-332
green autotrophs, B:332-333
molecular taxonomy, B:324-329
pointwise criterion, B:321-322
protein family, B:342-343
soil bacteria biodiversity, B:334-338
Davis-Gray rate theory:
chaotic transition, regularity, two-basin landscapes, A:145-147
phase-space transition states, Melnikov integral, A:358
unimolecular reaction:
Gray-Rice isomerization theory, A:69-70
predissociation theory, A:30-39
Deactivation rate, unimolecular reaction kinetics, LRMT dynamical corrections to RRKM theory, B:215-216
Debye frequency:
rapid alloying, microcluster dynamics, size effect, B:162-164
slow relaxation, internal degrees of freedom, Hamiltonian systems, B:408-412
Deflected diffusion, multidimensional Hamiltonian dynamical systems, resonance and transport structures, B:460-462
Delocalization, isomerizing systems, intramolecular dynamics, adiabatic vs. nonadiabatic, A:278-286

Delta function, vibrational energy relaxation, cytochrome $c$, CD stretching mode, B: 195-196
Democratic centrifugal force (DCF), molecular internal space:
atomic cluster isomerization dynamics, B:90-91
classical equations and metric force, B:98-99
four-body systems, PAHC equations of motion, B:117-118
gauge field suppression, B:111-113
kinematics, B:89-90
mass-balance asymmetry and trapping trajectories, B:103-106
motion trapping, transition state, B: 121-123
Density functional theory (DFT), vibrational energy relaxation, basic principles, B: 180-181
Density of states (DOS):
dissociation dynamics, unimolecular reactions, Hamiltonian equations, A:123
heat transfer, quantum energy flow, clusters and macromolecules, B:221-248
multibasin landscapes, chaotic transition, regularity, minimalistic 46-bead protein models, B:268-270
multichannel isomerization, microcanonical temperature, B:55-56
multiexponential lifetime averaging, B:63
phase-space transition state geometry, angular momentum, astrophysics applications, A:256-261
vibrational energy relaxation, cytochrome $c$, CD stretching mode, B:190-192
Density probability, resonantly coupled isomerizing/dissociating systems, polyad folding and saddle-node bifurcation, A:293-296
Deterministic diffusion, optimal control theory, controlled quantum kicked rotor, A:439-443
Deterministic diffusion, slow relaxation, internal degrees of freedom, mixed-phase space, B:387
Devil's staircase trajectory, atomic clusters, regularity, chaos, and ergodicity, B: 16-20

Diffusion coefficient:
globally-coupled Hamiltonian systems, relaxation and diffusion, angle space diffusion: equilibrium diffusion, B:489-490
Hamilton mean field model, B:488-498
nonstationary state, B:494-496
quasi-stationary state, B:491-493
heat transfer, quantum energy flow, proteins, B:242-248
multidimensional Hamiltonian dynamical systems, resonance and transport structures, B:440-442
deflected diffusion, B:460-462
rapid alloying, microcluster dynamics:
nano-sized clusters, B:157-158
radial and surface atoms, B:167-170
Diffusive stochastic processes, chaotic transition, regularity, two-basin landscapes, saddle regions, dynamical regularity, A:149-151
Dimensionality:
atomic clusters, phase-space transition states, B:7-11
multibasin landscapes, chaotic transition, regularity, temperature dependency in folding dynamics, B:293-299
phase-space transition states:
Hamiltonian dynamics, A:221-223
tangency and, A:381-385
slow relaxation, internal degrees of freedom, mixed-phase space, B:386-387
Diophantine condition, slow relaxation, mixed-phase space, B:380-387
Dirac coordinate eigenstate, unimolecular reaction rate, semiclassical approximation, rigorous quantum rate, A:115-116
Discrete variable representation (DVR), unimolecular reaction rate, wave packet dynamics, A:124-128
Dispersion relation, heat transfer, quantum energy flow, anomalous subdiffusion, B:231-238
Dissociation dynamics, unimolecular reactions, Hamiltonian equations, A:116-123
DNA molecules, catalytic reaction network, recursive cell production and evolution, minority control hypothesis, B:557-573

Double-well systems:
chaotic transition, regularity, two-basin landscapes, reactive island theory, A:153-163
multidimensional barrier tunneling, A:404-406
slow relaxation, internal degrees of freedom, Hamiltonian systems, B:414-418
unimolecular reaction rate:
Gray-Rice isomerization theory $v s$. reactive island theory, A:82-84
isomerization in, A:84-88
Dunham expansion model, resonantly coupled isomerizing/dissociating systems:
anharmonicity, A:286-287
polyad folding and saddle-node bifurcation, A:287-296
Dynamical heterogeneity, slow relaxation, internal degrees of freedom, Hamiltonian systems, molecular systems, B:392
Dynamical localization, unimolecular reaction rate, quantum transport, classically chaotic systems, A:128-129
Dynamical propensity rule, chaotic transition, regularity, two-basin landscapes, saddle regions, dynamical regularity, A:151
Dyson's loose reproduction system, recursive cell production and evolution, catalytic reaction networks, B:549-550
kinetic heredity, B:571-573

Eckart frame, molecular internal space:
gauge-dependent expression, rotationvibration energy, B:93
gauge field isomerization suppression, B:106-113
applications, B:110-113
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[^16]:    ${ }^{3}$ Reference 25 is written for general readers. But the list of references is substantial and useful for graduate students and researchers who are interested in mathmematical development on this subject.
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[^21]:    ${ }^{1}$ In numerical studies below, we obtain such vectors with normalization after generating random complex elements subject to the distribution.
    ${ }^{2}$ In the insets of Figs. 1c and 2c, we show the overlaps $\left|\left\langle\phi(t) \mid \varphi_{f}\right\rangle\right|^{2}$ near $t=T$ in a magnified scale. They exhibit almost the same curves in spite of the different optimal fields. This is because the optimal field is small enough so that the dynamics is not affected in this time scale.

[^22]:    ${ }^{3}$ We use the parameters $N=128$ and $M=7$. Thus the quantum states are represented by 128 discrete points, and the range of momentum is from $-7 \pi$ to $7 \pi$. The value of $\hbar=2 \pi M / N$ is 0.3436 . ${ }^{4}$ When the control purpose is to steer a wavepacket in a torus to another place in another torus, OCT fails. This is because the wavepacket is trapped in one torus, and it is very hard to escape from the torus with a weak external field.

[^23]:    ${ }^{5}$ Note that there exists a threshold $T_{c}=2 \alpha \hbar^{2} / \bar{V}^{2}$, the smallest target time satisfying the condition, Eq. (41). If we choose a smaller $T$ than $T_{c}$, there is no external field that induces the smooth transition described by the CG Rabi state. On the other hand, the numerical method can give finite solutions for such cases because there is no assumption (restriction) about the dynamics except that it obeys the Schrödinger equation.
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