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 INTRODUCTION   

   WHY THIS BOOK?      
 As I was watching a movie online just before US presidential election 
last year, the website displayed an advertisement every ten minutes. 
Since I had not paid anyone for watching the movie and am used to 
watching commercials on television, it should not have been unusual 
to see a commercial every ten minutes or so. Th e website, however, 
showed me the same commercial over and over. Aft er about the eighth 
time, I felt sorry for the poor advertiser (someone advertising for Mitt 
Romney as presidential candidate) because the eff ectiveness of the ad 
had long since dissipated and, instead, an annoyance factor had crept 
in. I was facing a real-time decision engine that was rigid and was plac-
ing an advertisement without any count or analysis of saturation factor. 
As an aside, I lived in a “swing state” for the fall 2012 US presidential 
elections, so it is possible the advertising agency for the candidate had 
decided to saturate the advertisements at my location. I must confess, 
I am not very politically aligned with either party. However, I do have 
a curiosity about marketing analytics and how political candidates 
market themselves. So, I decided to respond to the Obama campaign 
to compare the two. I was amazed to see a level of personalization in 
the campaign. Unlike the push campaign from Romney, the Obama 
campaign team worked hard to collect and document my personal 
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political preferences, and knew how to target his responses personally 
to me in emails. His 2012 campaign is a grand example of marketing 
analytics driven by big data, and was studied in detail, even by the 
Republican Party. Th e campaign used an interesting mix of big data 
analytics with many connection points with the voters. Th e campaign 
drew heavily on big data analytics to drive email campaigns, television 
spot purchases, and even in scheduling President Clinton’s visits to 
battleground counties.  1   To compare, I have since subscribed to a couple 
of other political campaigns, including one for the Tea Party. In most 
cases, the campaigns are using emails to push what they always did 
with junk mail, that is, a set of standard messages. 

 So much for political marketing, how are the consumer market-
ers dealing with big data driven collaboration with their customers? 
Figure 1.1 shows a caricature of how someone may initiate their social 
medial interaction. How would a marketer sense customer need for 
information and respond accordingly? Let me go back to the advertising 
on the website, where I was watching the movie. How could the website 
off er advertisements during breaks, which I would fi nd relevant? For 
example, the site was well aware of the movie genre I had accessed dur-
ing several visits to the site. An analysis of this genre could have placed 
me in several viewing segments. In fact, the same website off ers me 
movie recommendations, which are based on prior viewing habits. Th e 
viewing segments could be of tremendous value to the advertisers in 
advertising decisions. Aft er watching the movie for a while and repeat-
edly viewing the same advertisement, I decided to take a break from 
watching the movie to searching for a food processor as a gift  to my son. 
When I returned to the movie, I again faced the same advertisement. 
I had secretly hoped that my food processor search would conveniently 
trigger an advertisement for a good food processor to help me in my 
purchase. By sensing and analyzing my previous web searches, marketers 
could have off ered me appropriate information or promotions, thereby 
increasing the advertisement relevance for me. Th is book will show you 
how a marketer can sense a customer’s needs and respond in real time 
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with a campaign that focuses on customer needs and off ers a custom-
ized campaign for a solution that will meet the need. 

 As an evangelist for big data analytics, I have been in front of audi-
ences with diff erent levels of maturity and excitement about big data 
availability and use. Th ese audiences have raised a number of good ques-
tions about big data and its impact on marketing, which inspired me to 
document the brainstorming and ideas discussed in response to those 
questions. Th is book covers a set of fundamental questions you may 
have at the back of your minds. As I have watched the changes that have 
taken place over the last 35 years, the questions below have refl ected my 
own curiosity about big data. Certainly, the fi eld is rapidly evolving, and 
I have done my best to highlight the maturity in our collective under-
standing of the fi eld, which impacts the certainty of our responses. 

  What has changed marketers’ communication with their prospects 
and customers?  In the early 1980s, in my fi rst year of immigration to 
the United States, I found in my mailbox a big envelope from American 
Family Publishers (AFP) with my name printed in a 72-point font, 
“Arvind Sathi, you have won a ten million dollar a jackpot, you only need 
to subscribe to the magazines listed here.” I was intrigued that the mar-
keting systems had caught up with me so fast and that they could spell 
my name correctly, fi nd my address, and off er a chance to win money. 
However, despite AFP’s attempt at personalization, other people around 
me received identical packages, and it was ironic that AFP off ered the 
same magazines to everyone! While AFP learned to spell my name 
and research my address, they did not have a customized set of maga-
zines for my needs. For the big $10,000,000 sweepstakes in 1985, New 
York state employee Lillian Countryman calculated the odds of win-
ning. Players of the AFP sweepstakes had a 1 in 200,000,000 chance.  2   As 
B-school graduate students, a group of us had a healthy debate regarding 
how to make such off ers appealing to consumers, and we concluded that 
customization of a magazine list was a better way to attract customers, 
as opposed to off ers for an elusive jackpot. We also realized that the cost 
of customization at that time was prohibitive, as AFP had no easy way 
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of collecting micro-segmentation information about their target cus-
tomers. Although the modus operandi has not changed for a number of 
marketers, there are subtle changes in the wind. Consumers continue to 
receive a large collection of junk postal mails and emails, but they now 
have fi lters for most of it. Based on the breadcrumbs available from 
consumers, savvy marketers are increasingly fi ne-tuning their targeting. 
I am currently in the process of buying a new house. I am amazed to 
fi nd a new set of catalogs off ering me outdoor furniture. While I discard 
most of the junk mail, I fi nd myself studying these catalogs, marveling 
at the marketing process at Frontgate for appropriately targeting me as a 
recipient for their catalog. Many catalog marketers are able to establish a 
dialogue with their customers, to off er additional information related to 
items in a catalog, where the customer has shown interest. How do these 
marketers sense and respond to specifi c customer needs, and what type 
of attention are they able to attract from their customers? What are the 
analytics capabilities that enable these marketers to be so focused and 
conversational with their customers? 

  How is marketing research changing with big data and related tech-
nological forces?  Marketers have been among of the most sophisticated 
users of social research and have invested a fair amount into gathering 
data from their customers. In the past, the limiting factor was the num-
ber of observations collected for marketing research. National surveys 
were hard to collect and required a massive investment of time and 
resources. In addition, surveys collected past recollection of customer 
choices as reported by the customers. Th e data was only as good as the 
sampling technique and size. It relied heavily on the survey adminis-
trator’s ability to ask questions, and respondent’s ability to recollect his-
tory. Now the fl oodgates are gradually opening, as what was formerly 
the wastebasket in corporate information technology (IT) departments 
and consumer personal computers (PCs) is becoming a gold mine 
for marketers and market data traders. Big data analysts are lining up 
with buckets, gathering all the bits they can fi nd anywhere to collect 
and analyze past events. What do these bit buckets off er to marketers? 
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How are these new sources of data and advanced techniques for analytics 
changing the way we conduct research and analyze research data? 

  What do I do to the decades of investments in marketing partner-
ships, processes, skills, and technologies?  Is it revolutionary or evolu-
tionary change? Marketing received its due share of resources and 
investments over several decades. In addition, a number of external 
organizations helped marketers buy the data and the instruments for 
communications—for example, the prime-time television viewership 
data. Marketing processes were built to take advantage of the avail-
able resources, with a razor-sharp focus on optimizing a set of mea-
surable key performance indicators (KPIs). In any large Fortune 50 
organization, there are hundreds of skilled resources, as well as a large 
number of computing resources dedicated to marketing a nalytics or 
sources of data, which feed marketers with the required source infor-
mation. Over the last decade, we have witnessed the development of 
a new marketplace. On the one hand, it is changing our current pro-
cesses and organizations. On the other hand, it is challenging some 
of the fundamental principles and removing many hard constraints. 
Instead of buying advertisement space in advance, much of the online 
advertising spots are being claimed through auction platforms. A new 
breed of analysts has emerged with a new set of technologies for big 
data analytics. With a myriad of cloud-based data sources, and third 
parties off ering social media interactions with customers, how do we 
change our partnerships, processes, skill sets, technology mix, and our 
decade of investment in marketing science tools and techniques? How 
do these factors change marketing research, advertising, pricing, and 
product management organizations? It seems like each evolution of 
technology seeks a replacement for everything we have achieved to 
date. How would a marketer continue to evolve these processes as new 
marketing data vendors show up with clouds and big data? 

  Is big data a big hype created by a handful of social media compa-
nies that will fi zzle once customers and marketers understand the privacy 
implications?  What is the longevity of this wave and is there a crash 
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coming? In every presentation I have given, I fi nd a couple of skeptics, 
someone who is ready to challenge the big data tsunami. How about the 
new sources of data? Is that not adding a lot of lies from which is hard 
to extract any additional truth? And how about customer trust? Are we 
likely to lose our customer base as we eavesdrop on their behavior? What 
happens if consumers get tired of it and stop using the engines that drive 
big data? What the skeptics address mostly are the well-known, and 
well-publicized areas of concern. Th e market is still maturing and a fair 
number of processes have yet to be discovered and properly regulated. 
When the marketers discovered short messaging service (SMS) on the 
mobile phone, there was a plethora of advertising initiated using SMS. 
However, the Telecom Consumer Protection Act in the United States 
and similar laws in many Asian countries have issued new guidelines 
that impose restrictions on telemarketers using SMS for messaging  3   
and require explicit opt-in.  4   Marketers must conform to these regula-
tions or pay heft y fi nes. Th e guidelines give us a glimpse of how regula-
tions will help consumers use technology without runaway misuse. In 
addition, there is a much greater number of bit buckets, which can be 
used without sparking any controversial issues. Also, there are ways to 
use the data, which is fairly legitimate and respectful of consumer pri-
vacy concerns. Th e market has yet to fully mature, as marketers evolve 
ways to eff ectively interact with customers using new technologies. 

  I do not want to understand big data. Can someone explain what 
it does to marketing?  Almost every other book I have read gets to the 
techniques of big data too fast, without delving into marketing a nalytics. 
While there are signifi cant technological advancements, the real 
changes are sociological and organizational. Th ey are refl ected in the 
heft y market valuations for the new information providers. Th e orga-
nizational relationships are rapidly changing. Consumers have fi gured 
out how to fast-forward through the push marketing and avoid any 
messaging they do not want. Telecom organizations are fi nding they are 
at the epicenter of shopping and content viewing, and are very inter-
ested in the monetization of their data to retailers. Auto manufacturers 
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are rapidly designing connected cars, which should be aptly renamed 
“mobile devices.” Insurers would like to off er insurance based on what 
we eat and how we drive our cars. I am grateful to my editor for pushing 
me hard to write this book for the marketers and not for the technolo-
gists. Th e lenses this book has applied are those of marketers. Th e focus 
is on how changes to the consumers and the environment are shift ing 
the basic function of marketing, and how the analytics will reshape how 
we market to these consumers. 

  How about business-to-business (B2B) marketing?  Most discus-
sions are about consumer markets. Is there anything changing about 
B2B marketing? How can big data be applied to B2B marketing? Also, 
how is big data shared across industries? Corporate marketing is going 
through its own silent revolution. Marketers and customers are chang-
ing how they interact with each other. Social media is radically altering 
how professionals interact. Industrial research has many more avenues 
for data gathering. YouTube is rapidly emerging as the platform for cor-
porate messaging and product demonstrations. Blogs are increasingly 
being used as ways to research ideas or to initiate and promote product 
buzz. A fair amount of IT marketing is directed to corporate customers. 
How do corporate marketers keep track of their customers, their needs, 
competitive activities, and major changes?  

  PROPOSITIONS 
 Big data is rapidly transforming a number of business functions across 
many industries. Th e biggest shift  is in how we market to our customers. 
Unlike yesterday’s environment, where marketers broadcasted across 
a set of customer segments, we can now personalize the communica-
tions to each customer based on his/her current predisposition to the 
products being sold. I have been observing the growth of big data and 
advanced analytics and its impact on marketing analytics. I would like 
to make three propositions, which summarize my understanding of 
how big data and advanced analytics will change marketing analytics. 
Th ese propositions were inspired by a talk IBM CEO Ginni Rometty 
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gave to CMO community  5   and have evolved as I researched the related 
topics and discussed with a number of practitioners. 

  Proposition  1: From “Sample recalls” to “Observing the Population”  :  
For many years, marketers sought small samples from their customers, 
used interviews to recall past behaviors, and extrapolated to recon-
struct the buying behavior for the larger population. Marketers learned 
to create a number of sophisticated techniques for projecting results 
to the larger population using the smallest samples they could aff ord, 
as it was cost prohibitive to collect and store large data. Also, market-
ers had to conduct interviews in limited amount of time, leading to 
broad questions and inaccurate results. Marketers did not have the 
luxury of asking detailed questions, like how many products did you 
browse before making the purchase selection, and whether they were 
all similar or very diff erent. Big data has changed the game completely. 
We can connect with customers, record every click on the Web, watch 
every step in the store, and listen to all the public conversations. Big 
data brings many more observations to the table, thereby leading to a 
lot more detailed analysis and discovery. Marketers now have access to 
a excruciatingly detailed understanding of shopping behavior. In addi-
tion, marketers are no longer dealing with small samples as we now 
have access to customer data for a very large proportion of the overall 
population. How does it change our understanding of the consumer? 
We need an improved vocabulary and a new way of interpreting sta-
tistical data. Let me use a sports analogy to illustrate this proposition. 
When I was about 12 years old, my father fi rst showed up to watch our 
cricket game. While he was trying to understand the game, he became 
far more fascinated with the scorekeeping process. “I wish they would 
do this level of detailed scorekeeping at work, and we would have a lot 
more objective performance evaluation,” he told me as he watched us 
painstakingly record every ball and score. Somehow, most sports, such 
as American football, soccer, tennis, or cricket, carry their own versions 
of very well-defi ned methods for creating a great number of detailed 
observations. Imagine an analysis of American football without passing 
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yards, touchdown passes, and interceptions. Without this statistic, we 
could still have the resulting scores, but would not be able to deduce 
the quality of the game. A sample recall is like knowing the fi nal score, 
while a detailed observation is like knowing the passing yards and the 
interception information that contributed to the fi nal scores. Imagine a 
set of researchers standing outside stadiums asking the audience leaving 
a game how they would diff erentiate the winning team in the absence of 
these observed statistics. Th e observations have provided a vocabulary 
and a way of comparing players and teams, and this information has 
been available long before automation brought us closer to big data in 
other areas. As automation goes up and storage cost goes down, mar-
keters are seeking an exponential rise in observations in many areas, 
creating a new set of metrics to defi ne and measure customer needs and 
interests. Product automation has enabled corporations to collect a lot 
more data, and corporate IT organizations are getting better at storing 
rather than deleting all the event-level details. 

  Proposition 2: Marketing through collaborative Infl uence  :  Marketers 
are seeing a rapid rise in collaborative infl uence from marketers to cus-
tomers, from customers to marketers, and from customers to other 
customers, each of which can be fi ne-tuned to a large number of micro-
segments and used for personalized communications. Marketers can 
converse with the customers as they make decisions, and infl uence 
their decision-making using a series of sophisticated marketing tools. 
Customers can infl uence how new products are developed and how exist-
ing products are evaluated. Marketing in the broadcast era was all about 
repeating the same message over and over, until it reached desired reach 
and opportunity to see (OTS). Elias St. Elmo Lewis, cofounder of the 
Association of National Advertisers and one of the fi rst advocates in the 
fi eld of advertising, created the AIDA model (awareness, interest, desire, 
action) around the beginning of the twentieth century, which described 
how marketers infl uence customers.  6   In the early days, it was not pos-
sible to observe who saw the communication and how they reacted to 
it. Today’s collaborative infl uence is far more of a two-way persuasion 
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process. Analytics allows marketers to identify customer needs, initi-
ate a dialogue, and customize a collaborative process to converse with 
customers, whether with the help of experts, targeted advertising, or 
through personalized communications directly with the customers. 
Also, crowdsourcing is increasingly used for product idea generation or 
evaluation. Many product ideas are based on ideas or feedback from the 
customers. It is possible to listen to customers and act on the communi-
cation received. 

  Proposition 3: From silo’ed to orchestrated marketing  :  Various 
marketing departments, such as marketing research, advertising, pro-
duct management, and sales, had limited avenues for orchestration. We 
did not know that a specifi c customer was interested in purchasing a 
product, and had been to various websites, and hence was a qualifi ed 
prospect for additional information or promotion. So, the marketing 
eff ort could not be targeted and orchestrated across the departments. 
Using big data and collaborative infl uence, however, the market leaders 
are beginning to orchestrate their marketing investment, and focusing 
their attention on their customers in ways we have never seen before. 
Th e four P’s—product, pricing, place, and promotion—are no longer 
off ered via a set of silos broadcasting their overlapping messages. A set 
of sophisticated orchestration engines takes into account customer pri-
vacy preferences, needs, intentions, and the current relationship with 
the marketer to coordinate a set of actions. It is like having an episode 
of a television sitcom that can be changed based on viewer preferences. 
Th e observations are generated using a series of sources, most of them 
external to the organization. Th e messaging is delivered via a complex 
web of marketing organizations, each specializing in a specifi c instru-
ment. However, the marketer keeps track of customer status and directs 
the messaging accordingly. If the customer is searching for a product, 
he/she may at his/her own initiative starting pulling the information. As 
marketers discover an unmet customer need, they are able to respond 
back with marketing information, up to and not exceeding a saturation 
point. If I am shopping for a smartphone, the minute I start searching 
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the Web, tweeting to my community, or shopping at stores, the market-
ers can collect breadcrumbs to fi nd my specifi c needs, preferences, and 
constraints, and can tailor messaging to me. As needs change, so does 
messaging to keep up with the changes. Once I purchase the smart-
phone, I should stop receiving those messages. Various touchpoints 
keep in touch with each other, so the call center and website are aware 
of advertising placed / responded to, and can customize their interac-
tions based on the customer actions already known to them.  

  DATA SOURCES 
 I have been a practitioner in marketing analytics for a couple of decades. 
In the course of my work, I have conducted consulting assignments, 
implemented systems, marketed my products, and studied a number 
of market leaders. My current job provides me a great opportunity to 
travel worldwide and conduct workshops with a number of companies. 
In many situations, I worked with a series of very knowledgeable experts 
who took years to perfect many substantive issues, such as customer 
privacy. A vast majority of the data presented in this book is based on 
these interactions using detailed working sessions from the Americas, 
Europe, the Asia-Pacifi c, the Middle East, Africa, and South America. 
My experience has been mostly with telecom providers (landline and 
wireless)  7  , cable operators, media content owners, information services, 
retailers, and utilities companies. I am greatly indebted to the market 
leaders, who have shared ideas and experiments. To protect confi den-
tial information, I have only used publicly available material from these 
marketers, as well as generic industry practices, which have been preva-
lent with many market leaders in a specifi c industry. 

 Th e second set of data source is my personal experience as a con-
sumer. I am still a teen at heart and have been a guinea pig for new 
experimentation. Facebook with its academic roots only allowed mem-
bers with an .edu email address in the fi rst couple of years. Luckily, 
my alma mater off ered an email address, and it gave me the privilege 
of joining Facebook in the early days. In this initial period, the only 
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friends I had on Facebook were my kids, nephews, nieces, and their 
friends. I guess it gave me a running start over most people, and gave 
me a chance to start using Facebook as a way to share information with 
the next generation. In doing so, I tried emulating my two kids and 
their friends, who are far better than I am in their use of social media. 
It started as fun sessions with my son’s friends, who are all aspiring 
big data gurus, as we tried making my hula-hooping video viral on 
YouTube.  8   

 Th e third set of data sources is from my esteemed colleagues at IBM, 
or business partners, who have been working hard at big data analytics. 
A number of my examples are based on work others have shared with 
me. At the time of writing, big data is still in its infancy, and it is fortu-
nate that IBM has given so much emphasis to big data and has invested 
a fair amount of resources to understand the impact on processes, busi-
nesses, and IT technologies. Th e book carries a fair amount of pub-
licly stated visionary statements from IBM or business partners. It has 
been my fortunate experience to meet and work with a large number of 
visionaries who have directed and shaped the technologies underlying 
marketing analytics. 

 Last but not least, this is a good time to search for material on mar-
keting analytics. Th ere are a large number of white papers, research 
fi ndings, and blogs available from a variety of sources. For example, 
LinkedIn off ers many special groups with a vast number of blogs on 
related topics. By participating in these blogs and reading comments 
from experts around the globe, I gathered priceless insight. Th is source 
is truly crowdsourced and is the largest gift  to me from the world of 
big data.  

  AUDIENCE 
 Th is book is primarily written for marketing professionals. Th ere are 
a number of professionals who have a great understanding of mar-
keting analytics and how big data is changing their world. I hope 
this book provides them with a level of comfort that there are many 
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others who are experimenting in similar ways. Th is book is intended 
as a conversation-starter with this community. I have done my level 
best to discuss technological topics in ways marketing people would 
identify with. 

 A second audience is the sellers of information technology solutions 
to the marketers. Many IT sellers, whether IT departments or salespeo-
ple working for technology companies, may have a better understand-
ing about the IT components described in this book. However, I hope 
the book provides them with better insight on the use cases for their 
tools and solutions. Most IT marketers are doing their best to learn 
as much as possible about their customers in order to do a better job 
of connecting to them. Th is book should provide fuel to this commu-
nity by off ering a synopsis of how marketing analytics is reshaping their 
customer base, and how marketers are using IT as a lever to change 
their processes and organizations. 

 Th e third audience for the book is the academic professionals who 
are teaching and learning about marketing science. Th ey have a much 
better understanding of the principles referred here. Th e book should 
provide them with examples that either validate or challenge these 
principles. I also hope my examples and use cases will provide fertile 
ground for academic research in marketing.  

  BOOK OVERVIEW 
 Using a series of case studies from pioneers, the book will employ the 
three propositions to show how each marketing function is undergoing 
fundamental changes: how personalized advertising is delivered using 
online channels where the marketers identify the specifi c customer 
and tailor their messaging based on customer behavior, context, and 
intention; how customer behavior is collected from a variety of sources 
across many industries and examined to identify micro-segments; how 
online and physical stores collaborate to provide a unifi ed shopping 
experience and deliver product information. Th en the book examines 
the tools and techniques for marketing analytics that support these 
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capabilities. It projects the impact on statistical techniques, qualitative 
reasoning, and real-time pattern detection, to name a few. Based on 
these changes, the book prescribes the changes needed to update our 
skills and tools for marketing analytics. 

 In  chapter 2 , I will show how sophisticated customers, digital 
products, and crowdsourced data and technology sharing are driving 
enormous change in the marketplace. Customers are driving the gen-
eration of big data, empowered and incentivized by social media orga-
nizations, which off er free services to their users and use marketing and 
advertising as their funding model. Th e emergence of cloud computing 
has made it easier for marketers to source a lot more third-party data 
and use business partners to add additional value. 

  Chapter 3  discusses the fi rst proposition—big data observations 
lead to an enriched customer profi le. Th is chapter covers the fi rst prop-
osition as to how big data is signifi cantly contributing to our ability to 
observe the consumer. It uses case studies to show how that factors into 
marketing research, customer segmentation, and delivery of marketing 
programs. It enumerates a number of big data sources, such as census 
data, social media, location data, web traffi  c, product usage data, and 
others. It also describes how marketers add value to the raw data using 
context and intent to drive customer insights. 

  Chapter 4  discusses the second proposition—automation and 
social media provide marketers with new ways of collaborative infl u-
ence on the customer driven by personalized communication. Th is 
chapter describes how automation and social media are impacting our 
ability to communicate with customers, and these tools can be used 
to build collaboration across communities and build momentum for a 
brand. Th e success of a marketing organization is in its ability to strike a 
two-way communication, or a group communication in a community. 
A savvy marketer knows how to infl uence the creation of a buzz for a 
new product or a new message. In this chapter, I also discuss how cus-
tomers’ touchpoints have evolved to generate that communication on 
terms acceptable to customers. 
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  Chapter 5  discusses the third and fi nal proposition—marketing 
orchestration to optimize and customize a marketing plan for each cus-
tomer or micro-segment. Th is chapter discusses how marketing dollars 
can be pooled across the silos to infl uence a customer through the stages 
of marketing. Market leaders selectively advertise based on the current 
state of the customer and eff ectively use promotions and expert testi-
monials to bring the consumer to a purchase decision. Orchestration 
also brings disparate organizations closer to each other to integrate and 
leverage data, insights, and actions across organizations. 

  Chapter 6  introduces the technological enablers. Th e changes in 
business functions are driven by a set of enablers. Th ese capabilities have 
evolved signifi cantly in the last fi ve years and are driving many changes 
in how we market. Many books and blogs have defi ned big data using 
three, four, or six V’s (velocity, volume, variety, veracity, and value, to 
name a few). In this chapter, I have restated those defi nitions as seen by 
the marketing community. Advanced analytics fl ourished in a big way 
toward semistructured and unstructured data. A number of machine 
learning techniques have replaced tedious manual processes for quali-
tative analytics. Experiment design has allowed marketers to convert 
their market into a gigantic lab for market experimentation, where 
product, pricing, and promotion decisions can be off ered to smaller test 
markets and tested before global or regional launch. Customer identifi -
cation and tracking techniques can help us identify specifi c customers 
or micro-segments across customer-generated events. 

  Chapter 7  shows how these changes are signifi cantly changing 
marketing organizations—their metrics, processes, external business 
relationships, and people skills. Th is chapter looks at traditional market-
ing functions—marketing research, product management, advertising, 
pricing, media planning, promotions, and communication, and shows 
how these functions are being radically transformed by the three propo-
sitions. In addition, marketing organizations oft en employed shadow 
IT resources to conduct data integration, data mining, and visualiza-
tion. Th ese IT groups are increasingly investing into two roles—data 
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scientists and data engineers. Th is chapter discusses how the analytical 
skills of the past, as practiced by marketing researchers, media planners, 
product managers, data modelers, database administrators, and market-
ing analysts, must be retooled. 

 Th e last chapter provides a focused view of corporate marketing 
and uses it as a special case to recount the main propositions in the 
book. Corporate marketing is, unfortunately, a comparatively under-
researched area of marketing. However, it is going through its own 
transformation using big data, advanced analytics, and social media. 
Th e chapter outlines how corporate marketers are introducing these 
changes and how their changes are similar or dissimilar to consumer 
marketers. 

 I have tried to keep a narrative style in writing this book. One of 
my mentors in my early career days told me marketers are masters 
at storytelling and the best way to communicate with them is using 
s tories. I hope you fi nd the book informative and entertaining.  
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 CHANGING WINDS   

   INTRODUCTION 
 We are creating more data each day than we created in entire decades 
or centuries in the past. How did we get here? Is it just a hype curve, an 
overfrothy bubble that will burst and then we will go back to good old 
small-sized structured data? Will social media keep buzzing? What if we 
do not fi nd any way to make money from selling big data? Is there a crash 
coming? I have heard many doomsday scenarios about privacy, cost, 
overhyped sales promises, and boredom. Before we create a nice shiny 
picture of how marketing will be transformed by big data, it is important 
to examine the drivers for big data and the longevity of this tsunami. 

 In many ways, the foundation for big data was laid in the dot-com 
boom and bust. While some elements of big data may be overhyped 
today, the structure of society is fundamentally changing with big 
data. During the dot-com boom, telecom organizations bet on large 
capacities of dark fi ber in anticipation of an all-electronic commerce 
vision. Since the dark fi ber was available at an exorbitant sunk cost, the 
excessive supply of dark fi ber crashed the costs of carrying bits from 
point A to point B. Storage companies invested heavily in faster and 
cheaper storage devices, leading to a major reduction of storage cost. 
Th e Internet for quite a while was the “World Wide Wait” as everyone 
rushed to mechanize their physical brochures, but then Google and 
Yahoo began to use their search engines to organize data. All in all, the 
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dot-com boom and bust gave us the fundamental tools for big data, and 
told us the world had to be reengineered and not just mechanized. 

 Telecommunications executives oft en lament that their data trans-
mission revenues have been capped due to an ultracompetitive mar-
ketplace, while the data carried by them has exponentially increased, 
leading to an unprecedented cost pressure on existing operations. 
Similar stories come out of media content and distribution companies—
television producers, newspapers, magazines, and cable operators. In 
another way of viewing these changes, the combined market capital-
ization of Apple, Google, Amazon, and Facebook in 2013 exceeded 
$1 trillion, nearly all of it created in the last 20 years. Real-time bidding 
for online advertisements was unheard of ten years ago. Now it is more 
than half of online advertising business, which in turn is climbing to 
double digits in comparison with traditional advertising media as they 
lose their share of advertising revenue. 

 Th is chapter examines the market, social, and technological forces 
that have led to the data tsunami we see today. Th e chapter also exam-
ines the characteristics of big data and its use, and how it is diff erent 
from the traditional data sources we have seen in the past. Th e lines of 
causality are never clear in retrospect. It may almost sound like a con-
spiracy theory, but we the marketers may have created the next wave. 
Th e time has come for the chief marketing offi  cer (CMO) to come to 
the center stage. 

 So how are CMOs faring amid such turbulence? IBM conducted 
face-to-face interviews with 1,734 CMOs, spanning 19 industries and 
64 countries, to fi nd out what they are doing to help their enterprises 
cope with the fundamental shift s that are transforming business and 
the world. Th ese interviews reveal that CMOs see four challenges as 
pervasive, universal game changers: the data explosion, social media, 
the proliferation of channels and devices, and shift ing consumer 
demographics.  1   Th ese challenges are driven by a set of environmental 
factors. In this chapter, I will examine these factors and show how they 
create both challenges and opportunities for marketers.  
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  RISE OF DIGITAL SOCIETY 
 Th ere are two common sources of data grouped under the banner of 
big data. First, we have a fair amount of data within the corporation 
that, thanks to automation and access, is increasingly shared. Th is 
includes emails; mainframe logs; blogs; PDF documents; business pro-
cess events; and any other structured, unstructured, or semistructured 
data available inside the organization. Second, we are seeing a lot more 
data outside the organization, some available publicly, free of charge, 
some based on paid subscription, and the rest available selectively for 
specifi c business partners or customers. Th is includes information 
available on social media sites, product literature freely distributed by 
competitors, corporate customers’ organization hierarchies, helpful 
hints available from third parties, and customer complaints posted on 
regulatory sites. 

 Sales and marketing have received their biggest boost in instru-
mentation from Internet-driven automation over the past ten years. 
Browsing, shopping, ordering, and receiving customer service on the 
Web have not only provided tremendous control to users but also cre-
ated an enormous fl ood of big data into the marketing, product, and 
sales organization, enabling an improved understanding of buyer 
behavior. Each sequence of web clicks can be collected, collated, and 
analyzed for customer delight, puzzlement, dysphoria, or outright 
defection. More information can also be obtained about sequences 
leading up to a decision. 

 Self-service has crept in through a variety of means: Interactive 
Voice Responses (IVRs), kiosks, handheld devices, and many others. 
Each of these electronic means of communication acts like a gigantic 
pool of time-and-motion studies. We have data available on how many 
steps customers took, how many products they compared, and what 
attributes they focused on such as price, features, brand comparisons, 
recommendations, defects, and so on. Suppliers have gained enor-
mous amounts of data from self-service and electronic sensors con-
nected to products. If I use a two-way set-top box to watch television, 
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the supplier has instant access to my channel-surfi ng behavior. Did I 
change the channel when an advertisement started? Did I turn the 
volume up or down when the jingle started to play? If I use the Internet 
to shop for a product, my click stream can be analyzed and used to 
study shopping behavior. How many products did I look at? Did I view 
the product description or the price when looking at the product? Th is 
enriched set of data allows us to analyze customer experience in the 
minutest detail. 

 Products are increasingly becoming digital. We read books and 
magazines on tablets, and listen to music on a variety of electronic 
media. Th ese devices are capable of collecting a lot of statistics on 
consumer viewing or listening patterns. Apple iTunes keeps track of 
when I play each song and how oft en I play it. It can use this infor-
mation to formulate sophisticated graphs showing how the various 
published music products are used and their affi  nity based on usage 
patterns. iTunes Radio or Pandora can off er a stream of new songs 
that are similar to the ones you just heard. Pandora lets you decide 
whether you like the new selection, and changes its selection based 
on your response. Unlike a typical radio station, which must rely on 
listener responses painstakingly collected through traditional means, 
these electronic radio stations can be rapidly tuned to custom music 
preferences. Amazon does a similar customization to book reading. 
Since the time I started to write my books and read a large number of 
books on my Kindle reader, Amazon has made my research easier by 
off ering me new analytics books based on the books I am currently 
reading and publishing. Unlike my physical library, the Kindle library 
is providing me with valuable ways to share my books, and is off er-
ing Kindle ways to achieve a better understanding of collaboration 
among readers.  

  CONNECTED CARS 
 In the 1980s, as I was fi nishing my PhD at Carnegie Mellon University, 
I worked for a couple of years at the Robotics Institute and got my fi rst 
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exposure to autonomous vehicles. Th e thought of a robotically driven 
car that can navigate using a set of sensors and robots was at that time 
a novelty. Autonomous vehicles required a signifi cant number of tech-
nologies in vision, navigation, and real-time decision-making. Th e work 
at the Robotics Institute led to an ambitious project conducted by the 
Federal Highway Administration, which involved a broader participa-
tion from a number of auto manufacturers and US universities.  2   Over 
the last two decades, we have seen a fair amount of progress toward 
making automobiles intelligent. Currently, a number of technology 
providers are teaming with automobile manufacturers to bring wireless 
technologies to cars in order to support the driver with safety, conve-
nience, information, and entertainment.  3   While these manufacturers 
have yet to off er driverless cars commercially for the busy I-5 traffi  c in 
Southern California, they provide a number of safety and convenience 
features in cars today using the underlying technologies. 

 One of the important developments is in the instrumentation of 
the car. Today’s cars come equipped with wireless and sensor technol-
ogies to keep track of all the mechanical and electrical components. 
Instead of using expensive instrumentation at the dealer’s service 
center, which would not be able to collect performance information 
unless the failure conditions are replicated, today’s cars use sensors to 
collect the data as we use our cars. Th is data can be used for sophisti-
cated a nalytics once we take the car to the dealer. However, if the car 
is equipped with Internet connectivity, it can be monitored remotely. 
As faults or other service requirements are detected, the dealers or 
manufacturers can provide intelligent alerts to the driver, before a 
fault leads to a major problem. Once the data has been tapped from 
the vehicle, it can be used for a variety of purposes. For example, car 
insurance companies can use this data to provide insurance discounts 
to good drivers. 

 Cars provide marketers enormous opportunities for location-based 
advertising. As drivers increasingly use gadgets to plan and record 
their travel, a marketing agent can observe, analyze, and recommend 
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activities. As I start running out of fuel, it can present options for refu-
eling. Aft er driving for a while on a long journey, it can off er rest stops, 
places to eat, and shop. In a new city, it can be a concierge as a family 
looks for activities. Navigation products have already started off ering 
products in this area. However, marketers have barely scratched the 
surface in using automobile data or gadgets for understanding or com-
municating with consumers.  

  UBIQUITOUS USE OF MOBILE PLATFORM 
 Th e fi rst documented evidence on wireless phones dates as far back as 
1908, when Professor Albert Jahnke built the fi rst device, which com-
municated without wires in Kansas, Missouri.  4   While wireless radio 
technology was widespread during World War II, Motorola fi rst intro-
duced handheld wireless devices in 1973.  5   However, the last 20 years 
have seen an unprecedented growth in mobile devices around the globe. 
Now, handheld mobile devices are the primary mode of communica-
tion in many growth markets, surpassing landline phone systems. 

 Smartphones and tablets have rapidly engrossed customers in 
usages other than voice communication and attracted attention from 
marketers. I am fascinated with their increasing use as a universal 
device for everything—a remote control for changing television chan-
nels, a shopping device at the store, a music store, a stop watch, an 
alarm clock, and so on. Th e other day, my neighbor was using her 
iPhone mirror app to adjust her makeup. However, initial marketing 
on wireless devices was fairly primitive—using short message service 
(SMS) or display advertising on the tiny screen. With the maturing 
wireless space, marketing budgets and techniques have exploded on the 
mobile platform. Marketers are placing a clear premium on reaching 
audiences via mobile device screens in the future. While 86 percent of 
respondents said mobile phones were currently important advertis-
ing channels, 98 percent said they expected them to be important in 
three years’ time.  6   Tiny display advertisements are no longer the norm. 
As I watch YouTube on my tablet, the site gives me the option to skip 
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the advertisement aft er the fi rst ten seconds of viewing. However, if 
I continue to watch, the video may go on for a long time, in many cases 
for minutes. 

 Mobile platforms have invaded the shopping process and now 
provide great options for additional information access at shops. 
Th ese location-aware phones can be pinpointed within 20 yards of 
accuracy in a shop off ering Wi-Fi service, and marketers have pro-
vided additional information about products, which can be accessed 
on the phone. Shoppers also use their phones for comparative shop-
ping, seeking advice, comparing prices, and looking for deals from the 
competition. In response, stores are actively using phones for location-
aware marketing, mobile coupons, loyalty cards, and related market-
ing activities. Since a mobile device is location aware, it can be used 
for active placement of location-aware marketing messaging. Also, 
companies are using mobile devices to develop interactive marketing 
programs. For example, Foursquare ( www.foursquare.com ) encour-
ages me to document my visits to a set of businesses it advertises. It 
provides me with points for each visit and rewards me with the title of 
“Mayor” if I am the most frequent visitor to a specifi c business location. 
Every time I visit Tokyo Joe’s, my favorite neighborhood nearby sushi 
place, I let Foursquare know about my visit and collect award points. 
Presumably, Foursquare, Tokyo Joe’s, and all the competing sushi res-
taurants can use this information to attract my attention at the next 
dining opportunity. 

 Online commerce in the United States keeps growing each year 
on Black Friday (the day aft er Th anksgiving, a major US holiday). 
Traditionally, shoppers have lined up in front of brick-and-mortar stores 
on the Friday aft er Th anksgiving. However, mobile devices have pro-
vided additional shopping and buying opportunities, and online retail-
ers have been gearing up for Black Friday sales upticks. IBM used its 
cloud-based analytics on 2013 Black Friday shopper behavior to report 
that mobile traffi  c grew to 31.7 percent of all online traffi  c, increasing 
by 45 percent over 2012. Mobile sales were also very strong, exceeding 
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17 percent of total online sales, an increase of 55.4 percent year-over-
year. Smartphones drove 19.7 percent of all online traffi  c, compared 
to tablets at 11.5 percent, making them the browsing device of choice. 
When it comes to making the sale, tablets drove 11.7 p ercent of all 
online sales, more than double that of smartphones, which accounted 
for 5.5 percent.  7   

 In addition to providing communication and content, mobile plat-
forms are rapidly gaining popularity for commerce. Mobile wallets can 
be used for carrying digital money, which can be used to buy goods. 
In developing countries, where banks are relatively scarce, mobile wal-
lets are gradually becoming quasi banks, as they are used not only for 
the buying and selling of goods but also for lending money. Like credit 
cards, mobile wallets can be used instead of money and record the place 
of transaction. Coupled with communication and content information, 
they can also provide a fair amount of shopping history before the pur-
chase is made. 

 Th e biggest change in the use of mobile technologies is coming 
from the large number of apps available for both consumer and corpo-
rate computing. According to Appbrain, there were 879,506 apps on the 
Android market as of December 8, 2013.  8   Apple has traditionally been 
a little ahead, and it crossed the million apps mark in October 2013.  9   
Apps are increasingly transforming mobile devices into enriched 
browsing and interaction platforms. Many of these apps are location 
aware and able to provide location-specifi c capabilities aft er specifi c 
permissions have been obtained from the users.  

  SAVVY CUSTOMERS DISCOVER SOCIAL NETWORKING 
 As I watch my two kids shop, I feel envious of how they make their 
decisions today compared with what I did 35 years ago. Th e increase 
in electronic collaboration has created a new breed of sophisticated 
consumers. Th ese consumers are far more analytical, far savvier at 
using statistics, and far more dexterous at seeking collaboration from 
near-strangers to rapidly collect and collate opinions from others. 
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I have been leisure traveling extensively for over three decades, and 
it took me months each time to plan the vacation. Th irty years ago, 
my usual process of searching for the best places to visit and restau-
rants at which to eat was based on American Automobile Association 
(AAA) brochures. As the Internet gave me the fl exibility to search 
destinations online, I mechanized my searches, without signifi cantly 
changing the process. I used to scour the Internet looking for bro-
chures, read their descriptions, and guess which restaurants would 
be closest to our liking. In these years, as my kids grew, they laughed 
at my archaic ways of shopping. In a spirit of their showing me how 
it works, I fi nally gave up control over our travel to Italy for a family 
vacation in 2007. My kids were living at opposite ends of the United 
States, but were able to collaborate with each other, their friends, 
and others to organize us, using a new set of tools, without paying 
a single cent to AAA for membership or Barnes & Noble for expen-
sive travel books. Th ey went through sites like Yelp and TripAdvisor 
and sought help from their friends (online, obviously) to fi nd rare 
places that were both inexpensive and served delicious food. We were 
never lost for directions, always found ethnic foods I could never have 
located through my old ways, and paid a fraction of what I would 
have paid for food. We ate almost like locals in Rome and Florence, 
and by throwing a couple of Italian phrases into the mix, we almost 
acted like ones, too. Yet while I admired my kids’ way of working, it is 
relatively harder for me to adopt their style of travel planning. I was 
organizing a trip to Rajasthan, India, in December 2013, and my gut 
reactions were still the same. My daughter, who had never been to 
Rajasthan, had already fi gured out the best restaurants in Jaipur, the 
mode of transportation to the Taj Mahal, and the best tourist spots. 
Th e comparisons were provided not by marketers, but by other travelers 
like her. 

 Th e information collected by travelers was organized at a fraction 
of the cost of collating, organizing, and publishing travel knowledge 
in proprietary ways. It was the result of a gigantic collaboration. Some 
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of the data was very biased and very incorrect. However the data tsu-
nami took care of the biases. My daughter explained to me that the true 
value of high scores was only valid when there was large number of 
recommendations. “If a restaurant has four or fi ve stars with less than 
ten reviewers, it may be fabricated reviews from family and friends,” 
she said. “You should only go for recommendations where the num-
ber of reviews is large. And, do read the reviews, as there is a lot more 
data hidden in the unstructured text,” she added. While this was com-
mon sense, it was interesting to see how social media sites had put that 
information in the hands of consumers on their devices. It was a lot of 
unstructured data, but it gave us much more than simple quantitative 
scores. Not everyone was looking for the same product, but by reading 
the reviews, we could get so much more information. 

 How did so many people collaborate so eff ortlessly in Yelp? How is 
the data organized so easily and so well? How do we have a taxonomy in 
which I can type any small ethnic community food type and fi nd half a 
dozen restaurants in Southern California? Th ese sites are mostly crowd-
sourced, with strong governance and a well-maintained taxonomy that 
is changed based on how the users of the community search. Yelp has a 
way of rewarding its best reviewers. Th ey are called elite reviewers:

   Th e Yelp Elite Squad is our way of recognizing and rewarding y elpers 

who are active evangelists and role models, both on and off  the site. 

Elite-worthiness is based on a number of things, including well-writte n 

reviews, great tips on mobile, a fl eshed-out personal profi le, an active 

voting and complimenting record, and playing nice with others. 

Members of the Elite Squad are designated by a shiny Elite badge on 

their account profi le.   10     

 Today’s customers can shop around the globe, fi nd out more than ever 
before about the organizations they are dealing with, and share their views 
with hundreds of thousands, if not millions, of fellow customers. Th eir 
expectations—be they consumers, citizens, or business c ustomers—are 
soaring. And they can make or break brands overnight! 
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 Society has always played a major role in our evaluation process. 
However, the Internet and social networking have radically altered our 
access to information. I may choose to “like” a product on Facebook, 
and my network now has instant access to this action. If I consider 
a restaurant worth the money, Yelp can help me broadcast that fact 
worldwide. If I hate the new cell phone service from a telco, I can blog 
to complain about it to everyone. 

 We have to be careful in using these powerful tools on big data, 
however, as they are likely to reveal private facts. Th e  Wall Street Journal  
reported the case of a student who joined a gay community. Th e com-
munity, in turn, invited her to join a Facebook page where the commu-
nity was posting its events and sharing friends.  11   Unfortunately, this 
student had not disclosed her gay status to her parents. To her shock, 
an invitation went from her community to her entire friends circle, 
including her parents, to join the community. As Facebook fi ne-tunes 
its privacy preferences and policies for posting and broadcasting infor-
mation, such stories are grim reminders of the complexity in our social 
structure and how social media must weave its designs to meet these 
requirements. 

 On a positive note, Barack Obama’s presidential campaign is a great 
example of how a political campaign started at the grass-roots level, 
connected with its constituencies, respected them for their individual 
diff erences, and focused a multichannel campaign using a gigantic 
voter data model. Th e campaign built a detailed data model and kept 
track of individual political views and preferences, encouraging par-
ticipation at the grass-roots level and constantly using these activities 
to update the data model. Th e campaign then aggregated the data from 
the individual level to formulate clusters and directed the rest of the 
channels, including the venue for President Bill Clinton’s speeches and 
television spots, to align with the pockets of voters requiring the most 
attention. Th e email campaign continued even aft er the election. As a 
participant, I receive well-written emails from the president himself or 
the First Lady, sharing with me his activities that pertain to my wish 
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list of issues and encouraging me to participate in the political process 
by continuing to voice my opinion. Th e big data analytics for the cam-
paign were choreographed by Dan Wagner, and have been extensively 
discussed by political and technical journals. 

 Th e signifi cance of Wagner’s achievement went far beyond his 
ability to declare winners months before Election Day. His approach 
amounted to a decisive break with twentieth-century tools for tracking 
public opinion, which revolved around quarantining small samples that 
could be treated as representative of the whole. Wagner emerged from 
a cadre of analysts who thought of voters as individuals and worked 
to aggregate projections about their opinions and behavior until they 
revealed a composite picture of everyone.  12    

  CROWDSOURCED ANALYTICS TOOLS 
 My son and I have learned analytics across two generations. I think 
I belong to the second generation of computer scientists, as I grew up 
with personal computers and did not invest any of my time in the IBM 
360-class machines. My son grew up with the Internet and the open-
source community. As you can well imagine, he has typical Silicon 
Valley gut reactions, while I am still trying to weigh-in with my DNA 
from corporate America. We had an interesting discussion regarding 
his algorithms. I suggested that he should fi le a patent for them so that 
he can protect his intellectual properties. However, he was more inter-
ested in contributing them to an open-source community, so he could 
get others to work with him. 

 Although open-source soft ware sources have been around since 
much of the 1980s and 1990s, their popularity grew exponentially with 
the World Wide Web. Th e “open-source” label was created at a strategy 
session held on February 3, 1998, in Palo Alto, California, shortly aft er the 
announcement of the release of the Netscape source code. Th e strategy 
session grew from the realization that the attention around the Netscape 
announcement had created an opportunity to educate and advocate for 
the superiority of an open development process. Th e conferees believed 
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that the pragmatic, business-case grounds that had motivated Netscape 
to release their code illustrated a valuable way to engage with potential 
soft ware users and developers, and convince them to create and improve 
source code by active participation in a community. Th e conferees also 
believed that it would be useful to have a single label that identifi ed this 
approach and distinguished it from the philosophically and politically 
focused label “free soft ware.” Brainstorming for this new label eventually 
converged on the term “open source,” originally suggested by Christine 
Peterson, co-founder of Foresight Institute.  13   

 Th e Apache site owes its genesis to the HTTP daemon. In February 
1995, the most popular server soft ware on the Web was the public 
domain HTTP daemon, developed by Rob McCool at the National 
Center for Supercomputing Applications (NCSA), University of Illinois, 
Urbana-Champaign. However, development of that httpd stalled aft er 
McCool left  NCSA in mid-1994, and many webmasters developed their 
own extensions and bug fi xes that were in need of a common distribu-
tion. A small group of these webmasters, contacted via private email, 
gathered together for the purpose of coordinating their changes (in the 
form of “patches”). Brian Behlendorf and Cliff  Skolnick put together a 
mailing list and shared information space and logins for the core devel-
opers on a machine, with bandwidth donated by HotWired.  14   As of June 
2013, Apache was estimated to serve 54.2 percent of all active websites 
and 53.3 percent of the top servers across all domains.  15   

 Google released the Google File System paper in October 2003 and 
the MapReduce paper in December 2004, which attracted the attention 
of Doug Cutting and Mike Cafarella at the University of Washington, 
who were developing the Nutch, an open-source search engine. In 
2006, Cutting went to work at Yahoo, which was equally impressed by 
the Google File System and MapReduce papers and wanted to build 
open-source technologies based on them. Th ey spun out the storage 
and processing parts of Nutch to form Hadoop (named aft er Cutting’s 
son’s stuff ed elephant) as an open-source Apache Soft ware Foundation. 
However, although Yahoo was responsible for the vast majority of 
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development during its formative years, Hadoop did not exist in a bub-
ble inside Yahoo’s headquarters. It was a full-on Apache project that 
attracted users and contributors from around the world.  16   

 Hadoop gained the attention and mindshare of a large number of 
developers globally who used the Apache server to share their ideas and 
code. Since the entire program is open source, it is now gathering a fair 
amount of momentum at corporate information technology (IT) orga-
nizations, and has risen as a serious competitive threat to the traditional 
soft ware for data storage, integration, and analytics. It has attracted a 
large technical community, which is contributing to the development 
of soft ware. In addition, the academic community has created a large 
number of online courses. 

 As much as data about marketers was crowdsourced by social 
media organizations, much of the storage and analytics techniques are 
also crowdsourced. It has been a fascinating experiment of public shar-
ing, which has attracted market leaders, such as IBM, who are contrib-
uting and benefi ting from this open-source technology development 
program. 

 Unlike a patent, which protects ideas but creates pockets of inno-
vations requiring expensive integration (some of which are also pat-
ented), the open-source experimentation allows a developer to share 
initial ideas and use a community to improve the original idea. Each 
developer has access to the source code and can use it to create com-
mercial products, which, through the very nature of their development, 
are far better integrated.  

  MONETIZATION 
 Th e music industry has seen its revenue models turned upside down 
with digital music availability and piracy. So, how would a musician 
popularize his/her songs and monetize the song? Let me take an example 
from Bollywood, where free downloads shattered the traditional music 
business. Before the invasion of the Internet and YouTube, the mar-
keting of songs in India was tied to movie releases, and therefore the 



CHANGING WINDS 33

success of a song was closely tied to the success of the movie. As a movie 
was released, hundreds of millions of moviegoers evaluated the fate of 
the song. Oft en, the songs carried the movie or never rose to popularity 
because the movie fl opped and most of the potential audience did not 
get a chance to hear the song. However, with the rise of the Internet, 
social media, and digital recordings, the Indian music industry is going 
through a cataclysmic change. 

 Th e “Kolaveri” song by Dhanush presents an interesting story of 
how Twitter, Facebook, and YouTube became its marketing and moneti-
zation instruments. Th e song was written in Tanglish (a combination 
of Tamil and English) and leaked in an early recording. With its poetic 
lyrics, catchy beat, and the informal nature of its launch, the leaked 
video rapidly became a marketing sensation. At that time, the music 
publishers were not even considering YouTube as a possible publication 
medium. Yet due to the song’s viral success, they decided to offi  cially 
launch it on You Tube on November 16, 2011. It might seem that Sony 
acted fast, sealing the deal within 13 days of the video’s upload. But by 
then, the song had already clocked 9 million views. Had Sony managed 
to monetize those views, it would have made an additional $4,000 (Rs 
200,000 at the prevailing rates in 2011), based on YouTube’s $1 cost 
per 1,000 impressions (CPM) assuming a 50 percent revenue partner-
ship. Th e song rapidly became a big sensation among youth in India 
and recorded the highest number of Twitter hits in India in record 
time. Th e song received an unusual amount of attention from celeb-
rity movie stars and singers. It was Facebook that emerged as the main 
driver for “Kolaveri,” accounting for 80 percent of social media men-
tions, followed by Twitter and YouTube, according to Social Hues.  17   
Sony has since been collecting revenues through the YouTube views, 
which totaled over 70 million by fall 2013.  18   Th e song was created for 
the movie “3,” which, unfortunately, did not succeed at the box offi  ce.  19   
Had the song used the movie to promote it, as the Indian movie and 
music industry had done for so many decades, its success would have 
been tied to the success or failure of the movie. 
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 “Kolaveri” is nowhere close to the top of viewed YouTube videos, 
however. Th e video “Gangam Style” from the Korean group Psy was the 
fi rst to hit 1 billion YouTube views.  20   Television viewership is actually 
declining among teens and youth. YouTube and other online channels 
have snatched market share from the conventional media. While many 
of the big brands are rapidly discovering YouTube as a publication 
medium, it has also spawned a large number of amateur content pro-
viders, and is used as well for sharing videos among family and friends. 
Content providers are able to employ YouTube as a platform for pub-
lication and advertising. It has also prompted entrepreneurs like Lisa 
Irby to teach others how to monetize using Google Adsense.  21   

 Google took an early lead in monetizing the online search with its 
innovative clicks-based revenue model. It rapidly led to a social media 
monetization program across many sites. However, many social media 
communities have remained advertising free and do not have a goal of 
making profi ts, for example, Wikipedia and Craigslist. 

 So far, we have discussed advertising revenues from content dis-
tribution. But how about storing and analyzing customer data that 
comes from content viewership? From a big data analytics perspec-
tive, a “data bazaar” is the biggest enabler to create an external mar-
ketplace, where we collect, exchange, and sell customer information. 
We are seeing a new trend in the marketplace, in which customer 
experience from one industry is anonymized, packaged, and sold to 
other industries. Fortunately, Internet advertising came to our rescue 
in providing an incentive to customers through free services and 
across-the-board opt-ins. 

 Internet advertising is a remarkably complex fi eld. With over 
$20 billion of revenue in the fi rst half of 2013  22  , the industry is feeding a 
fair amount of start-up and initial public off ering (IPO) activity. What 
is interesting is that this advertising money is enhancing the customer 
experience. Take the case of Yelp, which lets consumers share their expe-
riences regarding restaurants, shopping, nightlife, beauty spas, coff ee 
and tea, and so forth. Yelp obtains its revenues through advertising 
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on its website; however, most of the traffi  c is from people who access 
Yelp to read customer experiences posted by others. With all this traffi  c 
coming to the Internet, the questions that arise are, how is this Internet 
usage experience captured and packaged, and how are advertisements 
traded among advertisers and publishers. 

 Terence Kawaja has been studying this market since 2009, when 
he created a chart to explain the emerging online advertising market. 
To date, slide versions of his chart have received more than 350,000 
views online, from people in 116 countries. Sure, compared to YouTube 
videos of cute babies and cats that rack up millions of views in a mat-
ter of days, 350,000 is quite small. But given the obscure nature of the 
material (a chart full of ad tech acronyms such as “SSPs,” “DSPs,” and 
“DMPs”), it is a fairly impressive number.  23   I have used his charts in my 
books. In most of my presentations, I could measure the maturity of the 
audience by the number of LUMAscape acronyms they were familiar 
with. “Terence Kawaja has a new way for potential investors to visual-
ize it,” says  Wall Street Journal  writer Amir Efrati. “Th e market involves 
hundreds of small and large companies that help advertisers reach con-
sumers and help web site publishers, mobile-application developers, 
search engines, and other digital destinations generate revenue through 
advertising.”  24   Over the years, Kawaja has added diff erent charts to rep-
resent various markets—display, video, search engines, mobile, social, 
and commerce. For the latest LUMAscapes, visit Kawaja’s web site: 
 www.lumapartners.com . A number of intermediaries play key roles in 
developing an advertising inventory, auctioning the inventory to the 
ad servers, and facilitating the related payment process, as the adver-
tisements are clicked and related buying decisions are tracked. I have 
been following the LUMAscapes for over two years. A number of my 
clients have mentioned LUMAscape as their source of data for fi nding 
companies to work with. In  chapter 4 , I will describe the mechanics 
and benefi ts of real-time bidding in more detail, and in  chapter 7 , I will 
discuss further the roles of diff erent players and how they participate in 
the advertising process. 
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 In addition to Internet advertising and usage data, a number of 
other markets are rapidly emerging for data monetization. Telecom 
companies have been experimenting with the monetization of location 
and device usage information. However, a couple of regulatory and 
customer privacy preference concerns have kept them in check. For a 
typical telecom provider, the potential revenue from monetization is 
insignifi cant in comparison to the revenue from telecom usage. A back-
lash could potentially set them back in comparison to the competition. 
In addition, various regulations hold them responsible for customer 
data privacy.  

  PRIVATE AND PUBLIC CLOUD 
 Th us far, I have covered social media as a source for data, open source 
as the mechanism for fi nding soft ware tools, and monetization as the 
motivation for burning the midnight oil. But how can I have the com-
puting environment for such large data storage and analysis? Cloud 
technology has off ered an attractive proposition to anyone who wants 
to experiment with marketing analytics and lacks resources. I met a 
group of students at Stanford University who were conducting a senti-
ment analytics of Twitter data in the early days of unstructured data 
analytics of big data. Th ey were dealing with terabytes of data and run-
ning sophisticated algorithms to interpret unstructured data and seek 
Twitter infl uence with positive and negative sentiments.  25   Th ey told 
me they used Amazon cloud to perform this extensive and valuable 
analysis on a tight budget without having to buy and build a dedicated 
infrastructure. 

 Time-shared computing was popularized by mainframe comput-
ers, which were expensive to buy and house. Getting leased access to 
the mainframe was the best way of using it without incurring massive 
capital and other fi xed costs. Clouds apply the same principle to the 
modern computing infrastructure. A variety of cloud solutions have 
emerged over the last decade. Public clouds house data across many 
corporations or consumers and off er secure access to each. Private 
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clouds house the data within a corporation’s fi rewalls, but use the cloud 
infrastructure to reconfi gure the environment for each project, thereby 
reducing the dedicated purchase of computing infrastructure for each 
project. Cloud technology can be used at diff erent levels of comput-
ing infrastructure. An infrastructure cloud off ers a computing envi-
ronment. A storage cloud off ers capabilities for storing data as well as 
capabilities for backup and restore. For example, Symantec and Amazon 
provide storage clouds for personal computer data backup. An applica-
tion cloud houses an entire application, such as SalesForce.com. 

 As large quantities of public data started to emerge, cloud provid-
ers off ered ready-to-use solutions for analysis of this data. It is an easy 
decision to use a public storage for already public data and analyze it 
for specifi c queries. Cloud providers off ered low entry points and sub-
scription fees to simplify starting costs for analytics. As off erings from 
cloud-based analytics, such as Coremetrics  26  , Radian6  27  , and Attensity  28   
proliferated, marketers began to augment their traditional sources 
and manual scans of public data using public cloud analytics sources 
as input. In a study with a large telco, I found a number of subscrip-
tions to competing cloud-based providers, some of them overlapping in 
capabilities. Th e price tags were reasonable, and the starting costs were 
almost negligible. 

 Th e pricing models for cloud-based analytics providers have sig-
nifi cantly challenged the soft ware and services industry. In a typical 
capital purchase, soft ware is sold with an upfront fee and an annual 
maintenance fee, and customization services are also front loaded and 
may cost as much as or more than the soft ware. For a typical market-
ing automation program, nearly 50 percent of the cost may need to be 
incurred in the fi rst year, while most of the benefi ts may be back loaded. 
To make these programs viable, most of the large programs were capi-
talized with a multiyear amortization schedule. Th e cloud changed the 
model to a monthly subscription, where the costs are mostly transac-
tion driven and, hence, back loaded, while the benefi ts may be acceler-
ated through early deployments. In addition, the marketer may choose 
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to cancel the program any time without incurring expensive upfront 
costs. Information Management reported a story on Adobe manage-
ment’s decision in August 2011 to dump its lucrative licensing business 
in favor of a monthly subscription off ering called Creative Cloud. Th e 
same shift  is underway across the technology industry as vendors vie 
for a bigger slice of the $36.8 billion cloud soft ware market, which will 
balloon to $67.3 billion by 2016, according to IDC.  29   

 As usage grew, marketers began to raise data security and owner-
ship questions. Th e market is now maturing rapidly into using a hybrid 
environment, where public data is being analyzed using public cloud 
off erings, but its correlation with internal marketing data is conducted 
in a private cloud. Private clouds provide many of the benefi ts of public 
clouds, and yet off er the benefi ts of data and ownership protection.  

  CUSTOMER PREFERENCES AND PRIVACY CONCERNS 
 Data privacy for big data is a serious business, and is causing regula-
tors around the globe to set up a variety of policies and procedures. We 
have witnessed debates regarding the use of location data for monetiza-
tion as well as other commercial and government uses. Th e US Federal 
Trade Commission settled a case with Facebook that now requires the 
company to conduct regular audits. Facebook, Inc. agreed to submit to 
government audits of its privacy practices every other year for the next 
two decades. Th e company also agreed to obtain explicit approval from 
users before changing the type of content it makes public.  30   Similar pro-
cesses have been put in place at MySpace and Google. Under certain 
opt-in conditions, the collection and storage of location information 
may be permissible. Also, some of the data can be made anonymous 
and used for statistical analysis. Two bills introduced in the US House 
of Representatives and the US Senate limit how the government and 
private companies can use information about customer location. Both 
bills await approval by the House. Th e bills are among multiple eff orts 
in Washington, DC, to update digital-privacy laws, particularly as 
they relate to location. One bill, sponsored by Democratic Senators 
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Al Franken of Minnesota and Richard Blumenthal of Connecticut, 
requires companies such as Apple and Google, as well as the mak-
ers of applications that run on their devices, to obtain user consent 
before sharing information with outsiders about the location of a 
mobile device. Th e other bill, by Senator Ron Wyden (D., Oregon) and 
Representative Jason Chaff etz (R., Utah), requires law enforcement 
agencies to obtain a warrant in order to track an individual’s loca-
tion through a mobile phone or a special tracking device. Th is follows 
an earlier bill introduced by Senate Judiciary Committee Chairman 
Patrick Leahy (D., Vermont) that imposed a similar requirement and 
also required law enforcement to obtain a search warrant in order to 
retrieve old emails stored on servers. Th e latest public relations uproar 
over the use of location data by the National Security Agency (NSA) 
has created a fair amount of public clamor.  31   Th e laws concerning when 
the government can track someone’s location are murky. One key law 
dates from 1986, before the widespread use of cell phones or global 
positioning satellites. 

 At the end of the day, privacy preferences are personal to consum-
ers and vary widely among individuals. In many situations, marketers 
have found good reception for the use of customer data in exchange for 
a service. In many cases, consumers will trade their privacy for favors. 
For example, my cable/satellite provider sought to have my channel click 
information shared with a search engine provider. Th ey off ered me a 
discount of $10 if I would “opt-in” and let them monetize my channel-
surfi ng behavior. An early example was Apple’s use of device data for 
product improvement in exchange for its “locate iPhone” service. Based 
on consumer reaction, Apple fi ne-tuned its privacy preferences and 
clarifi ed that it collects location data only as needed for improving loca-
tion services for Apple and its business partners  32   Sprint and CarrierIQ 
tried an early step toward using device and network analytics and found 
stiff  opposition to their plans.  33   In May 2013, AT&T revamped its pri-
vacy policy in which aggregate location data can be used for delivering 
customized content, relevant advertising, and personalized off ers for 
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products and services that may be of interest to customers.  34   Consumers 
have the opportunity to opt-out. Privacy laws also diff er across geogra-
phies. A global marketing program using customer data for marketing 
must adjust to regional laws and preferences. 

 Th is leads us to several interesting possibilities. Let us say that a 
data scientist uses the channel-surfi ng information from cable viewing 
to characterize a household as interested in sports cars (for example, 
through the number of hours logged watching NASCAR). Th e search 
engine then places a number of sports car advertisements on the web 
browser used by the desktop in that household and places a web cookie 
on the desktop to remind them of this segmentation. Next, a couple of 
car dealers pick up this “semi-public” web cookie from the web browser 
and manage to link this information to a home phone number. It would 
be catastrophic if these dealers were to start calling the home phone to 
off er car promotions. When I originally opted-in, what did I agree to 
opt-in to? And is my cable/satellite provider protecting me from the 
misuse of that data? As we move from free search engines to free emails 
to discounted phones to discounted installation services, all based on 
the monetization of data and advertising revenue, there is money for 
everyone if the data is properly protected against unauthorized use. 
Many technology providers are selling data obfuscation processes to 
protect customer privacy. Most of the time, marketers are interested in 
customer characteristics that can be provided without privately iden-
tifi able information (PII)—that is, uniquely identifi able information 
about the individual that can be used to identify, locate, and contact 
that individual. We can possibly destroy all PII, which may still provide 
useful information to a marketer about a group of individuals. Now, 
under “opt-in,” the PII can be released to a select few as long as it is 
protected from the rest. In the preceding example, by collecting $10, 
I may give permission to a web search engine to increase sports car 
advertisements to everyone in my Zip+4, while at the same time 
expecting protection from dealer calls, which require a household-level 
granularity. We can provide this level of obfuscation by destroying PII 



CHANGING WINDS 41

for house numbers and street names, while leaving Zip+4 information 
in the monetized data. 

 I have banking/investment accounts with fi ve major fi nancial insti-
tutions. One of these banks recently approached me about consolidating 
all my bank accounts with them. As we were going through the details, 
I was being asked to share a fair amount of private information. I won-
dered how much the bank already knew about me since I have dealt 
with them for over a decade and given them access to credit reports and 
mortgage applications. Also, a data scientist at the bank could correlate 
information authorized by me, information that is publicly available, 
and self-provided personal information. How is this full and complete 
view of my customer profi le stored and accessed at the bank? 

 We have heard about data security breaches. Recently, the  Wall 
Street   Journal  published an article about a Yahoo! security breach that 
exposed 453,000 unencrypted user names and passwords.  35   Is all this 
data that the bank is collecting about me safe? Oft en, we assume a large 
global brand is safe; however, the recent data breaches include a long 
list of famous brand names. 

 Th e technology is continuing to evolve in their use of web tracking 
information. Since most of the information sharing on the Internet is 
stateless, “web cookies” grew as informal mechanisms to track a user 
of a website. Unfortunately, cookie data was not well protected, and 
a number of companies began to analyze cookies to look for private 
information. Cookies are also not as reliable source of data, as they are 
oft en deleted and are not used by the mobile platforms. Other ways 
of tracking customer data, such as fi ngerprinting the device are being 
developed.  36   

 Data privacy is an important concern, and is oft en discussed in the 
context of consumer targeting. Even if I suppress PII, I may target an 
individual or a group of individuals with specifi c marketing messages 
that may be considered to be violation of privacy by the customer. How 
do we draw the line, and how do we still converse with customers? It 
is all about customer context and trust. As customers, we trust some 
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relationships and are willing to open up. As long as the trust is main-
tained, information or marketing propositions can be freely exchanged. 
However, if the trust is broken, it creates irreparable damage not only 
for that relationship but also for many other relationships. It is like a 
marital relationship. A couple comes together with a “trust” that lets 
them relate to each other. If the trust is broken, it impacts not just the 
couple’s, but many other relationships. As marketers, we owe it to our 
brands as well as to the rest of the marketing community to build and 
maintain trust with customers, which allows the exchange of informa-
tion and marketing off ers.  

  SO HOW DOES IT IMPACT MARKETING? 
 While we talked about the “voice of the customer” and the “customer 
is king” even before the Internet and social media became popular, the 
communication traveled from marketers to customers. It was like a 
cable modem, through which downloads could be executed at broad-
band speeds, while uploads were tiny narrow bands of sample data. 
However, communication has now all changed and unleashed the big-
gest worldwide chatterbox! Th e megaphones are now all in place, and 
we just need a little instigation. However, this is broadband in reverse. 
Communication from customers is no longer restricted. It may over-
whelm our listening devices as well as our warehouses, and those of us 
who ignore it, may get trampled over by those who master it. 

 Th e spirit of Arpanet as it evolved through research institutes and 
universities was to preserve the independence and spirit of altruis-
tic cooperation without commercialization. Internet amplifi ed that 
spirit, and social media added a lot of voices to it. For the longest time, 
Facebook remained commercial free. Th e intent was once again to build 
an environment of altruistic collaboration. Yet, thanks to marketers and 
the pressure for public performance, commercialization is getting intro-
duced. However, commercialization faces a large population of users 
who collaborated in altruistic ways in the past. Marketers can benefi t 
from this crowdsourced participation as long as they follow the spirit. 
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 As mobile platforms grew, marketers started using them for mar-
keting. Although it has taken us a while to understand the real power of 
mobility, it is all about understanding consumers and their behaviors. 
It is probably the richest source of data, and is a gold mine for under-
standing the context and intent of our customers. 

 Th ese major trends must be harvested using a marketing strategy 
that revolves around collaboration with customers. Customers are ready 
to work with marketers as long as marketers build trust and engage 
them in a productive dialogue that benefi ts the customers. Th ese trends 
obviously support marketers, too, as they get to sell their products. 
However, these trends shift  the balance of power to the customer and 
give them the ability to infl uence our products, our messaging, and our 
relationship with customers. 

 Th e power remains with the customers and the impartial review 
process. Amazon reviewers can tear apart a bad product, and if fake 
reviewers join in to incorrectly praise a product, they get punished along 
with the product. Yes, we can include celebrity endorsements, and for a 
fee, they may add a voice, which is no diff erent from classic Marketing 
101. However, a digitally connected society has its checks and balances 
to fairly evaluate a product. When savvy customers shop for products, 
they are dexterous at weighing paid celebrity endorsements against the 
voice of the masses.  
   



     3 

 FROM SAMPLE TO POPULATION   

   INTRODUCTION 
 During my last trip to Mumbai, India, I was staying in a hotel at their 
famous Juhu beach. My trip was relatively short, and I was debating 
whether to indulge in social activities. In the early morning, I was 
tempted to go for a jog at the beach. By the time I sat down for break-
fast, I had messages from two of my friends asking how long I was 
going to be in Mumbai. I track my jogging activities on Endomondo, 
which is linked to my Facebook page. I did not have to call any of my 
social circles to announce my arrival in Mumbai, as Endomondo took 
care of it. 

 Big data is beginning to provide us a powerful mechanism to 
record observations in a public way and broadcast them worldwide, 
at Internet speed. Each photo I place on Facebook is available to my 
social circles. I come from a big family and have 65+ fi rst cousins dis-
tributed across many countries and continents. As I immigrated to 
United States in early 1980s, I started to lose contact information and 
other pertinent details. As my family and I graduated from sharing 
addresses and phones to emails and Facebook pages, we found it was 
relatively easier to renew connections with the help of digital commu-
nication, and social media, as most of my cousins had email addresses 
and were active on Facebook. Although today the extended family is 
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distributed all over the world, we feel connected to each other, as we 
see each other’s activities, share in commenting and placing “Like” 
buttons, and can connect to each other despite each of us constantly 
changing contact information.  

 So, what are these observations? How do we participate in these 
observations? Do consumers have the ability to control how to make 
these observations, private, public, or shared with a select group? How 
biased are these observations? As marketers, can we rely on these 
observations? How do marketers convert observed data into meaning-
ful insight? Where are the limits to the computing power in dealing 
with velocity, volume, or variety of data? Th is chapter will tackle these 
questions and position the fi rst proposition to marketers.  

  CENSUS DATA 
 Offi  cial nationwide censuses have been the original big data sources 
for centuries. Censuses were conducted across a number of ancient 
societies, including China, India, Egypt, Greece, and Rome. According 
to  Webster’s  dictionary, a census is the offi  cial process of counting the 
number of people in a country, city, or town and collecting infor-
mation about them. A census is an expensive and time-consuming 
proposition. Most of the ancient kingdoms used a census to keep track 
of the population driven by their political needs—primarily the need 
to keep accurate count of ethnic communities as well as for taxation. 
Th e US Constitution has stipulated that a census be conducted every 
ten years, and by 1880 the size and geographical breadth of the US 
population drove the manual process to its limits, fueling automation 
and the use of punch-card machines.  1   Even today, the primary benefi -
ciary of the census in the United States is the congressional district 
zoning process. However, it remains a costly and time-consuming 
process, as each citizen must respond to a questionnaire with a large 
number of questions. For a country of more than 300 million persons 
spread out over 3.6 million square miles, counting the entire populace 
is an immense logistical feat. To accomplish it for the 2010 census, the 
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Census Bureau mailed approximately 134 million questionnaires that 
were to be completed by April 1. Th at would cost nearly $60 million 
in postage alone if the Census Bureau did not get free postage from 
the United States Postal Service (USPS). Th e collective weight of all 
360 million printed questionnaires (from all three mailings) is nearly 
12 million pounds, and if stacked on top of one another, would be 
nearly 29 miles high.  2   Electoral candidates as well as pollsters exten-
sively used census data in building their big-data-driven prediction 
models for election results. As I watched the counting of votes in the 
2012 US elections, I was fascinated with how John King from CNN 
used the census data and his predictive model to provide early analysis 
of the results.  3   

 While a census is mandated by the constitution in many nations 
around the world as an important input for organizing the democratic 
division of the voting process, it provides a wealth of information to 
the marketing community. It is by far the most comprehensive view 
of a nation, and by combining data across many nations, a marketing 
organization can collect a global view of its consumers. Marketers have 
mastered the art of combining statistical information collected from 
small samples and projected to the entire population using census data. 
For example, Nielsen’s report on Asian consumers uses census data to 
accurately estimate the size of the Asian population in the United States 
and then employs a large number of statistically signifi cant samples of 
the population to project the behavior of these consumers.  4   

 A census is also an important case study on the protection of 
personal data. While the data is collected systematically across the 
entire population, from each individual, its public access is typically 
in the form of aggregate data. All the collected data is available at 
an appropriate aggregate level that does not reveal the identity of an 
individual, while at the same time it provides valuable information 
about a community. 

 Statistical sampling off ers us with an important way to collect 
detailed data from a small number of people and achieve a relatively 
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high accuracy in our ability to predict the behavior of an entire popula-
tion, as long as the sampling is done “randomly,” that is, each individual 
has equal probability of being chosen as a sample representative of the 
population. For example, if we were to conduct a telephone survey to 
elicit opinions in a society where only the wealthiest 10 percent of indi-
viduals use telephones, the sample would not be random. For a long 
time, with a census as the only source of big data, there was no easy way 
to challenge a prediction based on statistical sample data projected to 
the population using census data. In the recent past, we began to see 
other sources of big data, which are an extensive representation of the 
society at large. In many cases, they represent observations as opposed 
to reported information. How do we combine census data with these 
other sources to analyze and infer consumer behavior? Let me discuss 
a couple of examples.  

  SOCIAL MEDIA DATA 
 Most of the early marketing analytics eff orts were initiated from stud-
ies of unstructured texts from public websites. Th ere are two strong 
reasons why this data provided the fuel for early research. First, the 
data on public websites is easily available to the academic community. 
While the early work started with research publications and search 
engines, it began to branch off  rapidly into many aspects of marketing 
analytics. Second, the data provided an enormous richness to develop 
powerful hypotheses on social behaviors, which could be studied and 
perfected. Unlike structured data, the analysis of unstructured text has 
many nuances. Researchers have to build techniques for understand-
ing and translating human writing, for example, converting unstruc-
tured data into structured sentiment scores. A blog or tweet may 
carry sarcasm or emoticons, which should be interpreted by computer 
programs.  5   

 Jonathan Taplin has been a seasoned businessman in the entertain-
ment business, having produced successful concerts and movies. He is 
now the director of the University of Southern California’s Annenberg 
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Innovation Lab and has been working closely with IBM in studying 
how unstructured data can be analyzed for Hollywood Marketing.  

   Our results demonstrate not just the usefulness of monitoring social 

sentiment but the importance of deeply analyzing the raw results so 

marketing leaders come away with a precise understanding of what 

consumers think and want. For example, before the mid-November 

release of  Twilight: Breaking Dawn Part 2  our index showed positive 

sentiment toward the movie of 90%. Yet on Saturday, Nov. 24, in the 

midst of the Th anksgiving holiday weekend, the positive sentiment 

dipped to 75%. Did that mean consumers were disappointed with the 

fi lm? Actually, no. We discovered on close examination that many of the 

people who used words in their Tweets signaling sadness or disappoint-

ment were reacting to the emotional moments in the fi lm or to the fact 

that their beloved series is ending with this installment.   6     

 Sentiment analysis of publicly available data is making inroads into 
marketing organizations in a variety of industries. For example, bing.
com and the Fox Network covered President Barack Obama’s State 
of the Union address, combining the live broadcast with sentiment 
a nalytics of opinions and an online voting tool from bing.com. Nearly 
12.5 m illion voters got a chance to express their opinions. Th ese opin-
ions were analyzed and segregated into a number of categories, pro-
viding a detailed view of public response to the speech.  7   Gatorade has 
built a social media command center, where they collect and analyze 
feedback on their brand.  8   

 While this data is extremely useful in detecting trends and patterns, 
we must be careful in combining this data with other big data. For 
example, census data provides us with an accurate count of population 
within a geopolitical area. Can we combine social media data from the 
geopolitical area to represent the opinion of the entire population? While 
the numbers of observation points are far higher than a statistically sig-
nifi cant sample, it is very much a biased sample representing those who 
like to express their opinion. It is a highly accurate representation of the 
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subset of population who use social media to express their opinion, but 
does not represent the rest of the population. 

 Other than quantifi cation of unstructured text, the posted mes-
sages can also be used for discovering underlying patterns and graphs. 
One such pattern is the infl uence analysis, which can be measured by 
the amount of interest a particular blog or tweet generated in its com-
munity. Th ere is a variety of ways in which impact of an expressed opin-
ion can be measured and analyzed thereby providing an overall scores 
for its author. For example, Amazon measures the impact a reviewer 
has made on product purchases and rank orders these reviewers based 
on their relative contribution to past purchase decisions.  

  LOCATION DATA 
 Next, I would like to discuss location data. We carry our cell phones 
everywhere, and have now started to use mobile devices to watch mov-
ies, browse social media, and make transactions. How can a marketer 
collect, organize, and analyze location data? I had a chance to work 
with Jeff  Jonas, an IBM Fellow. Jonas was very interested in looking at 
location data for clues about mobility patterns. In his quest for big data, 
he stumbled on publicly available mobility data posted by Malte Spitz, 
a German Green Party politician. Spitz publicly disclosed his mobility 
information to make everyone aware of privacy issues around location 
data collected by telcos. He went through a court dispute to collect the 
data from his wireless phone company, Deutsche Telecom, and made 
six months of his mobility data publicly available.  9   Th is data was a gold 
mine for location researchers. Jonas decided to take the challenge. As 
a premier expert in the fi eld of customer identity, he was interested in 
understanding whether or not he could establish the identity of an indi-
vidual by analyzing mobility patterns. 

 How was this data collected from Spitz’s phone? A cell phone is 
served by a collection of cell phone towers, and its specifi c location 
can be inferred by triangulating its distance from the nearest cell tow-
ers. In addition, most smartphones can provide Global Positioning 
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System (GPS) location information that is more accurate (up to about 
20 meters) but can rapidly drain the cell phone battery. In most market-
ing situations, cell tower location data combined with occasional GPS 
is good enough. Th e location data includes longitude and latitude and, 
if properly stored, can take about 26 bytes of information. If we store 
24 hours of location data for 50 million subscribers at the frequency of 
once a minute, the data stored is about 2 terabytes of information per 
day. Th is is the amount of information stored in the location servers at 
a typical telco. While that is a lot of data, it can be rapidly aggregated to 
keep only meaningful information. 

 By itself, longitude-latitude is hard to analyze. I may need to know 
the granularity of the data and a measure of proximity so that I can 
infer whether a person is at one location or another. If I have to count 
the number of people sitting in a building, we need simple measures for 
location, which can be counted. Fortunately, a number of techniques 
have emerged for summarizing and counting location. Geohash is 
one such measure, and is available in the public domain.  10   For a given 
location using an address or longitude-latitude, the geohash algorithm 
converts it into a code. Th e code goes left  to right, and each byte fur-
ther divides the rectangular space represented by the code. A two-byte 
geohash represents an accuracy of  ± 630 kilometers, while an eight-
byte geohash represents an accuracy of  ± 19 meters (see table 3.1). Th e 
geohash “9x” covers nearly all of Wyoming and northern Colorado, 
all the way from the eastern boundary facing Nebraska and Kansas 
to the western boundary facing Utah and Idaho, while “9xj6v0v,” an 
eight-byte geohash represents the corner of Wazee and 20th Street, 
near Coors Field stadium in downtown Denver. Th e presence of a per-
son in a specifi c location for a certain duration is considered a space-
time box and can be used to encode the hangout of an individual in 
a specifi c business or residential location for a specifi c time period. 
By converting longitude-latitude to geohash, I can count how many 
people were physically present in the vast area covered by Wyoming 
and Northern Colorado on July 4 at 5 p.m., or do the same analysis 
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for a street corner in downtown Denver. Th e fi rst two bytes of these 
examples are exactly the same—9x as the street corner in downtown 
Denver is fully contained in the bigger box. However, if we are asked 
to compute the number people in Colorado, we may need to aggregate 
a couple of geohashes inside “9x” and “9w,” as the state of Colorado is 
split between those two 2-byte geohashes.      

 We expected a politician to be fairly mobile and irregular in his 
mobility patterns.   As Jonas began to analyze Spitz’s mobility data, he 
found defi nite patterns. Spitz moved around a lot, but was still a crea-
ture of habit. A small number of hangouts dominated his locations—
possibly his home, work, and social meeting places. Jonas used this data 
and other such studies to establish the identity of an individual based 
on specifi c hangouts visited by that individual. Th is insight is very use-
ful to a prepaid wireless service provider. Most of the subscribers in 
developing countries are prepaid and oft en change their phones and 
subscriber identity module (SIM) cards. However, using hangouts, we 
can create signatures that accurately represent individuals, giving us an 
ability to identify them even if they change names, contact, addresses 
and phone numbers. Th is insight can be used to identify someone who 
switches brands regularly and can be used to provide incentives for 
them to stay with a specifi c brand. 

 Th e discussions with Jonas motivated me to study mobility pat-
terns. I was interested in mobility data for a group of people and to 

 Table 3.1     Geohash accuracy level  11   

 geohash 
length 

 lat bits  lng bits  lat error  lng error  km error 

1 2 3  ± 23  ± 23  ± 2500
2 5 5  ±  2.8  ±  5.6  ± 630
3 7 8  ±  0.70  ±  0.7  ± 78
4 10 10  ±  0.087  ±  0.18  ± 20
5 12 13  ±  0.022  ±  0.022  ± 2.4
6 15 15  ±  0.0027  ±  0.0055  ± 0.61
7 17 18  ± 0.00068  ± 0.00068  ± 0.076
8 20 20  ± 0.000085  ± 0.00017  ± 0.019
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establish insights that can be used for segmentation. In my fi rst job 
as a market researcher, we used surveys to collect customer data. 
Surveys can only be administered on a very small (and probably a 
fairly biased) sample, and are based on recollection of history. We can 
use cell phone data to collect history, as it happens. I found an app 
that was able to record my mobility patterns, and aft er three months 
of data collection, my pastime was to watch my past mobility patterns 
through my travels around the world. It was surreal, as if I had a video 
recording of my past three months of movement. Since it was my own 
data, I could see the data as well as the inaccuracies. For example, 
as I drove past a turnpike in Pennsylvania, the tracking was off  by a 
couple of miles, and I could use map data to change the location. As 
we discovered later, this was a much-needed addition to raw location 
data, where context information such as street maps can be used to 
make the data more accurate. 

 As I work for IBM, I travel extensively, and I expected my mobil-
ity patterns to be as wild as water bubbles in a steaming kettle. To my 
surprise, I showed very defi nite stable patterns and a small number of 
hangouts where I spent most of the time. Since my data was coming 
from my cell phone, it provided me accuracy at the geohash8 level, 
which is ± 19 meters in the table above. Nearly 15 out of 30 days in 
a month, I work at home and spend nearly all the time in a single 
geohash with occasional (and predictable) movements to neighboring 
geohashes. Th e other 15 days, I showed mobility patterns that took me 
from my home geohash to the airport geohash. At that point, the cell 
phone was turned off  and then it was turned on at one of my travel loca-
tions. While the distances between these geohashes were large, there 
were a small number of travel destinations in that three-month period, 
representing four clients I was working with. In each case, the patterns 
repeated for each city—representing the hotel, the offi  ce location, and 
the restaurants and bars I was regularly visiting. Th e analysis of the 
data also showed me the limitations to using geohash as the mecha-
nism. Th e IBM offi  ce at Armonk is covered by two geohashes, and 
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while I spent most of the time in a single conference room, the occa-
sional trip to the neighboring kitchen to get coff ee was depicted as 
travel to the neighboring geohash 1.22 kilometers away. However, a 
clever algorithm that predicts velocity of travel allowed me to remove 
the geohash edge traversal. 

 I assembled a team of researchers and collected location data from 
several wireless service providers’ location data, on the condition that 
the data would be anonymized before analyzing, and none of the results 
would be shared at atomic (subscriber) level. Most certainly, the wire-
less service providers were interested in the research, but wanted to 
make sure the demonstrations would not be misused to identify per-
sonal information, such as cheating spouses and executives texting 
while driving (both interesting insights, which can be estimated using 
location data, although not with 100% certainty). Th is team of IBM 
researchers used the data to build a showcase on how the data could be 
used by marketers.  12   Th e source data was accurate at the geohash5 level, 
which means the data was accurate to  ±  2.4 kilometers. However, with a 
little adjustment, Tommy Eunice was able to drive the accuracy down to 
geohash6 ( ±  0.61 kilometer). Now we had the data to accurately predict 
location to the block level. Eunice led the data science work and was 
rapidly fi nding clusters of interesting patterns—people who worked 
from home, buddies who traveled together, or popular lunch places. 

 Aggregation and clustering are oft en-used techniques for mining 
location data. As I stated earlier, geohash coding provides a natural 
aggregation. A one-byte geohash represents a rectangle bigger than the 
size of the United States and Mexico (all of the United States and Mexico 
is represented by the geohash signifi ed by the number “9” and the adja-
cent geohash “D”). As we add more bytes to the geohash, it divides the 
bigger rectangle into smaller ones. Once we had the mobility patterns 
for a large number of subscribers in a city, Eunice was able to aggre-
gate these mobility patterns into two sets of important aggregations. 
First, he found the popular hangouts by establishing an aggregation 
of mobility into geohashes at diff erent times of day—early morning, 
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rush-hour commute time, late morning, lunch time, early aft ernoon, 
late aft ernoon, evening commute, dinner time, late night TV time, and 
so forth. Cell phones and their respective owners congregated at popu-
lar hangouts at each of these times, and we could easily spot residential 
communities, offi  ce areas, popular lunch locations, travel congestion 
spots, and fi ne dining places. Second, he started to fi nd buddies who 
traveled together. Two or more cell phones were together in two, three, 
four, or fi ve locations at the same time. As the number of places visited 
simultaneously increased in frequency, the data provided us the confi -
dence that these cell phones belonged to people who traveled together 
and were somehow related to each other. By analyzing the time of day 
when these cell phones are together, we can predict work, social, or 
family ties. 

 Location data can be generated at diff erent levels of accu-
racy. Typical cell tower data as described above is accurate within 
1–2 k ilometers. However, wireless subscribers oft en turn on GPS to 
fi nd directions on our cell phones. At the expense of a cell phone bat-
tery that may get rapidly consumed, the location data captured through 
GPS is about geohash 8 at an accuracy of 20 meters. Similar accuracies 
can be achieved when we turn on Wi-Fi in a sports stadium. Wi-Fi 
location data has one more advantage—in addition to the fact that it 
does not overdrive the battery consumption, it also improves our ability 
to connect to the Internet. A public gathering area like a stadium may 
off er free Wi-Fi to its audience, to ascertain their location data and use 
it for a variety of operational and marketing purposes. For example, the 
stadium may off er a visitor advice on which gate to use for entry to the 
stadium based on current visitor location, seat location, multiple gate 
locations, and the lines at each gate. Th ere are many interesting mar-
keting opportunities once we have a person with a smartphone located 
in a stadium who is able to watch the television screen, interact with a 
little screen, and has a fair amount of interest in buying merchandise 
located around him/her. By combining more aggregated cell tower data 
with Wi-Fi data, we can now combine the behavioral characteristics of 
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a shopper (couch potato vs. frequent mall shopper) with the shopping 
behavior of the shopper (time spent in each aisle or combinations of 
aisles visited). A savvy data scientist can also use clustering algorithms 
to establish micro-segments by fi nding individuals who follow simi-
lar mobility patterns. Some of the micro-segments are based on people 
traveling to similar locations. However, more complex micro-segments 
are based on mobility patterns to diverse locations. For example, a sta-
tistical program can fi nd active weekend golfers who wake up early on 
the weekend and show up at the golf course for a Saturday morning 
game. Th ese golfers may be showing up at diff erent golf courses around 
the globe, but share the Saturday morning mobility pattern. Th is micro-
segment is of enormous interest to golf companies, golf resorts, and the 
leisure travel industry. 

 How about combining social media and location data? If there is a 
way to correlate social media data to mobility data, it can provide mar-
keters with a valuable cross-correlation of customer profi les. To exam-
ine this, a team at IBM’s Global Solution Center collected two months 
of Twitter data and performed a series of unstructured analytics.  13   Th ey 
also had access to the mobility data described above. A marketer might 
like to fi nd people who show specifi c travel patterns and who tweet 
about sports to off er them sports memorabilia at their next visit to 
the stadium. Finding people who like sports is not as easy, however, 
as tweets come with diff erent words that describe sports. Once a data 
scientist has found a baseball fan, the next interesting challenge is to 
align it to the mobility data. Unless the correlation is done with full 
disclosure to the customer, this task may not be appreciated by the cus-
tomer. In many cases, the stadium may have complimentary Wi-Fi and 
may trade free Internet access for wireless information and a Twitter 
handle, possibly off ering a sports statistics app as a promotion. Now we 
have access to all the Twitter information from this Twitter handle to 
make guesses about the person behind the Twitter handle. We can also 
use the mobility data to fi nd additional micro-segments. We can fi nd 
their buddies and start off ering products and promotions that appeal to 
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the consumer or to his/her social circle. If someone tweets “Enjoying 
a Rockies game with my hubby” and is a frequent visitor to Rockies 
games who works in downtown Denver, the marketer can easily infer: 
“married,” “woman,” “enjoys baseball,” “frequent Rockies game visitor,” 
and “daily grinder,” and off er specifi c promotions that may appeal to 
this person. 

 I earlier discussed census data, which is the most comprehensive big 
data source. Th e mobility data discussed here is still a sample, as it rep-
resents only cell phone users and only those who subscribe to a single 
wireless provider, unless we start combining data across wireless pro-
viders. However, cell phone data provides a marketer with an observed 
count of “work at home” in a geographical area. What if we could pick a 
statistically signifi cant sample of individuals from the same geographi-
cal area and ask them if they work from home? Th e reported infor-
mation would not be as accurate as observed data because, depending 
on the exact phrasing of the question and how the respondent inter-
prets it, the data may not be as accurate as observed data. However, the 
observed data from a wireless device is a good representation of the 
wireless phone users for the specifi c wireless provider, but not neces-
sarily the rest of the population. Th at data would fail to represent my 
90-year-old retiree dad, who does not carry a phone and stays at home 
most of the time.  

  PRODUCT USAGE DATA 
 With all these powerful contributions to data-driven customer profi les, 
let me take the next source of big data—product usage. As products 
become digital, they contribute usage data, which can be analyzed 
and used for customer modeling. Let me take you through a couple 
of examples to describe the extent of big data available from product 
usage and how it can be analyzed and potentially combined with social 
media and location data. 

 For a number of decades, television producers relied on a con-
trol sample of audience viewing habits to gauge the popularity of their 
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television shows. Th is data was collected using, fi rst, extensive surveys 
in the early days of television programming and then, later, special 
devices placed on a sample of television sets by companies such as 
Nielsen. With the advancement in the cable set-top box (STB) and 
the digital network supporting the cable and satellite industries, cable 
operators can now collect channel-surfi ng data from all the STBs 
capable of providing this information. As a result, the size of data col-
lected has grown considerably, providing marketers with fi ner insights 
not previously available. Th is information is valuable because it can be 
used to correlate channel surfi ng with a number of micro-segmentation 
variables. 

 Television STB data is available at the household level, while 
mobile device content data provides content viewing by individuals. 
Consumers are beginning to watch content on both platforms, and 
sometimes they even use both at the same time for complimentary 
information access. Th is data is collected from the devices, cleaned 
up, and correlated with programming data to ascertain the timing of 
customer behavior. If I use a two-way STB to watch television, the sup-
plier has instant access to my channel-surfi ng behavior. Did I change 
the channel when the advertisement started? Did I turn the volume up 
or down when the commercial started to play? What if the consumer 
started to watch the television, but left  it on for the day while going to 
work (maybe while turning off  the television, but not the STB). A fair 
amount of cleanup is needed before this data can be analyzed. STBs 
are geographically located. If we know the television viewing habits of 
a community of people, that information can be utilized for beaming 
specifi c messages to that community. Aggregation and correlation can 
be used to analyze STB location data, combined with STB usage data. 

 As wireless devices get smarter, agents installed on these phones 
collect device usage information to analyze this data for device or net-
work quality improvement. Sometime ago, my iPhone 4S was showing 
erratic behavior. It would start heating up all of a sudden and drain its 
entire battery in a short time, leaving me without a working phone. 
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I made an appointment with the genius bar at Apple and showed up 
with the phone. Th e genius bar representative connected my phone to 
his laptop and could see my battery temperature history. He concluded 
that a bad app was causing this erratic behavior and that the best rem-
edy was to remove all the apps, reset the phone, and reinstall a new 
version of the apps one by one. CarrierIQ off ers similar services for 
Android phones and has been providing device analytics to wireless 
service providers. By most industry measures, the numbers of smart-
phones being returned by customers in the fi rst year are running at an 
unacceptable and unsustainable rate. Perhaps unsurprisingly, the rates 
appear to vary dramatically between handsets, but appear to be averag-
ing 15 percent–20 percent. What is surprising is that over 40 percent 
of these devices turn out, upon further investigation, to have nothing 
wrong with them. Th is insight was echoed in the recent IWPC Mobile 
Field Returns Survey (September 2011), in which a selection of US and 
European operators were asked to report on the volume and type of 
fi eld returns. Again, no-fault-found ranked in the >30 percent category 
from most operators.  14   

 Once this data is collected, can it provide any value to sales and 
marketing? Many consumers live in houses or apartments with poor 
wireless coverage. We oft en tell our callers to call back on a landline 
so that we can reasonably converse without poor wireless quality or 
dropped calls. Network equipment providers and wireless operators 
have worked together to provide network devices, which can be attached 
to a broadband Internet connection to provide wireless signals.  15   Since 
these devices use broadband access, the usage is no longer counted as 
minutes connected, and the device shows a whopping fi ve-bar network 
connectivity. How do I identify a micro-segment—miserable subscrib-
ers who get poor network coverage near their house? Th is is a good 
example of utilizing mobility pattern information to identify residen-
tial accommodation for a subscriber and device data to establish poor-
quality network coverage. Once joined, the intersection of the two is a 
target list to market “home connects”! 
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 Regulators have asked most telcos and cable operators to store call 
detail records and associated usage data. For a 100-million-s ubscriber 
telco, the Call Detail Records (CDRs) could easily exceed 5 billion 
records a day. Telecom operators have been collecting CDRs for a long 
time. As of 2010, AT&T had 193 trillion CDRs in its database. As phones 
became more sophisticated and consumers started to use the phone for 
activities other than calling, the CDRs started to include other forms of 
communications, and everyone started to use the term xDR, where x 
is a variable that takes many meanings, depending on whether it repre-
sents calls, text, data, or video. Big analytics has lately started to provide 
telcos with sophisticated capabilities to analyze this data and fi nd useful 
nuggets of information about their customers. 

 Social groups can be inferred from any type of communication—
emails, SMS texts, calls, Facebook friendships, and so on. It is interest-
ing to see strong statistics associated with leaders’ infl uence on their 
social groups. One such analysis involves discovering group dynamics. 
Communication across individuals can give insights into formal and 
informal groups. In some situations, these groups have formed among 
coworkers, and could be very formal with organizational hierarchies 
and matrices. In other situations, the communications may be due to 
informal social groups formed via families and friends. In any group, 
there are leaders who keep these groups together and followers who 
are infl uenced by those leaders. Th ere may be ambassadors who may 
belong to one group but represent them in another, where they have 
loose ties. Th ere are many ways to discover these groups by using big 
data. Telcos are rapidly discovering that they have a gold mine of big 
data in the form of xDRs with social/work group information, which 
can be used for marketing purposes. 

 Social group leaders typically have a set of social group followers. 
If these groups are communicating with each other, it is a possibility 
that the brand choices made by the leaders will infl uence the subse-
quent brand switching among the followers. Let me use an example to 
illustrate this behavior. I am a member of an investment club, which 
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regularly meets to discuss investment decisions. We have pooled 
together a small fund, and we make decisions about buying and selling 
stocks using the pool of funds. In addition, each of us has our individ-
ual investments. Our group decisions oft en infl uence our individual 
decisions, especially in dealing with the investment brokers and tools. 
Collectively, we use fi ve brokers for individual investments across the 
group. As the group leaders start switching from one set of brokers 
to another, others start to follow. Th e group communicates regularly 
with each other using cell phones, with a signifi cant number of calls 
and texts. Can we analyze the xDR data to predict brand switching for 
investment brokers? Once a leader switches a brand, it increases the 
likelihood for the social group members to churn as well. Who are 
these leaders? Can we identify them? How can we direct our market-
ing to these leaders? 

 In any communication, the leaders are always the center of the 
hub (see  fi gure 3.1 ). Th ey are oft en connected to a larger number of 
“f ollowers,” some of whom could also be leaders. In the fi gure, the lead-
ers have many more communication arrows either originating from or 
terminating at them compared with the others.    

Group with no leader
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 Figure 3.1      Leaders in a communications network  
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 How do we identify the leaders? IBM Research conducted a series of 
experiments with telcos. CDRs, which carry information about person 
A calling person B, were analyzed. By synthesizing call information and 
abstracting communications networks, we discovered webs of commu-
nications across individuals. We also used the customer churn infor-
mation to correlate churn among leaders to subsequent churn among 
followers. Here are some of the highlights from one of the experiments 
that I helped conduct:  16    

  ●     Leaders were 1.2 times more likely to churn compared with non-
leaders.  

  ●    Th ere were two types of leaders: disseminating leaders who were 
connected to their group through outgoing calls, and authority 
leaders who were connected through a larger proportion of incoming 
calls.  

  ●    When a disseminating leader churned, additional churns were 28.5 
times more likely. When an authority leader churned, additional 
churns were 19.9 times more likely.  

  ●    Typically, there was a very limited time between leaders’ churn and 
the followers’ churn.    

 Social group data is increasingly available from a variety of sources. 
Th is data is becoming an important source of data for the social media 
products, in addition to the telcos. Each of these sources represents dif-
ferent types of groups. Th e overall social dynamics of a group is a com-
bination of observations across a number of sources. A set of Facebook 
friends may not be communicating via phone, but could be actively 
sharing product evaluations using social media sites. 

 Th ere are many ways to utilize social networks to infl uence pur-
chase and reuse:

   ●     Studying consumer experience —A fair amount of this data is 
unstructured. By analyzing the text for sentiments, intensity, 
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readership, related blogs, referrals, and other information, we can 
organize the data into positive and negative infl uences and their 
impact on the customer base.  

  ●     Organizing customer experience —We can provide reviews to a 
prospective buyer, so he/she can gauge how others evaluated the 
product.  

  ●     Infl uencing social networks —We can provide marketing material, 
product changes, company directions, and celebrity endorsements 
to social networks so that social media may infl uence and enhance 
the buzz.  

  ●     Feedback to products, operations, or marketing —By using information 
generated by social media, we can rapidly make changes in the 
product mix and marketing to improve the off ering to customers.     

  SHOPPING DATA 
 Sales and marketing got their biggest boost in instrumentation from 
the Internet-driven automation over the past ten years. Browsing, 
shopping, ordering, and providing customer service on the Web has 
not only provided tremendous control to end users but also created an 
enormous fl ood of information to the marketing, product, and sales 
organization in understanding buyer behavior by analyzing usage data. 
Each sequence of web clicks can be collected, collated, and analyzed 
for customer delight, puzzlement, dysphoria, or outright defection, and 
the sequence leading to this decision. 

 Self-service has crept in through a variety of means: IVRs, kiosks, 
handheld devices, and many others. Th ese electronic events act like a 
gigantic pool of time-and-motion studies. We have data available on 
how many steps a customer took, how many products he/she com-
pared, and what he/she focused on: price, features, brand comparisons, 
recommendations, defects, and so on. Suppliers have gained enormous 
amounts of data from self-service, electronic leashes connected to 
products, and the use of IT. If I use the Internet to shop for a product, 
my click stream can be analyzed and used to study shopping behavior. 
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How many products did I look at? What did I view in each product? 
Was it the product description or the price? Th is enriched set of data 
allows us to analyze customer experience in the minutest detail. 

 A number of companies are collecting detailed click-stream data to 
understand consumer behavior. Th e motivation for collecting this data 
came from understanding how customers were using websites, and 
whether or not there were glitches in the web design that prevented 
customers from using the sites for the intended function. Whether 
direct-to-consumer or business-to-business (B2B), it is no secret the 
online channel is a critical component of business today. Yet analysis 
of website usage patters identifi es users who regularly struggle to com-
plete transactions online and as a result abandon their online transac-
tions midstream. Tealeaf is an example of a product that captures the 
qualitative details of each interaction. 

 While clickstream data has provided web designers useful tools to 
design better websites, it has provided a great source of big data to mar-
keters. As products and promotions are introduced in the marketplace, 
clickstream data provides marketers with specifi c information regard-
ing the details of information access. How many customers visited a 
specifi c page? What was the sequence of clicking before and aft er click-
ing a specifi c page? How much time was spent on a specifi c page? If 
there were actions available based on the information shared, did the 
audience follow the link or not? 

 Clickstream data can be correlated with other data. If the clicks 
were made on a mobile platform, it would be interesting to note the geo-
hash location of the mobile device at the time of the click, and whether 
or not someone else was also present among the consumer’s buddies. 
Oft en consumers are clicking on websites while at the same time watch-
ing content on television in a direct response to a commercial and then 
sharing among social groups. I remember conducting and using a com-
mercial day-aft er-recall survey mastered by Procter & Gamble (P&G) 
and Burke Marketing  17   in the 1970s and 1980s. Th e correlations we can 
make today are a signifi cant enhancement over day-aft er-recall as we 
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can track consumers with clickstream data in conjunction with the air-
ing of a commercial. In addition, with a series of profi le labeling and 
drill downs, a marketer can analyze the impact by micro-segment and 
establish an accurate persuasion measure for a commercial using a large 
proportion of the population. 

 Shopping is becoming more sophisticated. I recently visited Home 
Depot and Best Buy to shop for kitchen appliances. By downloading 
their respective apps on my smartphone, I could collect a fair amount 
of additional data on the appliance while standing in front of it. I was 
using the Wi-Fi service supplied by each of these stores, which means 
they can eff ectively track my movement within the store and correlate 
the movement and the use of the app to accurately predict my shopping 
list. Th e smartphone identifi cation data, in conjunction with the app 
use, can allow marketers to correlate shopping with specifi c custom-
ers. If they have access to the audience data from their cable operator, 
and to browser data from a clickstream supplier, they can correlate a 
fair amount of consumer information, making a judgment about the 
level of information that has already been shown to this consumer and 
whether there are signifi cant pieces of information that have not yet 
been presented.  

  CONVERSATION DATA 
 Customer touchpoints provide valuable data to customers shopping for 
products. Is this a data source for marketing? Would it be possible for 
us to capture call center conversations, web chats, email trails, and so 
forth to gauge customer interest? Can we also use this data to under-
stand diff erences across customer cross sections? 

 Marketers are increasingly using customer touchpoints to commu-
nicate with customers, and a fair amount of this data is already being 
captured for further analysis. A cable provider recently asked me to 
analyze their call center data to ascertain customer intention. In their 
environment, the call center agents were codifying customer intent 
using 150+ codes at the end of the call. As suspected, the reported 
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information was not necessarily accurate. Most of the call center agents 
used fewer than ten codes to represent most of their conversations. It 
was not clear whether customers were calling only for those reasons or 
whether the call center agents could memorize only a small number of 
codes and were repeatedly using those codes to inaccurately represent 
the real conversation. 

 However, a mechanical means of data categorization and mining 
can be used to verify and autocorrect these observations. Call center 
conversations can be converted into text, and then the text can be cat-
egorized into a code. In addition, the customer voice analysis can detect 
anger or appreciation, leading to not one but possibly many quanti-
fi cations of the call center information. Web chat and email can also 
be analyzed, and although they lose the verbal emotions, they can be 
used for written emotions, for example, use of adjectives and adverbs to 
codify emphasis and emotions. 

 Th e most powerful analysis from conversation data is in its use to 
identify gaps between intention and action. If someone is interested in 
purchasing a product, but does not end up buying in a specifi c contact 
point, it represents an unfulfi lled demand that can be further addressed 
via a campaign.  

  PURCHASE DATA 
 I am working with a set of mobile wallet technology suppliers, and 
they have given me some insights on the rich data we can collect from 
purchases. Th ere are several sources of this data. Credit card providers 
carry information about credit card transactions. Th eir data contains 
merchant, transaction location, and transaction amount data tracked 
by consumer. Mobile wallets carry similar data, and sometimes have 
additional money movement data if the wallets are being used for lend-
ing money, especially in the growth markets where currency and banks 
are getting replaced by mobile wallets. 

 With online transactions, we are beginning to see technologies that 
can help consumers and marketers organize the purchase data. I use 
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Slice ( www.slice.com ) to keep track of my online purchases. Slice scans 
my email for any online purchases and extracts relevant information, 
so I can track shipments, order numbers, purchase dates, and so on. 
I do a fair amount of business as well as leisure travel and oft en make 
advanced reservations for airlines and hotels. Slice provided me with a 
convenient app on my iPhone to track all of these reservations. With a 
couple of clicks on this app, I can get access to valuable data about my 
confi rmation number, date of reservation, and the hotel address and 
phone number. Slice extracts the relevant ordering information and 
keeps it organized for me for easy access to this data. 

 Slice also lets me “slice and dice” the orders. Th at is, it analyzes my 
purchases against a set of categories to report the number of items and 
money spent in each category.  Figure 3.2  shows Slice’s category a nalysis: 
Travel & Entertainment, Music, Electronics & Accessories, and so on. In 
doing so, Slice is doing rigorous unstructured analytics and user inter-
action to identify what is considered “Movies & TV” and how that is 
diff erent from “Music.”    

 Th e classic product categories originated from the Yellow Pages. 
We remember the classic Yellow Pages books that we received yearly 
and that are nowadays being incorporated into online Yellow Pages and 
other shopping and ordering tools. However, categories are typically 
tree structured, where each node is a subclass of the node above and 
can be further subclassifi ed into further specialized nodes. For exam-
ple, a scooter is a subclass of a two-wheeler, while an electric scooter 
is a subclass of a scooter. A node can be a subclass of more than one 
entity. A subclass shares the attributes of its superclass. Th erefore, both 
scooters and electric scooters should have two wheels. While the classic 
product catalogs were static and were managed by administrators with-
out organized feedback, the unstructured analytics provide the ability 
to make a dynamic hierarchy, which can be adjusted based on usage 
and search criteria. 

 As companies like Intuit and Slice deal with their users, they provide 
a categorization of a transaction based on their collective understanding 
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of the product catalog. However, they provide the consumer with the 
ability to change the classifi cation. Th e analytics of reclassifi cation allow 
these algorithms to constantly adjust their classifi cation based on real 
data from their customers. 

 Th e data that Slice is collecting provides signifi cant value to mar-
keters. Here is a  Washington Post  analysis of iPhone sales from a recent 
launch of iPhone 5:

   Th e sales fi gures outstrip analysts’ expectations for the opening week-

end. Estimates for the phones’ sales ranged from 5 million—the number 

of iPhone 5 models Apple sold on that model’s opening weekend—to 

8 million. Apple didn’t specify which iPhone colors were the big favor-

ites with consumers, though more anecdotal reports suggest that the 

gold iPhone 5s was far more popular than the silver or “space gray” 

models. Th e gold version was the fi rst to run out on Apple’s Web site, 

and several customers reported that they were having trouble fi nding 

the phone in stores if they weren’t at the very front of the line. As for 

the more colorful, plastic-backed iPhone 5c, at least one fi rm estimates 

that nearly half of its customers favored a blue or pink phone. Slice, 

an online fi rm that helps users track their online purchases, reported 

that 28 percent of pre-orders it tracked for the iPhone 5c were for blue 

phones, 20 percent for pink phones. What was the least popular color 

for the iPhone 5c, according to Slice’s data? Yellow, which accounted for 

10 percent of the orders.   18     

 Grocery stores have been equally busy developing their understanding 
of customers. Most of them off er frequent shopper cards that can be 
used by the grocers to track purchase habits as well as used by shop-
pers to redeem discounts and other useful campaigns. With identify-
ing information collected from the customer, this shopper card can be 
correlated with a name and an address. Retailers toyed with the idea of 
providing shopping gadgets to shoppers and eventually realized that 
creating a smartphone app to run on an existing device would be easier 
than engineering a new device. Shoppers may activate a mobile app as 
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soon as they enter a retail store. Th e app starts to collect GPS-level accu-
rate location information about the shopper and lets him/her check in 
grocery items on the smartphone. At the checkout counter, the shop-
per connects the smartphone to the point-of-sale (PoS) device, and the 
grocery bill is automatically paid by the credit card associated with the 
app. As the person walks through the grocery store and checks in gro-
cery items using a smartphone, a campaign management system starts 
downloading mobile coupons based on customer profi le, past grocery 
purchases, and currently active promotions.  

  PROPOSITION 
 In 1980, I was conducting day-aft er-recall research for advertisements 
aired on television. A typical day-aft er-recall requires fi nding a statisti-
cally signifi cant sample of television viewers who watched the program-
ming the previous day and asking them many questions about what 
they remember seeing. Th e advertisement was considered successful if 
a large proportion of those who saw the advertisement remembered it 
as well as its marketing message. As I started to collect the data, I used 
census information to design our survey collection, providing adequate 
coverage of various income groups in the city of Mumbai, and trained 
a number of my interviewers on the survey questionnaire. To under-
stand the data collection accuracy, I followed a couple of interviewers 
throughout the day all over the city. Dogs and security guards oft en 
chased us, and many prospective respondents slammed the doors 
before we could ask any qualifying questions. At one house, the main 
decision-maker did not have the time to answers, so she directed me 
to her teenage daughter who was eager to answer the questions, but 
was not the primary decision-maker. My fi eld interviewer and I argued 
forever about the validity of that observation. He told me the teenage 
daughter met the criteria specifi ed in the interview, and so the interview 
was valid. I kept thinking about their next trip to the grocery store and 
the role the daughter was likely to play in using the advertisement to 
decide on the product purchase. As the day progressed, I started to get a 
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realistic view of the “statistically-signifi cant perfectly-random sample.” 
Irrespective of how hard we tried, the sample remained biased toward 
those who were eager to respond and were easily accessible to us. 

 Th at was 33 years ago. As I recollect the experience, it really feels 
like another century! Today, I have some of that data available from 
the STB of all digital cable subscribers in the city, so instead of chasing 
100 subscribers, I can be looking at data from 5 million subscribers. 
I can use the data to identify subscribers who saw an advertisement 
and determine whether they reached for the remote halfway through 
the advertisement to switch the channel or reduce the volume, and by 
analyzing the social media messages, I can seek their sentiments about 
the commercial. Yes, that is still a biased sample, but it represents a 
much bigger sample size. Depending on the geography, the STB data 
may represent a biased majority, and the social media messages only 
belong to those who are eager to respond, like the teenage daughter of 
the busy housewife I interviewed 33 years ago. Th e diff erence is we now 
have a lot more observations, not just reported samples of data. Also, 
we may fi nd an overlapping set of data. Each big data source brings its 
own biases, but truly represents an individual. Despite these biases, we 
may be able to map a set of customers almost perfectly—where they 
dine, what television programs they watch, how far they commute to 
work, when they take coff ee breaks, which brands they prefer, and how 
they respond to diff erent campaigns. 

 So, how does this change marketing? For decades, statisticians build 
processes that worked well on random samples of real data. We now 
have real data. Th ere are no more samples. Also, if we are able to build 
a relationship with a customer, we can track that customer through dif-
ferent stages of purchases. 

 Marketing is about making customers aware of the off erings, sup-
porting the buying process via a variety of persuasions culminating in a 
purchase, and then using this affi  nity to sell the next product, expand to 
his/her circle of friends, or design a new product based on those ideas. 
Th is chapter established the fi rst proposition, that marketers have a lot 
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of observations they can use for anything they would like to do. It also 
provided a new task for statisticians, to work on systematic biases and 
remove their bad eff ects. Now that we have found a new frontier where 
there are no more small samples and where marketers have access to 
enormous observations about each customer, do we continue to broad-
cast messages to our customers? In the next chapter, I will explore the 
actions a marketer can take and how big data radically changes how 
marketers interact with their customers.  
   



     4 

 FROM BROADCAST TO 
COLLABORATION   

   INTRODUCTION 
 In the last chapter, I built the fi rst proposition, showing how big data 
gave us a lot more observations about customers. Th is rapid rise in data 
has also been coupled with an equally rapid advancement of advanced 
analytics and automation to drive marketing decisions. Th e market 
leaders foresaw the availability of big data and started to build gigantic 
receptacles to contain and control the big data tsunami to their market 
advantage. A large number of consumption options have fueled the 
need for real-time and intelligent decisions, which must be automati-
cally generated and fed into the consumption engines. A number of 
these advancements discussed here are very disruptive to the market, 
as they are driving signifi cant automation and disintermediation of the 
middlemen, who processed and massaged the data. Th ey are tearing 
apart marketing as we knew it in the past and replacing it with a new 
set of actions. 

 I continue to receive nearly fi ve to ten promotions from credit card 
companies per week in the mail. Each of these is an invitation for a new 
credit card with lucrative sign-in bonus miles or other goodies. As I toss 
those off ers unopened in the trash, I sometimes try to estimate the cost 
of these campaigns and imagine their intake reports. Is anyone with 
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my profi le using these promotions? How can the credit card compa-
nies improve their yield? It so happens, like many other empty nesters, 
I have no need to shop for credit cards. Each time I switch credit cards, 
my credit rating companies reduce my credit score, and I need the best 
scores to keep my mortgage rates low. Last but not the least, I have not 
used any of the off ers provided to me via mail, ever! Do they not have 
a way of tracking a completely disinterested prospect? Maybe I am not 
the best target for these promotions? Can they track my response and 
improve their campaign yield? 

 Marketing organizations have traditionally broadcasted their 
campaigns to customers based on their analysis and understanding of 
segments. As long as a reasonable proportion of customers from the 
target population was reacting favorably to the off ers, marketers kept 
investing in the rest of us, fi lling mailboxes and wastebaskets with pro-
motions that were never read or acted upon by consumers. 

 Th e early evolution was in the use of analytics for segmentation. 
Th e original segmentations were demographic in nature and used 
hard consumer data, such as geography, age, gender, and ethnic char-
acteristics to establish market segmentations. Marketers soon realized 
that behavioral traits were also important parameters in segmenting 
customers. 

 As our understanding grew, we saw more emphasis on micro-
segment s—specifi c niche markets based on analytics-driven param-
eters. For example, marketers started to diff erentiate innovators and 
early adopters from late adopters based on their willingness to purchase 
new electronic gadgets. Customer experience data lets us characterize 
innovators who were eager to share experiences early on and might be 
more tolerant of product defects. 

 In the mid-1990s, with automation in customer touchpoints and 
use of the Internet for customer self-service, marketing became more 
focused on personalization and 1:1 marketing. As Martha Rogers and 
Don Peppers point out in their book  Th e One to One Future , “Th e basis 
for 1:1 marketing is share of customer, not just market share. Instead 
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of selling as many products as possible over the next sales period to 
whomever will buy them, the goal of the 1:1 marketer is to sell one cus-
tomer at a time as many products as possible over the lifetime of that 
customer’s patronage. Mass marketers develop a product and try to fi nd 
customers for that product. But 1:1 marketers develop a customer and 
try to fi nd products for that customer.”  1   

 Social media created the next wave of changes, which signifi cantly 
improved consumer power through collaboration. Consumers started 
to collaborate—fi rst for social reasons, but then to compare notes on 
marketers. Yelp created the crowdsourced rating system in which con-
sumers can share their experiences. Amazon started to pay attention 
to the most infl uential reviewers who changed the opinions of others. 
Facebook started as a social media site fi rst, but then gradually opened 
its vast customer base to marketers. 

 Fast-forward to today. Campaign delivery capabilities have 
improved signifi cantly. With online purchasing gaining critical mass, 
there is a need and an opportunity to use marketing at electronic point 
of sales at silicon speed—in milliseconds. Th ese marketing capabilities 
are fueling three signifi cant improvements in marketers’ ability to infl u-
ence customers and vice versa. First, marketers are able to use predictive 
modeling and social media to fi nd the customers best suited for their 
campaigns. Unlike reporting systems of the past, sophisticated predic-
tive models mine the data to target specifi c customers and sharpen the 
messaging to them. Social media off er ways to organize customers and 
off er customer groupings to marketers. Th e second improvement is in 
our ability to develop marketing actions at high speed and use them to 
infl uence targeted customers in real-time or on-demand. Th ese actions 
can be delivered to specifi c customers or micro-segments. Th ird, is our 
ability to collect customer reaction to a focused campaign and fi ne-tune 
the campaign based on the reaction. It allows the consumer to infl u-
ence marketers. By providing a “thumbs up” to an advertising message, 
consumers can communicate back to the marketer, their interest in the 
subject area. Th ese three improvements—micro-segmentation, focused 
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messaging, and customer feedback—provide the necessary pillars for 
collaboration between marketing and customers and drive infl uence 
in marketing campaigns. 

 Marketers have used a variety of ways to infl uence customers. In 
this chapter, I will focus on a number of these marketing capabilities 
and show how they are bringing dramatic changes to marketing capa-
bilities in order to reach and infl uence customers. I will cover their 
impact on product design, advertising, promotions, and pricing.  

  PERSONALIZED CUSTOMER / PRODUCT RESEARCH 
 I invested $100 in campaign contributions to Barack Obama’s cam-
paign before the 2012 presidential election. Th e personalized inter-
actions have been among the best I have had with any political 
organization. Here is an example of something no other politician 
has done for me. I received a letter from Michelle Obama. First, the 
letter mentioned the progress the Obama administration has made in 
immigration reform and climate change—two issues I passionately 
care about. Next, the letter asked me, “What is the number-one issue 
you care about?” Th e letter thanked me for sharing my opinions in 
the past and encouraged me to keep the communication going. As I 
have responded with my top issues, the campaign has continued to 
refi ne its messages and keep track of my issues, keeping the messages 
personalized and tracking the president’s actions in response to my 
concerns. 

 What we are seeing here is a fi ne example of consumer research at a 
personalized level. Customers interact with a number of companies that 
supply goods and services to us. How oft en are our top issues tracked 
by them? I was grumpy about the slow speed of my Internet connection 
and saw an advertisement from my telecom provider off ering me fi ve 
times the broadband speed for an Internet connection. I called them to 
ask if I could subscribe to the faster connection. Th e call center agent 
told me the service was not available in my area. He casually told me 
to call back again in the future to check whether or not the broadband 
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service would be available. I asked him whether I should call every fi ve 
days until the service is available. He was not sure, but said calling once 
a month was not a bad idea. Each such call would cost this company 
about $20, and they would not collect any information from their cus-
tomers to fi nd how many in a given area were calling for higher band-
width. If I call them fi ve times about this upgraded line, they will have 
incurred enough call center expenses to forgo any profi ts for selling the 
upgrade to me for the fi rst year. Th ey were ignoring simple indicators of 
customer demand, which they could have used to fi ne-tune their band-
width demand and product availability across geographies. Th e only 
tracking they required was a list of all customers who had expressed 
the need for higher bandwidth. As soon as the bandwidth was available, 
they could connect with customers and off er them an upgraded product. 
In addition, now they would have demand information for their new 
upgraded service, which could be used by their network engineering 
group in deciding where to build the network infrastructure for the 
upgraded service. 

 I can recollect a similar story about my favorite airline. I was seek-
ing a seat on a particular fl ight, and the response I received was identi-
cal to the one I received in the example above—“Please call back once a 
month, and you will hopefully fi nd the seat you are seeking.” An airline 
can be very sophisticated in their service, especially as they deal with 
their elite customers. Th ey can easily track what their best customers 
would like to do and off er them customized packages based on customer 
needs. All of these are examples of customized product design based on 
customer requirements. Marketers oft en cater sales and order process-
ing to the products they have rather than to the needs their custom-
ers have. In a micro-segmented, or personalized, marketing situation, 
they can build a set of customer profi les and off er customers products 
based on what they need or on what similar customers are buying. As 
you may have already discovered, this is what Amazon already does. 
Every week, I receive a list of books that Amazon recommends to me 
to buy, which is based on my past purchases, new books released, and 
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the purchase behavior of similar customers. Amazon’s recommenda-
tion engine mines through past purchases and book classifi cations to 
build the recommendations. 

 Customer usage is the best source for customer and product 
research. As marketers off er complex products with many features, and 
oft en fi nd customers not using many of the features, a product can be 
rationalized. Th at is, by analyzing product usage, a product manager 
may drop product components, features, or accessories that no one is 
buying. In a study with a telecom provider, I found that 98 percent of 
their customers purchased 197 product components or features out 
of nearly 20,000 off ered to their customers. As the product managers 
insisted that they were dealing with a fat tail, I extended the analysis to 
99 percent of the customers and found only 500 product components 
or features in use. Th eir call centers were training their sales person-
nel for six weeks, most of the time teaching them how to enter 20,000 
product codes in their order-processing systems. While the rest of the 
product components did not off er any exceptional margins or market 
advantage, they were available for an occasional buyer. As the company 
began to introduce a simplifi ed product line through their sales chan-
nels and relegated the “once in a blue moon” product components to 
a specialized sales process, their sales training time was dramatically 
reduced from six weeks to two days. 

 Products are oft en designed to comprehensively cover all custom-
ers. With any offi  ce soft ware tool, like Microsoft  Word, which I am 
using to write this book, most users employ a very small number of fea-
tures, and a couple of power users employ a specialized set of features. 
Could we custom design products based on customer needs and off er 
additional components as a customer requires those new capabilities? 
Product usage analysis can help us map product features to customer 
groups and simplify off erings targeted to those groups. 

 Product automation provides an enormous opportunity to mea-
sure customer experience. Today’s sophisticated consumers take photos 
digitally and then post them on Facebook, providing an opportunity for 
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face recognition. Th ey listen to songs on Pandora, creating an opportu-
nity to measure what they like or dislike, or how oft en they skip a song 
aft er listening to the part of it that they like the most. Th ey read books 
electronically online or on our favorite handheld devices, giving pub-
lishers an opportunity to understand what they read, how many times 
they read it, and which parts they look at. Th ey watch television using 
a two-way set-top box that can record each channel click and correlate 
it to analyze whether the channel was switched right before, during, or 
aft er a commercial break. Even mechanical products such as automo-
biles are increasing electronic interactions. Th ese customers make all of 
our ordering transactions electronically, giving third parties the oppor-
tunity to analyze their spending habits by month, by season, by ZIP+4, 
and by tens of thousands of micro-segments. Usage data can be syn-
thesized to study the quality of customer experience, and can be mined 
for component defects, successes, or extensions. Analysts can identify 
product changes using this data. For example, in a wireless company, 
analysts isolated problems in the use of cell phones to a defective device 
antenna by analyzing call quality and comparing it across devices. 

 Products can be test-marketed and changed based on feedback. 
Th ey can also be customized and personalized for every consumer or 
micro-segment based on consumers’ needs. Analytics plays a major 
role in customizing, personalizing, and changing products according to 
customer feedback. Product engineering combines a set of independent 
components into a product in response to a customer need. Component 
quality impacts overall product performance. Can product managers 
use analytics to isolate poorly performing components and replace them 
with good ones? In addition, can they simplify the overall product by 
removing components that are rarely used and off er no real value to the 
customer? A lot of product engineering analytics using customer expe-
rience data can lead to the building of simplifi ed products that best meet 
customer requirements. Th e solution requires a data-driven mapping of 
customer needs and product usage to product components. Th e map-
ping can be utilized by product marketing to off er product packages, 
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bundles, and customizations to specifi c micro-segments. Th e mapping 
can also be used by product engineering to change product components 
based on customer needs and product usage.  Figure 4.1  depicts a data-
driven mapping, which can be deduced from the types of observations 
described in  chapter 3  and used for marketing segmentation, product 
marketing, and product engineering.    

 Th e fi rst set of dots represents customers. Th ese customers exhibit 
certain needs, depicted by the second set of dots. Customers may use a 
variety of means to communicate their needs, such as using social media 
to tell friends they are interested in purchasing a product, or by search-
ing for product-specifi c information on the web. Th e links between cus-
tomers and needs can be derived by statistical analysis of observations 
and can be depicted as strengths in the lines connecting customers to 
needs. A need is associated with a usage, which represents how the need 
is fulfi lled. Th us need to work at home (a need) may be related to use 
of high bandwidth (a usage), as these users consume high bandwidth 
as they share presentations via email and use corporate applications. 
Th e usage can be linked to product off erings from a marketer, typi-
cally in the form of a grouping of components, which are sold together. 
Th e marketer may group these customers based on needs and usage, 
and may develop specifi c off erings made up of product components 

Customers Needs Usage Offerings Components

Micro
Segment

 Figure 4.1      Mapping of Customers and Products  
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to respond to these customers. In my earlier example, I described my 
need for a higher bandwidth Internet connection to my telecom pro-
vider. In addition, I may be showing higher usage of bandwidth in 
the daytime on weekdays, and average use outside of business hours. 
A telecom provider may group such customers into “daytime work at 
home” (a customer grouping or micro-segment) develop an off ering for 
“higher bandwidth during weekday,” using product components avail-
able from the engineering organization. Th e engineering organization 
may employ these off erings to create engineering components that off er 
diff erent bandwidth by time of day to diff erent customers, based on 
their product subscriptions, by combining components—“bandwidth” 
and “higher bandwidth network policy” (see  fi gure 4.2 ). Needless to 
say, this off ering may provide additional revenue to the telecom pro-
vider, make use of idle bandwidth during the daytime, when the rest 
of the neighbors are “daily grinders” and commute to a work location, 
and lead to a higher loyalty rate among people who work from home. 
Product marketers can discover many such micro-segments by analyz-
ing the data. Th ey can also off er products based on these segments, 
focus their campaigns on a targeted set of customers who are exhibiting 
specifi c behaviors, and observe the intake for those products in the tar-
geted segments. Th e links shown in this fi gure represent observations 
and data sets and can be derived by mining data observed from cus-
tomers. Once the model has been identifi ed, it can be used for targeted 

Customers Needs Usage Offerings Components

Daytime
Work at
Home

Work day
High Usage

Off time
Low Usage

Home Office

Bandwidth

Network
Policy

 Figure 4.2      Daytime Work at Home Micro-segment  
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campaigns to specifi c customers, or for designing new off ering, by 
combining product components.    

 Intelligent segmentation and campaign management systems 
based on these approaches have resulted in signifi cant uptake in reve-
nues and customer satisfaction. Th e campaigns developed using these 
techniques were far more focused, and also far more successful, in 
comparison to broader campaigns. Prior to product automation, data 
collection was very diffi  cult. However, recent advances in product and 
touchpoint automation have given rise to observation data, which can 
be collected and analyzed without signifi cant investment. 

 Th e same approach can also be used for product rationalization. 
Marketers off er a large number of products and components to their 
customers. Usage observations are key to identifying and isolating spo-
radically used product components and features. Th e analysis can also 
be focused on badly designed components, which need to be either 
redesigned or removed from the product mix. Product managers may 
use profi tability analysis, along with competitive intelligence, to decide 
which features are not adding value to product selling or usage, and 
drop components that off er no leverage to the product mix. 

 To conduct this analysis and predictive modeling, we need a good 
understanding of the components used and how they participate in 
the customer experience. Once a good amount of data is collected, the 
model can be used to isolate underutilized or badly performing compo-
nents by isolating the observations from customer experience and trac-
ing them to the component. Complex products such as automobiles, 
telecommunications networks, and engineering goods benefi t from 
this type of analytics around product engineering. 

 Th e fi rst level of analysis is in identifying a product portfolio mix 
and its success with customers. For example, if a marketer has a large 
number of products, they can be aligned to customer segments and 
their usage. We may fi nd a number of products that were purchased 
and hardly used, leading to their discontinuation in six months, while 
other products were heavily used and sparingly discontinued. 
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 Once we have identifi ed less-used products, the next analysis 
question is whether we can isolate the cause of customer disinterest. 
By analyzing usage patterns, we can diff erentiate between successful 
products and unsuccessful ones. Were the unsuccessful ones never 
launched? Did many users get stuck with the initial security screen? 
Maybe the identifi cation process was too cumbersome. How many 
users could use the product to perform basic functions off ered by the 
product? What were the highest frequency functions? 

 Th e next level of analysis is to understand component failures. 
How many times did the product fail to perform? Where were the fail-
ures most likely? What led to the failure? What did the user do aft er 
the failure? Can we isolate the component, replace it, and repair the 
product online? 

 Th ese analysis capabilities can now be combined with product 
changes to create a sophisticated test-marketing framework. We can 
make changes to the product, try the modifi ed product on a test market, 
observe the impact, and, aft er repeated adjustments, off er the altered 
product to the marketplace. 

 Let me illustrate how big data is shaping improved product engineer-
ing and operations at content providers—cable companies and telecom 
providers that are providing regular cable channels, over-the-top con-
tent, Internet Protocol television (IPTV), on-demand, and so on. For 
many decades, the cable infrastructure was essentially a lot of fat pipes 
connected to a cable company’s content hub where cable employees ran 
around on roller skates to change contents as requested by the consum-
ers. All this changed with the DOCSIS 3.0 (Data Over Cable Service 
Interface Specifi cation) standard that started to off er digital content 
over high-bandwidth digital pipes. In the meantime, telecom providers 
started to off er IPTV. Also, Netfl ix, Google, and Apple began off ering 
content on the Web, which could be displayed on the regular televi-
sion. Interactive television has radically changed the game for the entire 
content industry. Th e content is no longer broadcast to a set of homoge-
neous channels. Consumers have the ability to customize their content, 
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fortunately, under the minute scrutiny of the content provider. Cable 
operators and telecom providers collect enormous amounts of data 
about the network, including network transport information coming 
from the routers and the switches, as well as usage information, which 
are recorded each time we watch content on a screen. For larger cable 
and telecom providers, the usage statistics are not only high volume (in 
billions of transactions a day) but also require low-latency analytics for 
a number of applications. Th is data is quite valuable for recommending 
new content, placing advertisements during the viewing, and designing 
new programming by content providers. 

 Netfl ix rose as a viable competitor to cable and telecom providers. 
Starting from a DVD mail-order business, Netfl ix has rapidly grown 
into an online content provider with on-demand customized content 
it off ers to its subscribers through a monthly subscription program. 
As customers use Netfl ix services to watch content, their usage data is 
meticulously collected, sorted, stored, and used for analytics to provide 
content recommendations. Th e Netfl ix portal off ers two major ways to 
fi nd content to watch. It provides ways to search for a movie, and it 
also makes recommendations based on past viewing as well as similar 
viewing by other viewers. According to Netfl ix’s director of engineer-
ing, Xavier Amatriain, “Almost everything we do is a recommendation. 
I was at eBay last week, and they told me that 90 p ercent of what people 
buy there comes from search. We’re the opposite. Recommendation is 
huge, and our search feature is what people do when we’re not able to 
show them what to watch.”  2   Using big data a nalytics, Netfl ix has been 
successfully winning its customer base from cable and telecom provid-
ers. Most Netfl ix customers use the cable / telecom infrastructure to 
connect to the Internet, and use Netfl ix for viewing their content. 

 To facilitate the development of customized content recommen-
dation, Netfl ix fi rst decided to crowdsource its recommendation 
algorithm during 2006–2010. Netfl ix made anonymized usage data 
available to anyone interested in competing for the best recommen-
dation engine.  3   Th e competition received widespread attention from 
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researchers worldwide, including research and development organi-
zations, universities, and others. Unfortunately, these crowdsourced 
algorithms had to be stopped because of privacy concerns.  4   However, 
Netfl ix has continued to work on their recommendation engine using 
meta data collected from the movies and usage data collected from their 
viewers. Netfl ix employs 40 freelancers to hand-tag television shows 
and movies. Th ese are product components shown in  fi gure 4.1  above. 
Netfl ix has a team of over 800 engineers working at their Silicon Valley 
headquarters, developing sophisticated algorithms for combining meta 
data about movies with usage information from their viewers to build 
recommendations that viewers see on their screens.  5   

 If, through interactive recommendations, a content provider can 
precisely measure and infl uence the audience, can this deep insight 
about the audience be shared with advertisers? Let us now turn our 
attention to how online advertising is changing in this interactive era.  

  ONLINE ADVERTISING 
 In the broadcast era, advertising was concentrated on a couple of media 
using a series of direct negotiations. Advertising agencies managed 
bulk purchasing of strategic spots and used their purchasing power to 
negotiate the best terms for their customers—the marketers. As part of 
their services, the advertising agencies supported marketers with cre-
ative, media planning, and research capabilities, and thereby provided 
a one-stop shop (see  fi gure 4.3 ). Since the audiences were concentrated 
and the messaging was relatively unifi ed, the ecosystem was relatively 
simple.    

 Today’s viewership and associated advertising opportunities are far 
more complex (see  fi gure 4.4 ). Th ere are many more media formats. 
Th e display and apps change with the devices. Advertisers have linear 
opportunities, which are synchronized with the broadcast and nonlin-
ear opportunities, where the viewership is for a previously recorded 
broadcast. Direct negotiations and bulk purchasing for advertising 
spots are being replaced with auction markets.    



Advertiser Audiences

Media Formats Devices

Auction Markets

Video

Smartphones

Tablets

Computers

Connected TVs

Digital Billboards

Display

Apps

Radio

Social

Search

Business
Model

 Figure 4.4      Massive Audience Fragmentation and Auction Markets  

Advertiser Audiences

Media Formats

Direct Negotiations

Billboard

TV

Radio

Print

Business
Model

 Figure 4.3      Direct Negotiations in the Broadcast Era  



FROM BROADCAST TO COLLABORATION 87

 Television and radio have used advertising as their revenue source 
for decades. As online content distribution becomes popular, adver-
tising has followed the content distribution with increasing volumes 
and acceptance in the marketplace. Digital advertising is the fastest-
growin g segment of the advertising business. In the fi rst quarter of 
2013, Internet advertising had already exceeded $9.6 billion, which rep-
resents a 15.6 percent increase from one year earlier, according to the 
Interactive Advertising Bureau (IAB) and PriceWaterhouseCoopers 
(PWC). “Consumers are turning to interactive media in droves to look 
for the latest information, to connect with their social networks, and 
simply to be entertained,” IAB CEO Randall Rothenberg said in a state-
ment. “Th is fi rst-quarter milestone clearly illustrates that marketers rec-
ognize that digital has become the go-to medium for all sorts of activities 
on all sorts of screens, at home, at the offi  ce, and on-the-run.”  6   Based on 
a study by eMarketer, per capita digital advertisement per capita spend-
ing in the United States in 2013 was projected at $201, while total media 
spending was $404. Th ere are over 272 million Internet users and 152 
smartphone users receiving a fair amount of attention from digital adver-
tisers. Australia, Norway, and the United Kingdom are currently ahead 
of the United States in per capita digital advertisement spending.  7   

 Traditional advertising was driven by reach and opportunities-
to-see. A traditional advertiser could not accurately determine who saw 
the advertisement, and what they did when they saw it. An elaborate 
system of reported information was used to predict advertising eff ec-
tiveness. Nielsen provides comprehensive panels today for statistically 
projecting television audience information and, along with their shop-
per survey, this information in addition to census data is used for pro-
jecting campaign eff ectiveness. 

 Google delivered a major disruption in the advertising marketplace 
by off ering measurements and payments based on advertising clicks. 
Once an advertisement is placed on a browser screen, the click-rate 
measures its eff ectiveness in getting noticed by the customer. Th e next 
wave of changes came with real-time bidding for advertising. In the 
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online advertising world, publishers such as Google Adworks off ered 
a bidding process in which advertisers bid for placing their advertise-
ment. In less than 100 milliseconds, Google collects a number of bids 
for each advertising opportunity and decides which advertisement(s) 
to display on the screen. Once the screen is displayed, the user action 
(i.e., the click) is captured and reported. 

 Th e online advertising food chain is also becoming increasingly 
sophisticated. Th e digital advertising market is rapidly moving toward 
real-time-bidding involving publishers, advertisers that use a com-
plex network of demand-side platforms (DSPs), supply-side platforms 
(SSPs), and big data driven data-management platforms (DMPs), as 
shown in  fi gure 4.5 . Online advertising provides a tremendous oppor-
tunity for advertising to a micro-segment and also for context-based 
advertising. How do we deliver these products, and how do they diff er 
from traditional advertising?    

 Th e advertiser’s main goal is to reach the most receptive online 
audience in the right context, who will then engage with the displayed 
ad and eventually take the desired action identifi ed by the type of 
c ampaign.  8   Big data provides us with an opportunity to collect myri-
ads of behavioral information. Th is information can be collated and 
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analyzed to build two sets of insights about customers, both of which 
are very relevant to online advertising. First, the micro-segmentation 
information and associated purchase history described in  chapter 3  
allow us to establish buyer patterns for each micro-segment. Second, 
we can use the context of an online interaction to drive context-specifi c 
advertising. For example, for someone searching and shopping for a 
product, a number of related products can be off ered in the advertise-
ments placed on the web page. 

 Over the past year, I found an opportunity to study these capabili-
ties with the help of Turn Advertising. Turn’s DSP delivers over 500,000 
advertisements per second using ad-bidding platforms at most major 
platforms, including Google, Yahoo, and Facebook. A DSP manages 
online advertising campaigns for a number of advertisers through real-
time auctions or bidding. Unlike a direct buy market (e.g., print or 
television), where the price is decided in advance based on reach and 
opportunities to see, the real-time ad exchange accepts bids for each 
impression opportunity, and the impression is sold to the highest bid-
der in a public auction. DSPs are the platforms where all the informa-
tion about users, pages, ads, and campaign constraints come together 
to make the best decision for advertisers. 

 Let us consider an example to demonstrate the fl ow of information 
and collaboration between publisher, ad exchange, DSP, and advertiser 
to deliver online advertisements. If a user initiates a Web search for 
food in a particular zip code on a search engine, the search engine will 
take the request, parse it, and start to deliver the search result. While 
the search results are being delivered, the search engine decides to place 
a couple of advertisements on the screen. Th e search engine seeks bids 
for those spots, which are accumulated via the ad exchange and off ered 
to a number of DSPs competing for the opportunity to place advertise-
ments for their advertisers. In seeking the bid, the publisher may supply 
some contextual information that can be matched with any additional 
information known to the DSP about the user. Th e DSP decides whether 
to participate in this specifi c bid and makes an off er to place an ad. Th e 
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highest bidder is chosen, and their advertisement is delivered to the 
user in response to the search. Typically, this entire process may take 
40–80 milliseconds. 

 A DMP may collect valuable statistics about the advertisement and 
the advertising process. Th e key performance indicators (KPIs) include 
the number of times a user clicked the advertisement, which provides a 
measure of success. If a user has received a single advertisement many 
times, it may cause saturation and reduce the probability that the user 
will click the advertisement. 

 A DMP can be eff ectively used to understand micro-segments and 
the advertising focus on these micro-segments. For example, by track-
ing spending on online advertising, Turn has been able to collect valu-
able insights about the “digital elite” segment:

   “Marketers are beginning to understand the benefi t of engaging the “dig-

ital elite” audience for their own brands and having a conversation with 

them across channels,” says, Paul Alfi eri, vice president of marketing, 

Turn. “In 2013, there’s been a 200% increase in our customers’ use of 

paid data to target campaigns across mobile, display, video and social, 

and the payoff  is clear in the lift  in results when they reach consum-

ers through all the media they touch.” Global marketers now have an 

unprecedented opportunity to reach across channels to engage in mean-

ingful conversations with consumers moving from device to device, 

shift ing formats and media. A recent Forrester study reveals that 90% 

of adults use three diff erent device combinations to complete one sim-

ple task, such as booking a restaurant table or buying a pair of pants. 

And the increased time consumers spend watching videos and checking 

Facebook is being noticed by marketers and matched with ad spending 

from New York to London, from Sao Paulo to Tokyo. In 2013, we see 

brands ramping up quickly to keep pace with ever-moving consumers, 

following them across mobile, video, display, and social media.   9     

 If the DMP were noticing a new breed of multichannel shopper, how 
would a marketer gear up multichannel marketing to infl uence such 
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shoppers? Let me use the next section to delve into the new world of 
multichannel shoppers.  

  MULTICHANNEL SHOPPING 
 Best Buy provided me an equally interesting shopping experience to 
buy a television. I shopped for it using the Best Buy website, and ended 
up calling their call centers to ask specifi c questions, which concluded 
the sale by phone and directed me to the nearest store to pick up the 
merchandise. For my family, multichannel shopping is very personal-
ized and intent specifi c. My wife would not hesitate to buy electronic 
and household items online, but would never make apparel purchases 
online. I am almost always buying apparel online, because I have an 
odd size, and it is much easier to fi nd my size online with a single click, 
instead of spending hours at a brick-and-mortar store. As we shopped 
for kitchen appliances for our remodeled kitchen, we oft en went to store 
showrooms and used our mobile devices to collect more information 
while walking through a showroom. A new study by Ipsos MediaCT and 
the IAB suggests shoppers are showrooming when it comes to consumer 
electronics, but that use of mobile phones in stores also leads to in-store 
sales. While 42 percent of people who used their phones while shopping 
ultimately made their purchase online, a full 30 percent did so in the 
store. Based on an online survey of 482 consumer electronics shoppers 
in February, Ipsos researchers found that mobile-equipped shoppers 
were also more likely to make an unplanned purchase: 32 percent in-store 
compared to 22 percent online. Nearly a third (31%) overall used mobile 
phones for shopping-related activity in stores. Th ree-quarters of con-
sumer electronics shoppers went to a retail store to sample a product, 
with half planning to buy there, and a quarter intending to showroom. 
Digital advertising also played a role in showrooming. Over a third of 
shoppers (35%) recalled seeing ads for electronic products they were 
shopping for. Half said that digital ads made them visit an online store, 
while 28 percent said digital ads led them to shop at a brick-and-mortar 
retail location. Th e rest were not infl uenced either way.  10   
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 Collaboration across channels is a relatively recent development. 
It requires discipline in developing common off erings across channels 
and cross-channel training to sellers so that they can naturally work 
with other channels. Most traditional marketing uses channels to dif-
ferentiate off erings, rather than using channel diff erences to collaborate 
for a specifi c selling opportunity. A recent Experian Marketing Services 
survey showed that just 44 percent of those asked had integrated their 
online and offl  ine marketing programs. So 56 percent of the respon-
dents’ customers could be receiving uncoordinated messages or off ers at 
the wrong time and in the wrong channel.  11   Th is has major implications 
for marketing and sales operations, as we will discuss in  chapter 7 .  

  INTELLIGENT CAMPAIGNS 
 Two forces come together to make an intelligent campaign. First, mar-
keters need to defi ne the mechanism for identifying a customer with a 
specifi c need. Second, they must present the off er at the right moment, 
precisely when the customer is seeking a solution that meets the need. 
With all the power of big data, if we can devise ways to observe the cus-
tomer and deliver a campaign to the right customer at the right time with 
appropriate packaging, we have graduated to an intelligent campaign. 

 I will start with an example in which the marketer failed to deliver 
the campaign at the right time. I love ice cream and oft en go to my 
favorite ice cream parlor, which will remain nameless so that I can con-
tinue to receive my coupons for a discounted scoop of ice cream. Th e 
store off ered to deliver ice cream coupons to my smartphone if I reg-
istered my smartphone with them. With my frequent travels, the ice 
cream coupon was hit-or-miss. It always carried an expiration date with 
a “please present the coupon by xxx date,” and if I was traveling on that 
day, a scoop of ice cream was too far away. Th e worst delivery timing 
was when I was visiting Sao Paulo, Brazil. Not only I was too far away 
to use the coupon, but I also paid $0.50 in international short message 
service (SMS) charges. Th is inspired me to create a cartoon to illustrate 
a not-so-intelligent campaign (see  fi gure 4.6 ).    
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 Th e prepaid wireless market is fairly competitive in the growth 
markets. In most situations, consumers buy their mobile device 
directly from cell phone manufacturers, while telecom providers sell 
subscriber identity module (SIM) cards to enable these devices to use 
their network. If a consumer runs out of SIM card minutes, he/she 
looks around for a SIM card retail outlet and buys the next SIM card, 
which might possibly belong to another telecom provider, thereby 
resulting in brand switching. However, the fi rst telecom provider has 
a running balance of remaining minutes for each subscriber and can 
possibly remind the customer to buy the next SIM card when the bal-
ance is low and there is a SIM retail center nearby. An intelligent cam-
paign engine can keep track of location data and remaining minutes, 
and confi gure a campaign appropriately at the right moment. 

 I wish my car would do the same. Most of the time, I see a fl ag 
for an empty gas tank on my dashboard right aft er I have passed a gas 
station. Th e car has a navigation system with a full understanding of 
the location of gas stations. It also has an understanding of my current 
location and has a fl ag that tells me when I am running out of gas. Th is 
would require an additional capability of combining three data items 
from two sources, and I would be relieved of tense moments when 
I am praying the car will not run out of gas before I fi nd the next gas 
station. 

 Customers may have the best intentions to use promotions tar-
geted to them, but may not act upon those promotions. Let me take the 
example of coupons from the consumer products. Traditionally, these 
coupons were delivered in a printed form, such as Sunday newspapers, 
coupon booklets, and so on. Many coupons were printed, but unfor-
tunately were not seen by customers. Th e precious few coupons that 
attracted customer attention still had a small chance of being redeemed. 
Customers had to cut out the coupon, bring it to the store, fi nd a prod-
uct, and redeem the coupon. Th ere was a chance of leakage in each 
of these steps. Electronic coupons started to bridge the gap. Groupon 
off ers coupons that can be organized in a mobile wallet on smartphones 
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and can be redeemed, thereby reducing the number of items a con-
sumer carries to the point of consumption. Th e use of smartphones for 
grocery shopping has provided grocers with the next level of automa-
tion in coupon redemption. If the store off ers a Wi-Fi spot, customers’ 
walking through the grocery lanes can be tracked, and the smartphone 
can be used to identify lanes where marketed products are placed. At 
the end of the shopping experience, the shopper can link the phone to 
the point of sale, off ering the coupons to be automatically uploaded for 
redemption. 

 Campaign success can be traced across customers and used for 
fi ne-tuning the targeting of the campaign. It is possible to trace custom-
ers who are not likely to respond to a campaign and improve campaign 
yield. Also, the impact that a campaign has on customers can be studied 
using experiment design, as a marketer may test several treatments to 
diff erent subsets of the target market, comparing their eff ectiveness and 
choosing the one with the best results.  

  BIG-TICKET ITEMS AND AUCTION / NEGOTIATION MARKETS 
 So far, most of my examples have focused on typical consumer market-
ing items—apparel, consumer electronics, telecom, credit cards, travel, 
and so forth. How is the infl uencing process changing for big-ticket 
items, such as houses, cars, and fi ne arts? Most of these items are spe-
cialty items that require negotiations or auctions that use one or many 
intermediaries. Automation and web connectivity have infl uenced how 
buyers and sellers come together and have transformed the infl uenc-
ing process in auction and negotiation markets for big-ticket items. In 
an auction market, a group of buyers and sellers settles a transaction 
through competitive bidding. In a negotiation market, a dealer may 
support the sales process. Th ese are imperfect markets, as there could be 
serious supply-demand imbalances leading to signifi cant price fl uctua-
tions, and hence opportunities for and paranoia about abnormal prof-
its. Savvy marketers have been able to create an aura for their product 
and use that buzz to create extra value in the marketplace. How would 



96 ENGAGING CUSTOMERS USING BIG DATA

big data change the infl uencing process for these markets, and what can 
marketers do to enhance their marketing using many observations? 

 To study the impact of new multiway communications and collab-
orations, and to project how auction markets would change, I decided 
to fi rst look at traditional auction markets. I sat down with Ashish 
Bisaria to understand the auction markets for Manheim, a division of 
Cox Communication, which deals with the auction of cars in business-
to-business markets. Most Manheim car buyers are used car dealers. 
Th ey also have a regular group of sellers: mostly car fl eets for large 
corporations and car rental companies. Manheim uses a number of car 
auction sites, which are gigantic parking lots, where cars are paraded 
at the time of auction. Traditionally, buyers purchased these cars aft er 
taking a good look under the hood. A number of visual parameters, 
including sight, sound, and under-the-hood inspection drove buyers to 
purchase specifi c cars. Car auctions also involved an element of rivalry 
among the buyers, as these savvy buyers knew each other and com-
peted with each other for the best cars.  12   

 Th e digital revolution is rapidly changing the traditional car auc-
tion business. Auctions are increasingly being settled in electronic mar-
kets, where the buyers off er bids electronically. Unlike traditional car 
auctions, these electronic auctions use digitized information about cars 
and seek buyers electronically. A buyer does not need to be in the same 
parking lot or even in the same city to participate in an electronic auc-
tion, and may not be familiar with the auction bidding behavior of the 
other buyers. Electronic auctions generate a larger number of buyers 
and more quantitative information, possibly bringing these auctions 
closer to a perfect market with more effi  ciency and lower margins for 
the seller. In the same dealership, a grandfather may look forward to 
inspecting each car under the hood before the auction and compete 
with others to get the best deals, while the grandson may sit behind 
a large screen watching several auction markets and searching for the 
best deals at many places focusing entirely on quantitative information 
provided by the suppliers. 
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 Real estate transactions among homebuyers are a typical example of 
the negotiation market. Traditional real estate markets were dominated 
by real estate companies, such as Remax and Coldwell Banker, whose 
agents knew specifi c geographies and worked closely with the sellers 
to get their houses to the market. Th e electronic revolution, however, 
has brought a new set of discount brokers, such as Redfi n, which work 
with savvy buyers and sellers to conduct these transactions. With freely 
available real estate information from a variety of information services 
providers, such as Zillow and Trulia, buyers can eff ectively search and 
short-list houses. For a buyer, much of the shopping has turned elec-
tronic, with an occasional physical tour of the house once the buyer has 
a serious interest. 

 Stock markets are the ultimate electronic auctions. Transactions are 
conducted using speed-trading platforms in which one second is too 
long. With a large number of options accompanying the stock, there 
is a proliferation of products, and savvy buyers use a myriad of elec-
tronic sources to collect an enormous amount of information about the 
marketplace before deciding on their transactions. Real-time bidding 
for advertisements is an equally complex high-velocity platform where 
trading speeds are counted in milliseconds. 

 Th e buying and selling of big-ticket items is a tricky business. Th e 
pricing is more variable because of supply-demand imbalances and 
the lack of a perfect market. In addition, trust becomes an important 
issue. Over a long period of time, a consumer may end up spending 
more on food, wireless devices, and apparel, but each atomic transac-
tion is relatively small, and in general there are easier opportunities 
to switch. In comparison, the purchase of a house or car is a high-
value transaction from an unknown source, and has signifi cant risk 
potential. At a higher end, art purchases are even higher in risk. As a 
recent  Forbes  article relates, prices can be artifi cially infl ated by gaming 
the auctions.  13   Th e electronic markets off er marketers an enormous 
opportunity to collect many observations about their customers and 
products, and off er them to the marketplace. Th ese observations can 
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be used to create a buzz or to reduce the risk associated with the 
transaction. Th ey present a good opportunity for an increased fl ow of 
buyer-seller interaction information, as well as a chance for the seller 
to use buyer information along with product information to improve 
the marketing process. In the absence of the physical product, an 
electronic auction must include enough information either about 
the product or the seller’s reputation, so that the buyer can make an 
informed judgment. In most commercial situations, such as car auc-
tions among dealers, auctions represent repeated transactions, where 
the past transaction history can be used by buyers and sellers to make 
good decisions about the next auction. 

 Auction and negotiation markets are still evolving for high-ticket 
items. For example, in the real estate market, the success so far has 
been in organizing housing data for shopping, as performed by infor-
mation services companies like Zillow and Trulia. Transformation 
eff orts, such as Redfi n, are still struggling for acceptance in the mar-
ketplace.  14   Marketing will evolve with the auction markets and will 
start to utilize the rich collaboration possibilities for improved product 
marketing.  

  GAMES, VIDEOS, SMARTPHONES, AND TABLETS 
 When personal computers were introduced in the 1980s, the most 
common consumer application was word processing. Millions of con-
sumers abandoned their typewriters to move en masse to sophisticated 
word processors, which provided them far more productivity. When 
tablets were introduced, a similar killer application emerged to make 
them popular. Unlike word processors, which improved productivity, 
“Angry Bird” and other games were productivity killers among execu-
tives. I watched in dismay as my colleagues purchased expensive iPads 
so that they could conquer the angry birds and invested countless hours 
in perfecting their skills. Unlike the “punch card” generation to which 
I belong, these young executives had personal computers when they 
went to school and had grown up playing hangman and solitaire on 
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them. Tablets gave them the screen size, the power of graphic anima-
tion, and a set of games that attracted and held their interest. 

 Games are far more sophisticated today than the earlier Nintendo 
games my kids grew up with. My nephew proudly demonstrated the 
power of collaboration as he downloaded his favorite games on my 
tablet and his own. Within minutes, we were busy on our respective 
tablets shooting bullets at each other, using my Wi-Fi to connect the 
two of us. He showed me numerous ways in which I could collabo-
rate with many others, friends or strangers. If I could let a stranger 
shoot bullets to my second life going through its third incarnation, 
why could I not use the power of graphics to sell product features and 
demonstrate use cases? 

 Tablets are off ering new avenues for a variety of graphic applica-
tions. Video content is rapidly fi nding its tablet audience. I oft en watch 
 Dancing with the Stars  on the ABC app on my iPad, freeing me from 
the proximity to my television or the prime spot in my day when I am 
quietly resting on a fl ight at 35,000 feet or busy with other activities. 
Th e show requires me to repeatedly view commercials at regular inter-
vals, which I am not allowed to fast-forward through. I have also found 
that diff erent apps have diff erent ways of dealing with my preferences. 
Some ask for a “like” vote to fi gure out what type of commercials would 
be of interest to me. Some off er to skip the commercial aft er a couple 
of seconds, but if I decide not to skip, the commercials last a lot longer 
than the customary 20 or 30 seconds. 

 Videos and games on tablets provide us a new set of capabilities for 
infl uencing customers. We have barely scratched the surface. Unlike a 
television, the tablet is oft en associated with an individual and is fre-
quently connected to the Internet. We are more likely to carry a tablet 
with us to malls and stores, especially while making purchases of expen-
sive items. We also use tablets for video calls and video games. 

 With a large number of observations, and having the knowledge 
of tablet location, marketers can use tablets for powerful context and 
intent-specifi c messaging. Th is year, as I prepared to watch my favorite 
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tennis tournament—the US Open—I downloaded the US Open app 
on my smartphone. Th e app provided me with a lot of information at 
silicon speed, including player statistics.  

  CROWDSOURCING AND JAMS 
 Th e Internet has provided an avenue for billions of individuals to inter-
act with each other. If I ask for an idea, I can receive millions of ideas, 
and if there is a way to organize crowds, a marketer can use his/her cus-
tomer base to provide them with valuable insight that would be hard to 
collect otherwise. Sometime work is performed with a small incentive, 
and oft en with minimal payments by the organization receiving the 
service. For example, if I am looking for an illustration or a photograph, 
I can pay a professional photographer $100 to $150, or else get it from 
iStockphoto for $1. iStock provides royalty-free stock photography, clip 
art, vector illustrations, and audio and video clips that are used by busi-
nesses and individuals around the world in a wide variety of projects.  15   
iStockphoto collects these artifacts from a community of contributors 
around the world. Using Powerpoint and iStockphoto, I am able to cre-
ate professional-quality presentations. 

 Jeff  Howe fi rst used the word “crowdsourcing” in an article for 
 Wired  magazine.  16   He restated the defi nition in his blog on Typepad:

   Simply defi ned, crowdsourcing represents the act of a company or insti-

tution taking a function once performed by employees and outsourcing 

it to an undefi ned (and generally large) network of people in the form 

of an open call. Th is can take the form of peer-production (when the 

job is performed collaboratively), but is also oft en undertaken by sole 

individuals. Th e crucial prerequisite is the use of the open call format 

and the large network of potential laborers.   17     

 Marketers are using crowdsourcing for many tasks, which would have 
been impossible earlier. One of those tasks is to collect product ideas. 
As I was composing this chapter, a fellow traveler sitting next to me on 
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the airplane started a very interesting discussion with me. He told me 
about a website for the US Army, armycocreate.com, which facilitates 
our armed forces’ use of crowdsourcing as a way to get ideas to the 
army. With proper governance, crowdsourcing can be a good source for 
product development and marketing. Th e website armycocreate.com 
provides a number of ideas and outlines a process for ideation, solution 
development, and testing.  18   

 A related mechanism for collecting innovation ideas is Collaborative 
Innovation ™ .  19   In a world where innovation is global, multidisciplinary, 
and open, it is necessary to bring diff erent minds and diff erent perspec-
tives together to discover new solutions to long-standing problems. 
Th erein lies the essence of collaborative innovation. IBM’s jams and 
other Web 2.0 collaborative mediums are opening up tremendous pos-
sibilities for collaborative innovation—ways of working across indus-
tries, disciplines, and national borders.  20   Th e most noteworthy jam, 
organized by the government of Canada, the United Nations, and IBM, 
is the “Habitat Jam,” which was intended to conduct an Internet dia-
logue on sustainability and which attracted 39,000 contributors from 
158 countries.  21   IBM conducts a number of jams with employees and 
customers to collect innovation ideas, and has used these jams to gather 
ideas for new business ventures. 

 With the help of all the big data sources described in  chapter 3 , 
marketers can get a good handle on product usage. Th e Achilles heel 
for marketing is our ability to collect observations about what does not 
work. Researchers have used extensive surveys and consumer panels 
to gain a better understanding of new product ideas from customers. 
Crowdsourcing is comparatively much cheaper and oft en results in 
good ideas.  

  ENDORSEMENTS AND VIRAL BUZZ 
 Google India posted an advertisement on YouTube on November 13, 
2013. Here is the gist of the advertisement: a man in Delhi tells his 
granddaughter about his childhood friend, Yusuf. He has not seen 
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Yusuf since the Partition of India in 1947, when India and Pakistan 
became separate countries, and the two friends were forced to separate. 
Th e man’s granddaughter arranges for the two to meet again.  22   It is a 
3 minute, 32 second advertisement that would be considered too long 
for a conventional advertisement. It shows the Google products being 
used in a “use case,” and it attracted more than 3 million viewers in the 
fi rst three days it was posted. 

 Google posted the video as a content to share. A number of blogs 
and news items covered the story in the next day or so, and the stories 
started to appear in other social media sites. As viewers watched the 
video, they felt touched by it and started to share it in their own per-
sonal pages, each of these links reinforcing the traffi  c to YouTube, where 
the original video was posted. Th is is a great example of endorsement 
and viral buzz. It would take an enormous advertising budget to hit 
3 million views of an advertisement in the fi rst three days in traditional 
media. It is also important to note that advertisement content is driving 
the viral buzz. Google India has produced several advertisements in the 
past, mostly communicating product information.  23   While the story 
buildup in the reunion advertisement took a lot longer, it is immensely 
more popular than the straitjacket advertisements. 

 Consumers have already discovered social media as their platform 
for sharing product information. In that case, how would a consumer 
deal with a poor service quality experience? An IBM Global Telecom 
Consumer survey was conducted with a sample size of 10,177.  24   In this 
survey, 78 percent of the consumers surveyed in the mature markets 
said they avoided providers with whom friends or family had had a bad 
experience. Th e percentage was even higher (87%) in growth markets. 
In response to a related question, they said that they informed friends 
and family about their poor experiences (73% in mature markets and 
85% in growth markets). Th ese numbers together show a strong infl u-
ence of social networks on purchase behavior. Th ese are highly signifi -
cant percentages, and are now increasingly augmented by social media 
sites (e.g., the “Like” button placed on Facebook). Th e same survey also 
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found that the three most preferred sources for recommendation infor-
mation are the Internet, recommendations from family / friends, and 
social media. 

 In response, marketers have started to embrace expert advisers to 
support their claims. Amazon has one of the most elaborate reviewer 
networks. Each reviewer is rated based on the number of reviews he/
she has done and how oft en they were read, liked, and used by others 
in their purchase decisions. It is an honor to be ranked high on their 
review list, and Amazon off ers that information as a way to empha-
size the credibility of the reviews. Lisa Mancuso, senior vice president 
of marketing for Fisher-Price, talked about the company’s ambassador 
program in an interview with  Forbes  magazine: “We know that more 
than two-thirds of mothers consider blogs to be a reliable resource for 
parenting information, so we have created a robust program to con-
nect with parenting bloggers around the world. We call them our Play 
Ambassadors.”  25   Such programs, when actively integrated with social 
media accounts, give organizations the capability to start diff erentiating 
themselves in their ability to converse with customers. 

 Th e buzz created via blogs, both positive as well as negative, can 
be measured and used for fi ne-tuning a product or messaging. I will 
discuss in  chapter 7  how marketers are using social media command 
centers to collect, analyze, and act upon the social media activities asso-
ciated with their brands.  

  PROPOSITION 
 In the previous chapter, I described several sources of big data that 
could be used for gaining a better understanding of customer. In this 
chapter, I have provided several examples of how marketers can infl u-
ence their customers. I remember talking to my aunt a long time ago, 
who was disgusted with advertisers. I politely told her I worked for 
one, and she responded, “It is a bunch of lies.” She was reacting to 
a set of broadcasted messages coming from marketers to consum-
ers. Th e messages were shamelessly repeated until the consumer 
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fi nally remembered them, and marketers hoped the consumers 
would remember them at the point of purchase. Th e credit card off ers 
described at the beginning of this chapter are another good example. 
As long as the yield is above zero, marketers have a justifi cation to do 
push advertising. 

 Contrast this with the new way of marketing by Chipotle. Any time 
they open a new store, they distribute numerous coupons to the resi-
dents in the neighborhood, off ering them a free meal. Th eir assump-
tion is that the meal will be so good that customers will not only repeat 
their visits but will also tell others, and this form of word-of-mouth 
publicity only costs them a lot of free burritos on the fi rst day of open-
ing a new store. 

 As consumers become better organized, they may seek the opinion 
of others to decide on their brand purchases. While consumer needs 
are individual, we live and work in a collaborative society where we feel 
connected with people with similar needs, wants, or likes. I am amazed 
at the collection of books Amazon is able to off er to me based on the 
books I read. Th is is a very  interactive  process. Th e more I use the 
network to buy additional books, the more the recommendation sys-
tem develops stronger ways to gather a group of customers with similar 
reading preferences. 

 Jeff  Jonas (an IBM Fellow and a leading expert on big data) once 
told me the real power of big data is that it fi nds new data. Questioning 
the source and getting more focused data is the best way to fi ll in the 
gaps. But doing so means that we must have earned the customers’ 
respect. Once a channel of communication is established, the marketer 
can use the channel to encourage customers not only to buy products, 
but also to collaborate in bringing other customers to the marketer. 
Once marketers have found a consumer with a need, they can use other 
observations and interactions with consumers to get a better under-
standing of the need and start creating a community around the buyer 
that the he/she will trust. 
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 Our decisions are colored by the information available to us and 
by the opinion of those who matter most to us. Hopefully, this chap-
ter is consistent with your personal observations and has convinced 
you that marketers have available to them a set of sophisticated capa-
bilities for infl uencing their customers in the most personalized and 
collaborative ways. Marketers can use these capabilities for market-
ing research, pricing, and the promotion of their products and create 
a truly individualized experience for each customer based on his/her 
preferences and needs.  
   



     5 

 FROM SILO’ED TO 
ORCHESTRATED MARKETING   

   INTRODUCTION 
 So far, I have explored the power of observation and the ability to collab-
orate with customers. But how do we convert all this into a razor-sharp 
focus on a specifi c set of customers? Th e marketer has now the opportu-
nity to use this power to bring the customer to a positive decision about 
a product, whether this is a fi rst-time purchase, a repeat purchase, or a 
tweet to friends exalting the virtues of the recently purchased product. 
Th ese decisions happen over time and require a series of collaborations. 
Without a proper conductor, the musicians hired to infl uence the cus-
tomer can at best create musical noise. How do we orchestrate these pow-
erful tools to collaborate with each other? Th is chapter discusses how 
marketing eff orts can be pooled across the silos to infl uence a customer 
through the stages of marketing. How would marketers coordinate the 
eff ort to reduce cost and the annoyance factor and use the power of col-
laboration to improve the relationship with their customers? 

 I poured through online advertising information and found that 
many large telcos invest tens of millions of dollars in advertising with 
Google. For example, AT&T invested $40.8 million in Google adver-
tising, and Verizon invested $22.9 Million in 2011.  1   According to the 
Interactive Advertising Bureau (IAB), telcos invested 12 percent of the 
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$20.7 billion in overall US online advertising in the fi rst half of 2013.  2   
Th e payments are made either directly to Google or through the real-
time bidding system operated by advertising agencies, demand-side 
platforms (DSPs), and supply-side platforms (SSPs) to purchase online 
spots from Google. Presumably, much of the advertising happens 
through the communication infrastructure provided by these t elcos. 
I was curious about how much of this advertising was directed to an 
existing customer and using a basic advertisement. Telco marketing to 
a customer should know for certain who the customers are, and be able 
to refi ne the advertising based on what the customer has already pur-
chased. Given that Google off ers advertising opportunities to a DSP, 
is there a way the advertising agencies can direct the DSPs to bid for 
diff erent advertisement based on customer status? Can marketers focus 
their advertising based on where the customer is in the buying cycle? 
As I talked to a number of telecom providers, I found they are in vari-
ous levels of maturity in targeting their advertising to their customers, 
based on past purchases and current customer interest as observed 
through their browsing behavior. 

 Th e orchestration requires a couple of components, which can be 
shared across these organizations. It also requires a clear navigation 
through an external exchange of information, keeping in full view pri-
vacy policies and diff erences in customers’ privacy preferences. Some 
of the challenges in orchestration are organizational. Marketers need to 
fully understand the data bazaar introduced in  chapter 2  (and explained 
in more detail in  chapter 7 ) and how each player is economically moti-
vated to participate. Th is new infrastructure tears apart the advertiser, 
agency, publisher, and media research network of the past and puts in 
place a new ecosystem led by information services giants like Google 
and Facebook. Th is chapter will describe technological, organizational, 
and legal / regulatory issues faced by marketers and how orchestration 
is being achieved by the pioneers. 

 Let me focus on the “work-at-home” customer whom I discussed in 
the previous chapter. Th rough analytics, a marketer fi nds a segment of 
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telecom customers who are in need of big bandwidth during the day-
time, in a residential location as they work from home. How do we 
identify members of this segment? How do we track each member of 
the segment as we organize marketing campaigns? How do we keep 
track of someone who is responding favorably to the campaign and 
could easily be an early adopter of the program? How do we accelerate 
the campaign to support shopping and selling to the early adopters? 
Can we seek the help of early adopters to attract their social group and 
infl uence others to follow suit?  

  CUSTOMER PROFILE 
 As I answer these questions, the fi rst obvious orchestration asset is the 
customer profi le. In the broadcast days, marketers treated segments 
of customers, established marketing programs to reach each segment, 
and provided channels to support these segments without an explicit 
need to record the status of the campaign with each customer. Now, as 
we turn from broadcast to collaboration, the fi rst question is, whom 
to collaborate with? A customer profi le provides us with a list of pros-
pects. As we proceed with collaboration, we must keep track of each 
of these customers and track their buying process by keeping track of 
their needs, their response to marketing campaigns, and their current 
understanding of our off erings. 

 In any enterprise, there are likely to be many views of prospects 
and customers. Most of the fragmentation comes from divergent views 
across organizations. While customer care organizations focus more on 
customer interactions, billing organizations track billing information. 
If my son and I are sharing a customer account, customer care may 
have knowledge of places he visits, as in service addresses, while a bill-
ing organization may only care about his billing address, where they 
send the bill. Customer master data management (MDM) solutions are 
popular ways of bridging views and bringing together a single unifi ed 
view. However, over the past decades, this integration has been focused 
primarily on intraorganization sources of traditional “structured” data. 
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Most oft en in a structured data environment, the data must be inte-
grated across a couple of organized sources, each carrying a customer 
ID as well as a customer hierarchy. As diff erent sources are combined, 
they represent their IDs at diff erent levels in the hierarchy and carry 
other information about the customers that can be used for merging 
customer data. For example, a customer care system that collects web 
clickstream data may deal with an individual customer and carry his/
her name, user identifi cation, location of interaction, and so forth. Th e 
data in the billing system, however, may carry an account identifi cation 
associated with a billing account for a household and the household 
billing address. A unifi ed customer profi le may carry many customer 
IDs from a customer care system mapped to a single billing ID from the 
billing system and, depending on the analytics requirement, the appro-
priate data can be organized and summarized from either of the two 
sources. 

 Usage data, which is described in  chapter 3 , provides the dynamic 
extension to the classic MDM-type solution. Unlike structured data, 
usage data may be used to create a number of customer attributes, which 
may change over time. For a quick-service restaurant, such as Starbucks 
or Panera Bread, loyalty card data can be used to identify a large num-
ber of customer profi le attributes. Th ese attributes may include usage 
preferences, locations, response to promotions, local weather patterns, 
and so on. In the location analytics example, I discussed mobility pat-
terns, such as “work at home.” While the raw location data associated 
with a subscriber is fairly structured, these attributes and related micro-
segments are relatively more dynamic. Most marketers off ering loyalty 
cards have begun to mine usage data to align additional customer attri-
butes to static customer information available from customer service 
and billing. By adding usage data, we can start to diff erentiate these 
customers based on product usage, service location, time of day, day of 
week, or other signifi cant attributes of interest to a marketer. 

 With the wide availability of social data, we have opened up the 
customer profi le to also take into account social sources, including 
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Twitter, Facebook, Yelp, YouTube, other blogs, and in general any infor-
mation that is publicly available. Th e information published externally 
could include intent to buy, product preferences, complaints, endorse-
ments, usage, and other useful segmentation data. Th is data can be col-
lected, collated, and identifi ed with individual customers or segments, 
and connected with the rest of the customer view. How do we merge 
internal and external views to create what we may call a big data view 
of the customer? Th is integrated view is a far more holistic understand-
ing of the customer. By analyzing and integrating this data with the rest 
of the customer master, we can now do a far more extensive household 
analysis. Th is data may reveal additional information about customer 
satisfaction with the product. For example, there may be low usage for 
a product because of lack of access, as opposed to disinterest in the 
product. Th e social media chatter may be able to discern geographical 
locations where scarcity is leading to lack of product usage. While this 
data can also be collected via better data collection at the point of sale 
or through consumer surveys, social media data collection may provide 
a more comprehensive sentiment at a lower cost, and could be far more 
dynamic in revealing spikes in sentiments and associated causes. 

 Another good source of data is customer profi les from other indus-
tries. As a retailer, I may have a good customer profi le about my cus-
tomers’ usage pattern. A telecom provider may provide complementary 
understanding of their mobility patterns, and a cable operator may have 
a good understanding of their media viewing habits. Mobility patterns 
are key to providing context-specifi c promotions to customers. For 
example, while the parents may be paying for the cell phone, the actual 
user may reside in a college dormitory in a diff erent city and should not 
be off ered promotions for regional stores in the city where the parents 
live unless the student is visiting the parents for Fall break.  Figure 5.1  
shows sample elements of a big data customer profi le. It includes demo-
graphics, social patterns, buying patterns, and mobility patterns. How 
would a marketer fi nd these jigsaw pieces and pull them together to get 
a holistic view of the customer?    
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 A number of cloud-based marketing organizations are keeping 
track of web usage patterns. By analyzing the websites browsed by a 
specifi c customer, these organizations are establishing their customer 
profi les and creating attributes like “interested in golf,” “stock investor,” 
and “classical music lover.” Data management platforms combine this 
data with the past history of advertisements placed, viewed, and clicked, 
to generate a sophisticated understanding of a customer and his/her 
interest in a specifi c campaign, and the saturation level. 

 Th e customer profi le must stay focused on its purpose. For exam-
ple, the Obama campaign created a voter profi le with two objectives—
one to predict the likelihood of someone voting for Obama, and the 
other to predict the likelihood of someone contributing to the Obama 
campaign. Th is campaign began in 2012, the second-term election 
year, and tracked the name of every one of the 69,456,897 Americans 
whose votes had put him in the White House in 2008.  3   Th ey may have 
cast those votes by secret ballot, but the analysts could look at the 
Democrats’ vote totals in each precinct and identify the people most 
likely to have backed him. Th ey started with a customer profi le for 
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 Figure 5.1      Big Data Customer Profi le  
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180 million potential voters and updated their information on a weekly 
basis to drive a series of electoral campaigns.  

  ENTITY ANALYTICS 
 We now have an interesting challenge. Th ere are several sources of cus-
tomer data. Th is data may be generated at diff erent levels in the hierar-
chy. How is this data aligned across sources to create a unifi ed customer 
profi le? For example, the cable provider may provide channel-surfi ng 
information for my household, while the wireless provider may provide 
mobility patterns for my son, who does not live with me, and hence 
does not participate in cable viewing in my living room except when 
he visits my house. However, he shares a family contract with me, and 
shares the billing address. Each of us tweet to our respective social 
groups using a Twitter handle and use endomondo to post our bike rid-
ing and jogging records in Facebook. His tweet and jogging locations 
do not correlate with his billing address. At the same time, our family 
vacation brings us together, and a marketing campaign for travel spots 
can be directed to either of us. Th e telecom provider may be willing 
to sell the mobility data to the airline interested in off ering me travel 
deals. However, the telecom provider may only provide the data at an 
aggregate level for 25 or more customers in a micro-segment to protect 
individual identities. How should a marketer organize and align this 
data? In order to have a meaningful dialogue, a marketer must bring 
this data to a unit, which can be related to a marketing action. For a 
television advertisement on regular television, that unit is the house-
hold. To a multidevice consumer, the unit could be a specifi c device 
used by an individual. Th e marketer needs a common denominator 
and an aggregation mechanism to roll up or down the hierarchy. In the 
case of the Obama campaign, the individual voter data was periodically 
aggregated for television media-planning decisions. 

 Customer profi les have been a subject of focus for decades. 
Customer relationship management (CRM) tools were the fi rst to off er 
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an integrated customer database, one that would unite sales, revenue, 
and services views of a customer. Aaron Zornes has been a father fi gure 
to the customer data integration / master data management (CDI /MDM) 
groups and has provided a much needed backbone to this area with his 
MDM Institute.  4   His graceful beard is gradually turning white as he 
patiently tracks the progress of the MDM community. Th ey did a fair 
amount of pioneering work in tearing down the organizational silos. As 
organizations merged and departmental information technology (IT) 
investments were centralized, they found that each organization had a 
diff erent view of the customer. For instance, in a newly merged diversi-
fi ed insurance organization, the health insurance department tracked 
various health stages of a customer, while the life insurance department 
cared about only two issues—whether the customer was alive or dead. 
Th e telco provisioning department carried 96 states of customer order, 
while the sales team had only 6. Th e billing team was focused on the 
billing address, while the trucks were rolled out to the service address. 
To make the situation more confusing, all of these organizations used 
the same words—customer, product, address, order, and so forth to 
mean diff erent terms. Th e fi rst attempt through corporate initiatives, 
driven by regulators, such as the Sarbane-Oxley Act on corporate 
reporting compliance,  5   was to establish a centralized data model that 
served everyone. While the attempts succeeded partially, they resulted 
in models that were hard to change and too static for most businesses. 
Gentler approaches using registry-style ID mapping or coexistence 
MDM, in which master data was consolidated as needed, found more 
popularity than consolidation MDMs, in which a central customer 
master supported diverse needs.  6   

 Th e central technical capability in any MDM is its ability to match 
identities across diverse data sources. How do we integrate big data 
with the matching capabilities of the MDM solution? Most MDM solu-
tions off er matching capabilities for structured data. MDM soft ware 
matches customers and creates new IDs that combine customer data 
from a variety of sources. Th ese solutions are also providing signifi cant 
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capabilities for using customer hierarchies to normalize data across 
systems. However, in most cases, the format for the data is known, and 
the content is primarily structured. What does source data for big data’s 
single view of a customer look like? 

 Blogs and tweets posted by consumers on social media sites pro-
vide a wealth of information for sentiment analysis; however, this data 
is not structured. Consumers do not always use proper company or 
product names. Th e data contains a fair number of slang words, and 
there is a mix of languages in a multiethnic, multilanguage environ-
ment. Consumers may use a variety of words to convey positive or 
negative sentiments. Th e link to the author is not very well articulated. 
Th erefore, analysts start with scant information, such as Twitter handles 
and unstructured references, and fi lter and link this data to decipher 
demographics, location, and other important characteristics required 
to make this data meaningful to a marketer. At the end of the day, the 
social media data hangs from its own customer ID, which can be aggre-
gated or abstracted by a marketer. 

 In  chapter 3 , I covered several other sources of observations that 
provide a wealth of customer data. However, customer data belongs to 
one industry and must be fi ltered or transformed before it is used by 
another industry. Let us consider the example of location data. For a 
wireless company, location data may include its source—whether cell 
tower, Wi-Fi, or Global Positioning System (GPS) data collected from 
a device. Th is would be very useful for network performance analysis, 
but has limited value outside the wireless industry. Possibly, a marketer 
would be interested in a polygon that defi nes a geographic boundary, 
time duration, and a list of people who were inside the polygon in the 
specifi ed time period. If the polygon represented a mall, the marketer 
could assign a context and use the data for a variety of purposes. 

 Th e hardest job in data sharing is to come to an agreement on the 
defi nitions and to align collaborating parties to the same defi nition of 
the data being exchanged. A marketer in a telco may fi nd ways to mine 
location data and provide a large number of new attributes, which 



116 ENGAGING CUSTOMERS USING BIG DATA

would be of tremendous interest to a consuming industry. However, 
now we are talking MDM data-governance issues on a much larger 
scale than ever before discussed or tackled by the MDM industry. 
What if a telco can track web-browsing activities by location and turn 
that data into micro-segments, with the ability to identify hockey fans 
visiting a specifi c sports bar, and package this data for a marketer who 
is selling sporting goods near that location? How do we govern this 
data so that the two industries can relate to each other’s defi nitions 
without creating a static model that cannot be changed with the new 
fashion trend? 

 Th is data coming from a variety of sources could be linked together 
to get a holistic understanding of the customer. Privacy laws are still 
evolving in understanding what data can be linked, with or without 
customer permission. Identity resolution is the next step in the evolu-
tion of matching technologies for MDM. Jeff  Jonas has been working on 
IBM’s entity analytics technologies. His initial work was for the casino 
industry, where he developed technologies to identify casino visitors 
who profi ted through fraudulent gambling. Th is is a powerful technol-
ogy that takes into account both normal as well as deceptive data from 
customers.  7   Th e technology is based on a set of rules that places the 
probability of a match on a set of seemingly unrelated facts. As hard facts 
match, the probabilities are altered to refl ect newly discovered informa-
tion. Customer-initiated actions, such as accepting a promotion, can be 
hard evidence added to customer handles or user IDs, connecting them 
to device IDs, product IDs, or customer account information. Jonas has 
been studying identity resolution in a number of big data entity analytics 
problems, including the US voter registration process.  8   

 Customer data can be organized at diff erent levels of hierarchy. As 
organizations begin to share this data with outsiders, they may restrict 
data access to a certain level of customer hierarchy and may share 
selected attributes at each level. For example, a telco may share their 
mobility patterns for a community, specifying the percentage of a com-
munity that travels by bus to work, without specifying the members of 
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the community and their specifi c mobility patterns. While a community 
mobility pattern is very useful information for marketers, individual 
data could be both intrusive and ineff ective. Let me discuss the example 
of using location-based mobility pattern data for targeted advertising. 
A telco would share community patterns, which can be used by a DSP 
to decide which advertisement to place to a community, for example, 
putting greater emphasis on leisure travel promotions to a “globe trotter” 
community. If the consumer gives approval, it may be appropriate to 
target daily promotions for nearby restaurants that are in close proxim-
ity to the consumer’s most frequent hangout. 

 Whenever I have made this idea part of a presentation, I have seen 
several raised eyebrows and been asked questions about customer pri-
vacy. Customer privacy is always an area of major concern. For years, 
corporations collected all types of privacy information and matched 
it from a variety of sources to obtain a single view of the customer. 
However, most of that information collection was transparent to the 
customer and happened without full disclosure. Now, however, big data 
has the potential to correlate data across industries and across sources 
far more extensively than in the past. As a result, privacy is a major 
issue that I address in the next section.  

  PERSONAL PRIVACY PREFERENCE MANAGEMENT 
 Th e fi rst part of the solution is a data obfuscation process. Most of 
the time, marketers are interested in customer characteristics that can 
be provided without privately identifi able information (PII)—that is, 
uniquely identifi able information about an individual that can be used 
to identify, locate, and contact that individual. All PII information 
can be destroyed, while still providing useful information to a mar-
keter about a group of individuals. Now, under “opt-in,” the PII can be 
released selectively on a need-to-know basis. 

 As I worked on the data obfuscation process, I found that this process 
is signifi cantly more complex than expected. While PII data is destroyed, 
I cannot leave related information that, if joined with obfuscated data, 
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might lead back to the individual. For example, if I destroyed the address 
and phone number but left  location information, someone could use 
the location information to establish the consumer’s residential address. 
Also, there are grades of PII information. Zip+4 or county designa-
tion may be an appropriate locater unless we are dealing with the home 
addresses of billionaires. Also, small samples are a problem. In the case 
of the Netfl ix matching engine, someone was able to determine the iden-
tity of an individual based on that person’s media content viewing pref-
erences and patterns in anonymized data.  9   Th e non-PII information can 
uniquely identify an individual if only one individual meets the profi le. 
IBM has been investing in data-masking products and processes that 
allow us to systematically identify PII information in a data set, tag it, 
select masking algorithms, test the masking process, and establish the 
eff ectiveness of the masking solution.  10  ,   11   

 While one can reasonably expect data masking to obfuscate cus-
tomer identity, it should be usable for analytics. Th e algorithm should 
remove or randomize PII, but not destroy the statistical patterns 
required by a data scientist. For example, if I take a set of real addresses 
and replace them with XXX, anyone looking for statistical patterns 
along geographical boundaries would not be able to use the obfuscated 
data. Patented algorithms examine data masking for a large database, 
and are able to successfully mask the data across a group of data items. 
Th e algorithms systematically work on a group of fi elds to destroy 
privacy, while leaving the data characteristics for its intended task. 

 A privacy infrastructure provides the capability to store informa-
tion about “opt-in” and use it for granting access. Anyone with proper 
access can obtain the PII information, as granted by the user, while 
others see only obfuscated data. Th is solution provides us with enor-
mous capability to use statistical data for a group of individuals, while 
selectively off ering “one-to-one” marketing wherever the consumer is 
willing to accept the off ers. 

 An audit can test whether the obfuscation process, algorithms, and 
privacy access are working properly in a multipartner environment 



FROM SILO’ED TO ORCHESTRATED MARKETING 119

in which third parties may also have access to this data. If properly 
managed, the data privacy framework provides gated access to mar-
keters based on permission granted by the consumer, and can sig-
nifi cantly boost consumer confi dence and the ability to fi nance data 
monetization. 

 Data privacy concerns are changing with time and the genera-
tions, leading to signifi cant diff erences in personal privacy preferences. 
A trustworthy marketing program will build its trust with a customer 
gradually and with a full understanding of customer preferences.  

  DYNAMIC PRICING 
 Pricing has been a hotly pursued topic for marketing, as every percent 
increase in price without a corresponding demand decrease means an 
increase in profi ts. However, over the past decade, we have seen a new, 
dynamic pricing equilibrium favoring customers and fueled by third-
party pricing search tools. For example, in the travel industry, travel 
sites such as Bing, Travelocity, or Priceline off er customers the ability 
to search across an entire market and fi nd deals. Wherever the product is 
perishable—theater tickets or airline seats, for example—the new mar-
ketplace lets buyers fi nd deals for items that need to move off  the inven-
tory or else will remain unsold. 

 Let me take the example of Bing and discuss their ability to monitor 
travel pricing, and advise customers regarding timing for ticket pur-
chase. Th ey purchased a company called Farecast in order to include a 
fare history analysis as part of their travel website. For travel between 
two cities, Bing provides useful information on price fl uctuations in 
the past, and based on this historical data, it predicts whether a con-
sumer should buy a ticket now or later. I ran the advice for a trip from 
Los Angeles to Denver for the fi rst week of November and received 
the advice to wait, as well as a prediction that the price would further 
drop by $50. Airline pricing data is both dynamic as well as public. 
Competitors and buyers can collect, organize, and analyze this data for 
their price optimization. 
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 EBay and other auction marketplaces have brought buyers and 
sellers together where price is determined through a bidding process. 
  Th is creates an interesting dynamic in that suppliers are using sophis-
ticated price optimization models to determine price based on supply 
and demand, and consumers are using third parties to fi nd the best 
deals. Prices change oft en, with constant fi ne-tuning based on supply 
and demand. Th ese models are also bringing a new set of retailers who 
provide a layer of customer interface between the customer and the 
supplier. Th e retailer and the supplier now share responsibility for the 
customer experience, and they each have a direct impact on the result-
ing customer experience as felt at the end by the customer. For instance, 
aft er years of dealing with my favorite rental car company and receiving 
excellent diff erentiated service, I used a retailer and ended up purchas-
ing a package that included travel, hotel, and car rental, only to fi nd 
that the premium customer policy for car rental cancellation no longer 
applied to this bundled package.  

  ORCHESTRATION FOR CONTEXT-BASED 
ADVERTISING AND PROMOTION 

 As online advertising becomes integrated with online purchasing, the 
value of placing an advertisement in the right context may rise. If the 
placement of an ad results in the immediate purchase of the product, 
the advertiser is very likely to off er a higher price to the publisher. 
DSP and DMP success depends directly on their ability to track and 
match consumers based on the consumers’ perceived information need 
and their ability to fi nd advertising opportunities related closely to an 
online sale of associated goods or services. If the consumer has already 
purchased a product and is no longer shopping, it is a poor investment 
in advertising. 

 Let me cite a specifi c example to illustrate the point. Financial ser-
vices and telcos are heavy spenders in online advertising. As I stud-
ied their spending, I found that in investing their advertising dollars, 
they are seeking specifi c audiences. Advertising agencies employ DSPs 
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to participate in the bidding process for an exchange or Ad Network 
to place the advertisement. However, more than half of these adver-
tisements are placed on the browser screens of customers who have 
already purchased the advertised product and are unlikely buyers. In 
many cases, the customer may be using the product, for example, the 
broadband connection, from a telco to view the advertisement (for a 
broadband connection from their current supplier). If this situation 
reminds you of all the mail you received from your telco off ering you 
a bundled product of wireless, wireline, and cable, while you were 
already using a bundled product, you are not alone. In addition, the 
advertised product may not be available in your neighborhood. 

 So, how do we insert the knowledge of customers’ existing prod-
ucts, their communication needs, and the product availability in their 
area? A telco can build a telco profi le that represents their customers 
and their needs. Th ey can supply this information to a DSP like Turn, 
which uses this information, along with online bidding rules, to iden-
tify customers with specifi c needs and bid up or down a telco advertise-
ment based on the telco profi le. In many situations, a marketer may 
have additional campaigns, such as upsell of options available to those 
customers. 

 If marketers can establish a personalized advertising connection 
with customers, how about taking the next step in personalization? 
A marketer can establish a dialogue with the customer and use adver-
tising to make information available as it takes the buyer through the 
stages of buying. Online advertising can be highly personalized, as a 
marketer can target a personalized campaign to a specifi c subscriber. 
Let me use a scenario to show how advertising in online advertising can 
be personalized to the context and state of selling.  

   Linda is currently shopping for a smartphone. She uses a search engine 

to look for Android phones and fi nds the website for a wireless service 

provider that is off ering Android phones. Linda is price conscious and 

lives in an urban area with spotty wireless coverage. While she uses 
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the website to browse for phones, she does not pay attention to cover-

age and price plans. As the wireless site reports Linda’s use of the web 

page, she is fl agged as a potential phone buyer. At the same time, the 

next advertisement from the wireless service provider emphasizes wire-

less coverage and price plans—two important aspects that will move 

the wireless service provider closer to her buying consideration. As the 

wireless service provider provides an indication to their DSP, they may 

provide a higher bid for coverage and price plan campaigns, refi ning the 

messaging to Linda and making it relevant. Th e campaign may diff er 

across subscribers, refl ecting their buying criteria. In addition, the DSP 

would use additional criteria to decide how to bid for an advertisement 

targeted to Linda. If Linda were off ered the price plan advertisement 

fi ve times and she did not click it, the DSP might stop bidding that 

specifi c advertisement.   12     

 How do we get this orchestration to work? A marketer would provide 
a list of target customers and the advertising campaigns to its DSP. Th e 
DSP would prioritize its bidding for advertising using the targeted 
customer list from the marketer, combining it with the DMP informa-
tion collected regarding past advertisements to a specifi c customer. 
A sophisticated set of bidding rules would watch over the bidding pro-
cess to avoid saturation and other real-time-bidding considerations. 
Once the customer sees the advertisement and clicks on it to purchase 
the product, the marketer would update the target list to exclude the 
customer, thus removing the candidacy of a customer from receiving 
future advertisements for a product he/she has already purchased. 

 For this orchestration to work, the customer IDs have to match. 
Th is is easier said than done. Th e marketer must organize its customer 
profi le to identify an individual based on his/her browser IP address. 
Once the proper ID has been associated with a customer, the target list 
can be consumed and used for bidding by the DSP. 

 If we now move from advertising to promotion, through an active 
discount coupon, privacy rules may need to be enforced. Most market-
ers would only place a coupon once the consumer has agreed to receive 
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context-based coupons. Let me take you through an example of how a 
marketer would engage a customer in a targeted coupon program and 
how the targeting would be done. 

  Cuppa Heaven is a new barista chain off ering coff ee in its retail outlets. 

Cuppa Heaven is interested in operating coff ee stores next to movie the-

aters in the mall. In its research, it has found that moviegoers are likely to 

bring a latte to watch a movie. Cuppa Heaven would like to cater to this 

growing segment of the market. To identify the target population, Cuppa 

Heaven connects with Off erTel, seeking mobility patterns for Off erTel 

subscribers. Using the raw location information from its network data, 

Off erTel provides a report to Cuppa Heaven highlighting the percentage 

of subscribers from each community surrounding a mall, who regularly go 

to that mall at least once a week to watch movies. Cuppa Heaven decides 

to target the top 25 percent of the communities, sending a letter in the mail 

to each resident in those communities asking if they would be interested in 

downloading a free movie guide app. Th e app provides the resident with 

a schedule of movies at the movie theater and also lets him/her purchase 

movie tickets, watch movie trailers, and get promotions. Cuppa Heaven 

also places a poster at the movie theater off ering the app to download. 

Based on the download statistics, Cuppa Heaven decides that placing the 

poster at the movie theater is the best way to promote its app.  
  When the app is downloaded, it seeks the customer ’ s permission 

to connect to his/her Facebook and Twitter accounts in exchange for 

a Cuppa Heaven promotional coff ee. It also off ers a coupon for a bun-

dled coff ee and a movie ticket package for two. By analyzing the tweets, 

Cuppa Heaven decides to off er an endorsement program to have the 

customers place  “ like ”  on its Facebook page. All of these campaigns are 

analyzed for their eff ectiveness and fi ne-tuned.   13   

 Th e above scenario is eff ectively utilizing an orchestration frame-
work to analyze data, target customers, off er campaigns, compare 
responses, and make adjustments. Th e initial data from Off erTel is big 
data covering the entire population. Th e location analytics is conducted 
at an aggregate level, so the analysis results can be sold to Cuppa Heaven 
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without any loss of consumer privacy. Th e off ers to customers are based 
on an opt-in process, which explicitly seeks permission before mak-
ing location-specifi c off ers. Th e campaign’s yield can be analyzed. For 
example, Cuppa Heaven may send diff erent bundles to diff erent cus-
tomer sets and compare the results to seek the best bundle. Th is is a 
very closed-loop process.  

  CROSS-CHANNEL COORDINATION 
 So far, I have described advertising and promotion activities separately. 
However, the orchestration engines can work across channels. Th e 
recent trend is for customers to use multiple media simultaneously to 
connect with marketers. In return, marketers are also using multiple 
channels to connect with their customers. 

 For its eighteenth birthday, P.F. Chang, the gourmet Chinese res-
taurant chain, decided to use a campaign that consisted of giving away 
its signature lettuce wraps. Th e P.F. Chang promotion was conducted 
using Facebook, and it off ered coupons for lettuce wraps. Th e strat-
egy helped double its fan base, and the company saw a more than 
3,000 percent increase in engagement on its page.  14   

 Th e media spend across channels has always been closely managed 
by marketers, but how do we now organize and measure the collab-
orative forces across channels? Th ere are three levels of coordination 
across channels. 

 Th e fi rst level of coordination is associated with an awareness of 
customer cross-channel activities. A number of analytics programs have 
begun to store, correlate, and analyze activities across channels. For 
example, Clickfox analyzes customer events across channels to develop 
a holistic view of the customer experience.  15   While most of these activi-
ties have been focused primarily on care as opposed to marketing and 
sales, most of the techniques, instruments, and fi ndings are equally 
applicable to marketing. In a typical cross-channel customer experi-
ence analytics, all customer events are collated and stitched together to 
formulate a comprehensive customer status. Each channel contributes 
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its partial view of the customer. By combining this data across channels, 
the marketer is able to obtain a comprehensive view across all the chan-
nels. Th is revised understanding of the customer can now be shared 
with each channel. 

 Th e second level uses a channel to complete the task for another 
channel. Th e P.F. Chang Facebook lettuce wrap coupon is an example 
of using more than one channel to carry out a campaign. Th e purpose 
of the campaign was to make its customers aware of the restaurant’s 
eighteenth birthday and increase fan participation. In its typical social 
media way, Facebook fans shared the campaign with their social circles, 
increasing the eff ectiveness of the campaign and resulting in a good 
uptake for the restaurant’s coupons. Th e coupon redemption increased 
customer traffi  c to the P.F. Chang stores. Th is level of cross-channel 
activities is prevalent in online advertising. Very oft en, the purpose of 
an advertisement is to seek the customers’ interest and get them to click 
a link, which takes them to product information, a promotion cam-
paign, or a sign-up for some activity. 

 Th e third level optimizes the activities for an overall marketing goal. 
Th e activities may span many channels—social media sites, stores, or 
other ways of spreading a marketing message. Typically, a marketer is 
seeking a multiplier eff ect, in which the customers will spread the word 
for the marketer for a campaign. A good example comes from Starbuck’s 
use of Facebook to decide where to introduce its pumpkin spiced latte a 
week before national launches in the United States and Canada. Th e goal 
in this case was to create a marketing buzz for the national campaigns. 
Starbucks set up a competition across its 37 million fans distributed 
around the world. Fans in each city participated to help their city win 
by carrying out activities like doing a city shout-out or a daily challenge. 
Chicago and Calgary were the winners in the United States and Canada, 
and the ultimate winner was the Starbucks marketing team.  16   

 Cross-channel orchestration is a relatively new concept, and is 
rapidly gaining popularity due to the automation and data accessi-
bility across channels. While the initial pilots are limited, they are 
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showing big results in the correlational value of channels. Once prop-
erly instrumented, cross-channel marketing activities can track cus-
tomer shopping across channels and off er “Next Best Action,” based 
on the customer’s current state of decision-making. For example, if 
the customer is conducting searches on a product, the advertising 
can be targeted to provide specifi c features of interest. Once the cus-
tomer has completed the search, the campaign can turn to promo-
tional activities. Once the customer makes a purchase, the campaign 
can be refocused on selling add-ons or gaining testimonials to social 
circles. Th ese activities are performed today in a highly organized way 
in business-to-business marketing by dedicated account management 
teams. Technology may facilitate bringing this capability to large-
scale consumer marketing.  

  MARKET TESTS 
 A formal test requires three components. First, it should be possible to 
fi nd two or more nearly equivalent groups of customers to be compared. 
Second, a marketer should be able to conduct diff erent campaigns in 
each group. Th ird, it should be possible to compare and contrast the 
results. From the observations and instrumentations described so far, 
we not only have the ability to design experiments but also to conduct 
many such experiments and optimize the marketing program based on 
a large number of independent experiments. 

 Let me take the example of Cuppa Haven described earlier in this 
chapter. I introduced two campaigns. Th e fi rst was a postal campaign 
to the top 25 percent of the communities visiting a mall. Th e second 
was a poster placed at the movie theater. Both off ered the same app 
for download, and Cuppa Haven was able to compare the results of 
the two campaigns to decide that the poster at the movie theater was 
a better campaign. In this case, the two groups of customers were the 
top 25 percent of the communities likely to visit a mall, and a set of 
moviegoers at the mall. Cuppa Haven could place a campaign targeted 
to each set. In both cases, the customers were able to download the 
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app from a source provided to them. Once downloads were executed, 
Cuppa Haven was able to collect and compare the results. 

 Central to the experiment is a market test orchestration engine that 
can execute these tests, collect the results, and display the results to the 
marketer. Sophisticated market test orchestration programs run hun-
dreds of experiments simultaneously, especially in situations in which 
the object of the test is an electronic product. With soft ware confi gu-
rable products, targeted campaigns, and dynamic pricing, we have all 
the ingredients for market tests at a large scale. 

 Th e credit-scoring industry has discovered champion-challenger 
testing as a way to optimize credit collection strategies. Champion-
challenger is a term used to describe the way in which the existing 
collections strategy, known as the champion, is routinely tested against 
an alternative approach, known as the challenger. To ensure accuracy, 
the challenger should be tested in a live environment, but controlled 
to avoid fi nancial loss. Th us the challenger is developed and designed 
using recent customer information, and is implemented on a small, 
statistically robust sample with the results closely monitored.  

  PROPOSITION 
 Neil McElroy was a manager at Proctor & Gamble (P&G) when he wrote 
his now-famous memo on May 13, 1931, to justify hiring two additional 
people. Th e 800-word memo written on his Royal typewriter created a 
new wave of brand management at P&G and led to McElroy’s promotion 
to president of the company. Th e memo describes how a brand manager 
would fi nd a trouble spot for a brand, work with the regional sales offi  ces 
to fi ne-tune advertising, promotion, and sales functions to improve the 
selling of the brand, and conduct research to measure the eff ectiveness 
of these actions.  17   Over the years, P&G and other consumer marketing 
organizations adopted these functions for eff ective brand management. 
Th is was the beginning of a formalized  orchestrated marketing . 

 My proposal for orchestrated marketing was also inspired by a blog 
written by Jerry Wind, the Lauder Professor and academic director 
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of the Wharton Fellows Program.  18   He has also detailed his vision for 
network orchestration in a chapter of a book entitled  Th e Network 
Challenge: Strategy, Profi t, and Risk in an Interlinked World .  19   Today’s 
marketing organization is made up of a set of external agents working 
in conjunction with a marketer. Each organization has its goals, and 
is working feverishly to establish business rules, which optimize these 
goals at silicon speed. Collaboration across these entities takes the form 
of revenue exchanges and contracts that determine their nature of col-
laboration. However, this very distributed network organization must 
be orchestrated by a marketing organization to get the best overall value 
for the marketer. 

 For a marketer in this distributed and federated marketplace, 
the big data may come from a variety of sources, both internal and 
external, some derived from big data created by other industries. Th e 
product ideas may get crowdsourced. Th e data may get organized and 
mined by a set of entities in a public or private cloud. Endorsement 
may come from a set of satisfi ed customers. Th e marketing strategies 
may be executed by yet another network, which may use a variety of 
market mechanisms to infl uence the customer through a collaborative 
process. Advertising may be executed by an auction-driven market-
ing place for real-time bidding of advertising space. Orchestration, as 
defi ned by Jerry Wind, has to provide three major trends—a shift  in 
management from control to empowerment, a shift  in focus from the 
fi rm to the network, and a shift  in value creation from specialization to 
integration.  20   Th e orchestrator needs to be a good conductor—a great 
mix of dealmaker, technical wizard, and statistician. 

 Orchestration is provided by an organization’s use of a set of tech-
nologies. Th ere are a couple of preconditions that must be present for 
the orchestration to work. For example, the marketing organization 
must have a complete and comprehensive understanding of the cus-
tomer, using data from internal and external sources. As described ear-
lier, the marketing organization uses advanced analytics techniques to 
build the customer profi le and collaborates with external entities as well 
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as the customers themselves to complete the profi les. Also, customer 
privacy preferences must be known and incorporated into the market-
ing actions. 

 Orchestration is executed via a series of real-time workfl ows, which 
are governed by a set of policies, predictive models, and business rules. 
A large number of market experiments are used to test and validate the 
assumptions and optimize the actions based on anticipated responses 
from the customers and competitive forces. 

 In  chapter 6 , I will describe the technical components needed 
for this organization. Th e foundations for the technical components 
require a fair amount of statistical and mathematical work. Th ey also 
necessitate an understanding of unstructured and qualitative analytics. 
In addition, the experiment design function is becoming mainstream, 
and is being used for hypothesis and alternative testing. Th e real-time 
execution requires adaptive components that may change with market 
trends. 

 Th e chief marketing offi  cer is gaining the spotlight, and is typically 
the owner of the orchestration function. Th is is where all the marketing 
actions come together. Because of the technical nature of the work, mar-
keting analytics straddles marketing and IT organizations. In  chapter 7 , 
I will discuss the organizational implications and how these changes are 
reshaping the marketing organizations. 

 Mr. McElroy, we now need a network organization to support your 
original memo.  
   



     6 

 TECHNOLOGICAL ENABLERS   

   INTRODUCTION 
 In  chapter 2 , I described the rapid advancement in big data analytics 
due to a variety of technological and environmental factors that have 
contributed to its acceleration. Th e environment has become substan-
tially data driven, and much of the movement is due to the use of infor-
mation technology (IT). A number of capabilities have grown rapidly 
with tremendous worldwide crowdsourced collaboration. What are 
these technological capabilities and how do marketers take advantage 
of them? How do these capabilities enable marketing analytics for large 
observation sets? How do they contribute to engaging customers in 
collaborative conversations? Which technologies enable marketers to 
orchestrate their eff orts and focus on small micro-segments or indi-
viduals? Th is chapter examines these technological enablers and how 
they help marketers realize the propositions described in the previous 
three chapters. 

 Let me use the characteristics of big data to set the requirements 
fi rst. Th e four V’s—velocity, volume, variety, and veracity—summarize 
the major technological requirements. I will cast the propositions by 
discussing their scaling on these V’s of big data. Next, I will showcase 
a couple of technologies in response to these V’s and how they scale 
to big data. Last, but not least, I will discuss hybrid architectures that 
enable us to integrate these technologies in an end-to-end solution.  
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  VELOCITY, VOLUME, VARIETY, AND VERACITY OF DATA      
 In a 2001 article, Doug Laney from the Meta group (now part of Gartner) 
forecast a trend in data growth and information management oppor-
tunities. He used three V’s—velocity, volume, and variety—to iden-
tify the changes in information management that will give rise to big 
data technologies.  1   While these V’s represent many characteristics, 
“v olume” is the dominant force behind big data (see fi gure 6.1). A fourth 
V—veracity—was introduced later to represent the fact that external 
data could have data integrity challenges.  2   Other V’s have since been 
added, but I will focus the discussion here on volume, velocity, variety, 
and veracity. It is important to understand how the information man-
agement and analytics requirements are radically altering technologi-
cal choices, as the older tools are not able to scale to the data tsunami 
described in  chapter 3 . However, IT organizations invested hundreds of 
billions of dollars in analytics solutions in the past. It is equally impor-
tant to examine how these investments can be integrated and leveraged 
in the new marketing analytics solutions. 

 Let me start with the marketer’s requirements for a large  Volume  
of big data. Most organizations were already struggling with increasing 
the size of their databases as the big data tsunami hit the data stores. 
According to  Fortune  magazine, we created fi ve exabytes of digital data 
in record time until 2003. In 2011, the same amount of data was created 
in two days. By 2013, that time period was just 10 minutes.  3   While the 
census data volumes were hidden from most marketers as they did not 
have access to the individual data, the other big data sources identi-
fi ed in  chapter 3  challenged the limited IT capabilities. More than stor-
age, the real issue at hand is the throughput requirement. Most of the 
data must be carried from its source to an analytics store and then used 
by statistical and unstructured analytics tools. Th e massive fi re hose 
required to deal with the throughput sets the IT organizations on fi re. 

 Last year, when my basement was fl ooded with 80 gallons of water, 
I tried initially to remove the water using towels. Aft er removing about 
a gallon in approximately 30 minutes, I realized it would take me more 
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than 40 hours to clean up the rest and would cause irreparable harm 
to my back. When I called the professionals, they brought industrial-
quality pumps to remove the water in less than one hour. IT managers 
are in the same predicament. Th e extract, transform, and load (ETL) 
tools designed for business intelligence using structured data were not 
intended for these massive volumes. IT managers can either bring a set 
of massively parallel pumps to pull through the throughputs or ignore 
the big data pools around them. Like the sponge towel I was using in 
my basement, data integration and storage need a new set of tooling. 

 A decade ago, organizations typically counted their data storage for 
analytics infrastructure in terabytes. Th ey have now graduated to appli-
cations requiring storage in petabytes. Th is data is straining the analyt-
ics infrastructure in a number of industries. For a telco with 100 million 
customers, the daily location data could amount to about 50 terabytes, 
which, if stored for 100 days, would occupy about 5 petabytes. In my 
discussions with one cable company, I learned that they discard most of 
their network data at the end of the day because they lack the capacity 
to store it. However, regulators have asked most telcos and cable opera-
tors to store call detail records (CDRs) and associated usage data. For 
a 100-million-subscriber telco, the CDRs could easily exceed 5 billion 
records a day. As of 2010, AT&T had 193 trillion CDRs in its database.  4   
For every CDR, there are ten registration records in their radio access 
networks (RAN), and for every RAN record, the deep packet inspec-
tion (DPI) data is about ten times larger. Th e good news is this data is 
like having hundreds of cameras tracking all consumer activities. Th e 
bad news is that it requires massive throughputs. 

 Some of this data can be aggregated or fi ltered at source. Let me 
take the example of web usage data. Th e data collected may include a 
web link, web page content, and other details that may carry nuggets of 
information that can be pulled out, while rest of the data can be dis-
carded at source. However, a marketer must specify the nuggets of data 
that must be kept, and then a high- velocity  engine rapidly fi lters the 
data at source to direct the meaningful data to a large data store and 
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discards the rest. In addition, if this engine is examining the data in real 
time, it can also be used for providing real-time analytics, which would 
be useful for conversations with the customer. 

 Th ere are two aspects to velocity, one representing the throughput 
of data and the other representing latency. Let me start with throughput, 
which represents the data moving in the pipes. Th e amount of global 
mobile data is growing at a 78 percent compounded growth rate, and is 
expected to reach 10.8 exabytes per month in 2016  5   as consumers share 
more pictures and videos. To analyze this data, the corporate analytics 
infrastructure is seeking bigger pipes and massively parallel process-
ing. Latency is the other measure of velocity. Analytics used to be a 
“store and report” environment in which reporting typically contained 
data as of yesterday—popularly represented as “D-1.” Now, the analyt-
ics is increasingly being embedded in business processes using data-
in-motion with reduced latency. For example, Turn ( www.turn.com ) is 
conducting its analytics in ten milliseconds to place advertisements in 
online advertising platforms.  6   

 Th ese fl ows no longer represent structured data. Conversations, 
documents, and web pages are good examples of unstructured data. 
Some of the data, such as that coming from telecom networks is some-
what structured, but carries such a large variety of formats that it is 
almost unstructured. All this leads to a requirement for dealing with 
high  variety . In the 1990s, as data warehouse technology was intro-
duced, the initial push was to create meta-models to represent all the 
data in one standard format. Th e data was compiled from a variety of 
sources and transformed using ETL (extract, transform, load) or ELT 
(extract the data and load it in the warehouse, then transform it inside 
the warehouse). Th e basic premise was a narrow variety and structured 
content. Big data has signifi cantly expanded our horizons, enabled by 
new data integration and analytics technologies. A number of call cen-
ter analytics solutions are seeking analysis of call center conversations 
and their correlation with emails, trouble tickets, and social media 
blogs. Th e source data includes unstructured text, sound, and video 
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in addition to structured data. A number of applications are gathering 
data from emails, documents, or blogs. For example, Slice provides 
order analytics for online orders (see  www.slice.com  for details). Its 
raw data comes from parsing emails and looking for information from 
a variety of organizations—airline tickets, online bookstore purchases, 
music download receipts, city parking tickets, or anything a consumer 
can purchase and pay for that hits his/her email. How do we normalize 
this information into a product catalogue and analyze purchases? 

 Unlike carefully governed internal data, most big data comes from 
sources outside our control, and therefore suff ers from signifi cant data 
integrity problems.  Veracity  represents the credibility of the data source. 
If an organization were to collect product information from third par-
ties and off er it to their contact center employees to support customer 
queries, the data would have to be screened for source accuracy and 
credibility. Otherwise, the contact centers could end up recommending 
competitive off ers that might marginalize off erings and reduce revenue 
opportunities. Many social media responses to campaigns could be 
coming from a small number of disgruntled past employees or persons 
employed by the competition to post negative comments. For example, 
we assume that “like” on a product signifi es satisfi ed customers. But 
what if a third party placed the “like”?  7   Marketers as well as custom-
ers can fi nd almost any information publicly. However, fi ltering for 
trustworthy information is an important task. Earlier, I discussed how 
simple rules such as the number of reviews on a Yelp page are indicators 
of veracity. When the marketer uses automated means to gauge market 
sentiments, these veracity fi lters are an important part of the solution to 
make the information trustworthy. 

 In the next sections, I will introduce big data technologies and discuss 
how they deal with large volume, velocity, variety and veracity of data.  

  STREAM COMPUTING TO ADDRESS VELOCITY 
 Traditional computing was built on a batch paradigm of observed data 
augmented with reported data wherever observations could not be 



TECHNOLOGICAL ENABLERS 137

made. Consider, for example, a call center. All the customer call infor-
mation was collected at the call center and extracted, transformed, 
and loaded into a data warehouse, which provided trend analysis and 
reporting on the call center data. Some of this data was observed data. 
How many customers called in a particular day? What was the average 
wait time? What was the average handling time? Either the agent or 
the customer reported the rest of the data. At the end of the call, the 
customer had the option of reporting his/her satisfaction with the call. 
Did the customer provide feedback at the end of the call? How many 
rated the company a 1, or “very poor”? Was that trend up or down from 
prior days? Also, the agents provided their recollection of the call pur-
pose and other relevant information. With any reported information, 
the information may not be consistently collected or properly keyed. 
In a call center study I carried out, I found the busy call center agent 
was being asked to use 87 keywords to describe a call at the end of the 
conversation. Most agents used the top ten keywords to codify the call. 
Were the calls accurately reported, or did the call center agents memo-
rize a couple of key words and use them repeatedly because it was hard 
to memorize 87 keywords? 

 Increasingly, call centers are moving to an event-driven, continu-
ous intelligence view of operations. Th is approach enables the immedi-
ate detection and correction of problems as they appear, rather than 
aft er-the-fact changes. It also allows marketers to observe and codify 
customer conversations using a set of tools that record observations 
and do not rely on the recollection of the facts by either the agent or 
the customer. As the conversations are carried out, relevant data can 
be extracted from these conversations and forwarded to the market-
ing organization. Th e process involves creating a stream-computing 
engine, which can observe conversations and identify relevant infor-
mation during the observation. 

 Stream computing is a new paradigm. In “traditional” processing, 
one may think of running analytic queries against historical data—for 
instance, calculating the average time for a call last month for a call 
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center. With stream computing, a process can be executed that is simi-
lar to a “continuous query” that keeps running totals, as observed data 
is collected moment by moment. In the fi rst case, questions are asked of 
historical data, while in the second case, observed data is continuously 
evaluated via static questions. For example, stream computing can be 
used to observe the conversations in order to specify the mood of the 
caller—happy, sad, angry. It can be used to monitor customer reactions 
in social media to a new product launch, and all this information can 
be analyzed and reported—in real time! 

 Stream computing is best used when a marketer is dealing with a 
high volume or variety of data throughputs and when the data requires 
fi lters, counts, or scoring in real time. Sentiment analytics of the presi-
dential State of the Union address is a good example of a situation in 
which incoming data is unstructured social media comments, and 
the researcher uses the incoming data to extract and report sentiment 
information in real time. A number of marketing activities described 
in  chapter 4  are prime candidates for stream computing. Th e number 
of events created by the customer or the environment is staggering. 
For example, as a customer initiates shopping for an electronic device, 
marketers can observe patterns associated with him/her by analyzing a 
chain of events as they occur. Stream computing enables analysis and 
identifi cation of the context of a customer behavior. It can examine a 
number of campaigns and compare them using prespecifi ed scoring 
models to trigger certain actions that collaboratively infl uence cus-
tomer actions using advertising, expert testimonial, or targeted pro-
motions. An orchestrator can change stream-computing parameters, 
thereby making its action dynamic as well as adaptive to change. 

 Th ere are three parallel technical concepts—complex event pro-
cessing, streams, and ETL—that built the momentum and gave rise 
to the sophistication behind streams computing, making it the most 
powerful big data technology for marketing analysts. Complex event 
processing owes its genesis to the simulation technologies and deals 
with identifying complex patterns of events.  8   As marketers assemble 
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raw data such as web searches, browse through product sites and visits 
to stores, they can assemble the events to recognize someone shop-
ping for a product. Complex event processing provides the concepts 
for representing these events. Unix Streams  9   provided the concept of 
streams of data as input to a computer system. Th us, a video stream 
from a surveillance camera or an audio stream from a call center con-
versation can be ingested into a program for the detection of patterns. 
Last, but not least, ETL tools in business intelligence provided the 
mechanism for extract-transform-load of the data from a variety of 
operational systems. 

 Stream computing benefi ted from these technical concepts, 
although it is not a replacement for the respective tools that perform 
these functions. However, it combines the best of these concepts for 
the marketing problem at hand—the ability to detect patterns of events 
in streaming data sets and analyze the alternatives in real time. Stream 
computing does its activity at very high velocity, making it a tool for 
instant response and collaborative conversation. 

 Stream computing can perform three functions in real time for 
marketers. First, it can sense, identify, and align incoming streaming 
data to known customers or events, and join these events to identify the 
customers with a specifi c context and intent (for example, “customer at 
a store”). Second, it can categorize, count, and focus. Th ese capabilities 
provide important real-time attributions to the source data, for example, 
“more than two web searches on a specifi ed topic” or “a user who clicks 
an advertisement and goes to advertiser’s site to shop.” Th ese functions 
use a set of dynamic parameters that are constantly updated based on 
deep analytics on historical data. Th ird, it provides capabilities to score 
and decide. A set of scoring models might be promoted through pre-
dictive modeling that uses historical data. Th ese models can be scored 
in real time using streaming data and be used for decision-making. In 
addition, complex decision trees or other rule-based strategies can also 
be executed with run-time engines that take their rules from a business 
rule management system (BRMS). 
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 Stream computing is typically performed on a massively parallel 
platform (MPP) to achieve high velocity and throughput. Let me dis-
cuss next the notion of an MPP system and show how these architec-
tures support big data volumes.  

  ANALYTICS AND STORAGE ENGINES ON MASSIVELY 
PARALLEL PLATFORMS FOR HIGH-VOLUME PROCESSING 

 Big data usually shows up with a data tsunami that can easily over-
whelm a traditional analytics platform designed to ingest, analyze, and 
report on typical customer and product data from structured internal 
sources. In order to meet the volume challenge, we must understand 
the size of data streams, the level of processing, and related storage 
issues. Th e entire analytics environment must have the capabilities to 
deal with this data tsunami and should be prepared to scale up as the 
data streams get bigger. 

 Th e use of massively parallel computing for tackling data scalability 
is showing up everywhere. In each case, the underlying principle is a 
distribution of workload across many processors, as well as the storage 
and transportation of underlying data across a set of parallel storage 
units and streams. In each case, the manipulation of the parallel plat-
form requires a programming environment and an architecture, which 
may or may not be transparent to the applications. 

 Let me off er a metaphor to introduce MPP. During Th anksgiving, 
my son was in town, and we decided to cook together. We were in a 
hurry as we wrote down the grocery list. As I went to the grocery store 
to purchase Th anksgiving dinner items along with my wife and son, we 
decided to distribute the task, each person covering a couple of aisles 
to get part of the groceries. We decided to meet back at the checkout 
counter where the fi rst one to return should get in line. In this case, by 
working in parallel, we cut down our overall time by a factor of three. 
We zigzagged through the aisles and sometime overlapped our paths, 
but still were far faster than one person going through the entire store 
with the grocery list. As we split the task, we divided the grocery list 
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by zones, one person taking care of the vegetables, the second one 
taking care of frozen items, and the third dealing with wines. What 
I am demonstrating here is the basic principle of MPP. Th ere is more 
than one agent working in parallel. We used zones to divide the task, 
and we combined our work at the checkout counter. Now, imagine the 
same work with tens, maybe hundreds, of us working together in the 
same fashion. 

 MPP is being applied to a number of areas. In the last section, 
I discussed stream computing. A data engineer may set a large num-
ber of processors in parallel to count, fi lter, or score streams of data. 
Th e parallel operation facilitates a much larger throughput. Once the 
data is directed to a data storage device, it may use MPP to write the 
data in parallel and also build its transformation using a set of parallel 
processes. If the data requires a sophisticated predictive data modeling 
activity, the statistical engine may convert the data crunching to a set 
of queries to be performed inside the data storage device using a set 
of parallel processes. For true big data performance, I may design an 
architecture in which each element in the data fl ow is in the MPP envi-
ronment. Each element may choose diff erent strategies for implement-
ing MPP and yet provide an overall integrated MPP architecture. 

 Let me start with the platform for large-scale data integration. 
Any environment facing massive data volumes should seriously con-
sider the advantages of MPP computing as a means to host their data 
integration infrastructures. MPP technologies for data integration are 
increasingly providing ease of setup and use, unlimited linear scalabil-
ity to thousands of nodes, fully dynamic load node/pod balancing and 
execution, the ability to achieve automatic high availability/disaster 
recovery (HA/DR), and much lower price points at which comparable 
performance of traditional symmetric multiprocessing (SMP) shared 
memory server confi gurations can be achieved. 

 In stream computing implementations, continuous applications 
are composed of individual operators, which interconnect and oper-
ate on one or more data streams. Data streams normally come from 
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outside the system or can be produced internally as part of an applica-
tion. Th e operators may be used on the data to have it fi ltered, classifi ed, 
transformed, correlated, and/or fused to make decisions using business 
rules. Depending on the need, the streams can be subdivided and pro-
cessed by a large number of nodes, thereby reducing the latency and 
improving the processing volumes. 

 An MPP data warehouse (in the analytics engine) can also run 
advanced queries so that all the predictive modeling and visualization 
functions in the engine can be performed. Th e stored data is typically 
too large to ship to external tools for predictive modeling or visualiza-
tion. Th e engine performs these functions based on commands that are 
given by predictive modeling and visualization tools. Th ese commands 
are typically translated into native functions (for example, structured 
query language [SQL] commands), which are executed in a specialized 
MPP hardware environment to deal with high-volume data. Analytics 
engines carry typical functions for ELT (organization of ingested data 
using transformations), the execution of predictive models and reports, 
and any other data-crunching jobs (for example, geospatial analysis). 
Th e data storage architecture can be built using a two-tiered system 
designed to handle very large queries from multiple users. Th e fi rst 
tier is a high-performance symmetric multiprocessing host. Th e host 
compiles queries received from business intelligence applications and 
generates query execution plans. It then divides a query into a sequence 
of subtasks, which can be executed in parallel, and it distributes the 
subtask to the second tier for execution. Th e host returns the fi nal 
results to the requesting application, thus providing the programming 
advantages while appearing to be a traditional database server. Th e 
second tier consists of dozens to hundreds to thousands of processing 
units operating in parallel. Each processing unit is an intelligent query-
processing and storage node, and consists of a powerful commodity 
processor, dedicated memory, disk drive, and fi eld-programmable disk 
controller with hard-wired logic to manage data fl ows and process 
queries at the disk level. 
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 Hadoop owes its genesis to the search engines, as Google and 
Yahoo required massive search capabilities across the Internet and 
addressed the capability of searching in parallel with data stored in a 
number of storage devices. Hadoop off ers the Hadoop Distributed File 
System (HDFS) for setting up a replicated data storage environment, 
and MapReduce, a programming model that abstracts the problem 
from disk reads, and writes and then transforms it into a computation 
over a set of keys and values. With the open source availability, Hadoop 
has rapidly gained popularity. 

 When dealing with high volumes and velocity, we cannot leave 
any bottlenecks. All the processes, starting with data ingestion, data 
storage, and analytics and its use, must meet velocity and volume 
requirements. Some of these systems are designed to be massively 
parallel and do not require confi guration or programming to enable 
massively parallel activities. In some cases, such as Hadoop, the par-
allel processing requires programming using special tools, which 
exploit the parallel nature of the underlying environment (in this case, 
HDFS). Th e Hadoop development environment includes Oozie, an 
open-source workfl ow/coordination service to manage data process-
ing jobs; HBase for random, real-time read / write access to big data; 
Apache Pig for analyzing large data sets; Apache Lucene for search; 
and Jaql for query using JavaScript ®  Object Notation (JSON). Each 
component leverages Hadoop’s MapReduce for parallelism; however, 
this elevates the skill level required for building applications. To make 
the environment more user-friendly, big data vendors are introducing 
a series of tools, such as Big Sheets from IBM, that help visualize the 
unstructured data.  

  HIGH-VARIETY DATA ANALYSIS 
 Blackberry faced a serious outage when its email servers were down for 
more than a day. I tried powering my Blackberry off  and on because 
I was not sure whether it was my device or the CSP. It never occurred 
to me that the outage could be at the Blackberry server itself. When 



144 ENGAGING CUSTOMERS USING BIG DATA

I called the CSP, they were not aware of the problem. So I turned to 
one obvious source: Twitter. Sure enough, I found information about 
the Blackberry outage on Twitter. One of my clients told me that his 
vice president of customer service is always glued to Twitter looking 
for customer service problems. Oft en, someone discovers the problem 
on Twitter before the internal monitoring organization does. We found 
that a large number of junior staff ers employed by marketing, customer 
service, and public relations search through social media for relevant 
information. 

 Traditional analytics has been focused primarily on structured 
data. Big data, however, is primarily unstructured, so we now have two 
combinations available. We can perform quantitative analysis on struc-
tured data as before. We can extract structure out of unstructured data 
and perform quantitative analysis on the extract quantifi cations. Last, 
but not least, there is a fair amount of nonquantitative analysis now 
available for unstructured data. I would like to explore a couple of tech-
niques rapidly becoming popular with the vast amount of unstructured 
data and look at how these techniques are becoming mainstream with 
their powerful capabilities for organizing, categorizing, and analyzing 
big data. 

 Google and Yahoo rapidly became household names because of 
their ability to search the Web for specifi c topics. A typical search 
engine off ers the ability to search documents using a set of search 
terms and may fi nd a large number of candidate documents. It pri-
oritizes the results based on preset criteria that can be infl uenced by 
how we choose the documents. If I have a large quantity of unstruc-
tured data, I can count words to fi nd the most commonly used words. 
Wordle ™  ( www.wordle.net ) supplies word clouds for the unstructured 
data provided to it. For example,  fi gure 6.2  shows a word cloud for the 
text used in this book. Th e font size represents the number of times a 
word was used in the text.    

 Th is data can be laid out against other known dimensions. For 
example, IBM was working on unstructured data analytics in the Indian 
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market. A fairly large number of customer comments were available 
publicly. Th e IBM analysts used text analytics to study the key words 
being used as plotted against time.  Figure 6.3  shows the results of this 
word count plotted against time.  10   

 Once we start to categorize and count unstructured text, we can 
begin to extract information that can be used for qualitative analytics. 
Qualitative analytics can work with the available data and perform 
operations based on the characteristics of the data. 

 If we can classify the data into a set of hierarchies, we can deter-
mine whether a particular data belongs to a set or not. Th is would 
be considered a nominal analysis. If we have an established hierarchy, 
we can deduce the set membership for higher levels of the hierarchy. 
In ordinal analysis, we can compare two data items. We can deduce 
whether a data is better, higher, or smaller than another based on 
comparative algebra available to ordinal analytics. Sentiment analysis 
is one such comparison. For example, let us consider a statement we 
analyzed from a customer complaint. 

 “ Before 12 days, I was recharged my Data Card with XXX Plan. But 
I am still not able to connect via internet. I have made twise complain. 
But all was in vain. Th e contact number on Contact Us page is wrong, 
no one is picking up. I have made call to customer care but every guy 
telling me . . . ”    

 Figure 6.2      A Wordle diagram of the text used in this book  
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 As humans, it is obvious to us that the sentiment of this sentence is 
negative. However, big data requires sentiment analysis on terabytes of 
data, which means we need to assign a positive or negative sentiment 
using a computer program. Th e use of words or phrases such as “I am 
not able,” “complain,” “in vain,” and “no one is picking up” are examples 
of negative sentiments. A sentiment lexicon can be used as a library 
to compare words against known “positive” or “negative” sentiment. A 
count of the number of negative sentiments is qualitative analytics that 
can be performed on sentiment data, as we can diff erentiate between 
positive and negative sentiment and conclude that positive sentiment 
is better than negative sentiment. We can also create qualifi ers such as 
“strong” sentiment and “weak” sentiment and compare the two sets of 
comments. 

 In typical interval-scaled data, we can assign relative values to data, 
but may not have a point of origin. As a result, we can compute diff er-
ences and deduce that the diff erence between two data items is higher 
than another set of data items. For example, a strong positive sentiment 
may be better than a weak positive sentiment. However, these two data 
items are more similar than the pair of a strong positive and a strong 
negative sentiment.  

  PATTERN DISCOVERY 
 Th ese tools take data with high variety and look for qualitative or 
quantitative patterns. Discovery tools include general or specialized 
search es across unstructured data. Th ey carry specialized tools for 
machine learning for pattern recognition and can carry ontologies of 
diff erent domains to make their task intelligent. With the explosion 
of big data, these tools advanced signifi cantly in the qualitative analy-
sis of unstructured data, such as social media blogs. Th e results of the 
analysis can include quantifi cation of data, which is transferred to the 
analytics engine for further analysis, processing, or use. It might also 
result in qualitative reporting, such as semantic mapping and geospatial 
visualization.  
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  EXPERIMENT DESIGN AND ADAPTIVE INTELLIGENCE 
 In  chapter 1 , I described my personal experience with watching a 
movie and the repeated commercials associated with the movie. In the 
example, I was hoping to see food processor commercials, since I was 
shopping for one online while watching the movie. Let me off er some 
details about adaptive intelligence that may provide context and user-
specifi c variations in marketing campaign execution, leading to more 
focused advertising in such situations. Th ese real-time decision engines 
must be based not on static rules, but on real-time analytics and are 
adaptive, introducing changes as they are executed. In this case, DSP 
should apply an adaptive bidding algorithm that changes its recom-
mendations based on user profi le, context of the video content viewing, 
and other contextual activities, such as my web browsing and search for 
food processors. 

 Advertisements saturate over a given number of times, aft er which 
any additional viewing is ineff ective. A DMP could count the number 
of times an ad was displayed and decrement the likeness score for the 
specifi c ad each time it was shown, thereby favoring a diff erent adver-
tisement to be shown aft er a certain number of views. A number of 
sophisticated marketing experiments can be run to eff ectively control 
the saturation eff ect. 

 It seems there are two sets of input variables that constantly impact 
the success of advertising. Th e fi rst includes search context, satura-
tion, and response to an advertisement, and is fast moving and must 
be tracked in real time. Th e second set includes viewing habits, shop-
ping behaviors, and other micro-segmentation-related variables, and 
is either static or changes gradually, accumulating over a long time 
period. 

 How would real-time adaptive analytics and decision engines 
acquire the background and accommodate changes to the models, 
while at the same time rapidly executing the engine and providing a 
context-dependent response? Th ere are four components of a real-time 
adaptive analytics and decision engine 
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 A sensor identifi es an incoming event with a known entity. If we do 
not identify this entity, we can create a new one. However, if this is a 
known entity that we have been tracking, we will use the identifi ers in 
the event to connect it to the previous history for this entity. Th e entity 
can be an individual, a device (e.g., a smartphone), or a known web 
browser identifi ed via a previously placed cookie or pixel (see note 29 
for web-tracking technologies). Under opt-in, if we placed a coupon 
on a smartphone and the user of the phone opted-in by accepting the 
coupon, we may have a fair amount of history about the individual. 
Th e analytics engine maintains a detailed customer profi le based on 
past-identifi ed history about the entity. Th e predictive modeler uses 
predictive analytics to create a cause-eff ect model, including impact of 
frequency (e.g., saturation in advertisement placement), off er accep-
tance, and micro-segmentation. Th e scorer component uses the models 
to score an entity for a prospective off er. 

 While sensor and scorer components may operate in real time, the 
analytics engine and predictive modeler do not need to operate in real 
time, but rather work with historical information to change the models. 
Returning to our example of online advertising, a cookie placed on the 
desktop identifi es me as the movie watcher and can count the number 
of times an ad has been shown to me. Th e scorer decrements an adver-
tisement based on past viewership for that advertisement. Th e analytics 
engine maintains my profi le and identifi es me as someone searching 
for a food processor. Th e predictive modeler provides a model that 
increases the score for an advertisement based on past web searches. 
Th e scorer picks up my context for the web search and places a food 
processor advertisement in the next advertisement placement oppor-
tunity. Th e sensor and scorer work in milliseconds, while the analytics 
engine and the modeler work in seconds or minutes. 

 Without a proper architecture, the integration of these compo-
nents could be challenging. If we place all of these components in the 
same soft ware, the divergent requirements for volume and velocity may 
choke the soft ware. Th e real-time components require rapid capabilities 



150 ENGAGING CUSTOMERS USING BIG DATA

to identify an entity, and use a number of models to score the oppor-
tunity. Th e task is extremely memory- and central-p rocessing-unit 
(CPU) intensive and should be as lean as possible. In contrast, the 
analytics engine and predictive modeler may carry as much informa-
tion as possible to conduct accurate modeling, including three to six 
months of past history and the ability to selectively decay or lower the 
data priority as time passes or as subsequent events confi rm purchases 
against previously known events. I may be interested in purchasing a 
food processor this week and would be interested in a couple of well-
placed advertisements, but the need will diminish over time as I either 
purchase one or lose interest. 

 As we engage with consumers, we have a number of methods to 
sense their actions, and a number of stages of engagement. A typical 
online engagement process may track the following stages:

   1.       Anonymous customer—We  do not know anything about the customer 
and do not have permission to collect information.  

  2.       Named customer—We  have identifi ed the customer and correlated 
to identifi cation information such as device, IP address, name, 
Twitter handle, or phone number. At this stage, specifi c personal 
information cannot be used for individual off ers because of lack of 
opt-in.  

  3.       Engaged customer—Th e  customer has responded to an information 
request or advertisement, and is beginning to shop based on off ers.  

  4.       Opted-in customer—Th e  customer has given us permission to send 
off ers or track information. At this stage, specifi c off ers can be 
individualized and sent out.  

  5.       Buyer—Th e  customer has purchased merchandise or a service.  
  6.       Advocate—Th e  customer has started to “Like” the product or is 

posting favorably for a campaign. A real-time adaptive analytics and 
decision engine can help us track a customer through these stages 
and engage in a conversation to advance a customer from one stage 
to the next.    
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 As long as the predictive modeling tool and the corresponding real-
time component support the current version of predictive model 
markup language  11   (PMML), the predictive modelers can conduct 
discovery and promote the discovered model to the real-time compo-
nent. Th us, as in the sports show analogy, the statistician can work in 
the back room and add new predictive models. Th e promotion process 
can be supported by a rigorous experiment design. Th e practitioners 
have been using the champion-challenger model for a long time in 
their manual promotion process. In a typical champion-challenger 
model, a set of models currently used in the production environment 
is labeled “champion.” Th ese are the current approved, accepted mod-
els for customer experience modeling. At the same time, the statisti-
cians run an experiment design using a set of newly discovered models 
labeled “challengers.” Th e experiment design is typically done using 
a sample small enough not to make a dent in the production envi-
ronment, but large enough to be statistically signifi cant. Let us say 
we randomly choose 200 households out of 10 million and use the 
“challenger” model for these experimental households. If the perfor-
mance of the challenger is signifi cantly better than the champion, the 
challenger replaces the champion for the entire population, and the 
process is repeated. Predictive modeling tools have used PMML to 
automate the champion-challenger promotion process, whereby the 
task of comparison, analysis, and promotion of the challenger can be 
performed automatically. It allows us to have better governance of the 
predictive models and how they are introduced or removed in the pro-
duction environment.  

  CUSTOMER VERACITY AND IDENTITY RESOLUTION 
 Blogs and tweets posted by consumers on social media sites provide a 
wealth of information for sentiment analysis; however, this data is not 
structured. Consumers do not always use proper company or product 
names. Th e data contains a fair amount of slang words, and there is a 
mix of languages in a multiethnic, multilanguage environment. Th ey 
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may use a variety of words to convey positive or negative sentiments. 
Th e link to the author is not very well articulated. 

 We start with scant information, such as Twitter handles and 
unstructured references, and fi lter and link this data to decipher demo-
graphics, location, and other important characteristics required in 
making this data meaningful to a marketer. 

 How do we now link the Twitter handle to the customer ID? 
Obviously, the customer would be the best person to link them together, 
and customers can sometimes be incentivized to do so with product 
promotions or information exchange. When such direct means are not 
available, entity resolution technologies are providing ways to discover 
and resolve identities. 

 Identity resolution is the next step in the evolution of matching 
technologies for MDM. Initially developed by Jeff  Jonas for the casino 
industry, this is a powerful technology that takes into account both 
normal as well as deceptive data from customers. Th e technology is 
based on a set of rules that places the probability of a match on a set 
of seemingly unrelated facts. As hard facts match, the probabilities are 
altered to refl ect newly discovered information. Customer-initiated 
actions, such as accepting a promotion, can be hard evidence added to 
customer handles or user IDs, connecting them to device IDs, product 
IDs, or customer account information.  

  HYBRID SOLUTION ARCHITECTURES 
 Th e architecture components described in the previous chapter must 
be placed in an integrated architecture in which they can all coexist 
and provide overall functionality and performance consistent with our 
requirements. However, the requirements are at odds with each other. 
On the one hand, we are dealing with unstructured data discovery over 
very large data sets that may have very high latency. On the other hand, 
the adaptive analytics activities are bringing the analytics to a conver-
sation level requiring very low latency. How do we establish an overall 
architecture that respects both of these components equally while 
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establishing a formalized process for data integration? Th is chapter 
describes an integrated architecture that responds to these challenges 
and establishes a role for each component that is consistent with its 
capabilities. Th e architecture outlined in this chapter is the advanced 
analytics platform (AAP).  12   

 IT organizations in all major corporations face several important 
architecture decisions. First, an existing infrastructure, with a large 
body of professionals who care for and feed the current analytics plat-
form, is severely constrained by the growing demand for the four Vs 
and faces the big data tsunami. Continued investment in the current 
infrastructure to meet future demand is next to impossible. Second, 
as market forces seek new ways to create analytics-driven organiza-
tions, they are forcing massive changes in how they deal with market-
ing, sales, operations, and revenue management. Intelligent consumers, 
greenfi eld competitors, and smart suppliers are forcing organizations to 
rapidly bring advanced analytics to all major business processes. Th ird, 
the new MPP platforms, open-source technologies, and cloud-based 
deployment are rapidly changing how new architecture components 
are developed, integrated, and deployed. AAP grew under these archi-
tecture demands with four architecture principles:

   1.    It integrates with and caps the current analytics architecture to the 
mature functions, which continue to require the current warehouses 
and structured reporting environments. Th is integration includes 
important functions such as fi nancial reporting, operational 
management, human resources, and compliance reporting. Most 
organizations have mature data fl ows, analytics solutions, and 
support environments. Th ese environments will gradually change, 
but a radical change takes time and investment, and might not result 
in the biggest payback.  

  2.    It overlays a big data architecture that shares critical reference data 
with the current environment and provides the necessary extensions 
to deal with semistructured and unstructured data. It also facilitates 
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complex discoveries, predictive modeling, and engines to carry 
the decisions driven by the insight created through advanced 
analytics.  

  3.    It adds a necessary real-time streaming layer, which is adaptive, 
using discovery and predictive modeling components, and off ers 
decision-making in seconds or milliseconds as needed for business 
execution.  

  4.    It uses a series of interfaces to open up the data and analytics to 
external parties—business partners, customers, and suppliers.    

 I will use an analogy from sports television coverage to demonstrate 
how this architecture closely follows the working behavior of highly 
productive teams. I have always been fascinated by how a sports tele-
vision production is able to cover a live event and keep us engaged as 
an audience using a combination of real-time and batch processing. 
Th e entire session proceeds like clockwork. It is almost like watching a 
movie, except that the movie is playing live with just a small time buff er 
to deal with catastrophic events (like wardrobe malfunctions!). 

 As the game progresses, the commentators use their subject know-
ledge to observe the game, prioritize areas of focus, and make judg-
ments about good or bad plays. Th e role of the director is to align a 
large volume of data, synthesize the events into meaningful insight, and 
direct the commentators to specifi c focus areas. Th is includes replays 
of moves to focus on something we may have missed, statistics about 
the pace of the game, or details about the players. At the same time, 
statisticians and editors are working to discover and organize past 
information, some of which is structured (e.g., the number of double 
faults in tennis, or how much time the ball was controlled by one side in 
American football). However, other information that is being organized 
is unstructured, such as an instant replay, where the person editing the 
information has to make decisions about when to start, how much to 
replay, and where to make annotations on the screen to provide focus 
for the audience. Th e commentators have the experience and expertise 
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to observe the replays and statistics, analyze them in real time, and 
explain them as they do for the game itself. 

 Th e commentators process and react to information in real time. 
Th ere cannot be any major gaps in their performance. Most of the data 
arrives in real time, and is processed and responded to in real time as 
well. Th e director has access to all the data that the commentators are 
processing, as well as the commentators’ responses. Th e director then 
has to script the next couple of minutes, weighing whether to replay the 
last great tennis shot or football catch, focus on the cheering audience, 
or display some statistics. In the course of these decisions, the direc-
tor scans through many camera views, statistics, and replay collections, 
and synthesizes the next scenes of this live “movie.” Behind the scenes, 
the statisticians and editors are working in a batch mode. Th ey have all 
the history, including decades’ worth of statistics and stock footage of 
past game coverage. Th ey must discover and prioritize what informa-
tion to bring to the director’s attention. 

 Let me now apply this analogy to the big data analytics architecture, 
which consists of three analytics layers. Th e fi rst is a real-time architec-
ture for conversations; this layer closely follows the working environ-
ment of the commentators. Th e second is the orchestration layer that 
synthesizes and directs the analysis process. Last, the discovery layer 
uses a series of structured and unstructured tools to discover patterns 
and then passes them along to the orchestration layer for synthesis and 
modeling. 

 Th ere have been four signifi cant developments in recent years to 
make such platforms real-time and actionable. 

  Reporting versus insight : Many people believe that reports are the 
key mechanisms for gaining insight into data. Reporting is typically 
the fi rst task for an analytics system, but it is defi nitely not the last. You 
build on reporting oft en by visualization of various forms that include 
the overlaying of geospatial visualization and the creation of new 
semantic models. Doing so helps you to gain insights that lead to new 
abstracted data. Th ese insights can be broad, ranging from mobility 
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patterns to micro-segments. As you gain insight, you contribute to pre-
viously unseen patterns through discovery. Th is pattern discovery that 
leads to deep insights is core to eff ectively using big data to transform 
the enterprise. 

  Sources of data and data integration : Merely having data does not 
mean you can start applying analytic tools to the data. You oft en must 
extract, transform, and load (ETL) the data before you can eff ectively 
apply these tools. Beyond ETL, it is important to integrate multiple 
data sources so that the analytics tools can identify key patterns. Th is 
integration is especially important given the wide variety of data sources 
available today. Departments create new intradepartment data every-
day, including sensor, networking, and transaction data, which aff ect 
the department. Th e enterprise creates data such as billing, customer, 
and marketing data, which are essential for the enterprise to operate 
eff ectively. Th ird-party data also becomes critical, oft en sourced from 
social media or purchased from third-party sources. Th ese various 
sources of data, which are oft en diffi  cult to correlate, must be integrated 
to truly gain insights, which are currently not possible. 

  Latency and historical analytics tradeoff s : Latency that is associated 
with the data can oft en have a huge impact on how one analyzes the 
data and the response to the insights gained from the analytics. Th e 
perception oft en is that when you increase the data-gathering speed 
or fi ne-tune the hardware and soft ware, you can move from historical 
analytics to real time. Historical analytics cannot oft en be performed in 
real time for a variety of reasons, including the lack of access to critical 
data in a synchronized manner at the right time, tools that cannot per-
form analytics in real time, and required dynamic model changes that 
are not part of existing tools for historical data. Th is is partly because 
real-time analytics introduces extra complications such as the need for 
logic and models to change dynamically as new insights are discovered. 
In addition, real-time analytics can be more expensive than histori-
cal analytics, so you must consider return on investment to justify the 
additional expenses. 
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  Veracity and data governance : As mentioned earlier, Veracity rep-
resents both the credibility of the data source and the suitability of the 
data for the target audience. Governance deals with issues such as how 
to cleanse and use the data; ensure data security but still enable users 
to gain valuable insight from the data; and identify the source of truth 
when you use multiple sources for a data source and determine which 
is the source of truth. In most environments, data is a mixture of clean 
trusted data and dirty untrustworthy data. One key challenge is how to 
apply governance in such an environment.  

  SUMMARY 
 Th is chapter provided prominent technological enablers that help 
marketing analytics. Th ese enablers become integrated in an advanced 
analytics platform to support marketing use cases such as intelligent 
campaigns or real-time targeted advertising. Th ese enablers scale to 
the challenges posed by the large volume, velocity, variety, or veracity 
of data. 

 Th e enablers use a number of newly developed big data analytics 
techniques. To develop these solutions, marketers may need to upgrade 
the analytics skills in their organization. In the next chapter, I will 
address the skills gap and how these skills can be cultivated.  
   



     7 

 CHANGES TO MARKETING 
ECOSYSTEM AND ORGANIZATION   

   INTRODUCTION 
 We discussed three propositions in  chapters 3 ,  4 , and  5 . Th ese proposi-
tions, respectively, have major implications for marketing ecosystems 
and organizations. How do these propositions reshape the marketing 
community as we have known it in the past? Do they shrink the mar-
keting organization or expand it? How do they reshape the depart-
ments, the agencies that marketers deal with, and the skills cultivated 
by these organizations over the past decades? 

 My attempt in this chapter is to identify three types of changes 
occurring in marketing organizations. First, there are major changes 
in the measurements and key performance indicators (KPIs). I will 
discuss the changes to these measures and KPIs, as well as our ability 
to more accurately report on the results. Th e second is a new wave of 
qualitative and quantitative skill sets needed to drive these proposi-
tions through marketing organizations. Next-generation marketers 
are as savvy as their customers, and are far more analytically driven. 
Th ird, the marketing business ecosystem is changing radically and 
I will go through the changes. 

 Marketing scholarship has studied the use of marketing techniques 
using “perfectly available” information. Th e aspirations all along in the 
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marketing literature were for there to be freely available large-scale data, 
and the ability to take the minutest action and choreograph each action 
like the best New York symphony conductor. Th e reality was some-
where else. Marketers always craved data they did not have. Th e chan-
nels were at best available for broadcast, and were oft en controlled by 
gigantic contracts, and the choreography was neither feasible nor well 
understood. So, marketers built ways to work with the limited tools they 
had. Th e results were silos of organizations, competing budget priori-
ties, and a fair number of skills devoted to data processing. Th ere were 
miles of cubes of clerical people with calculators in the 1970s and with 
Excel in the 1990s, hunched over rolls of computer reports, and they 
massaged the data to make it ready for their decision-makers. When 
marketers abandoned certain markets, products, or segments, informa-
tion technology (IT) could not even fi gure out which reports had to be 
retired. Reams of reports went to phantom marketing departments that 
no longer existed. It was hard to draw the information food chain. At 
one organization, I found and counted 1,500 people with “marketing 
analyst” titles. Most of them turned out to be pseudo-IT organizations 
outside the chief information offi  cer’s (CIO’s) organization that were 
pulling data from diff erent sources and reorganizing for their respec-
tive marketing function, each with its own set of claims on customer 
conversion and eff ectiveness, oft en overlapping and unverifi able. 

 Now, these organizations are rapidly changing. In many cases, 
these organizations are getting replaced with data service providers. 
In some cases, it is removing the walls across departments. A new 
breed of marketing scientist is receiving attention—the data scientist. 
Th e statistician in the back room has suddenly found the spotlight 
and a role in marketing strategy. Having a lot of observations radi-
cally alters the role of marketing researchers and media planners. If 
marketing organizations now have the ability to engage the customer 
in personalized micro-segmented communications, this changes the 
focus and role for product managers, promotion and pricing sup-
port functions, and direct marketing organizations and outsourcers. 
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Improved orchestration impacts product managers and advertising 
agencies, and brings advertising and promotion organizations closer 
to each other. Meanwhile, IT organizations grew in the shadow of the 
fi nancial organizations and started with reporting to the chief fi nancial 
offi  cer (CFO). Over time, they graduated to the operational organiza-
tions and started reporting to the chief operating offi  cers (COOs). Th e 
chief marketing offi  cer (CMO) has now earned his/her right to be the 
next big customer or boss for the CIO, as enormous IT investments get 
diverted from other business groups to the CMO organization.  

  HOW DOES BIG DATA CHANGE MEDIA 
PLANNING AND MARKETING RESEARCH? 

 Denyse Drummond-Dunn posted a provocative blog on LinkedIn’s 
CMO Network, “Is Th ere Still a Need for Marketing Research 
Departments?” She raised a number of interesting questions. Th e one 
that I found most interesting was “Am I capable of accepting that true 
insight development doesn’t come from one study or database, but 
from information integration of multiple sources?”  1   In my opinion, the 
biggest impact of large-scale data is directed to the marketing research 
organization. Not that it gets downsized, but that it has a more impor-
tant role in sourcing and organizing big data. 

 In the past, marketers invested much more research into obtaining 
“reported observations” using marketing techniques. Unfortunately, a 
reported observation is a recollection of the facts, so it loses accuracy, 
and it is also dependent largely on how the question was asked. Th e 
good news is now we have a lot more “real observations,” representing 
what actually happened. So, how do organizations get access to these 
real observations, and how much investment is needed before the data 
can be translated into marketing actions? 

 Take the example of media research conducted by syndicated 
media companies like Nielsen. Much of the media research in the past 
was based on small samples. Nielsen ran a panel of television view-
ers and another panel of shoppers, and used their data to project the 
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results to the population using census and other secondary sources for 
extrapolation to the population. Today, with the availability of cable 
viewership data from cable set-top-boxes (STBs), cable operators are 
aspiring to supply their television viewership data to marketers. In the 
United States, their fi rst major attempt was Project Canoe, which was 
formed as a consortium of six cable operators. Th is was in response to a 
Google-Echostar partnership, which used satellite viewing on the Dish 
network.  When it comes to advertising, Google is not shy about stating its 
ambitions. “We are confi dent we are going to revive the television adver-
tising industry,” says [Google TV’s Vincent] Dureau, “by bringing new 
advertising to it.” Already, Google is trying to make TV ads more relevant, 
easier to target, and cheaper to deploy. As a result, Google thinks it can 
attract more ad dollars from smaller businesses that may not have been 
advertising on TV before.   2   

 Unfortunately, the Canoe project failed in meeting its original 
goals. Six years later, the eff ort was scaled back to providing interactive 
advertising for video-on-demand. While Canoe was not able to get all 
its constituents on the same page, it did in some ways show proof of 
concept. It released the results of a study it jointly conducted with the 
American Association of Advertisers, in which a panel of 4,200 cable 
subscribers revealed increased product acceptance when shown inter-
active ads from brands like Honda, Fidelity, GlaxoSmithKline, and State 
Farm. According to the year-long study, 19 percent of adults 18–49 said 
“yes” to interactive off ers, while 36 percent expressed a likelihood to 
purchase.  3   

 Th e interactive video market has grown in the meantime, leading 
to yet another avenue for media and advertising research. Unlike linear 
television (which is shown on airwaves), interactive television, oft en 
termed “nonlinear,” is well instrumented. Video content managers keep 
track of viewing details for each of their subscribers. As the nonlinear 
content is becoming increasingly mobile, the location of the subscriber 
may no longer be static. Last, but not the least, interactive viewing is 
more oft en done by an individual as opposed to a household. In my 
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own house, interactive video has signifi cantly reduced our traditional 
television viewership. Th e Canoe project fi nally found its sweet spot, 
and has survived and thrived as a supplier of interactive television 
research data. 

 Th e online viewership of data and video is closely scrutinized. Data 
management platforms (DMPs), such as Blue Kai, Adobe, Aggregate 
Knowledge, CoreAudience, Knotice, nPario, and X Plus One, track and 
analyze a fair amount of data from Internet viewers. Marketers are very 
interested in understanding a cross section of viewers, a holistic viewer-
ship data, including social, mobile, display, and search. Potentially this 
data can then be combined with the delivery of messages via targeted 
advertising or in other ways. With the rise in the mobile platform for 
viewership, this data can also be correlated with location data to under-
stand and mine geographic diff erences. 

 A number of research organizations have started to collect and ana-
lyze shopping behavior. For example, I mentioned Four Square and Slice 
as data sources in  chapters 2  and  3 , respectively. A marketing research 
organization can use their analytics to understand shopper behavior 
using Four Square to map shopping, and Slice to track buying. As these 
organizations gather critical mass, they are able to provide valuable 
insight into the customer’s buying process. In addition, most marketers 
have their own loyalty cards, which provide additional buying patterns, 
although focused on the brands supplied by the marketer. 

 Let us consider the diffi  cult task faced by the marketing research 
department. By subscribing to a couple of market leaders in media 
research, a market researcher can easily access a vast pool of data about 
their customers. However, the data may have serious biases. Let me 
take a look at the situations I discussed earlier, in which wireless service 
providers and cable companies were able to off er and package mobility 
patterns and content usage to the retailers. If a retailer purchases a lot of 
smartphone, Wi-Fi, and cell tower location data from a wireless service 
provider to analyze traffi  c in a mall, the population is most likely smart-
phone users and not a random population. If a marketer uses audience 
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data from a digital STB, it excludes a section of the population that is 
on analog STB devices. Th e fi rst task for the market researcher is to 
identify the bias, if it is likely to skew the results. In the above examples, 
both samples may represent a bias toward affl  uent consumers. If the 
marketer is using these sources to model the price-sensitive buyer, the 
results are not going to be accurate. Th e second task is to use targeted 
research to fi ll in the gaps. Oft en, hypotheses regarding biases can easily 
be validated or rejected by doing directed research on the component 
that is underrepresented by big data. Th e marketer can sample portions 
of the observations to test the hypothesis. Th ese examples carve out a 
new role for the marketing researcher—the one who integrates a variety 
of sources of data and adjusts the data before it is misused. 

 Integration of data is the next challenge.  Chapter 3  showed a set 
of overlapping big data sources. As a researcher starts with the census 
data, each new data source provides additional attributes, which can 
be overlaid on top of census data to project a view of the population, 
assuming the data is properly aligned across big data sources. 

 Big data is also changing the measurements and KPIs in media 
planning and marketing research. In the good old days, advertising was 
focused on getting as many eyeballs (“reach”) on an advertisement for 
a given budget and as many times as possible (“opportunities to see” 
or OTS) to facilitate memorization of the messaging. Since most of the 
programming was linear, media research organizations kept track of 
reach for various programs by diff erent targets, and a media planning 
algorithm could maximize reach and OTS for its target segments for a 
given advertising budget. Click-through rate (CTR)  4   and cost-per-click 
(CPC) emerged as the fi rst set of measures for online advertising. Google 
and others have used CPC as a measure for bidding on advertisement 
p lacement.  5   While it is the fi rst step in the evolution of advertising eff ec-
tiveness, CTR oft en does not result in sales. Most Internet users employ 
those sites for a variety of information retrievals and do not have an 
explicit goal or desire to click on advertisements.  6   Also, clicks are only 
related to browser activities, while media exposure that led to the click 
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could be inspired elsewhere. A more convergent scenario is one in which 
someone may be watching television and browsing for advertisers’ 
products on a second screen.  7   Th e action on one medium is dependent 
on exposure on the other media, and the advertising allocation must 
sense and correlate multiscreen viewing by customers. While there is a 
tendency among marketers to isolate the eff ectiveness of each channel 
in order to decide on budgets for each, the overall experience from a 
customer perspective is holistic. 

 Fortunately, the raw data supporting a gigantic set of events is grad-
ually becoming available. Th e cable operators are working toward audi-
ence measurement data that can record audience viewing for specifi c 
programming and commercials. Internet viewing and related com-
mercial exposure data is available from the data management platform 
suppliers. Mobility data can tell us the action in the form of physical 
shopping, while online shopping is available from online content ana-
lytics. In a study conducted for IAB France and SRI, the consulting fi rm 
PwC has recommended a fi ve-level advertising eff ectiveness model 
using display, actual exposure, interaction, browsing, and engagement. 
PwC further specifi es nine categories of indicators for measuring online 
performance using display, conversion, traffi  c, interaction, subscrip-
tion, media, distribution, ROI, and posttests.  8   Th ese measures are only 
associated with online advertising. A comprehensive set of measures 
and KPIs for multiscreen media research is still evolving.  

  PERSONALIZED MARKETING ACTIONS AND THE 
CHANGING ECOSYSTEM FOR ADVERTISING 

 Th is new market introduces a new set of organizations into the mar-
keting ecosystem. We discussed in  chapter 4  the new players in digi-
tal advertising (see  fi gure 4.1 ). A DMP provides observations on 
viewership and past advertising; a demand-side platform (DSP) par-
ticipates in auctions on behalf of the marketers or their advertising 
agencies; and analytics engines mine the data to create advanced audi-
ence attributions. Th e publishers either directly conduct auctions or 
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use supply-side platforms (SSPs). Th e market forces are establishing a 
new ecosystem, in which DSPs protect the interests of the marketers, 
and SSPs protect and optimize the interest of the publishers. Th ese 
optimizations are encoded in a set of algorithms, which are executed 
at silicon speeds to deliver the advertisements in real time (currently 
around 36 milliseconds). 

 If I know the specifi c audience to whom to deliver an advertise-
ment, I can also optimize based on past purchases. As I showcased 
in my description of Linda’s smartphone purchasing in  chapter 5 , 
a new prospect who has not purchased my products should receive 
a diff erent advertisement, as compared to the customer who already 
purchased my product last week. To deliver these integrated capa-
bilities, the media department must be tied to the hip with marketing 
research, which creates the unifi ed customer profi le. While some of 
the marketing spend may be directed to auctions, the rest may be 
done via directed contracts (for example, covering outdoor displays 
or traditional media), but must be optimized across the channels to 
deliver an orchestrated campaign. 

 How would the marketing organization be designed to eff ec-
tively manage this changing ecosystem? Th e Association of National 
Advertisers, together with the World Federation of Advertisers and 
Eff ectiveBrands, a global marketing strategy consulting fi rm, has been 
conducting an ongoing global study—including a quantitative and 
qualitative survey—of senior marketing leaders over the past several 
months that is unprecedented in size and scope. Th e study, named 
Marketing 2020, has postulated that the winning companies will have 
highly integrated organizations—that is, hub-and-spoke structures, 
in which the CMO is in the middle, with roles akin to product man-
ager, marketing strategies manager, advertising director, public rela-
tions (PR) manager, market-research director, and promotion director 
representing the spokes and the rim of the wheel. Th e integration and 
interconnectedness of this new model enable full coordination of all 
the constituents.  9    
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  MARKETING ORCHESTRATION AND THE 
IMPACT ON PRODUCT MANAGEMENT 

 To understand changes to product management, I turned to Google. 
Th ey have a massive customer base with a large number of digital con-
nection points. Product managers have a large amount of big data at 
hand and an ability to test-market products at scales no one else can 
imagine. Ken Norton, a partner at Google Ventures, wrote a classic essay 
in 2005, which he claims was reinforced with his experiences at Google. 
Here is how he describes the personality of a product manager:

   For my part, I loved the technical challenges of engineering but despised 

the coding. I liked solving problems, but I hated having other people 

tell me what to do. I wanted to be a part of the strategic decisions, 

I wanted to own the product. Marketing appealed to my creativity, but 

I knew I’d dislike being too far away from the technology. Engineers 

respected me, but knew my heart was elsewhere and generally thought 

I was too “marketing-ish.” People like me naturally gravitate to product 

m anagement.   10     

 Product management is an integration point between marketing, engi-
neering, and operations. With the increased observations as described 
in  chapter 3 , as well as the orchestration capabilities as described in 
 chapter 5 , product managers have an unprecedented opportunity to 
design products interactively with their customers, test-market diff erent 
ideas, iterate over a large number of permutations and combinations, 
and launch a product based on extensive feedback from the market-
place. Products can also evolve and be streamlined based on usage and 
feedback. All this makes the product manager a very key orchestrator 
across a large pool of resources. 

 Th e most innovative companies generate a greater proportion 
of revenue from new products and services. A study conducted by 
PriceWaterhouseCoopers that asked 1,700 board-level executives 
around the globe questions related to innovation, found that the leading 
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innovators receive 25 percent of their revenue from innovative products 
and services launched in the last year compared with only 6.6 percent 
for the 20 percent least-innovative companies.  11   Product managers are 
mini-CEOs who drive innovative products through engineering, mar-
keting, operations, and support. Consulting organizations like PwC’s 
PRTM have been helping businesses in organizing their product man-
agement function.  12   So, how do big data, collaborative infl uencing, and 
orchestrated marketing lead to improved product management? 

 A fair amount of organizational division across product engineer-
ing, marketing, and operations were the result of the decision-making 
divisions that drove the silos across these organizations in the past. 
Collaboration was achieved through extensive cross-organization 
discussions, but resulted in long lead times. With the automation in 
product and customer touchpoints, product managers are now able to 
collect massive volumes of usage data, which can be employed to obtain 
rapid feedback on products’ functionality, features, and components. 
At the same time, marketers can track shopping behavior and isolate 
features and components that are driving purchases. Th e interest can 
also be validated using social media data. As the smartphone purchase 
example illustrated in  chapter 5 , a marketer can identify and track 
shopper behavior and send specifi c marketing messages that infl uenced 
the purchase decision-making. In addition, the product manager can 
examine the product usage to investigate the extent and frequency of 
usage across product features. By analyzing social media, the marketer 
can also track positive or negative sentiments associated with each 
aspect. Armed with this detailed knowledge, the product manager can 
experiment with specifi c changes to the product, and test-market the 
changes by downloading diff erent features on a set of beta customers. 
As usage patterns change, the product manager can track the changes 
to decipher whether they are accepted by the marketplace and whether 
any subtle messaging changes are needed. 

 Th is complex product management process requires an orchestra-
tor. Th e product manager is closely tied to engineering, marketing, and 
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operations, and is able to pull all the relevant data from product and 
customer interface to make critical product decisions. Th is person pos-
sesses a fair amount of respect and trust across the board, and is also 
able to distill key feedback from the deluge of data coming from a vari-
ety of sources, both inside and outside the corporation. 

 Returning to Google, statisticians embarked on a plan in 2009 
to study their management. In Project Oxygen, statisticians gathered 
more than 10,000 observations about managers—across more than 100 
variables, from various performance reviews, feedback surveys, and 
other reports. Th en they spent time coding the comments in order to 
look for patterns. For much of its 13-year history, particularly the early 
years, Google has taken a pretty simple approach to management: leave 
people alone. Let the engineers do their stuff . If they become stuck, they 
will ask their bosses, whose deep technical expertise propelled them 
into management in the fi rst place. Laszlo Bock, Google’s vice president 
for human relations led a team to rank directives by importance. Th ey 
found that technical expertise—the ability, say, to write computer code 
in one’s sleep—ranked dead last among Google’s big eight directives.  13    

  DATA SCIENTISTS—WHERE DO THEY BELONG? 
 A marketer collects the data from all the IT trash boxes using “bit 
buckets” all over the organization, synthesizes it with external data, 
using a set of machine-learning algorithms, and then the result is a 
well-organized understanding of the customers, the products, and 
the customer interfaces. It sounds like magic! Fortunately, there is a 
human face to this magic, which makes sense out of all this data. It is 
termed the “data scientist.” 

 As social media and big data companies went aft er their initial pub-
lic off erings, media stories catapulted the importance of the data scien-
tist job and the acute shortage of these workers. Th e data scientist grew 
from the unappreciated nerd in the back room to a business strategist, 
a quantitative genius who could consume data for lunch and dinner, 
and make sense of it. John Whittaker, in his blog at Dell, describes the 
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hype about the data scientist in terms of its similarity to the webmaster 
in the early Internet days. 

  Just as there is great demand today for someone to guide companies 
through Big Data decisions, I recall when the No. 1 job was the almighty 
webmaster—the person who could ease the transitions to ecommerce 
and ensure the success of Internet infrastructure projects. Business lead-
ers, in a desperate attempt to gain value that was promised by connecting 
their organizations to the web, paid handsomely for a webmaster with 
experience to get them there. Today, the same thing is occurring with the 
Data Scientist role. Again, a new class of technology has emerged with 
incredible promise and a boatload of complexities.   14   

 According to a report published by McKinsey, there is a problem. 
“A signifi cant constraint on realizing value from Big Data will be a 
shortage of talent, particularly of people with deep expertise in statis-
tics and machine learning, and the managers and analysts who know 
how to operate companies by using insights from Big Data,” the report 
said. “Th ere will be a shortage of talent necessary for organizations to 
take advantage of big data. By 2018, the United States alone could face 
a shortage of 140,000 to 190,000 people with deep analytical skills as 
well as 1.5 million managers and analysts with the know-how to use the 
analysis of big data to make eff ective decisions.”  15   

 So, who is this mythical data scientist and how does he/she diff er 
from the business analysts and statisticians currently employed by the 
marketing departments? Successful data scientists bring a triangulation 
of skills that are not easily blended together—an ability to understand 
business problems and strategy, a knack for numbers and statistical or 
qualitative analytics, and a dexterity in dealing with big data tools and 
techniques. As I watch my colleague, Tommy Eunice, who has done much 
of my location analytics number crunching described in  chapter 3 , I am 
amazed at how he brings all three skills to the table in a single conversa-
tion. I realized the enormity of the skill gap in my last round of recruit-
ing for IBM. While there were a sizable number of people who claimed 
to be data scientists, most of them were soft ware engineers who lacked 
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business problem-solving skills. I have also come across many business 
analysts in the course of my work who understand marketing, but are too 
afraid to embrace quantitative techniques or new information technolo-
gies. So, how do we clone Eunice, who has all the three? Or, do we form a 
team with complementary skills? 

 To divide and conquer, we must diff erentiate between data scientists 
and data engineers. A data engineer builds the data pipes from which 
the data can be collected from a variety of sources and transformed so 
that it can be collectively analyzed. A data scientist works on the data 
lake and discovers insights. However, most people do a combination of 
these two jobs. A data engineer is typically an IT person who may report 
either to the IT or the marketing department, and who has strong skills 
in data integration. A data scientist is more than likely a consultant or 
a marketing department employee who has spent a fair amount of time 
learning machine-learning or statistics and is able to tear through mas-
sive heaps of data to fi nd the needles in the haystacks. 

 Th e data engineer works with big data integration tools. A number 
of tools have been contributed to the Apache site for data sourcing, 
real-time data analytics, and data reorganization. In addition, big data 
vendors have introduced a number of proprietary tools, which work 
well with the open-sourced components, but off er the necessary secret 
sauce to realize the integrated architecture. Th e data engineer also 
works with internal and external data feeds, and has a good under-
standing of how these feeds can be used to identify and merge records 
based on selected identifi ers and how the data quality can be improved. 
Unlike the structured business intelligence applications, especially in 
fi nance and revenue, the big data sources may be comparatively messy 
in their data quality. It is important for the data engineer to maintain 
a delicate balance between quality and latency, sometime some inac-
curacy in targeting a customer may be tolerable as long it meets the 
latency criteria 

 Is the data scientist the same as the statistician? Today’s big data is 
oft en unstructured and lacks the formal statistical disciplines. A data 
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scientist must carry a fair amount of an exploratory mindset and a 
machine-learning background to work with unstructured data in order 
to glean useful structures from it. As compared to statistics, the unstruc-
tured data analytics is a relatively less understood area. Th e data scien-
tist off ers a blend of business and quantifi cation skills, but may have, 
additionally, skills in qualitative algebra. Oft en, it is hard to convert 
unstructured data to a quantifi ed set for statistical analysis. Techniques 
like graph theory deal with how masses collaborate, and it is important 
for the data scientist to know how to combine a variety of techniques 
to seek patterns from data. In my discussions with successful data sci-
entists, I have found that most of them did not have computer science 
degrees. People with a functional education—engineering, business, or 
liberal arts, with a big dose of business experience, were more likely to 
be successful data scientists. 

 A data scientist armed with good insight can easily earn a fair 
amount of respect from senior management. Aft er all, we have been 
data starved for decades. Th e data scientist brings bottoms-up insight 
by using real data. Th e knowledge of marketing function and custom-
ers is an important prerequisite in developing meaningful insight. 
However, marketers do require a data- and analytics-driven culture to 
appreciate and cultivate the data science. 

  “Th e enterprises that will achieve a competitive edge and win will 
have a blend of a healthy data-science culture, enterprising data scientists 
who can bend the ear of C-level decision makers, and the right combina-
tion of technology that will surface the data that make sense in the context 
of the business,” says Anjul Bhambhri, vice president of development for 
big data projects at IBM.   16   

 To help educate the community, a number of universities and 
big data companies are off ering educational and training programs. 
Coursera, started by two Stanford professors off ers a series of data 
s cience courses with contributions from University of Washington.  17   In 
addition, a number of meetups are emerging in diff erent cities, which 
facilitate idea sharing among budding data scientists. As much as big 
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data has created the demand, the community is rising to the challenge 
through unprecedented collaboration.  

  INFRASTRUCTURE, DATA, OR ANALYTICS AS A SERVICE 
 One way to reduce the burden of building a big data infrastructure 
and an army of data scientists within a corporation is to use external 
sources of analytics. Th e big data marketplace has provided a much-
needed avenue for the external sourcing of analytics. A strong business 
model around monetization has facilitated a rapid rise in cloud-based 
companies off ering services. 

 Most IT organizations would like to build the big data infrastruc-
ture within the fi rewalls of the organization. However, this has turned 
out to be a diffi  cult task. Big data analytics requires a sizable big data 
infrastructure, which is hard to acquire, install, and confi gure. Th e 
personnel closest to the task must have appropriate data engineering 
and data science backgrounds. Also, there should be adequate tools 
for analysis. However, that means the organization procuring the tools 
should know which tools to acquire. Th e evaluation process and then 
the subsequent training of the individuals take time and money. 

 Th is process is not much diff erent from any other technology that 
was imported in the past. However, the big data industry is rapidly 
evolving cloud-based services that reduce these lead times. By off er-
ing the analytics infrastructure in the cloud, the need no longer exists 
to evaluate, acquire, and install hardware and soft ware. At a fairly low 
cost, the infrastructure can be confi gured in the cloud. Th e service pro-
vider also shows up with data scientists and data engineers who build a 
library of analytics and customize the library to individual needs. Oft en, 
these services can be confi gured in days and start producing results. 

 Th ere are diff erent types of service providers. Classic cloud provid-
ers, such as Amazon Web Service (AWS) or Soft layer, off er hardware 
and soft ware assets in the cloud without any preconfi gured analytics. 
Google analytics, Coremetrics, and Adobe are examples of analytics as a 
service on web traffi  c. A number of telcos, cable, and satellite operators 
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are off ering data as a service in which they provide data about their 
customers to their business partners. Cloud-based analytics compa-
nies off er social media sentiment analytics. Th ese analytics providers 
bridge an important gap in breaking the ice for big data analytics. In a 
survey last year, I found over 30 independent programs across a large 
telco using a number of external, cloud-based sources. Th ese programs 
provide a much-needed initial experience in using big data analytics, 
and as long as they are properly contained, the experience gained is 
invaluable. 

 While it is relatively easy to understand infrastructure as a service, 
data or analytics as a service is harder to organize. In off ering data to 
third parties, the supplier must either aggregate the data across custom-
ers or obtain permissions to share the data. While it is easy to obtain 
permission against a discount, very oft en customers do not recall giv-
ing permission, which is oft en buried in pages of contract terms. Global 
brands are cautious in sharing data with others, as a backlash from cus-
tomers can lead to irreparable damage to the brand and their main-
stream business. Oft en, aggregation of customers is the safest approach 
to data sharing. Instead of providing raw data in aggregate form, the 
providers are also attempting analytics using the data. 

 Most of these are examples of analytics in which the original data 
was already external to a corporation. A proper analytics requires com-
bining external data with internal data. Can we ship sensitive data to 
the cloud to be combined with external data by a third-party analytics 
as a service company? Th ere are serious customer privacy and regula-
tory issues relating to data sharing across organizational boundaries. 
However, customer attitudes are rapidly changing with regard to the 
legitimate correlation of customer data, which benefi ts the customer. 
At the time of writing this book, there are two serious market experi-
ments going on. First, the start-up activity using venture capital is 
experimenting with the subscription-based collection of customer data. 
Th ese sources are independently collecting customer order, mobility, or 
other information with the premise of sharing that data at the aggregate 
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level with others. However, many large providers are running pilot pro-
grams to share their data either with explicit customer opt-in or blanket 
opt-in, and with opt-out for those who are not interested in sharing. 
Analytics as a service will evolve over time as marketers begin to share 
their queries with each other and devise ways to share their data.  

  A NEW ROLE FOR MARKETING COMMUNICATIONS 
DEPARTMENTS 

 Th e Blackberry outage as described in chapter 6 shows use of social media 
for discovering product problems. How would a marketing communi-
cation department use social media for customer communication? 

 A social media command center combines automated search and 
display of consumer feedback expressed publicly on social media. 
Oft en, the feedback is summarized in the form of “positive” or “negative” 
sentiment. Once the feedback is obtained, the marketer can respond 
to specifi c comments by entering into a conversation with the aff ected 
consumers, whether to respond to questions about an outage or obtain 
feedback about a new product off ering. Th e marketing organization for 
Gatorade, a sports drink product, decided to create a social media com-
mand center to increase consumer dialogue with Gatorade.  18   Big data 
analytics can be used to monitor social media for feedback on prod-
uct, price, and promotions, as well as automate the actions taken in 
response to the feedback. 

 Th is may require communication with a number of internal orga-
nizations, tracking a product or service problem, and dialogue with 
customers as the feedback results in product or service changes. When 
consumers provide feedback, the dialogue can only be created if the 
responses are provided in low latency. Th e automated solutions are far 
better at systematically fi nding the information, categorizing it based 
on available attributes, organizing it into a dashboard, and orchestrat-
ing a response at conversation speed. Many marketers have initiated 
customer interaction with their customers using Facebook pages or 
other social media activities to encourage interactive communications 
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with the customers. Th e successful ones are using social media eff ec-
tively to create a buzz for the next product or the next promotion. In 
 chapter 5 , I showed some examples of situations in which these com-
munications are the front-end for cross-channel collaboration. In a 
typical cross-channel collaboration, the orchestration is driven by the 
product managers, who use the communications department for cus-
tomer interaction and coordinate their activities with the campaigns or 
promotions run at storefronts or other touchpoints.  

  EVOLUTION VERSUS REVOLUTION 
 Th e big data storm has rocked the current analytics infrastructure for 
many marketers. In most cases, the analytics infrastructure was not 
intended to deal with the volume, variety, or velocity of data antici-
pated from these new sources. Most marketing organizations were not 
equipped for handling the volumes of data, engaging in collaborative 
infl uence, and orchestrating across many organizations within and 
outside the corporate boundaries. Th e organizations may not have 
the right measures in place to track progress at this fi ne-tuned level of 
collaboration. Th e success of campaigns may be defi ned in silos, mak-
ing it hard to collaborate across channels. Th e chosen tools for data 
integration, storage, or data mining were unable to scale to these new 
requirements. How does a marketing organization upgrade their cur-
rent environment? Th e upgrade involves process, people, and technol-
ogy. While it is easy for a technologist to off er a greenfi eld analytics 
environment, it may require a massive transformation of the business 
processes, measures, KPIs, skills, and organizational relationships. How 
do we deal with change at this magnitude without seriously disrupting 
a well-functioning organization, which may not be optimally running 
today, but is ill-equipped to handle the extent of change? 

 Earlier in this chapter, I discussed the extent of changes in the busi-
ness processes, measures, collaborative objectives, external relation-
ships, and skills. Fortunately, these changes are already being witnessed 
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by the marketing organization today. As I studied the organizations in 
a number of industries, I found that marketing organizations are at dif-
ferent levels of maturity and that most leaders are not just at the receiv-
ing end. Th ey are driving these changes and oft en leading the charge 
to other organizations, which support them with support processes, 
data, or technologies. Even where the maturity is low, marketing orga-
nizations have been able to use external services to drive signifi cant 
change. 

 Do we start from people and process changes, or use the major shift  
in technology as a catalyst for organizational change? We can either 
start from the current marketing function and evolve into the new 
marketing function, making incremental changes in people, process, 
and technology, or make a radical departure from the past and create a 
new marketing analytics platform for a pilot organization and use the 
experiment to choreograph major changes in the organization. Both 
approaches have obvious pros and cons. In this section, I describe the 
three alternatives and discuss what would tilt us in one direction or 
another for a specifi c implementation. 

 With the serious investment in IT organizations, the well-organized 
Business Intelligence (BI) environment is the hardest to change. A typi-
cal big data analytics environment requires three signifi cant advance-
ments in the IT system. First, it must reduce latency by an order of 
magnitude, providing accessibility to data in minutes or seconds as 
opposed to hours or days. Second, it must increase the capacity to store 
data by an order of magnitude, moving from terabytes to petabytes. 
Th ird, it should have the ability to ingest external data and align it to its 
customers and products, and participate in external communications 
using the insights gathered from the analytics platform. 

 Th e big data technologies come with a signifi cant cost advantage. 
Th e soft ware cost is much lower because of the crowdsourced open-
source components, which have also reduced the costs for commer-
cial off erings. Because the architecture is typically built on commodity 
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hardware and requires fewer administrators, the cost, too, is reduced 
by an order of magnitude. So, the good news is that we can change 
the IT into a self-funded model. Th at is, savings pay for the cost of 
change. However, these implementations require a commitment to 
big data analytics and a strong desire to migrate from the current 
platform. What if we have already invested a large IT budget in con-
ventional BI? How far do we go in the fi rst phase? Do we replace the 
current data warehouse architecture or augment it with big data 
analytics tools? 

 Automation is oft en the biggest catalyst for change. It can also be 
the most serious inhibitor to change. In a typical “traditional” architec-
ture, there are a set of components for ingesting data, a set of compo-
nents for storing the data, and a set of components for analyzing the 
data and then feeding the results into a set of actions or reports. Since 
all the data must be routed via a storage medium using a data ware-
house, the storage, organization, and retrieval of data creates a bottle-
neck. Typically, the traditional approach requires a reorientation of the 
data from the data source to a system of record and then into a set of 
models conducive to analytical processing—which typically requires a 
number of data modelers, database administrators, and extract, trans-
form, and load (ETL) analysts to maintain the various data models and 
associated keys. Changes to the business environment require changes 
to models, which cascade into changes across each component and 
require large maintenance organizations. Th ese maintenance organiza-
tions are distributed between marketing and IT groups and must be 
reoriented to deal with big data. Many IT architects have already started 
to break away from this traditional model. Today’s analytics engines 
do not strictly follow this paradigm, and they signifi cantly reduce the 
model maintenance costs by reducing the need for representation and 
key-driven performance tuning. 

 As I study a marketing organization’s plans for radical transfor-
mations, there are tea leaves available to assess the organization’s matu-
rity and will to change. Most leading organizations have adapted big 
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data at the strategic level. How do we sense that? Here are a couple of 
important signs:

   1.      Has the organization declared data to be a strategic asset and 
decided on investment in data to develop a competitive marketing 
position? Most leaders have recognized that the “bit buckets” are 
full of meaningful insights, which must be stored and harvested 
irrespective of the cost.  

  2.      Has the organization started to engage in a new set of business 
partners for the strategic alignment of marketing programs to drive 
the use of big data? Most leaders are using the term “monetization” 
as a way to defi ne these programs. Using business partners, they are 
able to move rapidly toward their monetization goals, which engage 
customers in novel ways, as described in  chapter 4 .  

  3.      Has the marketing organization developed a strong link with an IT 
organization? Classically, the CIOs reported to the CFO or COO. 
Marketing used to be a secondary objective of the CIO, while the 
big jobs were the revenue or Enterprise Resource Planning (ERP) 
implementations and operations. Very oft en the relationships 
were adversarial. By their very nature, marketers drove change in 
information defi nitions, while information technologists fought 
for governance and control. Th is is changing. In many leading 
organizations, marketing is the most important customer for the IT 
organization. Th e CIO may even be reporting to the CMO.    

 Th e revolutionary approach involves creating a brand-new big data ana-
lytics-driven organization. Typically, it starts with a forward-lookin g 
marketing organization that has decided to use information as a com-
petitive strategy. Th e marketing organization is seeded with analytics-
driven individuals and has adopted a series of KPIs to measure their 
performance using the power of big data. 

 Th e marketing data lake in these organizations is in the new envi-
ronment, which naturally scales to the velocity and volumes of big data. 
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Th is approach has been adopted by many greenfi eld analytics-driven 
organizations. Th ey place their large storage in the Hadoop environ-
ment and build custom analytics engines (oft en created using custom 
hardware and soft ware) on the top of that environment to perform 
orchestration. Th e conversation layer uses the orchestration layer and 
integrates the results with customer-facing processes. Th e stored data 
can be analyzed using big data tools. Th is approach has provided stun-
ning performance. 

 If an existing IT  organization must be transformed to create the 
big data analytics environment, the cost in skill and technology trans-
formation is substantial. It radically changes the roles and skills for the 
IT organization and places many more technical activities in the mar-
keting organization. Most of the marketing organizations where this 
approach has worked were analytics-driven high-tech or electronic 
commerce companies. Analytics in these companies is not an aft er-
thought, but a competitive edge. 

 In a typical evolutionary approach, big data becomes an input to 
the current BI platform. Th e data is accumulated and analyzed using 
structured and unstructured tools, and the results are sent to the data 
warehouse. Standard modeling and reporting tools now have access to 
social media sentiments, usage records, and other processed big data 
items. Typically, this approach requires sampling and processing big 
data to shelve the warehouse from the massive volumes. Th e evolu-
tionary approach has been adopted by mature BI organizations. Th e 
architecture has a low-cost entry threshold as well as a minimal impact 
on the marketing and IT organizations, but it is not able to provide 
the signifi cant enhancements seen by the greenfi eld operators. In most 
cases, the BI environment limits the type of analysis and the overall end-
to-end velocity. All the big data fl ows through the new platform, while 
conventional sources continue to provide data to the data warehouse. 
We establish a couple of integration points to bring data from the ware-
house into the analytics engine, which would be viewed by the data 
warehouse as a data mart. A sample of the new data stream data would 
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be abstracted to the data warehouse, while most of the data would be 
stored using a Hadoop storage platform for discovery. 

 Th e hybrid approach provides the best of both worlds; it enables 
the current BI environment to function as before, while siphoning the 
data to the advanced analytics architecture for low-latency analytics. 
Depending on the transition success and the ability to evolve skills, the 
hybrid approach provides a valuable transition to full conversion.  

  SUMMARY 
 Th is chapter summarized how the marketing organization is chang-
ing to refl ect the changes in the marketing function. I started with the 
changes to marketing research, media planning, and related metrics and 
key process indicators. I then discussed the changing nature of adver-
tising and its external relationship with advertising agencies. Th en, 
I discussed the changes to product management, and how p roduct 
marketing and product engineering are coming together, driven by a 
need to deal with mass customization. I described the changes in skills 
and the increasing emphasis on data science. I discussed the new role 
for marketing communication in engaging and monitoring customer 
interactions in external media, such as social media. Finally, I discussed 
the changes in IT and how it can either be an inhibitor or a catalyst in 
forcing change.  
   



     8 

 CONSUMER VERSUS CORPORATE 
MARKETING—CONVERGENCE 

OR DIVERGENCE?   

   INTRODUCTION 
 Most of this book covered consumer marketing concepts and case 
studies. While I touched on corporate marketing, in which the cus-
tomer is a corporation, this was not the main focus. Let me use this 
chapter to reiterate the major propositions for marketers using the 
context of corporate marketers, and examine the issues they face by 
comparing and contrasting them to consumer marketers. In using the 
term “corporate marketing,” I will be combining three other defi ni-
tions oft en found in the literature—industrial marketing, business 
marketing, and business-to-business (B2B) marketing, grouping all of 
them under corporate marketing. 

 While I have spent most of my professional life selling consumer 
marketing analytics to a set of marketers, my own marketing activities 
are those of corporate marketing. My customers are corporations, and 
I market and sell my products to a number of departments in these 
corporations—marketing, information technology (IT), fi nance, oper-
ations, sales, and engineering. My personal experiences has given me a 
good exposure to how marketing and selling work together in develop-
ing competitive positioning, understanding customer needs, building 
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solutions, and in promoting these solutions to corporate customers 
of high-tech and advertising services products. Unlike in consumer 
marketing, I found that my work required a much closer coordination 
between marketing and sales, and it was oft en hard to divide the activi-
ties clearly between the two areas. 

 My second experience base is from my customers who are mar-
keting to other corporations. Many of my customers are selling to 
their corporate customers. In that respect, I have been observing sev-
eral variations to corporate marketing situations. First of all, there is 
B2B marketing, in which the customer will consume the purchased 
product. In particular, enterprise resource planning (ERP) systems are 
good examples of marketers selling ERP solutions to their customers 
who use ERP systems for their accounting, inventory management, or 
human resource departments. Second, there are business-to-b usiness-
to-consume r marketing opportunities, in which the customer is a 
corporation selling products to consumers. For example, AT&T sells 
wireless services to consumers, using wireless products from Samsung, 
Nokia, and Apple. Th e fi nal consumer for the phones is an individual. 
However, Samsung and AT&T provide additional value that gets bun-
dled with the fi nal p roduct. Finally, there are food chains of businesses 
(for example, business-to-business-to-business to consumer), in which 
the products become increasingly specialized by each layer of the food 
chain. For example, a smarter sports stadium is a fi nal product with 
benefi ts to consumers that has a number of players in the food chain, 
including a stadium owner, a system integrator, a soft ware provider, 
a telecom service provider, and a telecom equipment provider. 

 Corporate marketers are seeking and receiving a fair number of 
benefi ts from the capabilities described in  chapters 3 ,  4 , and  5 . Let me 
off er a couple of examples to illustrate how big data has invaded the 
world of corporate marketing and provided marketers with a much 
larger number of observations, new ways of collaborative infl uencing, 
and orchestration across the marketing components. Given that corpo-
rate marketers in the past were dealing with small volumes, well-defi ned 
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customer clusters, and a preintegrated sales and marketing function, 
they can now obtain their results much faster. While public case studies 
are not as prevalent, corporate markets are not lacking in their use of big 
data tools, and oft en provide useful insights to consumer marketers. 

 As I started to research this topic, it was hard to fi nd published 
literature. Th is gave me the inspiration to write more from experience 
and prepare for a sequel, which would deal exclusively with corporate 
marketing based on the feedback I receive from my audience.  

  HOW IS CORPORATE MARKETING DIFFERENT 
FROM CONSUMER MARKETING? 

 Corporate marketing deals with marketing activities associated with 
corporate customers. Like consumer marketing, these marketers per-
form market segmentation, conduct product marketing, establish 
pricing, off er promotions, and build an ecosystem of endorsers and 
ambassadors. Th ere are some signifi cant deviations from consumer 
markets. Let me illustrate a couple of them here. 

 In the case of consumer markets, the decision-making is less com-
plex and more focused on individuals. For fast-moving consumer 
goods, individuals make product decisions based on their own criteria 
and sometimes use infl uencers to switch brands. Some products require 
decision-making across a family unit, where the decision-making 
involves spouses or parents and children. In higher ticket items, such 
as houses and cars, fi nancial institutions begin to have some infl uence. 
However, for all practical purposes, the marketing communication is 
between an individual or family unit and the marketer. In corporate 
marketing, decision-making involves one or many organizations, and 
could involve a large number of personnel, each representing a role, a 
set of decision criteria, and related experiences to evaluate their alterna-
tives. Th ese individuals oft en interact with each other over a course of 
time to share their observations and evaluations. Depending on the level 
of formalization, organizations may set up formal processes for infor-
mation collection, alternative comparison, and for pooling evaluations. 
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Business partners, suppliers, and customers also play a role in product 
selection. As a result, corporate marketing invests a fair amount of time 
in “customer account research,” which is the task of understanding cus-
tomer organizations, intracorporation organizational relationships and 
decision-making processes, and identifying individuals who participate 
in the decision-making. 

 Corporate markets are oft en stratifi ed by the size of customers. 
A home-based small business may require a diff erent approach to 
account research than a large multinational corporation with offi  ces in 
several countries. Th e lower end of corporate markets is not very dif-
ferent from high-end consumers, and is oft en dealt in a similar way. Let 
me call that “small business,” which can be characterized by the number 
of employees, customer revenue, or any other measure associated with 
their business activity. Th e next cluster of customers may be midsize 
companies, oft en termed as small and medium enterprises (SMEs), 
which may have a larger business potential, but may still be too large 
in number for a dedicated account management function. On the high 
end, a marketer may be dealing with large corporations, and in some 
cases, signature accounts, which signify top customers with signifi cant 
business potential and which enjoy a dedicated channel treatment. As 
a marketer stratifi es the market, the higher end of the stratifi cation 
may require signifi cant attention and account-specifi c research, as well 
as specialized customer needs. Oft en, dedicated account teams are 
involved in marketing to these customers, and they piggyback on stan-
dard components from other organizations that serve mass markets or 
small business markets and that customize marketing strategy and pro-
grams to each large customer. At the highest level, a handful of large 
customers may require dedicated teams and may contribute signifi cant 
revenue per customer. Each level of stratifi cation may bring ten times 
the number of customers, with one-tenth the revenue per customer. 

 Let me describe in more detail the situation with the large custom-
ers. Large teams of sales and marketing organizations oft en support 
these large customers. Th us, it is hard to penetrate a new customer. 
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A signifi cant amount of activity goes into concept marketing and 
account research to attract the attention of new accounts. Existing 
relationships shield incumbents from new entrants. A fair chunk of 
corporate marketing eff ort is in building an image for the marketer 
to attract new customers, using a variety of channels, including tar-
geted mailers, trade shows, white papers, presentations, and so forth. 
Larger sales organizations routinely invest a fair amount of their energy 
into new account prospecting. Th ese organizations fi ercely compete 
with others to win their business. Customer account research plays a 
major role in focusing and sharpening the marketing campaigns during 
prospecting. 

 Customer account research is oft en led by a customer-facing 
organization. In large marketing organizations, there are a number 
of staff  functions, who collect secondary information about the cus-
tomer organizations. However, anyone who interacts with custom-
ers is the best source of formal and informal information about the 
customer. Executives, when hired into a new organization, routinely 
go to the most important suppliers to get an understanding of their 
new organization. Th e customer-facing sales and delivery personnel 
oft en encounter supporting data, which is formally and informally col-
lected, organized, and distributed across the account team. Th is infor-
mation is increasingly electronic, and mostly unstructured. Customer 
Relationship Management (CRM) vendors sell tools with which the 
customer account information can be converted into structured form 
and shared more easily. Big data analytics facilitates collection, organi-
zation, and analysis for customer account research. 

 Let me now move from large customers to the SME market, which 
have many more unconnected customers, and yet, these customers are 
corporations and hence involve multiple customer touchpoints and 
relationships that must be satisfi ed for a customer purchase. Unlike 
with a large corporation, it is probably possible to get all the decision-
makers for a particular product in a conference room. Th e information 
sharing is even more interesting for the SME markets, as they deal with 
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seemingly unconnected individuals who must fi nd each other for col-
laboration in the marketplace. Because of their size, SME customers are 
more likely to outsource some of their organizational functions to other 
organizations, making those organizations part of the food chain and 
infl uencers in product purchases. Cloud IT service providers, human 
resource fi rms, and accounting fi rms are good examples of outsourcers 
who are participants and have an infl uential role in purchase decision-
making. Th ese customers still require signifi cant account research, and 
big data sources and analytics are enablers to low-cost account research 
and a 360-degree view, using publicly available information, 

 Now let me move to customers’ needs, solutions, and off erings. 
Each customer has its customer needs, thereby providing marketers 
with opportunities to defi ne solutions and off erings. Smaller organiza-
tions are more adept at changing their requirements to assimilate and 
use a new off ering, while large organizations are more likely to develop 
their custom needs and seek custom solutions in response to their 
needs. Th ey also have the purchasing clout to seek major changes to 
an off ering to meet their needs, as well as seek custom pricing to get 
the best deal. In most industries, I ended up fi nding fi eld engineer-
ing, consulting, and integration organizations that supported product 
customization to standard off erings. As I was studying the manufactur-
ing and marketing of large trucks, I found they had created a standard 
confi guration, a custom confi guration, and a goody list to deal with 
various customers and their feature requirements for school buses, gar-
bage trucks, long distance trucks, and so forth. In network engineering 
organizations, such as Alcatel Lucent, Ericsson, and Samsung, they have 
large fi eld engineering organizations co-located with their customers. 
Telcos oft en move part of their engineering functions to these organiza-
tions in order to receive custom network solutions. 

 Collating these fi eld-generated requirements and creating global 
solutions and off erings is a challenge. In most organizations, fi eld-
developed solutions travel like “tribal knowledge” and are driven 
by specifi c people. Marketers must ingest these requirements, which 
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are oft en written , using many languages, and identify common solu-
tions that cover the needs across many countries, regions, and indus-
tries. In one such exercise, Google translator was my tool for studying 
a large number of artifacts, and I still struggled with understanding 
local cultures and buzzwords. Th e common process involves collating 
requirements across many customers and creating a common solution 
and related artifacts, which are then communicated to the rest of the 
marketplace. 

 Products may be confi gured in specifi c ways to deal with the lower 
end of the corporate market, where the products can be targeted based 
on a cluster of customers. For example, the health-care market for a 
telecom marketer may be diff erent from retail, but a large number of 
hospitals may off er a cluster in SME stratifi cation with similar needs 
and targeted using a health-care product line. Large corporations may, 
on the other hand, have specialized requirements, which can only be 
addressed via signifi cant product customization. Product managers 
oft en use larger corporations to experiment with requirements, hard-
ening the product confi gurations to deal with smaller corporations. 
Alternatively, the product may be confi gured for smaller customers, 
and a customer-facing product engineering offi  ce may work toward 
customizing the products for larger corporations. As customers use the 
products in a variety of “use cases,” the sales engineering organizations 
support product interfaces and customizations to meet and respond 
to specifi c use cases. A medical supplier may have originally created a 
piece of equipment to support patients who are likely to be confi ned to 
their beds. However, as doctors and hospitals begin to use the equip-
ment, they may fi nd that it is benefi cial for more active patients and 
seek product changes to meet the requirements for those patients. 
Th ese changes may become included in the product once the marketing 
organization has studied and projected a wider demand for it. Many of 
the product engineering and solution development ideas discussed in 
 chapter 4  are highly applicable to custom product development and use 
case marketing in corporate markets. Products are oft en complex and 
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require signifi cant marketing literature to communicate and infl uence 
corporate customers. Oft en, business partners collaborate to create 
these use cases and share them across their social marketing channels. 

 Pricing in corporate marketing oft en mirrors the product customi-
zation process. Larger corporations may require customized pricing for 
each engineered confi guration. Oft en, the account teams off er special-
ized contracts to encourage long-term engagements and use product 
bundles specially created for a specifi c customer. Contract renewal is 
typically an event for special promotion off ers for additional products, 
customization services, or discounts. Account teams are responsible 
for overall revenue and margin, and they wield tremendous power in 
discounting individual products to maximize overall long-term goals 
for a specifi c account. Product marketing organizations actively par-
ticipate in developing mechanisms for custom pricing. For example, 
soft ware companies oft en set their prices based on the number of users, 
number of transactions, or business outcomes. Organizationally, the 
usage information is studied carefully to fi nd ways to establish pric-
ing that can be used across a specifi c user group, and can be computed 
for each user on specifi c use cases. Th e multiyear long-term nature of 
business oft en reduces the short-term profi tability tactics. Most large 
customers are savvy negotiators who use a network of third parties and 
research outfi ts to evaluate products, compare prices, and seek the best 
solution. Corporations are also multiheaded. A technical buyer may be 
more interested in product features, while a fi nancial buyer may focus 
on pricing. Th e winner must optimize across various constituencies to 
win the customer’s business. Product management and fi nancial orga-
nizations establish discounting guidelines based on profi tability criteria 
and use analytics to establish criteria and monitor the impacts, based 
on incremental gains to top- and bottom line. 

 A signifi cant challenge for a marketer is to rise above the commod-
ity pricing. Corporate customers have unique requirements that result 
in value-added custom changes to products. Th is is a perfect example 
of economic supply and demand. A standard product may attract a 
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fair amount of price competition. A customized product specifi cally 
designed for a customer may be unique and attract a higher price 
because of its uniqueness. Extensive account research and barriers to 
entry protect these value-based products. A marketer must under-
stand the trends and customizations most desired by their most lucra-
tive targets and use customizable products to attract these customers. 
Increasingly, these customizations are requiring collaboration across 
companies. A savvy marketer has a good understanding of his/her cus-
tomers’ business and his/her customers’ end users in order to generate 
novel ways of product usage. A well-designed solution customized for 
specifi c use cases commands a higher price and competitive position-
ing as compared to commodity products. A good marketer rises above 
product features to discuss solutions and use cases specifi c to clusters of 
user communities, and collaborates with these communities to develop 
these solutions. 

 In the next three sections, I will use the propositions developed in 
 chapters 3 ,  4 , and  5  respectively to identify how corporate marketing is 
changing with big data. I will use customer account research and solu-
tion marketing as two areas to examine these changes and how they 
impact corporate marketing.  

  PROPOSITION 1: BIG DATA AND ABILITY 
TO OBSERVE THE POPULATION 

 Most consumer marketers deal with millions of customers and require 
ways to study and reach these customers eff ectively. Th e volume of activ-
ities is critical in such an environment. A market test for an electronic 
products maker may require connecting with hundreds of thousands 
of prospective customers, while a national launch may involve millions, 
and a global launch may communicate with billions. Corporate mar-
keters deal with much smaller number of customers, but with massive 
variety of data. While the number of customers may be much smaller, 
each customer includes many decision-makers, many decision-making 
processes, and a variety of data sources Corporate marketers have 



192 ENGAGING CUSTOMERS USING BIG DATA

developed ways to deal with clusters of customers, each representing 
a single customer, as in the case of large customers, or a homogenous 
group of SME customers. 

 Let me start with some examples of large observations for cor-
porate marketers. Customer-facing professionals get in touch with a 
large number of observations about these customers. Some of these 
observations are very structured—revenue, billing, collections, usage, 
number of defects. Th en, there are unstructured sources—organization 
charts, emails, trouble reports, Request for Proposals (RFP), Request 
for Information (RFI), mission statements, business plans, contracts, 
and so forth. Some of the information is available at client sites—
contac t information, organizational relationships, corporate directives 
shared with business partners. Social media is providing a lot more new 
sources of information—LinkedIn, YouTube, SlideShare, Twitter, press 
releases, web content, and so forth. 

 Another gold mine of data comes from product usage information. 
As this information becomes available to marketers, it can be used for 
mining use cases—how customers are using the products and how they 
diff er from each other. In analyzing this data, a marketer can aggregate 
across employees of many customers, formulate segments, and use the 
segmentation information to classify customers by usage behavior. Let 
me give an example of a wireless telecom organization that provides 
service to employees of large customers. Th e contract may include a 
discounted device and service payment by the employer, and additional 
products and services purchased directly by the employee. Given the 
mobility and work-at-home provisions from most employers, many of 
these employees could be spending a fair amount of time working from 
home. What if the wireless service is not adequate at the home offi  ce? 
Th e employer may be willing to invest in a network extender product 
from the wireless telecom supplier, which, once added to a broadband 
source, can boost the wireless signal at home. Th e employee can use the 
extender to enjoy better service for all cell phones in the household, not 
just those that were supplied by his/her employer. Th e wireless telecom 
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supplier now has a sticky customer. Even if the employee changes jobs 
or stops subsidizing the phone, the network extender makes it harder 
for him/her to switch providers. By analyzing usage and mobility infor-
mation, the wireless service provider can identify employees who work 
from home and have poor service at home. 

 A corporate customer may be comprised of a large number of orga-
nizations related to each other, with the buyer-seller food chain within 
the corporation, and each organization in the food chain holding a dif-
ferent relationship with the marketer. Typically, end users, such as call 
center operations, sales, and so forth are supported by staff  functions, 
and then there are supplier organizations, such as IT and procurement 
groups. For example, for a wireless provider like Verizon, which pro-
vides services to IBM, the end customer is a selected set of employees 
who use Verizon’s wireless devices. Th e IT infrastructure that inter-
faces with the wireless devices is managed by the Chief Information 
Offi  cer (CIO) organization at IBM, and the purchasing operations have 
been outsourced to a third party. Th e seller must deal with end users, 
technology providers, and the purchasing organization, as well as the 
procurement organization. Th e corporate marketer must understand 
the objective across these groups and devise ways to market products 
to each of them. For wireless services, the relationship is even more 
complicated, as corporations discount the device and service costs, and 
oft en employees are customers buying the upgrade and additional ser-
vices. Knowledge of the food chain is absolutely the most important 
aspect of corporate marketing. Corporations that focus primarily on 
their component in the food chain rapidly become relegated to a com-
modity provider role, while most of the value added and extra margins 
are awarded to the corporation with the best end-to-end vision of the 
marketplace. 

 CRM systems traditionally provided 360 degree views using struc-
tured data. Increasingly, they are augmenting their structured customer 
data with social media sources, and providing analytics driven cam-
paign tools for corporate customers.  1   Web-crawling techniques provide 
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customer snapshots, summarizing all customer activities for a dynamic 
360-degree view of an account. Th ese views combine all signifi cant 
customer activity, and may include public news, new sales, problems 
discovered, resolutions, and customer contact activities. Th is informa-
tion may be available publicly or in emails, memos, IT systems, or else-
where within the organization. Unstructured analytics tools are oft en 
used for customer research. Th ese tools crawl through public sources, 
internal documents, emails, as well as structured sources to defi ne 360 
degrees view of a customer organization, covering a large number of 
dimensions, sources, and formulating links across these sources to 
facilitate account research.  2   While such views are absolutely necessary 
for account management, marketers can benefi t from the organization 
of this information in one place. Without the synthesis, a marketer may 
invest a signifi cant amount of time collecting customer information 
from a variety of sources. 

 With product usage and other big data sources available, cor-
porate customers can now collect much more data about their cus-
tomers. While the number of customers and contracts may be small, 
the number of users could be much bigger. A wireless contract with 
a global Fortune 50 company could easily include a large number of 
e mployees. A hotel contract for corporate travel could involve thou-
sands of employees. Can a corporate marketer use big data analytics 
and borrow ideas from consumer markets for organizing segmenta-
tion information, connecting with their customer base, or engaging in 
marketing campaigns? Would it be possible for a corporate marketer 
to advertise their value-added products to a corporate employee who 
is using a corporate contract for basic services, but could use addi-
tional services from the marketer?  

  PROPOSITION 2: NEW WAYS TO INFLUENCE THE CUSTOMER 
 Th ere is plenty of room for information sharing, collaborative infl u-
ence, and competitive intelligence to fuel marketers’ information needs. 
For example, YouTube is being used extensively for the public sharing 
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of ideas, case studies, and testimonials. Many of these commercials are 
fairly long. For example, a popular Corning 5:32 minute long com-
mercial has been viewed by over 23 million viewers on YouTube and 
has received over 17 thousand comments.  3   As the use of public sources 
becomes widespread, they are also turning out to be a great data mine 
for competitive intelligence. LinkedIn is providing a great opportunity 
for professionals to connect with each other. Before any meeting with 
customers, sales persons are oft en checking LinkedIn profi les of people 
they will be meeting. LinkedIn also provides special groups, such as 
“CMO Network”, which facilitate group discussions among LinkedIn 
members on common interest topics among group members. 

 In the soft ware industry, user groups have provided valuable feed-
back to the soft ware marketers covering how the products are being 
used, as well as feedback on future directions. Oft en, a small number of 
infl uential users are invited to in-depth product direction discussions, 
in the form of “user council” or “user board”. Th ese concepts are creat-
ing non-electronic versions of exclusive clubs, where marketing ideas 
are shared with a selected few. Th e social media sites are beginning to 
capture this idea in the form of “velvet rope,” derived from exclusive 
membership only gambling or dance clubs.  4   In a typical implementa-
tion, a corporate marketer uses a shared collaboration area where mem-
bership is by invitation-only. Th e invited members can invite others to 
join, thereby creating a buzz for an idea. Th e site provides certain privi-
leges not available elsewhere. Th e membership restriction creates an 
exclusivity and a demand to be included. Th e extra privileges provide 
the extra value to those who join this exclusive club. Th e collaboration 
can be used for discovering new product uses, new product ideas, or 
for prioritizing product features and additions. Th e biggest value to the 
participants is that their use cases form the basis for new product ideas 
and features, thereby reducing their cost for implementing the product 
in their organization. 

 Collaboration jam is a similar concept where collaboration is 
facilitated in a time-boxed manner to facilitate idea sharing across 
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customers. In  chapter 4 , I covered some of the examples of collabora-
tion jam and how these jams can be used for generating ideas. Th e col-
laboration jam facilitates a number of prospective customers to come 
together. Collaboration jams can be used for generating ideas from 
one customer for a solution that can be implemented across a market. 
Take the example of the Covjam, a collaboration jam organized by IBM 
and the city of Coventry. Th e three day 24 hour interactive forum was 
named CovJam and generated over 2,000 posts from participants con-
tributing their ideas and opinions. Participants debated ways Coventry 
could attract inward investment, sustain employment in the local area, 
personal security and how quality of life could be improved for all the 
city’s inhabitants.  5   Th e jam benefi ted the city in generating new ideas, 
but also helped create the vision for a “smarter city”, which can be used 
by other UK cities.  “Jam technology is a proven technique for drawing 
on the wisdom of crowds, and capturing their enthusiasm and ideas in a 
way that wouldn’t be possible through traditional forms of consultation ,” 
said Fraser Davidson, IBM UK Vice President for Local Government. 
 “We’re working to help cities not only realise their sustainability ambi-
tions but also to enable them to improve the lives of people in UK cities.”   6    

  PROPOSITION 3: ORCHESTRATION FOR 
CORPORATE MARKETERS 

 Let me continue to use the two examples—customer account research, 
and solution marketing—to showcase orchestration opportunities 
with corporate marketers. Customer account research is directed 
towards account management. In a typical large corporation, data 
about a specifi c customer may be shared with hundreds of corporate 
marketer’s employees and business partners, who collaborate to sell 
a set of solutions. Account manager is the chief orchestrator. In all 
the situations I have seen, the heads of account management for the 
largest accounts are the most important sales personnel and oft en 
carry Vice President, Managing Director, or General Manager titles. 
Th ey have enormous clout with all the major profi t centers, and are 
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the ultimate decision-makers in the fi rm’s strategy to the strategic 
account managed by them. Th ey conduct their orchestration across 
many solutions and many sales and delivery organization to optimize 
their relationship with the strategic account they manage. While they 
receive an enormous amount of data across the corporation, they are 
extremely good at focusing and prioritizing marketing strategies to 
their account, based on the customer’s best interest and toward the 
long-term relationship with the customer. Th ey face the data explosion 
as new sources of data pour even more information onto their door-
steps. Th ey use analytics to organize and prioritize the raw data, and 
use collaboration tools to automate routine customer interactions. Th e 
power of analytics is in providing fast access to relevant facts associ-
ated with a situation, and in providing feedback on the quality of the 
routine customer interactions. 

 Consider the case of a wireless service provider, who provides wire-
less services to employees of a large corporate customer. Each employee 
is provided a wireless device, using a corporate contract. In many cor-
porate situations, such contracts may be centerpiece of large contracts 
worth hundreds of millions or billions of dollars and require a senior-
management person to manage the account management function. 
Th e account manager must be aware of service quality received by each 
employee, a routine customer interaction, which can be automated for 
data collection and collation, thereby providing the account manager 
with aggregate measures of performance across all employees of a cor-
porate customer. Th e interaction with these employees may be in the 
form of emails and corporate websites, and may attract extensive blog-
ging providing additional information regarding customer perceptions, 
problems, and accolades. Customer’s IT organization is possibly col-
laborating with the marketer to off er new corporate apps, security and 
in on-boarding new employees to receive services. Periodic renewals of 
the contract are managed by the purchasing department, with feedback 
from the customer’s senior management. Th e wireless provider must 
showcase continued innovation in new off erings, high service quality 
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measures, low defect rates, and competitive pricing to keep winning 
new business. Big data can be used extensively for collecting metrics 
associated with routine interactions, and combined by the account 
manager to decide marketing and communication strategy. Some of the 
interactions will be automated. Orchestration for an innovation-driven 
strategic account may be very diff erent than another interested in ser-
vice quality, or a third focused on cost. Each requires a diff erent set of 
data sources, activities, and foci. 

 Global solution marketing is an equally important marketing 
function. A solution marketer may study many implementations of 
a product to seek innovative ways of product usage, packaging, and 
bundling. Th e solution may involve joint development and marketing 
with business partners. Marketers may use analytics to identify solu-
tion areas, competitive activities, and case studies across many regions 
and to collect ideas for the solution. Th e solution may get discussed 
with business partners and customers using “velvet rope” type inter-
actions, before general announcements. A large number of personnel 
may receive white papers, and presentations on solution components, 
with a careful selection of components based on engineering feasibil-
ity, market interest, and competitive positioning. 

 Consider the case of connected cars. Th is is a new concept jointly 
developed between automobile companies, telecom service providers, 
and soft ware companies. A number of companies are engaged in devel-
oping the concept. Product components, including cars and wireless 
services, are both mature products in the marketplace. Connected cars 
combine these products in innovative ways to provide a new product 
with enormous business potential and value. A telecom provider may 
team with a technology company to target automotive companies in 
developing connected cars.  7   While the individual products involved in 
creating a new off ering, such as a connected car, could be purchased 
as commodities by an integrator, the overall value is based on an inte-
grated end-to-end solution, which commands a higher price in the 
marketplace. For example, AT&T is sharing its product ideas around 
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connected cars in its Foundry and partnership with equipment manu-
facturers, such as Ericsson.  8   Th e orchestrator in this case are the solu-
tion marketing teams at wireless providers, technology providers, and 
automobile manufacturers. Stakes are high, as connected car is a glob-
ally applicable solution with large revenue opportunities. Marketers 
are orchestrating their solutions using a variety of data sources, mar-
keting instruments, and business partners to bring their solutions to 
the market. 

 As corporate marketers have already discovered, happy customers 
that pay for higher valued products oft en prefer products that closely 
meet their use cases. Is it possible for consumer marketers to extend the 
same benefi ts for higher value consumer customers and off er signifi cant 
customization at a higher price? With increasing product automation, 
such mass customizations are both feasible as well as aff ordable in many 
markets. Consumer marketers can learn from corporate marketers how 
these customizations can be discovered, marketed, and priced. 

 We seem to have a perfect opportunity for collaboration between 
the two sides. While consumer marketers have big volumes, their 
attempts at mass customization can be infl uenced by techniques already 
being practiced by corporate marketers, who are already dealing with 
a large variety of use cases and customers. On the other hand, as cor-
porate marketers explore their marketing communications with their 
users in the corporate markets, they have something to learn from the 
consumer marketers.  

  CONCLUSIONS 
 Marketing analytics is radically changing, fueled by a number of mar-
ket forces. Th e book examined three major propositions in detail that 
cover consumer and corporate marketing functions. 

 As discussed in  chapter 3 , marketers now have many more obser-
vations available from the entire population. Th ese observations can 
be further analyzed using advanced analytics techniques to formulate 
insights about the context and intentions of customers. In  chapter 4 , 
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I covered how marketing programs use this insight for collaborative 
infl uence, which may be driven directly by the marketer or through a 
complex web of advocates and ambassadors. In  chapter 5 , I discussed 
the orchestration across marketing function and how custom marketing 
activities target customers based on their current status. In  chapter 6 , 
I covered a series of technological enablers for marketing analytics. In 
 chapter 7 , I covered organizational implications. 

 Over the past 50 years, we have witnessed a maturing of marketing 
function from a broad-based mass communication to targeted interac-
tion with individuals. It is diffi  cult to decipher whether it was the will 
of the marketers that improved the technology or the gift  of technology 
that enabled the marketers to achieve these results. Irrespective of how 
we assign the credit, the chief marketing offi  cer (CMO) offi  ce today has 
a number of unprecedented levers. Th e direction is towards mass cus-
tomization using analytics. Th ose who master these levers will be the 
future marketing leaders.  
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