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Institut Européen de Chimie et Biologie
Pessac
France

U869 ARNA Laboratory (Inserm/Univ. Bordeaux)
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Preface

Laboratory sciences have bloomed with a variety of techniques to decipher the

properties of the molecules of life. Physical chemists and chemical physicists

approach the problem by isolating molecules and ruthlessly dissecting them with

a variety of tools. One particular way to isolate molecules is to isolate them from

their solvent environment. The specific advantages are twofold. First, stripping

biomolecules from the solvent makes them amenable to mass spectrometry analy-

sis. Second, isolating the molecules from their solvent enables one to study their

intrinsic properties. Besides their mass, these properties can be the molecules’

structure (from atom connectivity to tridimensional structure), their spectroscopic

properties, or their reactivity (for example, with photons, electrons, free radicals,

ions, or other molecules) in well-defined energetic conditions. Gas-phase

approaches therefore constitute a category of techniques with their own instrumen-

tation, theoretical approaches, and rules for data interpretation.

The objective of this book is to bridge the gap between communities. On the one

hand, it aims to give physical chemists a broader view of the potential biological

applications of the techniques they develop. On the other hand, the book aims to

give chemists, biophysicists, biochemists, molecular biologists, and pharma-

cologists novel insight into the ways gas-phase techniques can bring unique

answers to new types of questions.

Book Outline

This volume is divided into two parts: (I) Methods and (II) Applications.

Part I—Methods—introduces techniques used to investigate the properties of

nucleic acids in the absence of solvent and key results: how to transfer nucleic acids

from the condensed phase to the gas phase (Chap. 2), the fate of large nucleic acids

in the gas phase according to molecular simulations and ion mobility spectrometry

experiments (Chap. 3), interaction of nucleic acids in the gas phase with electrons

(Chap. 4) or photons (Chap. 5), and gas-phase fragmentation pathways (Chap. 6).

Some of these techniques are of course common to the investigation of other
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categories of biomolecules (e.g., proteins), but we will highlight here the

specificities pertaining to nucleic acid studies.

Part II—Applications—illustrates with four examples the use of gas-phase

physicochemical approaches to solve specific questions from fields as diverse as

molecular biology, with the sequencing of large RNA (Chap. 7), human health,
with the characterization and quantification of nucleic acid modifications resulting

from photodamage (Chap. 8), pharmacology, with the screening of drug

interactions with nucleic acid targets (Chap. 9), or structural biology, with the

characterization of RNA folding by mass spectrometry-based approaches

(Chap. 10). This list of potential applications is by far not exhaustive, but the key

take-home message lies elsewhere. Each of these chapters underlines in its own

way the crucial importance of understanding the fundamental physical principles

driving nucleic acid structure and reactivity in the gas phase, to conceive tailor-

made approaches to solve important problems.
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Introduction: Nucleic Acids Structure,
Function, andWhy Studying Them In Vacuo 1
Valérie Gabelica

Abstract

This introductory chapter sets the stage for the various methods and application

that will be described in the book “Nucleic acids in the gas phase.” Using key

review articles as references, nucleic acid structures are introduced, with pro-

gression from primary structure to the main secondary, tertiary, and quaternary

structures of DNA and RNA. Nucleic acid function is also overviewed, from the

roles of natural nucleic acids in biology to those of artificial nucleic acids in the

biotechnology, biomedical, or nanotechnology fields. Importantly, the question

of why studying nucleic acids in the gas phase is addressed from three different

points of view. First, because isolated molecules in vacuo cannot exchange

energy with their surroundings, reactivity can be studied in well-defined ener-

getic conditions. Second, isolating molecules from their solvent and environ-

ment allow to study their intrinsic properties. Finally, the rapidly expanding field

of mass spectrometry, an intrinsically gas-phase analysis method, calls for better

understanding of ion structure and reactivity in vacuo.

Keywords

Gas phase • Mass spectrometry • Ionization • Oligonucleotide • Primary struc-

ture • Secondary structure • Double helix • Watson–Crick • Triplex •
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Abbreviations

A Adenine

BIRD Blackbody infrared radiation-induced dissociation

bp Base pair

C Cytosine

DNA Deoxyribonucleic acid

FDA Food and Drug Adminstration

G Guanine

G4-DNA G-quadruplex DNA

IR Infrared

LNA Locked nucleic acid

miRNA Micro RNA

mRNA Messenger RNA

MS Mass spectrometry

MS/MS Tandem mass spectrometry

ncRNA Noncoding RNA

NMR Nuclear magnetic resonance

nt Nucleotide

ODN Oligodeoxynucleotide

PDB Protein data bank

PNA Peptide nucleic acid

RNA Ribonucleic acid

ROS Reactive oxygen species

rRNA Ribosomal RNA

SASA Solvent-accessible surface area

siRNA Silencing RNA

T Thymine

TFO Triplex forming oligonucleotide

tRNA Transfer RNA

U Uracil

UV Ultraviolet

VEGF Vascular endothelial growth factor

1.1 Nucleic Acids Structure

This section summarizes the fundamentals and most common nomenclature for

nucleic acid structure. The connections between primary, secondary, and tertiary

structure are highlighted. Also, the attention of the reader is drawn to the slightly

different meanings of “secondary” and “tertiary” structures in the case of nucleic

acids compared to the field of proteins.
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1.1.1 Nucleobases, Nucleosides, and Nucleotides

While proteins are expressed with an alphabet of 20 amino acids, nucleic acids

language contains 4 main letters: A (adenine), G (guanine), C (cytosine), and

either T (thymine) for DNA or U (uracil) for RNA. The chemical structures of the

natural nucleobases and the atom numbering nomenclature are given in Fig. 1.1.

Note that only the natural tautomer is shown. Tautomers are chemical isomers

differing by the hydrogen/proton location. Many nucleic acid scientists ignore

their variety, but gas-phase scientists must be aware of them. Tautomer occurrence

in the gas phase will be further discussed in Chaps. 2 and 5. In addition to the

prevalent natural nucleobases, many other modified bases can be found in nature

(for reviews, see [1–3]).

A nucleoside consists of a nucleobase attached to a five-carbon sugar (in green in

Fig. 1.2), which is either a ribose for RNA or a deoxyribose for DNA. The

difference is a OH group on the 20 position of the sugar. Nucleotides are the

monomers of nucleic acids. They consist of a nucleoside and at least one phosphate

group. Figure 1.2 shows the structures of nucleotides with a planar chemical

representation, whereas Fig. 1.3 highlights important conformers of nucleotides.

Figure 1.3a highlights the two main sugar conformations: C30-endo and C20-endo.
To visualize them in a tridimensional structure, one has to place the oxygen of the

ribose in the back and the 30 position in the front left. The C30-endo and C20-endo
are distinguished by the orientation taken by the three bonds highlighted in red in

Fig. 1.3a. When the three bonds form a tilted “N,” the conformation is C30-endo.
Because of the “N” an ancient but still used nomenclature also calls this conforma-

tion “North.” When the three red bonds form a tilted “S,” the conformation is

C20-endo or “South.”

The sugar conformation is linked to base, phosphate, and, in the case of RNA,

20-OH positions. In the C30-endo, the base and 20-OH have axial positions relative to

the sugar, whereas the phosphates occupy equatorial positions. In the C20-endo, the
base and 20-OH are equatorial, and the phosphates are axial. The 20-OH of riboses

(RNA) tend to favor the C30-endo conformation, whereas deoxyriboses (DNA) are

more free to adopt diverse conformations. Another important degree of freedom is

Fig. 1.1 Chemical structure of the five natural nucleobases, in their natural tautomer form (other

tautomers are shown in Chaps. 2 and 5). The nomenclature of atom numbering is in blue. The
position of attachment to the sugar is shown by the arrow

1 Introduction: Nucleic Acids Structure, Function, and Why Studying Them In Vacuo 5
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the rotation of the base around the glycosidic bond (Fig. 1.3b). When the base stays

away from the sugar, we have the anti-conformation, and when it is rotated closer to

the sugar, we have the syn conformation. In the C20-endo conformation, the anti-
base is energetically favorable, but syn conformations can be encountered as well,

depending on the environment. In the C30-endo conformation, because the base is

axial, the syn is strongly disfavored for steric reasons, and the bases are anti [4].

1.1.2 Primary Structure

An oligonucleotide is a base sequence formed by the ligation of the 30-OH of one

nucleotide to the 50-OH of the next via a phosphate group (see Fig. 1.4a for a four-

nucleotide (4-nt) primary sequence). In terms of tridimensional structure, single

Fig. 1.2 Nucleotide chemical structures. The sugar numbering nomenclature is indicated.

Deoxyriboses (constituting DNA) and riboses (constituting RNA) differ by the presence of H or

OH on the 20 carbon

Fig. 1.3 (a) Sugar pucker nomenclature. The C20-endo and C30-endo conformations are some-

times called “North” or “South” conformations, respectively, because the red bonds form the letter

“N” or “S” tilted to the right. (b) Glycosidic bond angle nomenclature (anti or syn), illustrated with
adenosine on the C20-endo conformation
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stranded regions are not “unstructured” or “random coils” in solution: bases tend to

stack on top of each other and the strand forms a single helix (for a thorough recent

discussion of the definition of base stacking, see reference [5]). In particular, RNA

is constrained by the preferential C30-endo/anti-conformation of each nucleotide,

and given the spacing between the phosphates and base position, this gives an

A-form single helix. DNA single strands can adopt a greater variety of conformers,

but stacking between bases remains.

1.1.3 Secondary and Tertiary Structure

The secondary structure of nucleic acids involves hydrogen bonding between bases.

The best known hydrogen bonding motif is the Watson–Crick base pairing of

guanine with cytosine, and of adenine with thymine or uracil, which leads to double

helix structures (Fig. 1.5a). Other base pairs (bp), called noncanonical base pairs,

can also occur, either with non-Watson–Crick arrangement of GC or AT/AU base

pairs or between different bases (e.g., a GU base pair). The secondary structure is

often drawn on a plane, indicating which base is hydrogen-bonded to which one.

The tertiary structure is the corresponding tridimensional structure of these motifs

(three-dimensional rendering). In the case of double-stranded DNA or RNA, the

best known tertiary structures are the right-handed A-helix and B-helix, and the

left-handed Z-helix. Because of the C30-endo conformation favored by the 20-OH
(see Fig. 1.3a), RNA tends to adopt A-helix tertiary structure with all bases in anti,
whereas DNA tends to adopt a B-helix with all bases in anti. An interesting point

for the gas-phase chemist is that, while the B-helix is the preferred form in aqueous

solution, B-to-A helix transitions are observed upon dehydration [4].

Fig. 1.4 (a) Primary structure: plain drawing of the RNA single strand r(GACC). (b) NMR and

molecular modeling of the tridimensional structure reveal that the unpaired single strand is

structured in aqueous solution, with an A-form, evident base stacking in both the major and

minor conformer, and occasional inversion of the 30-terminal cytosine in the minor conformer.

(panel (b) reprinted with permission from [6])

1 Introduction: Nucleic Acids Structure, Function, and Why Studying Them In Vacuo 7



Figure 1.5 also shows several other types of base hydrogen bonding motifs

(triplets—Fig. 1.5b; G-quartets that are stabilized by monovalent cations—

Fig. 1.5c; and proton-mediated cytosine base pairs—Fig. 1.5d). Examples of

secondary and tertiary structures containing these motifs are also shown. Fig-

ure 1.5b shows a triple helix DNA, also called “triplex DNA” (for a review, see

[7]). Figure 1.5c shows G-quadruplex DNA (G4-DNA), meaning structures that

contain at least two stacked guanine quartets (for a detailed review, see [8]): a

tetramolecular G-quadruplex—Fig. 1.5c top and an intramolecular G-quadruplex—

Fig. 1.5c bottom. Finally, sequences containing adjacent cytosines can form the

so-called “i-motif” structure [9], where the cytosines form hemi-protonated base

pairs that intercalate alternatively (see Fig. 1.5d). Regarding the nomenclature

encountered in the literature, it is important to distinguish the hydrogen bonding

motif (a base pair, a triplet, or a quartet) from the molecularity of the assemblies

(an intramolecular, a bimolecular, a trimolecular, or a tetramolecular structure). It is

therefore particularly important to understand what some authors mean by “duplex”

or “dimer” (a double helix or a bimolecular structure?), or “quadruplex”

Fig. 1.5 Main hydrogen bonding motifs and secondary structure and tertiary structure of (a) a

Watson–Crick double helix B-DNA (tridimensional structure from PDB file 1BNA [10]), (b) a

triple helix DNA (PDB file 149D [11]), (c) G-quadruplexes, illustrated with one tetramolecular

parallel-stranded quadruple helix (PDB file 2O4F [12]), and one intramolecular antiparallel

G-quadruplex structure (PDB file 143D [13]), (d) a tetramolecular i-motif structure (PDB file

1YBL [14]). Adenines are in red, guanines are in blue, cytosines are in purple, and cytosines are in
green
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(a G-quadruplex, i.e., a structure containing G-quartets or a tetramolecular struc-

ture?), and to use these terms clearly.

These examples were selected because they will be further discussed in the

following chapters, and are the subject of vast amount of literature, but the list is not

exhaustive. In particular, X-ray crystallography of RNA structures revealed a great

variety of structures with various hydrogen bonding motifs between bases (e.g., the

triple helix in Fig. 1.5b contains an unusual A-T/G triple in the middle of the

sequence). It is also noteworthy that cations, water molecules, and hydrogen bonds

not only between bases but also involving sugars and phosphates sometimes play

key roles in the tertiary structures formed. For a key review, see [15].

1.1.4 Quaternary Structure

The quaternary structure refers either to nucleic acid interactions with other

molecules, which can be other nucleic acids, metabolites, or proteins. For example,

for chromosomic DNA, it refers to the interaction of the double helix with histones

and the higher-level organization in the form of chromatin. Examples of quaternary

structures involving RNA and proteins are the ribosome (multi-protein and RNA,

i.e., a ribonucleoprotein machinery that links amino acids together to form

peptides) or the spliceosome (ribonucleoprotein machinery that processes the

messenger RNA by cutting out the parts that will not be found in the final peptide

or protein). Both ribosomes [16] and spliceosomes [17] have been investigated by

mass spectrometry, a gas-phase analysis technique.

1.2 Nucleic Acids Function

1.2.1 Molecules of Life

1.2.1.1 DNA
Nucleic acids are central to life. The central dogma of molecular biology is as

follows: DNA is the repository of the genetic information, which will code for the

synthesis of RNA (the DNA ! RNA step is called “transcription”), then proteins

(the RNA ! protein step is called “translation”). The genetic information must be

transferred from parent cell to daughter cells with high fidelity, and the DNA

double-stranded structure with the A–T/G–C base pairing mode ensures this high

fidelity upon DNA replication. The cells also host specialized enzymatic

machineries whose role is to ensure this high fidelity and to repair damaged sites

like strand breaks or mutations. A single damage, if occurring in the wrong place,

can cause a disease.

Understanding DNA damage is a field where physical chemistry in general and

gas-phase methods in particular have contributed either to analyze the resulting

damage or to understand the cause-effect relationships. The damage can have

physical or chemical causes: interaction with UV light causing cross-linking

1 Introduction: Nucleic Acids Structure, Function, and Why Studying Them In Vacuo 9



between bases (see Chap. 8), interaction with ionizing radiation causing strand

breaks, interaction with reactive oxygen species (ROS) causing oxidation of bases,

or interaction with hazardous chemicals (e.g., mustard gases chemical weapons)

that form adducts with bases. It is also important to underline that not all DNA

modifications are “bad.” Some forms of alterations, like the methylation of

cytosines, have important regulatory roles in controlling the gene expression.

Some chemical agents forming covalent or non-covalent adducts (see Chap. 9)

are commonly used in chemotherapies. Duplex DNA binders are general cytotoxic

agents that act by perturbing the replication process. Their anticancer properties

stem from the fact that cells that divide more frequently, like cancer cells, are more

affected by the treatment than somatic cells. Although duplex DNA binders have

proven efficacy and are still used in current chemotherapy regimens, their lack of

specificity nevertheless causes undesirable side effects.

In recent years, the interest has moved towards peculiar secondary and tertiary

structures of DNA that can form in specific sequence locations or at specific

moments in the cell cycle when the two strands are transiently separated (e.g.,

during replication of DNA or during transcription, i.e., when one DNA strand is

read and transcribed into RNA). Importantly, the formation of non-B-DNA

structures such as G-quadruplexes is linked to specific biological effects [18–

20]. This is why structural, thermodynamic, and ligand binding studies on such

non-B-DNA structures are currently such a hot topic. There too, gas-phase

methods, in particular mass spectrometry, have brought significant contribution.

1.2.1.2 RNA
In the central dogma of molecular biology (DNA! RNA! protein), the RNA that

will be translated into protein is called the messenger RNA (mRNA). Other RNAs

are involved in the translation step (the RNA ! protein step). rRNA (ribosomal

RNA) is the name of RNAs that constitute the ribosomes, which are translation

machineries. tRNA (transfer RNA, Fig. 1.6) are ~80 bases long RNAs that contain

the three-letter nucleic acid codons that will select the amino acid to be included in

the peptide chain. A very common secondary structure of RNA is the hairpin

structure: parts of the chain are self-complementary and form a local double-

stranded structure. The double stranded stems are connected by loops. Importantly,

modified bases are very commonly found in naturally occurring RNA, as illustrated

in Fig. 1.6 for a typical tRNA. Applications of mass spectrometry to RNA sequenc-

ing are highlighted in Chap. 7.

Besides RNA’s role of transforming the genomic DNA information into

proteins, research in the last decade has revealed that cells express a variety of

noncoding RNAs, and novel RNA functions are discovered every day. Importantly,

many RNAs exert roles in regulation of cell processes, a role that was before

thought to be ensured only by proteins. Some of these noncoding RNAs (ncRNA)

are long, but some are small regulatory RNAs with sizes entirely compatible with

high resolution mass spectrometry analysis, for example, siRNA (silencing RNAs)

[21], which are 19 bp–25 bp (base pair) RNA duplexes or miRNA (microRNAs)

[22], which are ~22 nt single strands.
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These new regulation mechanisms open broad perspectives both in fundamental

research and in pharmacology applications. Instead of targeting the expressed

proteins with drugs, one can imagine regulating their production directly from the

source, by targeting their regulatory nucleic acids. Importantly, functions are tightly

linked to folding into peculiar tridimensional structures or to conformational

transitions between structures [23, 24]. The analysis of RNA tridimensional

structures with mass spectrometry (MS)-based approaches is covered in Chap. 10.

1.2.2 Artificial Nucleic Acids in Biotechnology

Oligonucleotides are synthesized using the phosphoramidite chemistry, developed

in 1981 [25]. The possibility to order oligonucleotides of well-defined length and

sequence revolutionized the field of nucleic acid biophysics: the objects studied

were much better defined than natural DNA extracted from cellular material. The

first biomedical application envisaged for synthetic oligonucleotides was the con-

trol of gene expression by the formation of a triple helix with a target duplex DNA

sequence [7]. Modified triplex-forming oligonucleotides (TFOs) could be used to

bring a drug or cleaving agent close to a gene, targeted thanks to strand specificity,

in order to regulate gene expression. Another strategy was the targeting of single-

Fig. 1.6 (a) tRNAAla from S. cerevisiae. The codon for alanine is shown in red. The primary

structure contains seven different modifications (bases different from the canonical A,U,G,C, as

shown in Panel (b)), for a total of 10 modified bases out of a total of 76 bases. The structures of the

modified bases are shown on the right. Panel (a) is reproduced from a file licensed under the

Wikimedia Creative Commons Attribution-Share Alike 3.0 Unported license
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stranded RNA with a complementary oligodeoxynucleotide (ODN), called the

antisense ODN [26].

In the above examples, knowledge of base pairing rules and the principle of

complementarity served as rationales for the sequence design. A totally different

approach, not based on rational design but on “natural selection,” was developed to

find aptamer nucleic acids: oligonucleotide sequences that are able to bind to

selected targets [27, 28]. The variety of targets is infinite. First aptamers were

developed against small molecules, proteins, or other nucleic acids, but nowadays

aptamer targets range from a single fluorine atom to entire cells. The range of

applications of aptamers is also extremely varied, from analytical applications as

sensors to medicine, with, for example, an aptamer called Macugen targeting the

protein VEGF, approved by the FDA for the treatment of age-related macular

degeneration [29].

For many diagnostic or therapeutic applications, the artificial oligonucleotide

will be in the presence of biological material containing enzymes called DNAses

and RNAses, which are capable to degrade DNA and RNA, respectively. To avoid

undesired degradation of the oligonucleotide, chemically modified oligonucleotide

backbones have been engineered. Examples are the use of 20-O-methyl-substituted

RNA, phosphorothioate, or methylphosphonate groups instead of phosphate

groups, peptide nucleic acid (PNA) [30] or locked nucleic acid (LNA) [31]

backbones. Also, many applications being based on fluorescence techniques, a

wide range of fluorescent base modifications have been developed [32].

The various biological applications outlined above may seem far away from

physical chemistry aspects treated in the present book series, but the goal of this

brief overview is twofold. First, I wanted to outline the variety of molecules that are

available either commercially or from academic labs, and which may become the

model objects of future physicochemical studies. Second, most applications actu-

ally come down to be based on physical properties such as molecular recognition,

reactivity, or electronic properties (see below). Understanding the fundamental

principles that would allow to predict these properties from the chemical structure

is of prime importance, not only for the fun of science but also to help designing

tomorrow’s applications.

1.2.3 Nanotechnology Applications

Applications of artificial nucleic acids in biotechnology nowadays go well beyond

the introduction of a single sequence in a living system. A whole new area of

science, generally called “synthetic biology,” aims at bringing artificial functional

systems into life, demonstrated by recent examples of introduction of RNA devices

in bacteria [33], or the creation of nonnatural nucleic acid-based systems amenable

to replication [34]. Here we are at the frontiers between biotechnology and

nanotechnology.

Now purely in the world of nanotechnology, nucleic acids can be used for their

capacity to form predictable bidimensional and tridimensional structures based on
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the principles outlined above. Typical examples are the nanostructures called

“DNA origamis,” first published by Paul Rothemund [35], that used Watson–

Crick base pairing motifs to create 2D shapes at will. For a recent review, see

[36]. Besides structural scaffolding applications, specific nucleic acids properties

can also be used to perform function and conceive a variety of nanostructures,

sensors, or stimuli responsive systems that can even function as logic gates [37–40].

Another example of function is charge transport. Simply put, one of the initial

questions on the engineering point of view was whether DNA would be able to

conduct electricity. A recent example showed electrical transport through a short

G-quadruplex DNA structure [41]. These engineering questions brought about

more fundamental physicochemical questions about the nature of charge transport

in DNA [42] that inspired some fundamental experimental and theoretical studies in

the gas phase. Importantly, it is important to underline that a dehydrated environ-

ment is relevant for nanotechnology applications for which water is not necessary

or even undesirable.

1.3 Why in the Gas Phase?

1.3.1 Well-Defined Energetics

“In the gas phase” or “in vacuo” means in the absence of bulk solvent. The

molecules are isolated. On a statistical mechanics point of view, there is a key

difference between condensed phase and gas phase. Molecules in solution are in a

canonical ensemble: they can exchange energy with a surrounding heath bath.

Isolated molecules in the gas phase are in a microcanonical ensemble: they cannot

exchange energy with their environment. The energy of a given molecule is the sum

of its translational energy, rotational energy, vibrational energy, electronic energy,

and nuclear energy (changes of the latter are not being considered herein). The

distribution of internal energy (all degrees of freedom except translation) of a

population of molecules (the ensemble) can have different shapes, depending on

how the molecules were prepared and brought to a given state. In the presence of a

heath bath, the internal energy distribution is a Boltzmann distribution. In the gas

phase, this is sometimes the case, for example, in the presence of a gas at suffi-

ciently high pressure that it serves as a heath bath [43], or when the system is

equilibrated long enough to establish exchange equilibrium of blackbody radiation

with the walls of the instrument [44]. In most other cases, for example when

dissociation of the highest-energy molecules depletes the high-energy part of the

ensemble, the internal energy distribution differs from a Boltzmann

distribution [45].

The key advantage of gas-phase studies is that, when all factors contributing to

internal energy build-up or energy dissipation are accounted for, we can study the

structure and reactivity of a well-defined system. Collisions, photon absorption

(laser irradiation, absorption of blackbody infrared radiation), photon emission

(fluorescence, emission if blackbody IR radiation), attachment of electrons of
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known kinetic energy, detachment of electrons which kinetic energy can be

measured, and fragmentation are phenomena that are all linked by the energy

conservation principle. With the knowledge and control of all events affecting the

internal energy distribution of molecules or ions in the gas phase, it is possible to

study the reactivity of isolated biomolecules with unmatched level of precision.

Examples are kinetic energy-resolved collision-induced dissociation studies with

guided ion beam tandem mass spectrometers [46] or with the blackbody IR

radiation-induced dissociation (BIRD) technique [47]. Both techniques give accu-

rate insight into bond dissociation energetics and, together with theoretical

calculations, into fragmentation pathways. They were applied to nucleic acids

since their early days [48–50].

1.3.2 Focus on Intrinsic Properties

In the field of chemical physics, the study of chemical processes from the point of

view of physics, having a well-defined system, is of prime importance. Solvation is

actually not yet a well-understood process, both from its structural, energetics, and

dynamics points of view. For nucleic acids, an additional complication comes from

the key roles of counter-ions present in solution and their interplay with solvation

[51]. In a reductionist approach, interactions can be studied one at a time. This has

long motivated the study of biomolecular building blocks in the gas phase, then

isolated complexes between these building blocks (e.g., isolated base pairs),

isolated molecules that are micro-hydrated in a stepwise manner (e.g., isolated

complex with either zero, one, two, three, etc. . .water molecules attached), isolated

biomolecule–metal complexes, and combinations thereof. The reductionist philos-

ophy is that one must first understand the properties of the building blocks in order

to lay the basis for understanding more complex molecular architectures, and that

understanding the properties of isolated molecules will help understanding their

properties in more complex environments. An example is the recurring theme of the

emergence of solution-like properties: how many base stacks are required to obtain

the same properties of natural DNA? How many water molecules are required to

observe the same properties as in bulk solution?

In that vein, removing the solvent in order to understand its role bears analogies

with the typical biologists’ approach consisting in knocking out a gene in cells or

mice and observing the difference between knockout organisms and normal

individuals in order to understand the role of that gene, and whether it is essential

to life. So, to explain to a biologist why you are studying intrinsic properties of

biological molecules in the gas phase, you may try and explain that you are doing a

“solvent knockout experiment.”

Beyond the joke, the idea is worthy of deepening, particularly in the framework

of bringing together theory and experiments. Indeed decomposing the effects of the

solvent from the effects of purely intermolecular interactions is a very common

approach to predict interaction free energies from structures [52, 53]. This decom-

position implies a thermodynamic cycle such as the one represented in Fig. 1.7. The
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contribution from the differences in free energy of transfer of each component are

usually estimated by the difference in solvent-accessible surface area (SASA) in

each component, and this computed SASA scales well with the solvophobic

contribution to the reaction free energy in solution. Intermolecular interactions,

also called intrinsic interactions, can be much more easily computed in the gas

phase than in solution, but gas-phase measurements are the only way to verify those

computations experimentally. As outlined in the above section, the energetics of

unimolecular dissociation (indicated by the single arrow) in the gas phase can in

some cases be measured accurately. Examples of equilibrium measurements in the

gas phase, although more rare, do also exist [54].

1.3.3 The Many Faces of Mass Spectrometry

Finally, another good reason to get interested in what happens to nucleic acids in the

gas phase is the booming field of mass spectrometry (MS), and it should come as no

surprise that most application chapters in this book deal with mass spectrometry. A

mass analyzer separates ions according to their mass-to-charge ratios based on ion

movement under electric or magnetic fields. Mass analysis is performed in vacuum

so that the ion trajectory is not perturbed by collisions. Mass spectrometers, which

can also be coupled to chromatography methods, therefore serve for mass measure-

ment of molecules present in a sample, and with the use of appropriate standards,

for quantification. Today’s mass spectrometers come with such sophisticated hard-

ware and software that they can often be used as black boxes for mass measurement

and quantification, while most of the research and development is focused on the

sample preparation and purification aspects. However, when the fundamental

principles of what happens to a molecule inside the mass spectrometer are

Fig. 1.7 Thermodynamic

cycle for folding and binding,

including transfer from the

solution to the gas phase,

illustrated here with a ligand-

duplex DNA binding

equilibrium. The single arrow
in the gas phase underlines

that most often only the

dissociation step can be

studied experimentally
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understood, mass spectrometry can bring much more information than black box

machines are essentially conceived for.

Primary structure determination can be inferred from fragmentation

experiments, called tandem mass spectrometry (MS/MS) experiments. The differ-

ent ways of inducing fragmentation, and the fragmentation pathways adopted by

different nucleic acids, are covered in Chaps. 6 and 7. Although in the late 1990s

mass spectrometry was supplanted by other high-throughput sequencing methods

for genome-wide analyses, it remains a crucial technique when the alphabet is not

just consisting of A, T/U, G, and C’s, for example, for sequencing tRNAs with their

numerous modified bases (see Fig. 1.6).

Secondary and tertiary structure analysis by mass spectrometry is the most

challenging aspect. Because a mass spectrometer, by definition, only measures

masses, tricks have to be imagined to obtain information on the structure of the

ions. For example, nucleic acids can be studied by chemical labeling in solution

followed by MS analysis of the extent and location of the labels (see Chap. 10 and

references therein).

In contrast with in-solution probing, direct probing in the gas phase offers an

important advantage when analyzing mixtures: the different constituents of the

solution can be first separated in mass. Gas-phase probing methods include ion

mobility spectrometry (see Chap. 3), ion spectroscopy (see Chap. 5), gas-phase

ion-molecule reactions such as hydrogen/deuterium exchange with deuterated

solvents [55, 56], and the analysis of differential fragmentation trends in MS/MS

[57]. Moreover, if the gas-phase structure has not changed too much compared to

the solution phase structure it is issued from (see Chap. 3 for full discussion), or if

the changes occur in a predictable manner, it ultimately becomes possible to use

gas-phase probing methods to obtain information on the conformational ensembles

present in solution. It is therefore also crucial to cross-check the MS-derived

interpretations with independent measurements by traditional solution-phase bio-

physical methods.

Quaternary structures, where intermolecular non-covalent interactions come

into play, are a little more straightforward to study by mass spectrometry, because

the mass of the complex is the sum of the masses of the constituents. However, one

must also understand and control all the different factors that could lead to unde-

sired disruption of the complexes in the source or in the transfer region before the

mass analyzer. All secondary and tertiary structure probing methods also remain

important for further characterization of the structures of the complexes, beyond

their stoichiometry.

In summary, mass spectrometry plays a role in the characterization of natural

and synthetic nucleic acids, in structural biology, and in nucleic acids biophysics.

Traditional thermodynamic, spectroscopic, and hydrodynamic techniques all aim at

understanding the different conformational or binding states of nucleic acids and

how they depend on environmental conditions. Here mass spectrometry has the

potential to play a key role, by separating all components present in solution and by

characterizing their respective structures. One of the most prominent contributions

of mass spectrometry to traditional nucleic acids biophysics is found in the field of
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nucleic acid-ligand interactions, where MS is used to determine unambiguously the

stoichiometry of the complexes and their relative quantities (see Chap. 9).

1.4 Key Concepts

General Concepts

• Mass spectrometry is a powerful analysis method that operates in vacuum. It is

therefore important to understand how biomolecules and their ions behave in

vacuo to understand and design mass spectrometry applications.

• Molecules in the gas phase cannot exchange energy with their environment: a

population of molecules in vacuo is a microcanonical ensemble.

• Energy can be gained or lost by collisions with a partner, by photon absorption/

emission, or by chemical reaction with another biomolecule, ion, or electron.

• Understanding the intrinsic non-covalent interactions in molecules in the

absence of solvent is an indirect way to understand the solvent

(or solvophobic) effect on folding or binding.

Concepts Specific to Nucleic Acids

• Nucleic acid primary structure is the succession of bases in a sequence.

• Natural DNA contains adenines, thymines, guanines, and cytosines in its canon-

ical form. It is the repository of genome information. DNA is subjected to

mutation and damage, which can include modified bases.

• Natural RNA contains uracil instead of thymines, and some functional RNAs

can naturally contain many other modified bases. The roles of RNAs as

molecules of life are very diverse, and not all well understood yet.

• Nucleic acid secondary structure is the hydrogen bonding pattern between bases,

and the tertiary structures are the multiple helices that result from these hydrogen

bonding patterns.

• Like for proteins, nucleic acid quaternary structures are supramolecular

assemblies between different molecules.

• Nucleic acids derivatives can now be synthesized chemically and have many

applications in biotechnology, nanotechnology, and medicine.
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Transferring Nucleic Acids to the Gas Phase 2
Gilles Grégoire

Abstract

During the past 30 years, tremendous efforts have been made to implement mass

spectrometry and spectroscopy technologies for the characterization of

biomolecules in the gas phase. Progresses in the study of gas phase

oligonucleotides and DNA have come with the advent of different sources

capable to transfer these fragile biomolecules from the condensed phase into

the gas phase. These techniques have been largely employed in the spectroscopy

and mass spectrometry communities and have stimulated much research with

applications of mass spectrometry to structural biology and applications of

spectroscopy to detailed understanding of the intra- and intermolecular

interactions. The key point in all the experimental techniques is to counterpoise

the extremely low volatility of nucleobases, oligonucleotides, and higher-order

DNA structures while keeping these thermally fragile molecules intact. The aim

of this chapter is to describe the transfer of nucleic acids to the gas phase,

including the technical and experimental issues that have been successfully

overcome over the last decades.
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Abbreviations/Formulae

6-ATT 6-Aza-2-thiothymine

CRM Charge residue model

DAHC Diammonium hydrogen citrate

DNA Deoxyribonucleic acid

ESI Electrospray ionization

FTICR Fourier transform ion cyclotron resonance analyzer

FWHM Full width at half maximum

HPA 3-Hydroxypicolinic acid

HPLC High performance liquid chromatography

IEM Ion evaporation model

LILBID Laser-induced liquid beam(bead) ionization/desorption

MALD(I) Matrix-assisted laser desorption (ionization)

MS Mass spectrometry

NB Nucleobases

NH4OAc Ammonium acetate

PA Picolinic acid

PCA Pyrazine carboxylic acid

reTOF Reflectron time-of-flight

RNA Ribonucleic acid

2.1 Introduction

The general objective of studying of biological systems in the gas phase is to gain

insights into their behaviors and intrinsic properties free from their native environ-

ment. With a bottom-up approach, a first step consists in characterizing separate key

components, either individual molecules or building blocks, in order to probe their

structures and chemical properties. Increasing progressively the size of the molec-

ular species allows one to investigate the intramolecular interactions that govern the

emergence of secondary structures. Subsequently, the intermolecular interactions

are explored by probing the non-covalent bonding either with solvent molecules

(namely water), cations, or organic ligands in molecular clusters of increasing size

and complexity.

Several experimental strategies have been devised to transfer fragile biomolec-

ular species into the gas phase. Molecular beam technology has been mainly

applied to the spectroscopic studies of neutral, DNA building blocks, whereas

soft ionization methods like electrospray ionization and matrix-assisted laser

desorption have been widely used in mass spectrometry to isolate large ionic

molecular assemblies. Nowadays, the spectroscopy and mass spectrometry

communities get significantly closer and gain strength from each other by sharing

their experimental skills of transferring and studying biomolecules in the gas phase.
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Among biomolecules, nucleic acids play an important role in a variety of

fundamental biological processes, and have thus drawn a particular attention.

Research in the field of physical chemistry has been mainly devoted to the study

of bare, neutral oligonucleotide building blocks, i.e., the nucleobases (NB) adenine,

guanine, cytosine, thymine, and uracil. Optical spectroscopy can provide detailed

structural information but requires low internal temperatures in order to reduce the

conformational heterogeneity and to get high resolution spectra. Such experimental

conditions are commonly achieved by using a supersonic expansion of rare gas

atoms seeded with the molecule of interest. Nevertheless, for a long time, those

molecules could hardly be studied, in contrast to others organic molecules, for

practical reasons. The nucleobases, and particularly guanine, have too low vapor

pressures at ambient temperature to be seeded in a molecular beam and they

decompose when heated. New experimental strategies developed to tackle this

issue will be presented in the first part of this chapter, in particular the coupling

of laser desorption with supersonic expansion [1–3] and the use of superfluid

helium droplet to pick up single molecules [4].

During the same period and almost independently, the gas-phase studies of large

biological molecules have emerged with the advent of soft and sensitive techniques

such as matrix-assisted laser desorption ionization (MALDI) and electrospray

ionization (ESI). The hugely increased mass range accessible by these new ioniza-

tion techniques has boosted the field of biomolecule mass spectrometry. These

techniques have made such an important contribution that they have resulted in the

award of the Nobel Prize in Chemistry in 2002 to Fenn [5] for ESI and Tanaka [6]

for MALDI. Very soon after the emergence of ESI, oligonucleotides up to 100-mers

[7, 8] and DNA oligomers with mass greater than one million Dalton [9] could be

detected when coupled to a mass spectrometer, owing to the fact that ESI produces

multiply charged species that keeps the m/z ratio in reasonable values. A particular

interest of the ESI method is to minimize covalent fragmentation and even to

preserve non-covalent complexes. Minimizing the internal energy of the ions

produced by ESI sources is a key point for analysis of non-covalent complexes

and structural studies [10]. This has promoted the study of gas phase

oligonucleotide-drug species as a screening tool in pharmaceutical research in

which the ionization state and the stoichiometry are perfectly known and controlled

[11]. MALDI, although providing a relatively gentle method of generating large

intact biomolecules in the gas phase, suffers from a larger tendency to fragment

ions. Special attention has thus been paid to the search of the best matrix in order to

avoid extensive fragmentation of oligonucleotides, although methodologies have

been employed to get structural information from DNA ion fragmentation. While

most of the MALDI experiments are performed from co-crystallized solid matrices,

recent developments in laser desorption from liquids, directly under vacuum, have

emerged and shown many advantages, in particular in the analysis of large nucleic

acids. With all methods, standard oligonucleotide samples exhibit broader

distributions of metal ion adducts (Na/K) than what would be obtained with

peptides and proteins. Therefore, this chapter will also cover methodologies espe-

cially designed for the sample preparation of oligonucleotides.
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2.2 Methods

2.2.1 Molecular Beam

To investigate fundamental properties of DNA building blocks, it is desirable to

study individual nucleosides in the gas phase without interference from solvent

molecules or macromolecular structure. Research in the past two decades has

shown considerable progress in the study of biomolecular building blocks in the

gas phase, by means of laser spectroscopy on cold, isolated molecular species

produced in a molecular beam. The potential energy surface of nucleobases is

rich and contains a large number of energy minima corresponding to different

structures separated by low energy barriers. It is therefore mandatory to reduce

the vibrational energy of the system in order to freeze the molecule in specific

conformations. NB can adopt a great number of tautomer forms due to the mobility

of their hydrogen atoms which can bind to the nitrogen and oxygen electronegative

binding sites, leading to several isomers of the keto and enol forms (Fig. 2.1). For

instance, the lowest-energy tautomers of guanine are the keto and enol forms which

can each appear in the N7H and N9H form [12, 13]. Enol and keto tautomers can be

easily distinguished by infrared spectroscopy due to the specific enol OH stretch

around 3,600 cm�1. The groups of de Vries [14–16], Mons [13, 17–19],

Kleinermanns [20], and Kim [21, 22] have conducted exhaustive gas phase studies

on isolated DNA bases. Nucleosides [23–25], bases pairing [26–30], and hydrates

[27, 31–36] have also been investigated. Through IR spectroscopy, structural

assignment is achieved by comparison with ab initio quantum chemistry

calculations, revealing the different tautomer forms of the nucleobases populated

in the supersonic expansion. By means of UV spectroscopy, the electronic spectrum

of DNA bases can be recorded and the knowledge of their photophysical properties

can be obtained. In any cases, well-resolved spectroscopy can be obtained as long

as the molecules are frozen in their lowest vibrational energy levels, which implies

efficient cooling of the DNA bases in a molecular beam.

2.2.2 Supersonic Expansion

Vapor pressure of the nucleobases (NB) is rather low at room temperature and thus

requires thermal heating. In order to prevent rapid thermal degradation, supersonic

expansion of rare gas atoms seeded by the molecules of interest has been widely

used for decades.

Figure 2.2a depicts the structure of a jet formed by gas issuing from the exit of

a simple converging nozzle into a region of lower pressure. The jet expands

axially, accelerating to supersonic velocity as soon as the ratio between the initial

backing pressure P0 and the pressure in the vacuum chamber P2 is greater than

[(γ + 1)/2]γ/(γ�1), where γ is the ratio of heat capacity Cp and Cv of the carrier gas.

The generated shockwave expels the residual gas and creates a silent zone where

the velocity of carrier gas atoms is greater than the speed of sound (Mach number
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M¼ flow velocity/local speed of sound � 1). The Mach disk defines the position

where the molecular beam velocity is equal to the speed of sound (M¼ 1), from

where collisions with residual gas atoms heats the seeded molecules of the jet.

The Mach distance Xm is defined by the position of the Mach disk relative to the

source orifice and can be estimated by:

Xm ¼ 0:67d

ffiffiffiffiffi
P0

P2

r
, where d is the diameter of the nozzle: ð2:1Þ

In practice, d is in the order of 100–1,000 μm, P0 a few bars, and P2 about 10
�5/

10�7 mbar. Therefore, the distance Xm is greater than the distance to the mass

Fig. 2.1 Structures and energies (kJ/mol) of some tautomers of guanine. Each keto (C¼O) and

enol (O–H) structures can be found in N9H and N7H forms. For the enol structures, the OH group

can be either in trans or cis orientation (reproduced with permission from [37]. # (2006)

American Chemical Society)
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Fig. 2.2 (a) Schematic view of a supersonic expansion (reproduced with permission of [38]). (b)

Evolution of the temperature, pressure, and velocity of the jet as a function of the R¼Xm/d. See
text for details
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spectrometer, which insures that the molecules of interest will be studied in the

silent zone, free from any interaction with the residual gas.

The temperature T, pressure P, and the density of the gas n depends on the ratio

R¼Xm/d and decrease rapidly with the distance to the nozzle, while the hydrody-

namic speed of the jet reach its maximum value very close to the exit of the nozzle

(Fig. 2.2b).

T Rð Þ
T0

¼ P Rð Þ
P0

� �γ�1
γ

¼ n Rð Þ
n0

� �γ�1

¼ 1

1þ γ�1
2
M Rð Þ2 with M Rð Þ � 3:3Rγ�1�R1�γ : ð2:2Þ

The cooling efficiency of the supersonic expansion is essentially determined by

the number of inelastic collisions between the rare gas atoms and the heated

molecules. The number of collisions per second, Ncoll, in the supersonic jet depends

upon the reservoir density n0, the nozzle diameter d, the collision cross-section σ
with the carrier gas, the local Mach numberM(R), and the heat capacity ratio γ [39]:

Ncoll ¼
ffiffiffi
2

p
n0σv

1

1þ γ�1
2
M Rð Þ2

� � γþ1

2 γ�1ð Þ
: ð2:3Þ

The number of collisions is essentially independent of the nature of the carrier

rare gas. However, the cooling rate of the seeded molecules is faster with heavy

atoms (Ar, Kr, Xe) than with He or Ne. It is often recommended to work with Ar to

produce molecular non-covalent complexes, such as hydrates, while He is sufficient

for studying bare, isolated molecules. The main drawback of supersonic expansion

is its inability to efficiently cool large molecules due to the rapid decrease of the

collision rate along the expansion and the high internal energy in large molecules

after vaporization. In practice, species with a molecular weight larger than 500–700

a.m.u. do not show well-resolved laser spectroscopy, which puts an upper limit to

the study of large neutral biomolecules.

2.2.3 Thermal Vaporization of Neutral DNA Bases

Among NBs, uracil, thymine, adenine, and cytosine can be heated to obtain

sufficiently high vapor pressure before reaching decomposition [40]. The sample

in a powder form is heated in a metal oven up to 200 �C, and the beam is expanded

through a high temperature pulsed nozzle with rare gas atoms as carrier gas (with or

without water vapor) at a backing pressure of few bars. Neutral molecules and

clusters streamed in the supersonic expansion are ionized downstream in a second

vacuum chamber through resonant two photon ionization (R2PI) scheme and

detected in a reflectron time-of-flight (reTOF) mass spectrometer. Interestingly,

Kim and coworkers [31] have shown that the detection of hydrated adenine and
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thymine clusters is dramatically different (Fig. 2.3) when ionized with nanosecond

laser. The cluster generation is expected to be essentially similar in both cases, so

the large discrepancy in the detection efficiency was related to the excitation/

ionization process. They have shown indeed that adenine water clusters were

effectively produced and detected when using femtosecond laser pulses

(Fig. 2.3) [27].

2.2.4 Laser Desorption of Neutral DNA Bases: The Case of Guanine

Guanine requires more elaborate methods than simple heating. Guanine is difficult

to vaporize in the gas phase without significant pyrolysis and requires the use of

softer vaporization methods like laser desorption. Pioneered by the group of de

Vries [14], and followed by the groups of Mons [41] and Saigusa [42], the coupling

Fig. 2.3 Nanosecond R2PI mass spectrum of hydrated adenine (a) and thymine (b) (reproduced

with permission of [31]). Note that the intensity of the adenine monomer hydrates is anomalously

small relative to that of the non-hydrated peak and the thymine case. (c) Femtosecond R2PI mass

spectrum of hydrated adenine cluster (reproduced with permission of [27])
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of matrix-assisted laser desorption (MALD) and supersonic expansion have been

successfully performed and applied to the vaporization of guanine and

guanosine [23].

Sample preparation consists in pressing a mixture of guanine and graphite

powders to form a solid disk. Laser desorption is performed with the fundamental

or second harmonic of a pulsed Nd:YAG laser light, just in front of the nozzle of a

pulsed valve (Fig. 2.4). Typical laser fluences are of the order of 1–5 mJ/cm2,

significantly less than for laser ablation. The neutral molecules streamed in the

supersonic expansion are cooled down to low rotational and vibrational

temperatures, and this ensures efficient resonant ionization of the seeded molecules.

Laser desorption can be considered as relatively mild, given that intact molecules

and their complexes can be preserved in the gas phase. However, in some cases,

fragmentation can occur, which may depend on the nature of the molecules of

interest. Using the same experimental conditions, de Vries et al. have shown that

guanosines do not fragment while adenosides do [43]. Recently, Ahmed and

coworkers have recorded the Vacuum-Ultraviolet (VUV) photoionization effi-

ciency of guanine using two different methods of vaporization, thermal vaporiza-

tion, and laser desorption [44]. Interestingly, different tautomers seem to be

populated with the two experimental processes. This clearly emphasizes that the

source conditions must be carefully controlled and that comparison must be made

very carefully.

2.2.5 Pick Up Source with Helium Droplets

Superfluid Helium droplets can be produced in a cryogenic nozzle expansion. These

droplets provide a unique matrix for studying molecules at very low temperature of

0.37 K [45]. He droplet beams can be produced by the free expansion of gaseous He

through a small nozzle of 5–10 μm diameter at stagnation source temperatures and

pressures of 5–20 K and 10–50 bars, respectively [46]. The low stagnation temper-

ature is achieved by attaching the source to a closed-cycle He cryostat. The

expanding gas in the jet is cooled by the adiabatic change in state to ambient

temperatures and pressures well below the critical point of He, where extensive

condensation to small droplets occurs. Mean sizes of the helium droplets are

estimated in between 104 and 105 atoms depending on the initial temperature and

backing pressures [4].

The droplets pass downstream a skimmer to enter a pick up cell filled with the

species to be embedded (Fig. 2.5). Superfluid helium droplets are known to

efficiently pick up molecules due to the large collision cross section of roughly

15N2/3 Å2, where N is the average number of helium atoms forming the droplet.

Therefore, a vapor pressure of only 10�5–10�6 mbar is sufficient for picking up a

single particle on average, which is particularly well suited for species with low

volatility such as DNA bases. Upon attachment to the droplets, the initial kinetic

and internal energies of the embedded molecules drop off, the evaporation of each
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Fig. 2.4 (a) Schematic representation of the de Vries and Mons laser desorption source in front of

the nozzle of a pulsed valve (reproduced with permission of [41]). (b, c) The Saigusa source with a

channel-type exit enhancing the production of clusters and hydrates (reproduced with permission

of [42])

Fig. 2.5 Jet expansion of helium droplets with a pick-up cell downstream. The nozzle is kept at

cryogenic temperature with high backing pressure in order to produce superfluid helium droplets

(with permission of [45])
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helium atom taking off 5 cm�1 [4]. Thousands of He atom evaporations are thus

required for freezing large molecules.

Several groups have used such experimental setup to study nucleobases and their

complexes. Miller et al. [37] have shown that the most stable tautomers of guanine

were indeed observed, in contrast to the previous conclusions drawn from the

experiment performed using supersonic expansion. Scheier and coworkers [47]

have investigated the formation of negative ions of adenine and thymine embedded

in He clusters, showing that stable transient anions are stabilized in the helium

droplets while being unstable when isolated in the gas phase and that efficient

damage of the nucleobases are observed via resonant, low energy electron

attachment.

2.2.6 Electrospray Ionization

2.2.6.1 General Mechanism
The principal outcome of the electrospray process is the transfer of analyte species

into the gas phase as isolated entities. A solution containing the analyte is

introduced in a capillary with a syringe. The application of a high electric field to

the capillary accumulates ions attracted by a counter electrode at the surface of the

capillary tip. The effect of the high electric field as the solution emerges is to

generate a spray of highly charged droplets which travel down the potential and

pressure gradients towards the mass spectrometer. During that transition, the

droplets shrink by solvent evaporation or by “Coulomb explosion” (droplet fission

resulting from the high charge density). The fission process may result in product

droplets of roughly equal size, or more often, it may spawn the ejection of a series of

much smaller droplets [48]. Ultimately, fully desolvated ions result from complete

evaporation of the solvent or by field desorption from the charged droplets [49]

(Fig. 2.6).

The electrospray process can be divided into three stages: droplet formation,

droplet size reduction, and ion desolvation. Using a negative potential to the tip

(as recommended for the study of DNA species), negative ions in solution move

towards the counter electrode and will accumulate at the surface, and this

establishes a Taylor cone. When the external electric field is high enough (roughly

a few keV/cm), the cone is drawn into a filament that produces negatively charged

droplets when the applied electrostatic force exceeds the surface tension. The

diameter of the droplets formed is influenced by a number of parameters, including

the applied potential, the solution flow rate, and solvent properties. Generally,

electrospray proceeds at flow rates of 1–100 μL/min. At such flow rates, nebuliza-

tion of the solution is facilitated by a sheath flow of nebulizer gas and by controlled

heating of the interface. Nanoelectrospray is a variation of electrospray in which the

spray tip has a much smaller diameter, and the flow rate is drastically reduced to a

few nL/min, resulting in a more efficient production of gas phase ions [51,

52]. Charged droplets are only produced by the electric field with no need of an

external gas flow [53].
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Two main mechanisms have been proposed for the desolvation of the observed

ions. One is the charged residue mechanism (CRM), in which the repulsive effect of

the increasing surface charge density completely offsets the droplet surface tension

so that the droplet divides, temporarily increasing the overall surface-to-volume

ratio (the “Rayleigh limit”). Dole proposed that the fission process continues until

the remaining droplets contain only a single charged species [54]. Large molecular

ions and folded proteins are thought to be produced by this mechanism [55]. The

second proposed mechanism is the ion evaporation mechanism (IEM) [56, 57] in

which the increase in surface charge density as a result of solvent evaporation

produces a Coulomb repulsion that exceeds the charged species adhesion to the

droplet’s surface and thus some ions are expelled from the surface [58, 59]. This

process also continues as the droplet decreases in surface area due to solvent

evaporation. It is believed that atomic ions, small inorganic ions, and denatured

proteins are produced by this mechanism [57, 60, 61]. One must say that there is

still a debate on the mechanisms by which ions are produced in the gas phase, which

has been recently reviewed by Konermann et al. [50, 62].

2.2.6.2 ESI Sample Preparation for DNA
Adduct Removal
The phosphodiester backbone of oligonucleotides in solution is negatively charged

(pKa ~ 1) and as a consequence has a high affinity for free cations that are present in

solution. Upon ionization, these cations (e.g., Na+, Mg2+) produce adduct species

with polynucleotides and, when present in excess, result in reduced ionization

efficiency. Standard oligonucleotide samples typically produce a distribution of

molecular ions, varying in the number and type of metal counterions (sodium

and/or potassium adducts). Besides decreased signal to noise with an increasing

Fig. 2.6 (a) Schematic representation of the ESI interfaced with a mass spectrometer (with

permission of [49]) (b) charged residue (CRM) and ion evaporation (IEM) models introduced to

explain the desolvation of the ions (adapted with permission from [50]. # (2013) American

Chemical Society)
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number of nucleotides in the sample molecules (dispersion of the produced ions

among an increasing number of species of different m/z values), such signal

distributions require a very high instrumental resolution power if larger species

are to be mass analyzed. In addition, mixture analysis becomes difficult as soon as

the signal distributions of samples differing by a single nucleotide overlap.

Experimentally, several precautions must be heeded. It is important to work with

ultrapure grade solvents that are stored in containers that do not produce salt

contamination; in particular, glass containers should be avoided. Capillaries used

to transfer the sample to the mass spectrometer are a source of contamination and

should be kept clean.

The quality of ESI mass spectra of oligonucleotides can be significantly

improved if the metal cations present in the analyte solution are replaced by

ammonium ions [8]. Ammonium acetate precipitation is used for desalting and

cation exchange. In negative ion mode electrospray, the droplets carry excess

negative charges consisting of DNA polyanions and acetate anions. After complete

solvent evaporation, further activation of the DNA with its ammonium counterions

results in proton transfer reactions from NH4
+ to PO�, hence neutralization of

phosphates by protons and loss of NH3. When using about 100 mM ammonium

acetate, only a small fraction of phosphates remain negatively charged (on average,

1 deprotonated phosphate group every 5–6 nucleotides). Addition of chelating

agents, for instance nitrilotriacetic acid (NTA) and trans-1,2-diamino

cydohexane-N,N,N0,N0-tetra acetic acid (CDTA), to solutions of nucleic acids

results in both an improvement in the signal-to-noise ratio of the mass spectrum

as well as reduction of mass spectral peak widths by removal of excess adducted

cations [63]. Potier et al. [64] demonstrated that sodium attachment to molecular

ions of nucleic acids can be dramatically reduced through the addition of high

concentrations of ammonia or organic bases such as trimethylamine (TMA) and

triethylamine (TEA), the latter being the most efficient. Organic co-solvents, such

as methanol or acetonitrile, may be added to the solution to obtain maximum

sensitivity and signal stability. However, the fraction of co-solvent must be kept

as low as possible (less than 10–20 % in volume) to prevent any structural

rearrangement in solution for analyses aiming at preserving a memory of the native

structure in the gas phase.

HPLC-ESI
The on-line sample preparation of nucleic acids by chromatographic separation

prior to ESI-MS is very attractive because it not only removes cations from nucleic

acid samples but also fractionates nucleic acids in mixtures that are too complex for

direct-infusion ESI-MS. Chromatography methods for DNA and RNA have been

recently reviewed [65]. HPLC has been successfully applied for the desalting and

separation of single-stranded oligodeoxynucleotides. Nevertheless, the applicabil-

ity of HPLC to efficiently remove cation adducts in large nucleic acid samples is

still problematic. Anion-exchange HPLC and ion-pair reversed-phase HPLC

(IP-RP-HPLC) are the most popular chromatographic modes for the separation of

nucleic acids [66, 67]. Double-stranded DNA fragments ranging in size from 50 to
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600 base pairs could be separated and detected by IP-RP-HPLC-ESI-MS [68].

However, accurate mass determination is hardly feasible for DNA strands up to

250-mer, i.e., with a molecular mass of about 160 kDa. Whereas the salt gradients

applied to elute the nucleic acids from anion-exchange columns are incompatible

with ESI-MS, ion-pair reversed-phase chromatographic phase systems that employ

volatile eluent components can be directly coupled to ESI-MS. Huber et al. [69]

have shown that systematic variation of the eluent composition, such as concentra-

tion of ion-pair reagent, anion in the ion-pair reagent, solution pH, and acetonitrile

concentration led to the conclusion that most parameters have opposite effects on

chromatographic and mass spectrometric performances. The use of acetonitrile as

sheath liquid enabled the rapid and highly efficient separation and detection of

phosphorylated and nonphosphorylated oligonucleotides ranging in size from 8 to

40 nucleotides. Nowadays, (nano)-HPLC-ESI method reaches great sensitivity for

quantitative analysis of ligand DNA adducts [70–72].

2.2.6.3 ESI-MS for the Study of DNA Non-covalent Complexes
Generalities
ESI typically generates protonated and/or deprotonated molecular ions of the type

(M+ nH)n+ and (M� nH)n�, respectively. High charge states are often formed, and

the charge state distribution depends on the molecular mass of the analyte, the

solvent conditions in the sprayed solution, and ion-source conditions, e.g., skimmer

voltage (collisional-induced desolvation and dissociation). Thermal heating, pres-

sure, and acceleration voltage in the nozzle-skimmer region of the ESI are

optimized to generate a stable spray and get a complete ion desolvation in order

to enhance the ion signal intensities. These parameters also affect the amount of

internal energy of the ions [73]. For oligonucleotides, the removal of the last

counterions may require harsh ESI condition, increasing the fragmentation. The

determination of the internal energy of the ions produced in ESI and the effect on

the in-source fragmentation has been recently reviewed by Gabelica and De

Pauw [10].

In ESI-MS of oligonucleotides, negatively charged ions yield higher intensity

signals than positively charged ions. Many commercial mass spectrometers are

equipped with time-of-flight (TOF) or radio frequency-based trapping devices that

provide high enough mass resolution. Fourier transform ion cyclotron resonance

(FTICR) mass spectrometry represents a unique platform with which very high

mass measurement accuracy is achieved. Mass resolution of at least 400,000

(FWHM) and sub-ppm mass measurement error are necessary to resolve U from

C in RNA for instance.

The full desolvation (solvent and counterion) of electrosprayed ions is typically

completed in less than 1 ms, and the resulting mass spectra are also strongly

influenced by the extent of collisional activation and dissociation in the ESI-MS

interface. This latter point is particularly important for the removal of the last

counterions, which can be preserved for much longer times (seconds) and detected

in the mass spectrometer. The loss of non-covalent associations during ESI may be

kinetically constrained, allowing non-covalent complexes to remain associated as
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residual solvent is removed. This depends on the location and number of charges

remaining on each of the associated species (electrostatic interaction), on the effect

of the solvent nature in the non-covalent association, on the relative strength and

number of attractive interactions between complex constituents compared to

solute–solvent interactions, and on the extent of complex activation in the interface.

It has been suggested that the absence of water from complexes studied by ESI-MS

favors the stability of complexes in which electrostatic interactions play a large role

in stabilizing the complex. Interactions that are primarily hydrophobic in nature are

more likely to dissociate in the ESI process due to the absence of water. The

preservation of nucleic acid higher-order structure from the solution to the gas

phase will be discussed in more detail in Chap. 3.

Distinguishing between structurally specific non-covalent interactions arising

from solution and nonspecific aggregation in solution (and that might also result

from the electrospray process) is feasible with careful selection of experimental

conditions. For example, in the case of DNA–ligand complexes, ESI-MS studies

should be conducted under the gentlest conditions possible if the relative intensities

must correctly reflect the relative abundances of the complexes in solution. Gener-

ally, low analyte concentrations (not exceeding 20–50 μM) are mandatory to avoid

nonspecific and random aggregation present at higher solution concentrations.

Depending on the nature of the intermolecular forces, complexes with weak

interactions (as van der Waals, hydrophobic interactions) are more readily

dissociated as compared to those having strong electrostatic interactions. It is

commonly accepted that “false positives” can be easily avoided by applying proper

experimental conditions (in particular with low analyte concentrations). However,

“false negatives” has to be carefully checked and viewed with caution since

complex stability may be greatly affected in the gas phase and/or if electrospray

conditions or instrument tuning in the ion transfer region are too harsh.

The typical solvent conditions used in ESI-MS to achieve maximum sensitivity

are not always optimal for maintaining an intact biomolecular complex. Many

biomolecular non-covalent interactions are highly dependent on many conditions,

including the pH and ionic strength of the solution. Unlike most solution phase

spectroscopic techniques, ESI-MS is intolerant to the presence of high salt and

nonvolatile buffer concentrations. Therefore, a large majority of the biomolecular

non-covalent complexes studied by ESI-MS are done in volatile salts like ammo-

nium acetate (NH4OAc). Organic solvents such as methanol or acetonitrile may be

added to the solution to obtain maximum sensitivity and signal stability, but only

with low percentage in order to preserve the native structure. Efforts have been

made to obtain ESI-MS data under more physiological conditions. For instance,

nanoelectrospray (nanospray) offers great opportunity in that sense since it can

work with aqueous solutions at physiological conditions. Besides, the low flow

rates (~5 nL/min) obtained with nanospray are also advantageous since the initial

droplet size is smaller (<200 nm), desolvation is faster, and less heating is required

for desolvation.

Oligonucleotide solutions are commonly heated to 70–90 �C for few minutes

and cooled at room temperature for half a day in order to promote duplex or higher
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order oligomer formations. Double helical duplex [74, 75] and quadruplex [76]

DNA has been first detected in 1993, readily followed by the first observation of

DNA–drug non-covalent complexes by Gale and coworkers 1 year later

[77]. ESI-MS of non-covalent complexes of small molecules (intercalators, minor

groove binders) with ds DNA are obtained by dilution of the complexed DNA just

prior to analysis. In any cases, observation of non-covalent complexes by ESI-MS

requires relatively gentle ionization/interface conditions, i.e., low capillary voltage,

lower cone/orifice voltages, and lower source and/or probe temperatures [78].

DNA Complexes with Metal Ions
Clustering of nucleosides triggered by alkali metals has been studied to reveal

magic number clusters, in particular quartets [79–81]. Metal–DNA and metal–NB

ion complexes have been investigated for instance in the group of Rodgers [82–84]

and Salpin [85–88] in order to get insights into the structure, coordination, and

binding energies of these complexes. Several factors must be taken into account

when using ESI-MS to study metal–oligonucleotide complexes. First, sensitivity

may be reduced because of difficulties in removing excess metal salts and because

of the distribution of available ion current among species with different metal

isotopes. High resolution may be required for accurate mass measurements,

because many metals of interest have complex isotope patterns. The resolution

requirements become more stringent while analyzing metal–oligonucleotide

complexes because the ions normally have much higher charges compared to the

metal complexes alone. Finally, metal complexes may be more labile compared to

alkylators, making detection of intact complexes difficult and/or resulting in less

informative MS/MS spectra.

DNA Complexes with Small Molecules
Double-stranded (ds) DNA offers a number of potential binding sites and modes of

non-covalent interactions for small molecules, namely (a) electrostatic interactions

between cationic ligands and the polyanionic backbone of DNA, (b) intercalation of

a planar ring system between adjacent base pairs, and (c) hydrogen bonding

interactions with the bases usually in the minor groove of DNA. There are a number

of examples of drugs or peptides that bind to DNA using combinations of these

binding modes [78, 89, 90]. Detailed examples of application of ESI-MS to study

nucleic acid–ligand interactions can be found in Chap. 9.

Intercalators typically contain a planar ring system and incorporate a positive

charge. These compounds include simple intercalators such as ethidium bromide

and daunomycin, threading intercalators such as nogalamycin, and bis-intercalators

such as ditercalinium [91, 92]. Compounds (distamycin A, DAPI, beneril, Hoechst

33258, or netropsin) that bind in the minor groove normally incorporate small

aromatic ring systems with torsional freedom to allow a twist complementary to

that of the minor groove [93, 94]. AT-rich regions of the minor groove also have a

greater electrostatic potential, thereby strengthening interactions with these ligands,

which also normally contain a positively charged group at one or both ends. Minor

groove-binding ligands typically interact with 4–6 bases, whereas intercalators can
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bind between every alternate base pair. As a consequence of this requirement,

relatively short oligonucleotides (6–8-mers with molecular masses ranging from

~1,800 to 4,500 Da) must be used to observe complexes with low binding

stoichiometries. On the other hand, for DNA duplexes, a sufficiently large number

of base pairs must be present so that the duplex is sufficiently stable both in solution

and in the gas phase. Therefore, typical duplex length for ligand screenings is in the

range of 10–16 base pairs.

The groups of Gross [95, 96], Sheil [89, 91], and De Pauw [92–94] have

investigated the binding of known minor-groove binders and intercalators to duplex

DNA. For instance, de Pauw and coworkers [94] studied the binding of five minor-

groove binders to five different duplexed DNAs that contained 12 base pairs with

varying AT compositions. Four out of the five minor-groove binders (Hoechst

33258, Hoechst 33342, DAPI and berenil) formed 1:2 DNA–drug complexes in

addition to 1:1 complexes. Under the same conditions, Netropsin was observed to

form exclusively 1:1 complexes with DNA, indicating that the 1:2 complexes

observed with the other drugs are specific and not due to nonspecific aggregation.

These investigations also showed that mass spectrometry can be used to assess the

preference of drugs for binding to sequences with subtle difference, such as ATAT

compared with AATT sequences. Greig and Robinson [97] developed the high-

throughput screen DOLCE-MS (detection of oligonucleotide–ligand complexes by

electrospray ionization mass spectrometry). In this approach multiple ligands can

be screened simultaneously against single-stranded and duplexed oligonucleotides

at a rate of 5 min per sample, allowing ~200 samples to be screened in a single day.

DNA and RNA–Protein Complexes
A limitation of ESI-MS lies in its low compatibility with the traditional buffers used

to study biomolecular complexes in solution. Hence, in designing experiments, a

compromise has to be made between the best ESI-MS solvents and the best solvents

for maintenance of the biochemical complex. Volatile salts such as ammonium

acetate or ammonium bicarbonate (often 10 mM up to 150 mM) are commonly

present in solutions used to acquire ESI mass spectra of oligonucleotides and

proteins. The question of salt is also important from the biochemical standpoint.

In vivo, DNA binds to proteins under particular conditions of ionic strength, pH,

and other dissolved solutes. Changes in these conditions may affect properties of

macromolecules such as conformational states of the proteins. The ionic strength

experienced by the complex may be of particular significance when electrostatic

interactions are important for stability. In addition, some proteins are preferentially

stabilized by one counterion over another under identical conditions of ionic

strength.

Recent progresses have been made that allow ESI-MSmethods to be used for the

study of protein–DNA or protein–RNA complexes under relatively mild

desolvation conditions with the use of aqueous buffers at physiological pH closed

to the native solution conditions [98, 99]. Native mass spectrometry has recently

emerged as a new paradigm in ESI-MS [100, 101]. For instance, the group of

Robinson has shown that intact ribosome can be transferred into the gas phase and

mass-analyzed to reveal its structure [102–105].
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2.2.7 Matrix-Assisted Laser Desorption Ionization

2.2.7.1 General Mechanism
In MALDI, analytes are embedded in an excess of matrix consisting of small

organic molecules or fine metal powder [6, 106] absorbing the beam of UV lasers

(to a lesser extent, IR lasers as well). Following absorption of a laser beam by the

matrix, a plume is produced that ejects the analytes above the surface in the vacuum

(Fig. 2.7). The matrix plays several roles. The first one is isolation to prevent

formation of analyte aggregates. In the matrix, analytes are incorporated into the

charge state already existing in the solution, in the presence of their counterions to

ensure neutrality. Laser energy is absorbed by the UV chromophore of the matrix

on a timescale of a few nanoseconds, much shorter than the time required for energy

redistribution by thermal diffusion. Depending on the laser fluence, two physical

regimes can occur. At low laser fluence, neutral and ionic species are individually

transferred into gas phase in a desorption process. When the laser fluence increases,

the matrix layer explodes in an ablation regime and ejects molecular matrix clusters

as well as individual species [107, 108]. The MALDI mechanism involves a large

number of processes occurring on three different timescales. The initial UV excita-

tion ionizes the matrix molecules and ejects free electrons into vacuum. Internal

energy conversion induces a fast heating of the surface leading to the formation of a

plume, normal to the surface. Chemical reactions between ions and neutrals are thus

likely to occur in the expanded plume within a few microseconds as long as there

are collisions. The ion-to-neutral ratio in MALDI is rather low, in the order of

10�3–10�8 [109]. The temperature in the plume is estimated below 1,000 K

[110]. When studying neutral species (MALD), a pellet of carbon is generally

used as matrix. While MALDI is frequently performed with acidic matrixes to

detect cationic species (peptides and proteins), basic matrixes are used to efficiently

abstract protons from the neutral analytes that will be detected as deprotonated

species. In the case of oligonucleotides, the analytes are deprotonated in solution

(pKa ~ 1) and then form salts as the sample crystallizes. The samples are generally

prepared using the “dried-droplet” method; less than 1 mL of the mixed solution of

oligomer and matrix solution at equivalent volume ratio are deposited on the

stainless steel target and dried in air at room temperature.

Fig. 2.7 Schematic representation of the MALDI process (with permission of [6])
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2.2.7.2 MALDI-MS for DNA
In the first years after the introduction of MALDI-MS, the generation of intact

oligonucleotides longer than 8–10 units caused more difficulties with MALDI than

with ESI. Spengler et al. [111] published in 1990 the first mass spectrum of a DNA

octamer. However, a considerably lower quality of oligonucleotide mass spectra

compared to peptide and protein spectra was commonly observed. Extensive ion

fragmentation, far more pronounced in MALDI than in ESI, in addition to the

already described problem of adduction of metal cations, was mainly responsible

for this limitation. Nowadays, MALDI-MS platforms are widely used for instance

in genotyping application [112, 113].

Analyses of non-covalent DNA and RNA complexes often require special buffer

conditions and various quantities of salt, which are not always ESI compatible. The

high salt tolerance and the matrix assistance for ionization give MALDI-MS some

advantage over ESI, in particular with respect to sample preparation [99,

114]. Moreover, because MALDI produces predominantly singly charged ions,

spectra are simplified and Coulomb repulsion which affects the stability of multiply

charged complexes is reduced [115]. In most cases, instrumentation as well as

sample preparation and choice of the matrix has to be very carefully tuned for

detection of macromolecular complexes, because MALDI is known to be less soft

than ESI [116, 117].

Choice of Matrix
Acceptable mass resolution and sensitivity for DNA oligomers of increased size has

been a constant challenge for MALDI-MS. Routine detection of DNA oligomers

larger than 200 bases has usually been problematic because adduct formation and

fragmentation are still major limitations, and hence, development of new matrixes

and MALDI experimental strategies has received much attention in the late 1990s.

The 3-hydroxypicolinic acid (HPA) matrix, introduced in 1993, showed significant

improvement when compared directly with a set of 47 other compounds which

included most matrices used previously [118]. HPA was found to be the best matrix

in terms of mass range, signal-to-noise ratio, and ability to analyze mixed-base

oligomers below 100 nucleotides. Little et al. has further shown a 50-mer DNA

duplex could be even detected with HPA when the samples were prepared at low

temperature [119]. Other matrices such as 6-aza-2-thiothymine (6-ATT) and

picolinic acid (PA) show very good performance, as evidenced by the detection

of oligonucleotides up to 500 bases [120]. 4-nitrophenol was shown to be very

effective for the analysis of large DNA oligomers when a cooled sample stage was

used to prevent the sublimation of this matrix under vacuum [121]. UV laser

desorption from this matrix allowed routine detection of DNA oligomers containing

up to about 800 nucleotides at the picomole level. The effectiveness of this matrix

was further demonstrated by the observation of a double-stranded DNA oligomer

larger than 1,000 base pairs, seen as a denatured single-stranded species, with a

molecular ion mass exceeding 300 kDa.

Mixed matrixes have shown to yield perhaps even better results, for instance

3-hydroxypicolinic acid (HPA) and pyrazinecarboxylic acid (PCA) [122]. With
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respect to reproducibility, resolution, signal-to-noise ratio, and tolerance to metal

salts in DNA analysis, this mixed HPA/PCA matrix is superior to HPA alone. The

mixed matrix solution of 3-HPA/PCA are prepared by mixing saturated solutions of

3-HPA and PCA, in 50 % 0.5 mol/L DAHC plus 50 % acetonitrile, at volume ratios

from 4:1 to 1:4. MALDI-TOF mass spectra with isotopic resolution for DNA

segments up to 10.5 kDa in mass have been obtained. Equally impressive is the

detection of separate ion peaks for both components of a mixture of two 23-mer

DNA segments with a 7 Da difference.

Matrix Additives
Different techniques have been proposed for the suppression of metal-cation

adduction, based on the observation that ammonium salts of oligonucleotides

yield exclusively molecular ions of the free acids in ESI-MS. Several metal cations,

especially Na+ and K+, are ubiquitous. Thus, their possible contact with the analyte

within the last step of the sample preparation, e.g., from the pipette tips or the

sample support surface, must be taken into account. Different techniques have been

proposed for the suppression of metal-cation adduction, mainly based on the use of

ammonium salts [123, 124]. Ammonium acetate was first used to displace alkali

metal ions with NH4
+ in the MALDI experiment by Currie et al. [125]. Since then,

many applications using ammonium salts have appeared with the most successful

being the use of diammonium hydrogen citrate (DAHC) by Pieles

et al. [126]. Ammonium salts are very useful additives since complexed ammonium

ions lose ammonia upon desorption/ionization, leaving protons behind. Li

et al. [127] found that NH4F and (NH4)HF2 show very good performance in

combination with HPA matrices. It was found that, besides the elimination of

multiple alkali-ion adduction onto the molecule-ions, the ammonium salt seems

to play a significant role in enhancing desorption/ionization of intact oligonucleo-

tide molecules. Asara et al. [128] have shown that spermine, used as a comatrix,

results in improved spectra for single-stranded oligonucleotides and that it

eliminates the need for a desalting step when such analytes are under study. This

latter point may be explained by the fact that spermine can form non-covalent

complexes with DNA in solution. Those complexes have indeed been detected both

with ESI [129] and MALDI [130] sources.

The use of H+ ion-exchange resin in situ permitted removal of alkali-metal ions

from the oligonucleotide phosphate backbone, and this gave a gain in sensitivity of

1–2 orders of magnitude compared with previous MALDI methods [131]. In other

cases, when DNA was not significantly contaminated, NH4
+ organic salts as matrix

additives were used to replace alkali metal ions in the polyphosphate backbone

chain. In-line microdialysis has also been used for rapid desalting prior to

MALDI-MS [132]. Other approach to sample preparation is based on the extraction

of DNA out of solution onto a solid surface with an attached DNA-binding

polymer, such as polyethyleneimine or polyvinylpyrrolidone [133]. Binding is

strong enough to sustain washing, and thus, desalting and concentration can be

performed in a single fast step. After removal of the supernatant solution, the

addition of the MALDI matrix material releases the DNA from the surface to
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allow the required co-crystallization on the support. The mass spectrometric

analysis is then performed directly from this support. A similar, fast, efficient

method for desalting for oligonucleotides is the use of solid-phase extraction plates

packed with a reverse-phase sorbent that retains the biopolymer analytes while

non-retained inorganic ions are washed out with deionized water [134].

IR-MALDI and Liquid Matrices
The use of a liquid matrix such as glycerol is known to give better reproducibility,

but since glycerol does not absorb in the UV region, a second component must be

included. For example, the binary mix of 4-nitroaniline and glycerol is effective for

positive and negative-ion formation for oligonucleotides and other biomolecules

[135]. Alternatively, desorption and ionization can be achieved by an IR laser, and

Hillenkamp and coworkers [136–138] have shown that IR-MALDI with a glycerol

matrix gave excellent results for large double-stranded DNA. Very little fragmen-

tation was observed with an IR laser in the high-mass range compared to

UV-MALDI, thus extending the mass limit for IR-MALDI to ca. 500 kDa with a

sensitivity in the subpicomole range and a comparable reproducibility.

2.2.7.3 MS and Fragmentation Processes During the MALDI Step
MALDI is a pulsed ion source that is particularly well suited to TOF mass analyzer,

but can also be associated with ion trapping devices (FTICR, linear or 3D radio

frequency traps, Orbitrap) with longer measurement times than with TOF. For

MALDI-MS of nucleic acids, ion fragmentation, and in particular metastable

decay, is perhaps the most acute problem. With trap-type mass spectrometers, the

measurement time is fairly extended compared to TOF. Typically, ion lifetimes in

the millisecond range are needed for detection in FTICR (ion detection after ten to

several hundred milliseconds). The time scale of in-source-induced fragmentation

monitored by FTICR is significantly longer compared to TOF, where a measure-

ment is typically limited to a few hundred microseconds.

The fragmentation of nucleic acids ions in MALDI-TOF can be classified into

four categories; i.e., prompt, fast, early metastable, and metastable fragmentation.

Fragment ions are usually called prompt, if the corresponding decay time constant

is short or at best comparable to the generation time of the precursor ions (in the

sub-microsecond range). Such fragment ions will have flight times corresponding to

their authentic m/z value. Fragmentation reactions on a time scale slightly longer

than the ion generation time but still short compared to the acceleration time of the

precursor ions (fast fragments) will manifest themselves in a linear TOF as tails of

the fragment peaks towards higher masses because of their energy deficit. If not too

large, this energy deficit will be compensated for by reflectrons, resulting again in a

symmetrical peak shape. The performance of MALDI-TOF can also be consider-

ably improved by combination with delayed ion extraction methods employing

high accelerating voltages, axial ion extraction, and short (μs) extraction delays

[139, 140].

Early metastable fragmentation describes fragmentation reactions with a decay

time constant of the same order of magnitude as the acceleration time of the
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precursor ions (a few μs). The resulting fragment ions will be dispersed over them/z
scale ranging from them/z of the fragment ion to them/z of the precursor ion in both
linear TOF and reTOF, again depending on their formation time. Early metastable

fragmentation is most likely responsible for the limitations of MALDI-MS of larger

nucleic acid molecules [141]. Provided that the decay rate is slow compared to the

acceleration time, a considerable fraction of the ions will decompose in the field-

free-drift region (metastable decays). The resulting fragment ions are frequently

designated as “metastable fragment ions” and travel with the speed of the precursor

ions. They will arrive at the detector of a linear TOF concurrently with the precursor

ions, unless ions undergo another acceleration or deceleration before being

detected. Having the same speed but a lower mass than the precursor ions, they

can be time-dispersed by a reflectron. Clearly, there are continuous transitions

among the four categories of fragmentation and the assignment of ions to one or

the other is not always unambiguous.

A high tendency of oligodeoxyribonucleotide ions to fragment, dominated by

loss of nucleobases, and strongly increasing with increasing molecular mass, has

been addressed in the past as the main problem for UV-MALDI-MS of large

oligonucleotides [142, 143]. Recent progresses have been made for instance by

Karas and coworkers who have shown that under gentle MALDI conditions, it is

indeed possible to detect RNA double strands up to 20 mers [144, 145]. Covalent

stabilization with chemical cross-linking is also a suitable alternative to avoid

extensive dissociation under MALDI conditions [117].

2.2.8 Laser-Induced Liquid Beam Ionization/Desorption

2.2.8.1 General Mechanism
Neutral and ionized biomolecular systems can be directly infused from their natural

medium (water) into the gas phase [146]. Continuous liquid beams can be produced

into vacuum by injection of a liquid through a 10–20 μm aperture in diameter at a

pressure in between 10 and 100 bars leading to a flow speed of 10–100 m/s [147],

much lower than the velocities of rare gas atoms in a supersonic expansion.

Although a large amount of water is introduced in vacuum, the background pressure

in the vacuum chamber can still be maintained in the 10�5–10�6 mbar region by

capturing the liquid beam in a liquid nitrogen trap.

Alcohols are easy to use as solvents, but water may present some difficulties due

to a rapid freezing [148, 149]. The solubilized biomolecular are ejected from the

liquid beam by a pulsed nanosecond infrared laser exciting stretching vibrations of

the solvent (e.g., the C–O stretch vibration of methanol at 9.66 μm or the O–H

stretch vibration of water in the 3 μm region) [150, 151]. This technique is called

LILBID for laser-induced liquid beam ionization/desorption. A first explanation of

the observation of ion ejection from the liquid beam has been given by Brutschy

[152]. In this model the photon absorption induces a very fast nonequilibrium phase

transition beyond the supercritical point, from where the liquid expands explo-

sively. In the decreasing particle density of the rapidly expanding supercritical
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phase, the dielectric constant drops to zero, and the no longer shielded ions and

counterions start to recombine. Only those ions that are too far away from their

counterions escape into vacuum. Preformed ions are detected as the result of an

incomplete ion neutralization process. About 10�5 of the solvated ions in the liquid

escape into vacuum, while the rest being in neutral form. Note that the ion-to-

neutral ratio in LILBID is quite low but within the same order of magnitude of the

one obtained in laser desorption on solid matrices. By varying the IR laser

frequency and power, it is possible to modify its penetration depth in the liquid

beam. Fast neutral clusters are also ejected from the beam surface while slow ones

are ejected from the bulk region inside the beam [153]. An alternative explanation

[154] implies a shock wave produced by the fast energy deposition leading to an

explosive thermal volume expansion. The liquid is then dispersed into very tiny

droplets, too small to sustain more than a single charge. The charged droplets

transfer their charge to the embedded biomolecules. This latter mechanism, “liquid

dispersion model,” seems to provide a better quantitative prediction of the experi-

mental observations [155]. Such a model predicts a linear behavior of the ion yield

as a function of liquid concentration over many orders of magnitude and saturation

at the highest concentrations.

The liquid beam experimental setup of Abel’s group is depicted in Fig. 2.8. The

TOF mass spectrometer operates in the pulsed mode, which enables varying the

delay time Δt between the laser pulse and the pulsed extraction/acceleration

voltages, to monitor the desorption process at different times. The velocity distri-

bution of the desorbed species can thus be determined. Brutschy and coworkers

have shown that non-covalent oligonucleotide duplex can be observed in the gas

phase by LILBID [156]. Furthermore, specific non-covalent complex can be

dissociated by increasing the energy of the desorbing laser pulse.

2.2.8.2 Liquid Microdroplet Versus Liquid Beam
In order to reduce the large consumption of product needed to detect any ions

desorbed from a continuous liquid beam, desorption can be performed on small

droplets directly produced in the vacuum [157]. Note that the same acronym

(LILBID) stands for this droplet method, in which “bead” replaces “beam”. The

main experimental challenge of laser desorption from liquid micro-droplet in

vacuum is to prevent sample evaporation and freezing of the solution. This requires

the generation of droplets at relatively high pressures (not far from 1 atm) and an

efficient differential pumping.

In practice, microdroplets (diameter: 50 μm) are produced by a commercial

piezo-driven droplet generator and injected into a vacuum chamber, through a small

aperture and a differential pumping stage (Fig. 2.9). This droplet generator is

located in a first vacuum chamber maintained at 0.1–0.3 Torr to avoid freezing of

the aqueous solution that contains biomolecules of interest, at desired pH and salt

concentrations. These droplets are ejected from the generator capillary at a speed of

a few m/s, and then pass through one or two skimmers to enter a second chamber

maintained at low backing pressure (10�5/10�6 Torr). There, an IR OPO laser is

fired on the droplets so that laser desorption takes place from the droplets directly
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into high vacuum. The repetition rate can be fixed at the laser frequency, 10 or

20 Hz, and the small amount of solution injected into vacuum allows working with

reasonable pumping rates. The IR OPO desorption laser can be a simple system

(one-stage rotating LiNbO3 crystal pumped by a small YAG laser inside an optical

cavity, delivering few mJ/pulse) that is tuned to an absorption band of the water

Fig. 2.8 (a) Liquid beam setup of the Abel’s group, with laser desorption and time-of-flight mass

spectrometer. Δt is the delay time between the laser shot and the trigger of the pulsed high voltage

of the TOF (with permission of [155]). (b) Evolution of the intensity of the desorbed ions

(cytochrome c) for different delay times Δt (with permission of [154])

Fig. 2.9 (Left) Schematic view of the droplet source of the group of Brutschy: 50 μm droplets are

produced in-demand by a piezo-driven generator and are irradiated in vacuum by a IR pulsed laser

beam. Pictures of the explosion following laser irradiation at different times. (Right) Anion mass

spectra of plasmid pUC19 (2,686 bp, 1.66 MDa, 80 nM) averaged over 200 droplets (with

permission of [160])
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solution at a wavelength around 3 μm. It can operate in ambient atmosphere

(residual water pressure in air does not absorb in the same range) and does not

need bandwidth narrowing because liquid water absorption is broad.

Depending on the laser fluence used to evaporate the solute, non-covalently

bound complex are preserved in the gas phase and partially or fully dehydrated

species are observed [158]. The desorbed ions can then be analyzed by TOF mass

spectrometry. However, this desorption source emits ions with a spherical isotropic

expansion at velocity of around 1,000 m/s with a broad initial energy dispersion,

which reduces the resolving power of the TOF mass spectrometer (about 100 in the

kiloDalton range). Another drawback of this method is the careful control of the

stability of the droplet (in space and time) in the interaction region with the laser. As

reported by Kondow et al. [159], instability in the pointing of the droplet consider-

ably reduces the overall efficiency of the desorption–ionization process down to

few percent per laser shot.

2.2.8.3 Comparison Between LILBID and ESI
Such desorption source keeps the major advantage of the electrospray technique for

which molecules are initially in solution at room temperature. As for ESI, and may

be even more, the soft desorption process allows to study gas-phase non-covalent

complexes under conditions that are expected to be closed to the native ones.

Moreover, the micrometer size of the droplets allows the characterization of very

small amounts of product (down to the picomolar range) that is suitable for

analytical studies. A droplet of 50 μm diameter has a volume of roughly 60 pL.

Brutschy et al. [160] have shown that they were able to detect ions from rather low

solution concentration (μM) leading to an absolute sensitivity in the attomole range.

Note that the droplet generator is connected to a reservoir containing about 1 mL of

solution, which reduces the ultimate sensitivity of this technique deduced from the

volume of a single droplet. It should be stressed that this is a pulsed source with a

theoretical duty cycle of one, because the microdroplets can be produced on

demand at the same frequency as the laser and the mass spectrometry cycle. This

is a main improvement as compared to desorption from liquid beam and ESI, which

yield duty cycles in the range of 10�4 or less when interfaced with pulsed analyzing

lasers and mass spectrometers.

Two of the main drawbacks of the ESI technique are almost suppressed in the

LILBID source. With ESI, biomolecular ions are produced at atmospheric pressure,

and thus need to be injected in vacuum through capillary and/or ion optics which

may induce structural rearrangement and dissociation of non-covalent complexes.

Second, ESI is very sensitive to salt contaminations, and the ions are mainly formed

in high and broad charge states. One of the major advantages of the LILBID

technique is its increased tolerance to pH, salt concentrations, and various solvents

used to dissolve the biomolecules with respect to electrospray. For instance,

membrane proteins, due to their inherent hydrophobic nature, have to be solubilized

by detergents which are not tolerated in conventional ESI source [161]. Laser

desorption from micro-droplets directly under vacuum seems to be an ideal
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technique to produce in the gas phase biomolecules and their complexes under

conditions as close as those encountered in solution.

2.3 Conclusion and Outlook

Because nucleic acids play an important role in a variety of fundamental biological

processes, they have triggered many experimental efforts to vaporize them into the

gas phase. With the advent of the two novel soft ionization methods, ESI and

MALDI, for which Fenn and Tanaka have been awarded by the Nobel Prize in

2002, and the progresses made in the molecular beam community, elegant laser

spectroscopy and mass spectrometry studies can be carried out. An advantage of

gas-phase based techniques is that a given complex can be analyzed in a variety of

different forms, for example, as a function of charge state (anionic, neutral, or

cationic), without or with additional water molecules. Nowadays, using soft desorp-

tion methods like electrospray ion source and laser desorption from microdroplets,

biomolecular systems can be investigated, under carefully chosen conditions in a

controlled environment, close to their native forms in solution. Native mass spec-

trometry has been introduced by the groups of Heck and Robinson as an emerging

and promising technology allowing structural investigation of large biomolecular

assemblies, like protein complexes, viruses, and ribosomes. Many examples have

shown that secondary structures are conserved and that specific binary complexes

are preserved during the desorption process. For DNA, this has been clearly

evidenced for double strands DNA, triple helical DNA, G-quadruplex DNA, and

small molecules targeting specific oligonucleotide sequences in order to control

gene expression.

Progress in these applications was accelerated with the improved sensitivity and

mass accuracy provided by new sources of vaporization of oligonucleotides and

their non-covalent complexes, which is still the focus of active research. However,

despite transferring biomolecules in gas phase is practically routine for mass

spectrometry with ESI and MALDI, in the case of spectroscopy applications,

there is a need for new methods dealing with neutral or cold ionic species.

Yamaguchi has developed a cold-spray ionization source [162], which is a variant

of ESI operating a low temperature, i.e., from �80 to 10 �C, and used for the

characterization of triple and quadruple DNA strands and non-covalent complexes

[163–165]. Some recent improvements have also led to new methods such as

desorption from liquid microdroplets, which could in principle be used also for

the study of neutral DNA species, but the LILBID technology is not yet commer-

cially available. Further developments are therefore anticipated. Because the drop-

let is injected directly into high vacuum, desorption can be performed in front of a

cooling supersonic beam, as it is done for neutrals produced in MALD. The small

size of the droplets is particularly well suited to perform the desorption very close

(1 mm or so) to the exit of a pulsed valve generating a pulsed supersonic cooling

beam of rare gas (Ar, Kr, Xe), without disturbing the supersonic expansion. Finally,

von Helden and coworkers [166] have very recently succeeded in embedding large
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mass-selected ionic peptides (cytochrome c) produced by ESI in liquid helium

droplets. This should pave the way to exciting new applications of mass spectrom-

etry and laser spectroscopy on large, mass-selected, cold biomolecules, including

nucleic acids.

2.4 Summary of Key Concepts

General Concepts

• Molecular beam and supersonic expansion: technique used to transfer in the gas

phase isolated neutral molecular species (bare molecule or cluster) at low

internal temperature.

• Thermal vaporization: slow heating method used to get high vapor pressure of

the molecule of interest in molecular beam.

• Laser desorption: fast heating method for vaporizing molecules (either neutral or

ion) from the solid (or liquid) phase to the gas phase.

• Matrix: used in laser desorption method to absorb the laser light and prevent

fragmentation of the analyte.

• Electrospray: soft ionization method used to transfer ionic species from the

liquid to the gas phase.

• Mass spectrometry applications: mass spectrometers are used to measure the

exact mass of ionic species, to determine the stoichiometry of non-covalent

complexes, and to get the primary structure of large molecular systems with

sequencing methods.

• Spectroscopy applications: laser spectroscopy is used to probe the optical

response of a molecule to the incident light. Could be used for photo-physical

and structural studies and sequencing methods.

Concepts Specific to Nucleic Acids

• Tautomer: molecules, such as nucleobases, having labile hydrogen can be found

in different structures called tautomers. Most known example is the enol–keto

reaction.

• Adduct removal: the phosphodiester backbone of oligonucleotides has a very

high binding affinity for free cations present in solution, which should be

removed during the preparation of the sample.

• Negative ion mode: since oligonucleotides are deprotonated in native conditions,

it is better to work in the negative ion mode of the mass spectrometer.

• DNA fragmentation: some oligonucleotides fragment more easily than peptides

and proteins during the vaporization processes.
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Abstract

Evolution has refined nucleic acids to display well-defined three-dimensional

structures that are functional under aqueous physiological conditions. While the

structure of nucleic acids is well known in solution, it is unclear how nucleic

acids react when transferred to a fully anhydrous environment. Simple physical

chemistry considerations suggest that a heavily charged poly-anion would adopt

fully extended conformations in vacuum, and that multistranded structure would

dissociate, to guarantee that charged residues separate as much as possible to

reduce Coulomb repulsion. However, and quite counterintuitively, a vast amount

of experiments demonstrate that this is not the case and that oligomeric nucleic

acids adopt quite compact structures in the gas phase, which in some cases might

preserve memories of the original conformation in solution. In this chapter, we

review our current understanding of nucleic acid structure in the gas phase.

Keywords

Nucleic acids • Gas phase • Electrospray • Soft Ionization • Mass spectrometry •

Molecular dynamics • Ion mobility spectrometry • DNA • Simulation

A. Arcella • G. Portella

Institute for Research in Biomedicine (IRB Barcelona), Barcelona, Spain

Joint Research Program in Computational Biology, Institute for Research in Biomedicine and

Barcelona Supercomputing Center, Barcelona, Spain

M. Orozco (*)

Institute for Research in Biomedicine (IRB Barcelona), Barcelona, Spain

Joint Research Program in Computational Biology, Institute for Research in Biomedicine and

Barcelona Supercomputing Center, Barcelona, Spain

Department of Biochemistry and Molecular Biology, University of Barcelona, Barcelona, Spain

e-mail: modesto.orozco@irbbarcelona.org

V. Gabelica (ed.), Nucleic Acids in the Gas Phase, Physical Chemistry in Action,

DOI 10.1007/978-3-642-54842-0_3, # Springer-Verlag Berlin Heidelberg 2014

55

mailto:modesto.orozco@irbbarcelona.org


Abbreviations

ESI-MS Electrospray soft ionization mass spectrometry

IMS Ion mobility spectrometry

IVNT In vacuum native structure

XFEL X-ray free electron laser

CCS Collision cross section

MD Molecular dynamics

QM Quantum mechanics

DFT Density functional theory

CCSD(T)/CBS Coupled cluster with single, double, and triple excitation/com-

plete basis set

3.1 Introduction

Nucleic acids are flexible and polymorphic molecules [1–4] . Their spatial configu-

ration is the result of numerous effects: (1) intrinsic conformational restrictions

related to the nature of the backbone; (2) stabilization effects due to nucleobase

stacking (arising for dispersion interaction originated from the overlap of pi-orbitals

of nucleobases), which can amount for around 10 kcal/mol per nucleobase dimer in

the gas phase [5]; (3) stabilization effects linked to hydrogen-bond base pairing

(mostly an electrostatic interaction, which amounts for 12–25 kcal/mol per base

pair in the gas phase [6, 7]; (4) desolvation penalty connected to the poorer

hydration of stacked or hydrogen-bond paired nucleobases compared to the isolated

ones; (5) Coulomb repulsion between phosphate groups; and (6) solvent screening

that reduces the intensity of such electrostatic repulsion. The balance between all

these interactions is crucial to provide enough stability to nucleic acids, but at the

same time to allow them to adopt other conformations required for their biological

actions (replication, transcription, and transduction). It is then clear that an unbal-

ance in these interactions will have a major impact in either the structure or the

functionality of nucleic acids.

Phosphate–phosphate interactions produce very strong repulsion. For example,

simple Coulomb calculations for a canonical B-DNA show that the unscreened

repulsion between phosphates (i.e., gas-phase situation) can be as large as

29 kcal/mol (intra-strand) and 51 kcal/mol kcal/mol (inter-strand). These numbers

even increased for more compact A-RNA structures 32 kcal/mol (intra-strand)

and 59 kcal/mol (inter-strand) and can be even larger in some compact RNA

structures. In a long oligonucleotide, phosphate–phosphate repulsion increases

nonlinearly with the size of the oligonucleotide (see Fig. 3.1) reaching extreme

values even for short chains. Clearly, solvent screening (see also Fig. 3.1) is

crucial to reduce this strong repulsion to levels that can be compensated by

favorable energy terms.
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Simple calculations above help to understand the importance of solvent for the

structure of nucleic acids. Thus, it is known since the early ages of nucleic acids

research that changes in ionic strength or water activity lead to changes in nucleic

acid structure or stability [1–4]. For example, addition of co-solvents, such as

ethanol, leads to a dramatic conformational change between B and A forms in

DNA duplexes [9], high ionic strength is coupled with the B!Z transition in d

(G/C) rich DNA duplexes [10], some divalent ions are very important to stabilize

triplexes [11], and G-quadruplexes display a dramatic loss of stability as a conse-

quence of the reduction in the monovalent cationic concentration [12, 13]. Even

more impressive is that moderate concentrations of some co-solvents of reduced

polarity, such as phenol, pyridine, propanol, or 1,4 Dioxane, lead to the complete

unfolding of duplex DNA [14], while in some cases can stabilize other forms of

DNA [15].

In the light of these considerations, we can be tempted to conclude that the

structure of nucleic acids should suffer dramatically when placed out of high

dielectric solvents, leading to unfolding when placed in the gas phase. This process

is indeed observed in molecular dynamics (MD) simulations of a duplex DNA,

which is instantaneously transferred to the gas phase keeping its solution ionic state

(i.e., the charge state of residues in physiological DNA; see Fig. 3.2). However,

mass spectroscopic studies using mild electrospray vaporization conditions

(ESI-MS) [16–30] provide convincing experimental evidence demonstrating that

nucleic acids maintain some of the solution-phase structural features when trans-

ferred into the gas phase. It is clear, for example, that duplexes, triplexes, and

quadruplexes are in the gas phase in the same oligomeric state found in solution.

Furthermore, even complexes of different DNA structures with small non-covalent

ligands are detected intact in the gas phase (see [16–30] and Chap. 9). This finding

suggests that the some structural determinants (for example, groove geometries and

hydrogen-bonding pattern) modulating the specific ligand–DNA binding in

Fig. 3.1 Representation of phosphate–phosphate electrostatic repulsion for B-DNAs of different

lengths (from 5 to 30 mer) in the gas phase (left) and in physiological conditions (right). Coulomb

potential was used to determine the electrostatic repulsion in the gas phase, while Mehler–

Solmajer potential [8] was used in the case of aqueous simulations
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aqueous solution are somehow conserved in the gas phase. Even more surprising,

ion mobility spectrometry (IMS) experiments suggest that the general shape of

nucleic acids (experimentally measured by the collision cross section [31]) in gas

phase can be close to the expected values in solution, suggesting that contrary to

chemical intuition nucleic acids in the gas phase remain quite compact.

The apparent paradox between experimental observation and theoretical

expectations has drawn the attention of the physical chemistry community for the

last decades. Several groups have tried to determine the nature of the gas-phase

structure of nucleic acids using either experimental or theoretical approaches. The

aim of this research effort is to develop a formalism connecting solution and

gas-phase structures, as seems to be possible for proteins [32, 33]. It seems now

(mid-2013) a purely academic exercise, but we cannot forget that X-Ray Free

Electron Laser (XFEL) experiments [34] are expected to provide three-dimensional

gas-phase structures of complex nucleic acid motifs, which are difficult to deter-

mine by conventional techniques in solution.

Below, we present an overview of our current knowledge on the structure and

physicochemical properties of nucleic acids in the gas phase.

3.2 What Gas-Phase Conditions Do We Want to Model?

3.2.1 The Vaporization Process

In order to model gas-phase experiments with theoretical methods we need to

understand the process followed to transfer molecules from solution to the gas

phase (the vaporization process; see [33, 35], and Chap. 2). In a mild ESI-MS

Fig. 3.2 Evolution of the structure of a short DNA duplex subjected to MD simulation in the gas

phase. Starting structure is that corresponding to the canonical MD structure of the duplex in

aqueous solution. Simulations are done assuming an instantaneous transfer with no water–DNA

proton exchange during vaporization, i.e., DNA charge state in the simulation is that for the DNA

in solution
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experiment, the solution containing the nucleic acids is injected in a capillary whose

tip is placed in front of the mass spectrometer. A difference in electrostatic potential

between the capillary and the entrance of the mass spectrometer is then applied,

generating an electric field in which the ions move towards the counter-electrode

(contrary to proteins, nucleic acids are typically sprayed in the negative mode). This

results in a jet formation and in the emission of charged droplets containing nucleic

acids and solvent molecules. As the droplets move to the counter-electrode, water

molecules are evaporated, which increases the charge density at the droplet surface

up to the Rayleigh limit [33, 36, 37]. This charge density increase induces droplet

fission and the emission of a secondary jet or smaller droplets, whose subsequent

fission proceeds in a way similar to that of the parent drop. Fully dehydrated nucleic

acids are obtained after a few generations of fissions.

The evaporation of solvent from the nucleic acid containing droplets is supposed

to occur following the “charge residue mechanism” [33, 38, 39] for oligonucleotide

strands. Accordingly, solvent migration is gradual and fast until the last solvent

molecule leaves the droplet and the nucleic acids are in a pure gas-phase environ-

ment. During this migration and evaporation process part of the original nucleic

acid charge moves to the solvent in the form of OH- ions, i.e., the nucleic acids

capture protons from the surrounding medium. The final total charge on the

oligonucleotide should correlate then with the solvent accessible surface of the

nucleic acid [27, 37–40]. Analysis of nucleic acids’ ESI-MS spectra shows clear

charge/mass signals that agree well with molecular surfaces similar to those found

in solution [40–43]. However, as the charge increases for a given nucleic acid, its

shape becomes no longer consistent with the folded state.

Mild vaporization processes imply desolvation of the sample and a significant

reduction on the total negative charge on the nucleic acid to a final preferred final

charge [16–30]. If the solution sample contains no significant amount of unfolded

oligonucleotide and is at a suitable ionic strength (typically 100—150 mM ammo-

nium acetate), and if the vaporization is mild enough, then major signals detected

experimentally generally correspond to the preferred charge�1. This observation

implies that the experimental setup and the structural characteristics of the nucleic

acids fix within a narrow range the final charge state of the nucleic acid when it

starts migrating in the mass spectrometer or in the ion mobility spectrometer. Ion

mobility spectrometry is particularly important because this technique will provide

information on gas-phase structure of nucleic acids.

3.2.2 Ion Mobility Spectrometry

In classical ion mobility spectrometry, dehydrated nucleic acids are forced to move

in a chamber filled with inert gas at a given density. The drift velocity (v), which
determines the time interval a given nucleic acid takes to arrive to the detector,

depends linearly on the electric field and the intrinsic mobility of the

oligonucleotide:
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v ¼ KE, ð3:1Þ
with K being the mobility and E the external field. The oligonucleotide mobility

depends on its mass and charge, but also its shape and size modulate the kinetic

energy lost by collision against the inert gas particles in the drift tube (see Fig. 3.3).

In the low field limit, the mobility can be determined by the Mason–Schamp

equation [44]:

K ¼ 3

16
N0

q

N2

2π

μkT

� �1
2 1

Ω
, ð3:2Þ

where N is the gas number density, N0 is the gas number density at standard

temperature and pressure, q is the ion charge, μ is the reduced mass (μ¼mM/(m
+M ), where M is the mass of the gas and m is the mass of the ion), k is the

Boltzmann constant, T is the gas temperature, and Ω is a standard property related

to the molecular surface that is exposed to collisions with the inert gas in the drift

tube [31]).

The exact thermodynamic conditions during the vaporization and the ion migra-

tion are not known exactly, hindering the comparison between experimental results

and theoretical calculations (for a deep discussion on this topic, we address the

reader to [33] and references therein). For example, the effective temperature of

ions in the vaporization chamber is difficult to determine, since vaporization is an

endothermic process that tends to reduce the effective temperature. All these

considerations cannot be ignored when comparing the structural information

obtained from simulations with observables derived from ESI-MS experiments,

Fig. 3.3 Schematic representation of migration of a nucleic acid in a drift tube during an ESI-MS

experiment: (a) folded and unfolded conformations display different collision cross sections (σ,
represented by the irregular shape enclosed in an ellipsoid). (b) The collision cross section depends

also on the orientation of the nucleic acid with respect to the drift vector. Other determining factors

include the convexity of the nucleic acid surface. Inert gas molecules are displayed as red spheres
when collisions between the gas molecule and the oligonucleotide are expected (leading to a

reduction of nucleic acid mobility) and as blue spheres otherwise
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since the degree of uncertainties does not allow for a straightforward comparison of

experiments and simulations.

3.3 What Does Gas-Phase Structure Mean?

3.3.1 Introduction

Gas-phase experiments used to be quite fast, ranging from the extremely rapid

femtosecond-scale XFEL experiments to the 1–10 ms timescale of a typical

ESI-MS or IMS experiment [33, 45]. Furthermore, the absence of the lubricant

effect of water and the strong unscreened interactions typical of the gas phase

results in a very rugged conformational landscape for most biomolecules. It is then

very unlikely that, except for very small and flexible oligonucleotides, the structure

in solution has had time to rearrange itself into the most stable conformation in the

gas phase, i.e., the true gas-phase minimum [32, 33] (Fig. 3.4). In other words,

structural information derived from gas-phase experiments (assuming mild vapori-

zation conditions) refers always to local minima close to the “solution native state,”

which will be in most cases a metastable conformation with lifetimes longer than

the experimental measuring time. The fast nature of ESI-MS measurements allows

us to obtain information of transient structures that are closer to the native structure

in solution than the real gas-phase absolute energy minimum. The question is not

whether or not the absolute gas-phase minimum is close or far from the solution

structure (probably it is very distant), but how far the “solution-like” gas-phase

minimum is from the real “solution minimum.”

In the case of proteins, a proteome-scale study [32] suggested that the gas-phase

structure detected in ESI-MS experiments is in general very close to the solution

conformation for most protein folds. The same study also demonstrates that the

“solution-like” gas-phase structure maintains well the main structural

characteristics of the fully solvated protein, allowing fold recognition programs to

assign correctly the structure to the real solution conformation. It also demonstrates

that aqueous MD simulations starting from the “solution-like” gas-phase minimum

converged very quickly to the absolute minimum in solution. In other words,

protein structure resists well vaporization conditions, and 1–10 ms after vaporiza-

tion, it still maintains a conformation close to that in aqueous solution.

Can we extrapolate these results obtained for proteins to multiply charged

nucleic acids? Nucleic acids display often non-globular conformations where

structural perturbations can be transmitted with great efficiency. We are certainly

far from having a complete atlas of the gas-phase structure of nucleic acids, but we

have both theoretical and experimental information on the impact of vaporization

on some canonical nucleic acid structures (see below).
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3.3.2 The Ionic and Charge State of Nucleic Acids

As noted above, native ESI-MS major signals correspond to a narrow number of

charge states (see Fig. 3.5). In fact, at least for canonical duplex structures, the main

charge state can be generally approximated from the solvent accessible surface area

of the nucleic acid structure in solution [41–43, 46], and higher charge density

typically signals unfolded nucleic acids.

Determining the population of charge states, i.e., the different charge substates

existing within a given charge state as a consequence of different titration of the

oligonucleotide, is much more complicated. Assuming (which might be in some

cases a strong and risky assumption) that the reduction in total charge from solution

to gas-phase values is achieved by neutralization of the titrable groups, we find that

for a specific ionic state the number of different charge states is given by

Ntot ¼ m!

n! m� nð Þ!½ � , ð3:3Þ

Fig. 3.4 Schematic representation of the conformational landscape of a macromolecule in

solution (blue) and in the gas phase for (1) low charge density (in magenta) and (2) in a high

charged density (in green). In the case of low charge density (magenta) the macromolecule can be

trapped in a local minimum, quite compact and not far from the “solution native state,” termed in
vacuum native structure (IVNS). This minimum is very sharp, and accordingly partially (A),

totally (U) extended or alternative compact structures are not explored in the millisecond timescale

of the experiment. Under high charge conditions (green) the Coulomb repulsion is so large that the

macromolecule escapes from the “solution native state” minimum and explores a myriad of

extended conformations. Adapted with permission from Meyer et al. [33]
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where Ntot is the number of possible charge states,m is the number of titrable groups

and n is the number of protons required to reach the final charge state. Thus, for the

12-mer duplex signal shown in Fig. 3.5 (in blue), assuming that only phosphates are

titrable, we have 52,668 different ways to distribute the charge, and even for the

single-stranded d(GA)9 oligonucleotide, we can predict up to 2,380 different charge

substates for the most probable charge state. These combinatorial figures explode

for longer oligonucleotides; for example, for the 18-mer triplex of charge�6 shown

in Fig. 3.6, we have in the order 1012 different charge substates (even when

assuming that the cytosines of the Hoogsteen strand in the triplex are protonated).

From ESI-MS experiments alone it is unclear which distribution of charge

substates coexists for a given charge state. We can assume that solvent and buffers

present in solution are the main sources of protons for the partial neutralization of

phosphates and that such a titration happens during droplet evaporation, mostly at

easily accessible phosphates. A reasonable assumption is that the main charge

distribution just after the vaporization is the one that minimizes the Coulomb

repulsion in the solution structure of the nucleic acid [41–43, 46]. Such charge

distribution can be easily determined by using standard optimization routines (e.g.,

a Monte Carlo procedure). However, it is unclear: (1) what is the distribution of

charge along the sequence in cases of (quasi) degeneracy and (2) whether or not the

charge distribution evolves with time. With respect to the first point, it is likely that

several charge substates coexist for a given charge state, and accordingly, attempts

to simulate nucleic acids in the gas phase should account for such diversity [41, 47].

Fig. 3.5 Representative ESI-MS spectra obtained for d(TC)6 d(GA)6 (ratio 2:1) and d(TC)8
d(GA)8 (ratio 2:1) in acidic conditions that favor the formation of d(TC)6-d(GA)6 · d(TC)6 and

d(TC)8-d(GA)8 · d(TC)8 12-mer and 18-mer triplexes. Note that there is always a dominant signal

(�6 for 12-mer and �7 for 18-mer) and dispersion in the ionic state detected is rather small. Data

recorded by Gabelica using a Synapt G1 HDMS traveling wave ion mobility mass spectrometer.

Figure taken with permission from [41]
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The problem of the time dependency of the distribution of charge substate is very

complex, since it is related to the relationship between charge localization and the

molecule geometry. In principle, the distribution of charge substates obtained at the

end of the desolvation (loss of water and ammonia molecules) might change

completely when the nucleic acids reach the detector, and this will likely impact

nucleic acid structure.

In a partially anionic DNA fragment, the negatively charged phosphates are

likely to be the strongest base accessible to proton capture, while the neutral

phosphates are in turn the strongest acids. In fact, in MD simulations of nucleic

acids in the gas phase, we have systematically found that the most prevalent

Coulomb interaction is that between neutral and anionic phosphates (see and

example in Fig. 3.6a), a result that is not surprising considering the strength of

these interactions in the gas phase as determined from quantum mechanical

calculations (see Fig. 3.6b).

Based on the results shown in Fig. 3.6 and the discussion above, we can predict

that most of the variations in charge distribution will occur via proton transfer

between neutral and protonated phosphates. As shown in Fig. 3.7 the kinetics of this

process (as determined from the kinetic barrier of proton transfer) are extremely

dependent on the phosphate–phosphate distance. For short distances, we can reach

Fig. 3.6 (a) Example of

interactions between neutral

and protonated phosphates

sampled during MD

simulations of gas-phase

DNA. (b) Energy profile for

the distance dependence of

the neutral anionic phosphate

contact, as determined from

DFT level calculations. Note

the very large magnitude of

the unscreened (phosphate–

phosphate)� interaction
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the paradigm of the “low barrier hydrogen bond” [48], which would imply ultrafast

(diffusion controlled) proton transfer between the two phosphates. However, size-

able energy barriers appear for the most accessible phosphate–phosphate distances.

Furthermore, once proton transfer takes place, a pseudo-symmetrical situation is

reached, where reverse proton transfer is expected to be often faster than the

dissociation of proton donor and acceptors—rearrangement that might yield to

major conformational changes in the DNA (see Figs. 3.6 and 3.7). Thus, proton

transfer should have reduced structural impact.

3.3.3 The Theoretical Representation of Nucleic Acids in the Gas
Phase

High-level quantum mechanical (QM) calculations allow a full characterization of

the constituent elements of nucleic acids. State-of-the art Coupled-Cluster (with

single, double, and triple excitations) calculation using complete basis set (CCSD

(T)/CBS) has characterized the structure and interaction of, for example,

nucleobases [5, 7] in the gas phase (mostly hydrogen bond and stacking) with a

level of accuracy similar or even better to that reachable by experiments.

Extensions to capture higher order excitations and relativistic effects are expected

to reduce the error in key experimental observables as the interaction energy to a

negligible 1.5 % [49].

By using high-level QM calculations theoreticians have been able to find

fundamental differences between the properties of nucleic acid components in

Fig. 3.7 Energy profiles for proton transfer between two phosphate groups at fixed donor–

acceptor distances. The lowest energy value of the three profiles was used as reference to rescale

the curves. The barrier for proton transfer is sizeable at an interatomic distance of 0.266 nm

(around 5 kcal/mol, red curve), corresponding to a separation where the interaction energy of the

two fragments reaches its global minima (at 0.45 nm separation between phosphorous atoms; see

Fig. 3.6). Larger donor–acceptor separations result in even larger transfer barriers (blue curve).
Only at very short donor–acceptor distances the proton transfer is barrierless (black curve). The
calculations were carried out at the DFT level of calculation (B3LYP/6-31 +G(d,p))
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solution and in the gas phase, originated from the tendency of solvents like water to

favor electron and nuclear arrangements with high polarity compared to the

gas-phase situation [8]. For example, in the gas-phase hydrogen bonds are

reinforced, favoring compact arrangements [8, 50, 51]. Less intuitively, but very

important, desolvation can produce a change in the tautomeric preferences of

nucleobases [50, 52–55], which results in a change in the hydrogen-bonding

patterns. For example, cytosine, which adopts a keto-amino form in aqueous

solution, moves to an enol-amino form when transferred to the gas phase [53],

which will favor pairing with adenine instead of guanosine, highlighting a potential

mechanism for spontaneous mutation.

QM calculations are then extremely powerful to define the real nature of nucleic

acid constituents in the gas phase. They are accurate, but also very costly, and

cannot be applied in the study of real (biologically relevant) nucleic acids, which

are expected to adopt a myriad of conformations and that need to be explored from a

dynamic rather than static point of view. Thus, most theoretical studies on nucleic

acids have been dealt with using classical mechanics, particularly molecular

dynamics (MD), a technique that with current computers can be used to study

dynamics of medium-sized oligonucleotides in timescales close to those of the

experimental ones.

When using classical MD simulations, nucleic acids interactions are reproduced

by means of a simple empirical force field that was typically parameterized with a

combination of gas phase and solution data. The movements of the system are then

determined by integrating corresponding Newton’s equations of motion, in either

the constant energy or constant temperature ensemble. Even the need to use small

time steps (in the order of femtoseconds) for numerical integration of Newton’s

equations of motion we can now simulate the evolution of nucleic acids in the gas

phase for multi-microsecond periods, considering different charge states and

substates, obtaining structural information that can be directly compared with

experimental one (see below).

We cannot forget, however, the dramatic simplifications assumed in these

calculations which hampers their reliability: (1) we assume that force fields

calibrated to study nucleic acids in solution are valid also in the gas phase; (2) we

explicitly assume that no intramolecular proton transfer occurs during the simula-

tion; and (3) we need to assume an ensemble (constant energy or constant tempera-

ture) for our calculations, which might not fit exactly with the real nature of the

experiments.

3.4 Gas-Phase Structures of Different DNA Families

3.4.1 Single-Stranded DNA

Single-stranded DNAs in the gas phase have been studied experimentally by several

authors [56, 57], but there are not many theoretical works, due probably to the

difficulty in determining a reasonable starting conformation for the oligonucleotide
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before vaporization. Available data (references above) show a dramatic dependence

of the shape of the oligonucleotide on the protonation state, which is detected as

sharp variation in CCS. A basic modeling exercise suggests that at low charge states

single-stranded oligos adopt a globular like conformation, while at high charge state

extended (but not completely extended) conformations are populated. A reasonable

selection of the phosphates to be protonated [56] to reach gas-phase total charge

seems crucial for reproducing experimental shape observables. Overall, available

data suggest that, under mild electrospray conditions, single-stranded

conformations in the gas phase are diverse and more compact than expected from

the need to reduce phosphate–phosphate repulsions.

3.4.2 The Duplex DNA

Under mild ESI-MS conditions the DNA duplex is maintained in the gas phase [18,

20, 21, 28, 29], with the two strands bound together. MD simulations (see Fig. 3.8)

[42, 58] suggest that DNA structure in the gas phase displays a more extended

conformation than in aqueous solution, giving structures that resemble the elon-

gated C-form of DNA [3] or mechanically stressed DNAs [59, 60]. Clearly, reduc-

tion of Coulomb repulsion in anionic phosphates is one of the main factors behind

the gas-phase-driven distortion of DNA duplex.

Several MD simulations of various DNA sequences at different temperatures

and neutralized using different schemes provide similar pictures of duplex DNA in

the gas phase: the two strands are firmly joined by a multitude of electrostatic and

van der Waals contacts (see Fig. 3.8). Despite the evident large distortions, the

gas-phase DNA maintains a clear memory of its original conformation in solution,

with an overall helical geometry, sugar conformation mostly in the South-East

region, and around 84 % of nucleosides in the anti region [3]. The gas-phase

structure shows an extensive pattern of hydrogen bonding (30–50 % at 448 K and

60–90 % of those found in water at room temperature), but while in Watson–Crick

pattern represents nearly 100 % of the detected hydrogen bonds in aqueous solution,

it only accounts for a fraction of those hydrogen bonds detected in the gas phase,

mostly localized on C · G pairs. Stacking is extremely prevalent in the gas phase and

is not limited to that found in canonical duplexes in solution, since many alternative

stacked clusters, including T-shape and triads, are detected. Finally, analysis of

individual trajectories reveals that the duplex DNA also maintains a good memory

of its flexibility in solution, and contrary to our original expectations, the gas-phase

DNA is not a random coil, but it is found as a limited ensemble of structures sharing

common conformational characteristics and a pattern of flexibility similar to that

found in solution.

One of the most visible structural changes in the DNA is the corruption of groove

geometry (Fig. 3.8), emerging mostly from the formation of phosphate–phosphate

hydrogen bonds and from the change in the pattern of nucleotide interactions. It can

be then expected that small ligands binding DNA through the grooves will not resist

vaporization and will dissociate from the duplex when the groove geometry is
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altered. However, as detailed further in Chap. 9, not only groove-binder complexes

resist vaporization, but also the relative ratio of bound/unbound ESI-MS signals

correlates with the binding free energy of the ligand–DNA complex in solution.

Gas-phase MD simulations [43] show that the high flexibility of DNA allows it to

wrap fast and tightly around the groove binder, capturing it and hindering its

diffusion.

3.4.3 The Triplex DNA

ESI-MS experiments were the first to show that under mild conditions triplexes do

not dissociate in the gas phase [23], keeping structural signatures that allow it to

make specific non-covalent interactions [22, 25, 27]. More recent accurate CCS

measurements on GA triplexes strongly suggest that triplex DNA maintains a

compact structure in the gas phase [41]. In the same communication, very extended

(sub-millisecond) MD simulations allowed us to characterize the nature of triplex in

the gas phase [41]. The excellent agreement between experimental and MD-derived

CCS values confirms the quality of the theoretical models, which were quite robust

to the exact details of the experimental setup.

The structure of triplex DNA in the gas phase is rigid, very far from a random coil

model assumed for an unfolded oligonucleotide. Structural drifts in the 1–30 μs range
are generally small, indicating that conformational rearrangements in the DNA are

small and slow in the gas phase, confirming our suggestions that ESI-MS

experiments are detecting a long-lived metastable conformation not far from the

solution structure. Even after 60 μs of MD simulation the solution triple helix motif

can be recognized (Fig. 3.9). Interestingly, the overall structure shows a degree of

Fig. 3.8 Schematic

representation of Dickerson

dodecamer after 1 μs of MD

simulation in aqueous

solution (left) and in the gas

phase using simulation

conditions as those explained

in [42]
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compactness not too different to that found in aqueous solution (for example,

theoretical CCS for aqueous solution: (14.3� 0.5) nm2, theoretical CCS in the gas

phase: (13.3� 0.4) nm2, experimental CCS in the gas phase: (13.3� 0.4) nm2;

gas-phase values computed or determined from the MD structure considering a

�7 charge). Desolvation disrupts many native interactions, but even at the end of

our longest trajectories there is a very significant amount of native contacts (for

example, around 31 % (Watson–Crick) and 24 % (Hoogsteen) of hydrogen bonds

are preserved at the end of 18-mer gas-phase simulations). Many nonnative contacts

are formed to stabilize and rigidify the triplex in the gas phase. Thus, for the studied

poly(GA) triplex, in addition to the usual (phosphate–phosphate)� contacts we also

detect a significant number of strong ionic contacts between protonated (Hoogsteen)

cytosines and anionic phosphates, which surely help to make structure more rigid

than those found for duplex DNA in the gas phase.

3.4.4 The G-Quadruplex DNA

Quadruplexes are compact structures mostly formed in poly-guanine tracks, where

four guanine stand in a plane forming Watson–Crick and Hoogsteen hydrogen

bonds [1–4]. G-tetrads are also stabilized by strong interactions with small mono-

valent ions, which are placed in the central channel coordinating the carbonyl

oxygens that are pointing to the interior [1–4, 12, 61–64]. Experimental evidences

Fig. 3.9 Schematic representation of 18-mer poly(GA) triplex after simulation in aqueous

solution (left) and gas phase (middle) under conditions discussed in [41]; see also text. Structural

details at the right illustrate some specific interactions detected (top: a (phosphate–phosphate)�

contact and bottom: a phosphate(�)–cytosine(+) contact)
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collected by different groups [16, 17, 19, 23, 30] strongly suggest a very significant

maintenance of the quadruplex DNA structure in the phase. For example,

Vairamani and Groos [30] found already 10 years ago mass spectrometry signals

corresponding to the thrombin binding aptamer (a short antiparallel quadruplex)

tightly bound to monovalent ions in the gas phase, suggesting a certain preservation

of the G-quadruplex structure. De Pauw and coworkers [23] studied different

G-DNAs by mass spectroscopy finding signals that agree with those of a stable

quadruplex. In the same work [23] the authors also found that non-covalent

complexes of quadruplexes with porphyrins resist vaporization, suggesting again

significant structural conservation. Bowers and coworkers [19] measured the CCS

of G-DNA quadruplexes in the gas phase finding values that agree with a compact

structure in the gas phase, consistent with those expected for the solution structure.

Using IR spectroscopy, Gabelica et al. [65] found carbonyl stretching signals which

could be explained only if these groups remained hydrogen bonded in the gas phase.

More recently, gas-phase UV spectral data have supported the maintenance of clear

structural signatures for DNA quadruplexes in the gas phase [66] and direct

evidences of the role of cations in stabilizing quadruplex structure in the gas

phase [67] (see also Chap. 5). Altogether, the experimental evidence clearly

suggests that quadruplex DNA can maintain an unusually large number of structural

signatures of the structure in solution.

Extensive MD simulations of different G-DNA quadruplexes confirmed that

the G-quadruplex core is extremely resistant to desolvation (Fig. 3.10) [46]. In

fact, despite a slight overall compaction, gas-phase structures cannot be easily

distinguished from solution conformations. Particularly, canonical hydrogen

bonds and stacking are fully preserved, and contrary to the situation found for

duplex and triplex DNAs the groove geometry of G-quadruplexes is not much

altered in the gas phase. ESI-MS signals indicate that cations are tightly bound to

G-quadruplex nucleic acids in the gas phase. Interestingly, MD simulations of

G-quadruplexes at low charge states suggest (in agreement with experimental data

[46, 67] that the removal of ions from the central channel leads to compact

structures, which then deviate from the experimental conformation in solution.

No MD simulations have been done, to our knowledge, for G-quadruplexes in

highly charged state, but it is expected that in this case, unfolded extended

conformations will be populated [46, 67].

Fig. 3.10 Average structures

of a short (two steps)

G-quadruplex in aqueous

solution (top) and in the gas

phase (bottom). Ion in the

central channel is shown as a

sphere (blue Na+; green K+).

Gas-phase structures were

considered with a total charge

of �3. Figure adapted from

[46] with author’s permission
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3.5 Conclusion and Outlook

Nucleic acids are highly charged polymers with well-defined structures in aqueous

solution. Most of these well-defined structural motifs are surprisingly retained in

the gas phase for significant periods of time (at least in the millisecond range). It is

unlikely that the experimentally detected gas-phase structures correspond to the

true minima in vacuo; these are probably trapped metastable conformations that are

not very far from the solution structure. Experimental data and MD simulation

results for different DNA motifs suggest that the degree of structural distortion due

to vaporization decreases from duplex to triplex and finally to DNA

G-quadruplexes. Ionic contacts involving neutral and charged phosphates are

very prevalent and probably crucial to stabilize compact structures in the gas

phase. However, there are a myriad of other favorable interactions contributing to

nucleic acid stability in the gas phase. Such interactions were already present in

solution, but their topology and intensity have drastically changed in vacuum:

stacking interactions and noncanonical hydrogen bonds (for example, phosphate–

phosphate contact, nucleobase–sugar, etc. . .) are largely increased, while canonical
hydrogen bonds become decreased (see for example Figs. 3.8 and 3.9).

All the information presented above is centered in DNA, and in fact there is not

much information on the structure of RNA in the gas phase. How much of the data

obtained for DNA is transferable for RNA is unclear and probably depends on the

nature of the RNA. We can speculate that canonical RNA helices will behave

similar to the corresponding DNA ones, while perhaps large RNAs displaying

complex 3D arrangement can show a behavior in the gas phase more similar to

that of proteins. Clearly, future systematic work is required to answer these

important questions.

Experimental and theoretical methods have worked in perfect synergy for nearly

one decade, helping us to better understand the nature of nucleic acid structure in

the gas phase, its relationship with solution conformation, and the underlying

physicochemical reasons that prevent nucleic acid structures to be completely

disrupted when transferred to a high vacuum. As ever more powerful technologies

become a reality, such as XFEL, new exciting discoveries are likely to be made,

which will open novel paths for the young and emerging field of “structural biology

in the gas phase.”

3.6 Summary of Key Concepts

General Concepts

• Electrospray ionization-mass spectrometry (ESI-MS) experiments are a power-

ful technique to characterize biomolecules.

• ESI-MS experiments take advantage of the charged nature of biopolymers, such

as proteins and nucleic acids, to obtain information on their geometry, shape, and

oligomeric state.
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• Both computational and experimental studies have shown that protein structure

resists vaporization conditions and that even after significant amounts of time

(millisecond scale) after complete desolvation they still maintain a conformation

close to that found in aqueous solution.

• The stability of solution structures of nucleic acid in the gas phase depends

drastically on their oligomeric state.

Concepts Specific to Nucleic Acids

• Nucleic acids maintain the memory of their structure in solution when trans-

ferred into the gas phase during a mass spectroscopy experiment at mild

electrospray vaporization conditions.

• The effect of phosphate groups’ protonation during the evaporation process

significantly decreases the net charge of the nucleic acids. This reduction in

total charge lowers the Coulomb repulsion and it is crucial for the stability of

DNA in vacuum.

• Computational studies on nucleic acids in the gas phase show that the structure

of most nucleic acids appears in general distorted, but the most important

interactions, such as hydrogen bonds and stacking interactions, are partially

preserved, and the nucleic acids maintain a clear helicity.

• The order of structural distortion due to vaporization is duplex> triplex>G-

quadruplex.
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Interactions Between Nucleic Acid Ions
and Electrons and Photons 4
Steen Brøndsted Nielsen

Abstract

This chapter deals with nucleic acid ions and their interactions with electrons

and photons in the gas phase based on the many different experiments that have

been performed relating to this topic within the last 10 years. The fragmentation

caused by electron attachment to anions is discussed, and the role of hydration is

touched upon. Photoelectron spectroscopy has established the electron binding

energies of mononucleotide anions, dinucleotides and larger strands. These are

significantly lower than the thresholds for electron-induced electron detachment

from anions. Thresholds were measured from electron scattering experiments

and product ion masses from mass spectrometry. The site of electron removal is

either the base or the phosphate group, and it is likely different for

photodetachment and electron detachment. Work has not been limited to anions

only, but cations have also been studied. Neutral reionisation of protonated

nucleobases has shed light on the lifetime of the neutral intermediate species,

which was found to be significantly different to that of the temporary nucleobase

anion formed in collisional electron transfer to nucleotide anions. Dissociative

recombination experiments involving oligonucleotide monocations have

demonstrated that there are certain electron kinetic energies where the cross

section for the formation of neutral species is high (resonances), and in closely

related electron-capture dissociation experiments on multiply charged cations,

the actual fragmentation channels were obtained. Both for oligonucleotide

anions and cations, formation of radicals by loss and capture of electrons,

respectively, largely governs the dissociation patterns. This is of high relevance

for sequencing. Finally, gas-phase absorption spectroscopy has revealed

differences in absorption between mononucleotides, single strands, double

strands and quadruplexes, which is related to the electronic coupling between

two or more bases.
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Abbreviations

DEA Dissociative electron attachment

DR Dissociative recombination

DSB Double strand break

ECD Electron capture dissociation

EDD Electron detachment dissociation

EPD Electron photodetachment dissociation

ETD Electron transfer dissociation

FTICR Fourier transform ion cyclotron resonance

HOMO Highest occupied molecular orbital

IC Internal conversion

SSB Single strand break

UV Ultraviolet

VDE Vertical detachment energy

4.1 Introduction

Ultraviolet (UV) light or ionising radiation can be hazardous for living organisms,

either directly or indirectly. Nucleic acids strongly absorb UV light in the UVC

range of the solar spectrum (<290 nm) with a maximum at 260 nm, the excitation

being a direct ππ* transition in the base [1–3]. However, they are surprisingly

photostable except for the formation of cyclobutane pyrimidine dimers [4–6] that

can lead to cancer if not enzymatically repaired. Photoexcited single bases rapidly

convert electronic energy into harmless heat which may have been important for

their evolutionary selection as the carriers of genetic information [7–9]. Photodisso-

ciation of isolated mononucleotide ions in vacuo occurs on the microsecond

timescale [10] and can therefore not compete with vibrational cooling in water

(few picoseconds) [7]. The situation is, however, more complicated and less

understood for strands due to electronic coupling between two or more bases in

the excited state [7–9, 11–13]. Indeed, the quantum dynamics for photoexcited

strands is up for much current debate, with the role of charge-transfer states and

their lifetimes being particularly unclear. It is an open question whether DNA

affords self-protection against UV light.
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Another cause of radiation damage is the formation of secondary species by

ionisation of, for example, water. Thus, ionising radiation (β-, x- or γ-rays)
produces free secondary electrons in living cells with energies between ~1 eV

and 20 eV [14, 15] that are able to induce genotoxic damage such as single and

double DNA strand breaks. This was first demonstrated by Huels, Sanche and

co-workers [16] from exposing plasmid DNA on a surface held under ultrahigh

vacuum to an electron beam of variable and well-defined energy (Fig. 4.1). The

DNA samples were relatively dry and contained only structural water molecules,

and the phosphate groups likely had counter ions or protons closely bound to them

(overall the samples were neutral). At energies well below the ionisation threshold,

it is evident that the electrons induced substantial damage to the DNA caused by

rapid decays of transient molecular resonances localised on the DNA’s basic

components.

In other work, Sanche and co-workers [17] found that even lower-energy

electrons produced single strand breaks (Fig. 4.2) with a sharp peak at 0.8 eV and

a broader feature centred at 2.2 eV. The shape of the curve is very similar to those

obtained from dissociative electron attachment (DEA) cross section measurements

on nucleobases in vacuo reported by several researchers [18–24]. Radiation damage

of DNA and RNA seems therefore to originate from attachment of low-energy

electrons to nucleobases. The formed radical anions induce chemical reactions that

lead to strand breaks. In agreement with this, Simons and co-workers [25–29]

concluded based on extensive theoretical calculations that the most likely pathway

is electron attachment to base π* orbitals followed by sugar–phosphate C–O σ bond

scission as this dissociation process occurs with the lowest barrier height (ca. 0.5

Fig. 4.1 Quantum yields per

incident electron for the

induction of double strand

breaks (DSBs) (a), single

strand breaks (SSBs) (b) and

the loss of DNA supercoiled

form (c) in DNA solids by

low-energy electrons versus

incident electron energy.

Taken from [16] [Copyright

permission: a prize is

asked for]
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eV) compared to those for others (e.g. sugar-base N–C bond breakage). As the C–O

bond stretches, the electron promptly moves via a through-bond transfer process

from the base π* orbital through the vacant orbitals of the intervening deoxyribose

to the C–O σ* orbital [28]. Interestingly, base π-stacking was found to increase the

barrier thereby lowering the rate of SSBs [26]. Both the theoretical and experimen-

tal data relate to neutral samples in which there are no negative charges from

ionised phosphate groups. Taken together, the studies nicely demonstrated how

the interpretation of results obtained on solid DNA samples was aided by results

from gas-phase experiments and theory on simple model systems.

A full understanding of the interactions between nucleic acids and light or

electrons is nontrivial because of the large complexity of DNA and the

complicating role of the nearby environment (water molecules or counter ions). A

reductionist approach has therefore been taken by many and resulted in studies on

small DNA building blocks such as single bases (as mentioned above),

mononucleotides or smaller oligonucleotides isolated in vacuo. In this chapter

results from such experiments will be presented, and the focus is on charged species

that can easily be made by electrospray ionisation (see Chap. 2) and investigated by

mass spectrometry techniques. While a connection or importance of many of the

results to “real” biology is still to emerge, they are of immediate relevance for the

determination of the sequence of bases in oligonucleotides, are of fundamental

interest to physical chemists and are used to benchmark theoretical calculations.

The hope is that isolated strands in vacuo will serve as good models to bridge the

gap between gas-phase studies of single bases and solution-phase studies on DNA.

This chapter is organised in the following way: First, results on electron attach-

ment to nucleotide ions (both anions and cations) are presented. This section is

followed by a description of electron scattering and electron detachment

experiments on negative ions. Next photoelectron spectroscopy and absorption

spectroscopy on negative ions are discussed. Finally, the status of the results

Fig. 4.2 Quantum yield of

DNA SSBs and double-strand

breaks as a function of

incident electron energy. The

inset shows the percentage of
SSBs versus time for 0.6 eV

electrons. Taken from

[17]. Copyright (2004) by

The American Physical

Society
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obtained so far is given. It should be said that the chapter focuses more on electron

interactions than on light interactions, which will be covered by Chap. 5 in this

volume and in another volume in the same series (by J.M. Weber, J. Marcum and

S. Brøndsted Nielsen) dedicated to spectroscopy of the nucleic acids in gas phase.

Also fragmentation reactions of nucleic acids in gas phase are only briefly discussed

here, as they are presented in Chap. 6.

4.2 Electron Attachment to Nucleotide Ions

Experiments have been done for both anions and cations, the former possess one or

more negatively charged phosphate groups and neutral bases while the latter have

one or more protonated bases and phosphoric acid groups. The two polarity cases

are discussed separately.

4.2.1 Anions

The attachment of free electrons to nucleotide anions in vacuo is prevented by the

long-range Coulomb repulsion between the two collision partners. It relies on

electron tunnelling through the repulsive Coulomb barrier, which occurs with low

probability (Fig. 4.3). To circumvent this obstacle, Hvelplund, Brøndsted Nielsen

and co-workers [30, 31] instead did high-energy collisions between monoanions

and alkali metal atoms, e.g. sodium and caesium. The latter act as electron donors

due to their weakly bound s electrons. An ion accelerated to 50 keV kinetic energies

moves with a velocity of about 105 m/s and passes by an atom within a few

femtoseconds. In this interaction time, there is a finite probability for electron

transfer to occur. The energy levels of the anion are Stark shifted as a result of

the electric field of the sodium (or caesium) cation facilitating resonant electron

transfer at large impact parameters. The collisional electron transfer process is to a

good approximation vertical as the nuclei do not have time to move during the brief

encounter. Popularly speaking, the so-formed fast-moving dianion leaves the

sodium ion behind before the electron realises that it is unfavourable for it to be

on the anion. However, now it is trapped as it has to tunnel out through the repulsive

Coulomb barrier, which occurs with low probability, just as for the opposite process

discussed earlier for the interaction between the anion and a free electron. A similar

more well-known situation is alpha particle decay.

In this way, electron transfer to mononucleotide and larger oligonucleotide

anions was successfully done [32]. An example illustrating the product ions pro-

duced in collisions between AMP anions (adenosine 50-monophosphate,

i.e. deprotonated AMP molecule) and sodium is shown in Fig. 4.4. For comparison

the spectrum obtained with neon as the collision gas is also included in the figure.

Neon has a similar geometrical cross section to that of sodium, but its high

ionisation energy prevents it from participating in electron transfer; hence, peaks

of similar magnitude seen in both the Na and Ne spectra are due to collision-
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induced dissociation not involving electron transfer. Evidently, the oxygen loss

channel significantly increases in importance from Ne to Na, which is indicative of

dissociative electron capture. It is unclear which oxygen is lost, and whether the

loss is due to electron attachment to a base π* orbital or to the phosphate P¼O π*
orbital, though the latter is highly unfavourable due to the Coulomb repulsion from

the negative charge.
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Anion - electron distance R 

dianion

Fig. 4.3 Potential energy

between a monoanion and an

electron as a function of their

separation. At short distances

there may be either stable

(<0) or unstable (>0)

electronic states due to the

favourable attraction between

the electron and the nuclei. At

larger distances, the curve

follows Coulomb’s law,

14.4 eV Å/R
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Fig. 4.4 Spectra obtained

after high-energy collisions

between AMP anions (m/z
346) and neon (a) and sodium

(b) and between dAMP

anions (m/z 330) and sodium

(c). The inset in (c) shows the

region around half the m/z of
the dAMP anion for collisions

between dAMP anions and

neon (blue curve) or sodium
(red curve). Taken from [32]
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There is a small but discernible sharp peak at about half the m/z of the parent ion,
which is only seen in the Na spectrum. A similar result was found for the dAMP

mononucleotide (deoxyadenosine 50-monophosphate) (Fig. 4.4c). These findings

indicate that dianions are formed. The extra electron is located in an antibonding

covalent orbital on the nucleobase and is predicted to be unbound. Experiments

done with higher mass resolution and accuracy show that the dianions are actually

dehydrogenated. Hence, electron capture is followed by rapid loss of a hydrogen

atom (within the few microsecond travel time to the analyser). Experiments on

deuterated ions confirmed this conclusion and revealed that the origin of the

hydrogen is a heteroatom (Fig. 4.5) [33], either a nitrogen (NH2) of the adenine, a

sugar oxygen (OH) or a phosphate oxygen (POH). Deuterated ions were formed by

dissolving the nucleotide in a solution of D2O, CD3OD and CH3COOD for

electrospray ionisation and carefully saturating the region around the electrospray

needle with heavy water to prevent back exchange during electrospray. Only

hydrogens bound to heteroatoms are exchangeable in such experiments. Loss of

hydrogen from the phosphoric acid group seems highly unlikely as doubly

deprotonated AMP cannot be made by electrospray ionisation because the Coulomb

repulsion between two nearby negatively charged oxygen atoms would be too large.

Furthermore, experiments on all eight mononucleotides (AMP, CMP, GMP, UMP,

dAMP, dCMP, dGMP, dTMP) revealed strong differences in the cross section for

formation of dehydrogenated ions from transient dianions, which indicates that the

base plays a key role. Cross sections were determined by varying the pressure of

– 1.5 – 1 – 0.5

Dm/z

0

a

b

c

d

Fig. 4.5 Narrow scan mass

spectra in the region of the

dianion formed in collisional

electron transfer experiments

between sodium atoms and

AMP anions containing

different numbers of

deuterium. Zero corresponds

to the intact dianion.

(a) AMP�. (b) d1-AMP�.
(c) d2-AMP�. (d) d3-AMP�.
The more deuterium in the

initial monoanion, the larger

is the peak corresponding to

loss of D compared to loss of

H. Reprinted with permission

from [33]. Copyright 2004,

AIP Publishing LLC
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sodium atoms. A clear linear correlation between the cross section and the number

of NH hydrogens in the base was found, and an extrapolation to zero NH hydrogens

gave a zero cross section (Fig. 4.6), which is in strong support of the hydrogen loss

originating solely from the NH base groups. Thus, nucleotides with thymine or

uracil bases have the lowest cross sections while those with guanine have the

highest, and nucleotides with cytosine or adenine are in between. Also there is no

difference between RNA and DNA nucleotides, which implies that substitution of

the OH on C20 with H is unimportant.

These findings are in full agreement with the work done by Desfrançois, Scheier,

Farizon, Märk, Illenberger and co-workers [18–24]. They measured the outcome of

resonant attachment of low-energy electrons (0–3 eV) to isolated nucleobases as a

function of electron energy and found that electron attachment promptly led to

hydrogen loss in addition to the formation of a multitude of small fragment anions.

Several resonances were identified. From isotope-labelling studies, it was

established that NH was the site of dehydrogenation (Fig. 4.7) [24]. The reaction

is driven by the large electron affinity of the dehydrogenated radical. Finally, it is

worth mentioning that dissociative electron attachment to deoxyribose leads to

dehydrogenation but as a minor channel [34].

Next, the role of hydration on nucleotide anions was considered from collisional

electron transfer experiments on nanosolvated AMP anions [35]. Spectra for

AMP�(H2O)10 and AMP�(H2O)16 are shown in Fig. 4.8. Peaks that correspond to

a distribution of hydrated [AMP – H]2� dianions are clearly seen. In all cases,

electron transfer induces loss of hydrogen and loss of some or all of the water

molecules. Careful calibration experiments were carried out to confirm that hydro-

gen loss had indeed occurred. Interestingly, the cross section for formation of

dehydrogenated dianions increased with the number of water molecules m in the

initial cluster (Fig. 4.9). Hence, the damage of the nucleotide was smallest for the

bare nucleotide (m¼ 0) and more than fifty times larger for m¼ 16. This contrasted

with high-energy collision-induced dissociation experiments that showed that the

intact AMP anion would survive when surrounded by enough water molecules as

evaporation of the water molecules would cool the ion [36]. On the other hand, for

electron capture the energy of the dianion state is lowered by hydration thereby

0 1 2 3
0.0

0.1
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Å

2 )

Number of nitrogen hydrogens
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DNA nucleotide

Fig. 4.6 The cross section

for formation of

dehydrogenated

mononucleotide dianions as a

function of the number of NH

hydrogens (1, 2, or 3). Uracil

and thymine (1), cytosine and

adenine (2) and guanine (3).

Reprinted with permission

from [33]. Copyright 2004,

AIP Publishing LLC
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Fig. 4.7 Dissociative

electron attachment to

deuterium-labelled thymine

(C–D) induces selective loss

of hydrogen from NH at low

electron energies. Taken from

[24]. Copyright (2004) by

The American Physical

Society

Fig. 4.8 Mass spectra

obtained after collisions

between sodium atoms and

either AMP�(H2O)10 or

AMP�(H2O)16. The numbers

label the number of water

molecules attached to the

dehydrogenated dianion,

[AMP – H]2�. Reprinted with

permission from

[35]. Copyright 2008, AIP

Publishing LLC
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lowering the energy defect of the collisional electron transfer process rendering it

more likely.

Finally, it is worth to point out that nucleobase anions can be generated by a

supersonic expansion nozzle ion source or through electron transfer collisions

between the bases and laser-excited Rydberg atoms as demonstrated by Bowen

and co-workers [37] and Desfrançois and co-workers [18], respectively. The extra

electron is dipole bound by about 0.1 eV or less and is located in a huge and diffuse

orbital at the positive end of the molecule’s permanent dipole moment. However, as

beautifully shown by Bowen and co-workers [38] through photoelectron spectros-

copy of the uracil anion, a dipole bound-to-covalent state transformation occurs

after just one water molecule is bound to the anion (Fig. 4.10). Dipole-bound anions

exhibit a single, strong, narrow feature at very low electron binding energies in

contrast to valence anions that give broad bands due to structural differences

between the anion and its corresponding neutral. The water molecule stabilises

the covalent anion more than the dipole-bound one as the former has a denser

excess electron distribution. With xenon attached both dipole-bound and covalent-

like features were seen while in the case of argon and krypton only dipole-bound

forms are present (Fig. 4.10).

4.2.2 Cations

Collisional electron transfer experiments have also been performed for protonated

nucleobases. Since neutrals are produced, reionisation in a second collision is

necessary for mass spectrometric detection. This is done after deflection of all

ions from the beam by an electric field, cf., neutral reionisation (NR) mass spec-

trometry. Figure 4.11 shows +NR+ spectra obtained by Wyer et al. [39] using

caesium and molecular oxygen as electron-donating and electron-stripping gases,

respectively, for the five protonated nucleobases. While dehydrogenated cations

were clearly observed, intact cations were also measured. It implies that some
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neutralised species survive the 2 μs flight time between the two collision cells. This

is in clear contrast to the fact that neutral bases in nucleotides promptly lose

hydrogen after electron capture.

Multiply charged oligonucleotide cations have also been subjected to electron

capture dissociation (ECD) [40–43] and electron transfer dissociation (ETD) [44]

Fig. 4.10 Photoelectron

spectra of (a) U�, (b) U�(Ar),
(c) U�(Kr), (d) U�(Xe) and
(e) U�(H2O) recorded using

2.540 eV photons. U uracil.

Reprinted with permission

from [38]. Copyright 1998,

AIP Publishing LLC
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experiments. The former ions recombine with low-energy electrons in the cell of a

Fourier-Transform Ion Cyclotron Resonance (FTICR) instrument while the latter

ions react with atomic or molecular anions, often fluoranthene anions, in an ion trap.

The preferred site of neutralisation is the protonated nucleobase and not the P¼O

bonds [43, 45]. Schultz and Håkansson [40] showed that ECD followed by infrared

heating caused extensive fragmentation of charge-reduced oligonucleotide cations.

Of particular importance cleavage of carbon–oxygen bonds at different sides of an

inter-residue phosphate group occurred to produce sequence-specific fragment ions.

Likewise, Smith and Brodbelt [44] found that ETD followed by low-energy CID

provided better sequence coverage than CID alone and a decrease of base loss and

internal fragments. Base loss is a low-energy dissociation channel, and it therefore

dominates CID. For large oligonucleotides base loss is rather uninformative and

undesired, at least when it comes to establishing the oligonucleotide sequence.

Similar experiments on oligonucleotide duplexes resulted in specific backbone
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Fig. 4.11 +NR+

(i.e. conversion of cations to
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spectra resulting from high-
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cleavages with conservation of weak non-covalent bonds, which is of importance

for probing higher-order structures [44].

Finally, Tanabe and co-workers [46] have bombarded mononucleotide and

oligonucleotide cations with electrons in an electrostatic ion storage ring (vide

infra). Here the rate of formation of neutrals is measured at well-defined electron

kinetic energies (Fig. 4.12). The authors found an increased yield in the formation

of neutrals at a collision energy of about 4.5 eV in the case of d(A2), d(G2), d(C2), d

(GA) and d(AC) DNA dinucleotides and longer strands, and to a lesser extent for d

(T2), whereas no such resonances were observed for mononucleotides and for

Fig. 4.12 Rates for the formation of neutral species for singly protonated mononucleotides and

dinucleotides versus electron energy. Reprinted from [46], Copyright 2006, with permission from

Elsevier
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dinucleotides containing one thymine base. These results indicate that the incoming

electron excites an electronic state at 4.5 eV that involves two stacked bases, i.e. a

delocalised state. The electron thereby loses its kinetic energy and gets captured by

the cation. Molecular dissociation likely follows (cf., dissociative recombination,

DR). These bumps in the production rates of neutrals become even more pro-

nounced when one or more protons are replaced by sodium ions (Fig. 4.13) [47],

which is likely ascribed to conformational differences between protonated and

sodiated nucleotides.

4.3 Electron Scattering and Detachment Experiments

Mononucleotide and oligonucleotide anions have been subjected to electron scat-

tering experiments using electrostatic ion storage rings that benefit from easy

storage of heavy ions. In such experiments, ion bunches are injected into a ring

where they circulate due to bending in electrostatic deflectors. In one side of the

ring, the ions interact with an electron target, either in crossed beam (ELISA set-up)

[48, 49] or in merged beam (KEK set-up) [50, 51] configurations (see Fig. 4.14).

The advantage of using a storage ring for these experiments is that the ions move

with high velocities so that the relative energy (Er) between the two collision

partners can be finely controlled and varied. Best resolution is obtained in the

Fig. 4.13 Rates for production of neutral particles in collisions between electrons and [M+ n Na

– (n–1) H]+ dinucleotide cations where M is d(G2) (a), d(A2) (b), d(T2) (c) and d(C2) (d). The rates

for protonated dGMP and dAMP are also included. Reprinted from [47], Copyright 2008, with

permission from Elsevier
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merged beams configuration. At high enough relative energies between the two

collision partners, electron detachment may occur to produce neutral fragments, or

the ions may become electronically excited also leading to dissociation. The

interaction between the incoming electron and the anion is much shorter than

vibrational or rotational periods, and the detachment process is therefore vertical.

The electron must overcome the Coulomb repulsion to cause detachment, which

implies that there is an effective threshold two to three times larger than the vertical

detachment energy of the anion. For atomic anions, the relation between the

threshold energy and the VDE is Eth¼ 21/4 VDE3/4 (in atomic units) [52].

The yield of neutral species is measured as a function of relative energy to

produce curves like the ones shown for AMP� and UMP� in Fig. 4.15 [48]. The

cross section has a smooth energy dependence and can be described by a simple

classical model introduced by Andersen and co-workers [53] for atomic anions,

σ¼ σ0 (1 – Eth/Er) where σ0 is a constant. The model assumes the anion to be

spherically symmetric and hence has its limitations for molecular anions. As it is

Fig. 4.14 Electrostatic ion storage rings for electron scattering experiments. In the Aarhus set-up

(ELISA, top) ions cross a beam of electrons that are guided by a magnetic field. Neutral products

are detected by a detector positioned at the end of the straight section. In the KEK set-up (bottom)
the ion and electron beams are instead merged. Taken from [48, 51]. Copyright (2004) by The

American Physical Society and # Published under CC BY-NC-SA licence in Journal of Physics:

Conference Series by IOP Publishing Ltd
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evident from the figure, curves based on this model can be reasonably well fit to the

data. The larger polarisability of molecular anions compared to atomic ones

implies, however, that the threshold is at higher energies than that predicted from

the equation above. In other words, the electrons of the molecular anion avoid the

incoming electron by relocating themselves in the electric field set up by the

incoming electron, and as a result more energetic incoming electrons are needed

to induce detachment [54]. This is seen for the mononucleotides where the

measured threshold energy is 12� 1 eV while the predicted value based on the

equation above is about 10 eV (VDE¼ 6.05 eV for dAMP [55]).

Resonances are sometimes superimposed on the simple detachment curve and

are signatures of the population of short-lived dianion states [56]. The electron

tunnels through the Coulomb barrier with a higher probability if there happens to be

a state at the kinetic energy of the electron. The dianion lives for a very short time

(femtoseconds) before it breaks apart, thus higher cross sections for neutral produc-

tion are seen. Such resonances were, however, not identified for the two

mononucleotides.

Fig. 4.15 Cross sections for

the production of neutral

species in interactions

between mononucleotide

anions and electrons as a

function of the electron

energy. Top: AMP adenosine

50-monophosphate. Bottom:
UMP uridine

50-monophosphate. The

curves are based on a simple

classical model that only

depends on the vertical

detachment energy of the

anion and the electron energy.

Taken from [48]. Copyright

(2004) by The American

Physical Society
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Tanabe and co-workers [57] studied oligonucleotide anions, both singly and

multiply charged, up to four negative charges and reported production rates of

neutral species as a function of electron energy (Fig. 4.16). They found that the

threshold for electron detachment increased in steps of about 10 eV starting from

about 10 eV for the singly charged ion. The thresholds seen for the monoanions are

similar to those measured for the mononucleotide anions described above. The

authors explained their findings based on the collective excitation of all valence

electrons of the bases and the sugar-phosphate backbone (plasmon state), and this

excitation energy was calculated to be about 10 eV somewhat dependent on the

length of the oligomer. The authors noted that the experimental threshold energies

approximately agree with the 10 eV excitation energy multiplied by the charge

state, which implies that the electron would excite a larger number of plasmon

quanta the higher the charge state. Further support for this idea was not given.

It is, however, clear that the larger the charge state of an anion, the more difficult

it is for the electron to approach and penetrate the repulsive Coulomb barrier, and

higher electron energy is therefore needed to cause excitation or electron detach-

ment. Brøndsted Nielsen, Andersen and co-workers [58] also did electron scattering

experiments on doubly charged anions, Pt(CN)4
2� and Pt(CN)6

2�, and found that

the threshold is simply shifted up by a factor equal to the square root of the charge

state (i.e. 21/2) compared to that of corresponding monoanions. This does not seem

Fig. 4.16 Production rates of

neutral species formed after

interactions between

oligonucleotide anions and

electrons as a function of the

electron energy. The charge

states of the x-mers are given

on the figure, where x is the
number of nucleotides.

Sequences are (a) d(TG),

(b) d(ATG), (c) d(ATGC),

(d) d(ATGCTG), (e),

(f) d(ATGCATGC),

(g) d(ATGCATGCTG),

(h) d(ATGCATGCATGC),

(i) d(ATGCATGCATGCAT).

Taken from [57]. Copyright

(2004) by The American

Physical Society
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to be enough by itself to explain the increase in threshold with charge state for the

oligonucleotide anions.

The storage-ring experiments did not provide information on the dissociation

channels after electron detachment or excitation. Mass spectrometric identification

of the product ions formed after electron detachment dissociation (EDD)

experiments on multiply charged oligonucleotide anions was done by Håkansson

and co-workers [42, 43] using a FTICR instrument. They found that more informa-

tion on the sequence of nucleobases is obtained from such experiments than from

collision-induced dissociation due to cleavages of the phosphodiester backbone

with no preceding base loss. Complete sequencing is achieved and has enhanced

sensitivity compared to ECD of oligonucleotide cations under similar conditions.

There is no apparent nucleobase effect, and as direct detachment occurs, it is

therefore likely from the deprotonated phosphate backbone. This contrasts with

photodetachment experiments, which are described below. Electron

photodetachment followed by collision-induced dissociation (EPD) also provides

good sequence coverage [59]. Similar to ECD, EDD and EPD may disrupt covalent

bonds and preserve non-covalent ones in the dissociation of duplexes containing

two non-covalently bound strands.

Work by McLuckey and co-workers [60, 61] suggests that odd-electron oligo-

nucleotide anions gives less base loss than even-electron species under similar

activation conditions. However, the fragmentation behaviour may depend on how

the radical anions are produced (ETD, EDD, photodetachment or collisional elec-

tron detachment [62]) due to differences in whether the electron is detached from

the backbone or from the nucleobase [61].

4.4 Photoelectron Spectroscopy

Wang and co-workers [55] reported the first photoelectron spectra of singly charged

DNA nucleotide anions (Fig. 4.17). The spectra of dAMP�, dCMP� and dTMP�

are similar: They have a spectral onset at about 5.4 eV with broad and continuous

spectral features. The spectrum of dGMP� on the other hand displays a weak and

well separated band at much lower binding energies while the spectrum at higher

energies is similar to those of dAMP� and dCMP�. Mononucleotides of adenine,

thymine and cytosine have electron binding energies slightly above 5 eV while that

of [dGMP–H]� is 0.7 eV lower. Likewise, di- and trinucleotides containing guanine

had lower electron binding energies than other strands. The HOMO is therefore on

the guanine base (π orbital) and not on the phosphate group. In contrast, it was

concluded that electron detachment takes place from the phosphate group for the

other three mononucleotides. Dinucleotides and trinucleotides were found to have

higher adiabatic detachment energies than mononucleotides. The work clearly

established that guanine has the lowest ionisation energy in oligonucleotides, and

therefore that guanine would serve as the oxidation site in DNA damage.

Weber et al. [63] did photoelectron spectroscopy experiments on multiply

charged oligonucleotide anions (dB5)
4� (deprotonated four times), where B¼A
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or T, and they observed that the adenine strand was much less stable with respect to

electron loss than the thymine one. (dA5)
4� actually has a negative electron binding

energy, and its existence is due only to the repulsive Coulomb barrier that prevents

immediate electron loss.

In recent exciting work, Vonderach et al. [64, 65] have developed a new

instrument that allows for conformer-selective photoelectron spectroscopy by com-

bining an electrospray ionisation source, an ion mobility cell, a quadrupole mass

filter and a magnetic bottle time-of-flight photoelectron spectrometer. In the case of

highly negatively charged oligonucleotides, their work provided evidence for two

Fig. 4.17 Photoelectron

spectra of deprotonated

20-deoxy-
50-deoxymononucleotide

anions at 157 nm (7.866 eV).

(a) dAMP–, (b) dCMP–,

(c) dGMP– and (d) dTMP–

(d ). Taken from

[55]. Copyright (2004)

National Academy of

Sciences, USA
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classes of structures: one where the excess electrons are localised at the

deprotonated phosphate backbone sites and the other where there is at least one

deprotonated base in addition to several deprotonated phosphate groups. Ions

belonging to the latter class were shown to have the lowest electron binding energy

ascribed to the deprotonated base.

4.5 Gas-Phase Absorption Spectroscopy

Absorption spectroscopy of isolated mononucleotide anions in vacuo has been done

by Weber and co-workers [66], and similar experiments on oligonucleotide anions

were done by Brøndsted Nielsen [67], Gabelica [59, 68, 69] and their co-workers.

As an example the spectra of the dAMP mononucleotide and (dA4) oligonucleotide

anions are shown in Fig. 4.18. These were obtained from the yields of

photofragment ions in the case of dAMP and photoneutrals in the case of (dA)4
as a function of excitation wavelength. The spectral shapes are quite similar, but the

monomer displays an absorption band with maximum at 253 nm while that of the

oligomer is slightly blueshifted (by 3 nm) to 250 nm. Such a blueshift has been

predicted by theory and is ascribed to the electronic coupling between stacked

adenine bases [71]. Thus, the electronic coupling of two bases leads to two new

excited state wavefunctions (exciton states) that have energies that are shifted up

and down by the same amount relative to the excited state of an isolated monomer.

According to theory, the higher exciton state has a larger oscillator strength

compared to the lower one, explaining the blueshifted absorption. Excitation to

such states may be involved in the DR of oligonucleotide cations as discussed

earlier, demonstrating a link between photoexcitation and electron bombardment

experiments.

It is also noteworthy that the two gas-phase absorption bands are shifted towards

the blue by about 10 nm compared to the recorded spectra of the ions dissolved in

water. A similar shift has been observed for the adenine base itself [72], and the

shift is therefore not linked to screening of the negative charges in bulk water.

Gabelica and co-workers [59, 66, 67] studied larger multiply charged DNA

strands and obtained absorption spectra based on electron photodetachment cross

sections, that is, they recorded the yield of the product ion with one less electron as

a function of excitation wavelength. Their work indicated that the base is the site of

detachment. Guanine has the lowest ionisation energy of the bases, and indeed,

guanine strands were found to have the highest electron detachment yields. Theo-

retical calculations on dinucleotide monophosphates show that the HOMO is

located on the base not only for guanine but also for adenine, cytosine and thymine

[66]. Hence base excitation triggers electron detachment, clearly demonstrating a

link between absorption and electron detachment. Interestingly, the authors also

found that internal conversion (IC) could compete with electron detachment, which

was evidenced from the formation of fragment ions that are typically formed from

vibrationally excited ions. Brøndsted Nielsen and co-workers [67] also

demonstrated ultrafast IC even for singly charged strands where the photon energy
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was higher than the electron binding energy; hence, it seems important to establish

the competition between electron detachment and IC as a function of excitation

energy as the absorption spectrum based on electron detachment would be skewed

if this ratio changes with wavelength.

In other work also based on electron photodetachment, Rosu et al. [69] found

that duplexes and quadruplexes displayed redshifted absorption bands compared to

the corresponding single strands, and such spectroscopy could therefore be useful to

obtain information on folding motifs.

4.6 Conclusion and Outlook

The study of DNA/RNA ions, isolated in vacuo, and their interactions with

electrons and photons has been a very active research area in the last 10 years.

Detailed information at the molecular level has been obtained on, e.g. base dehy-

drogenation and the origin of the lost hydrogen, electron binding energies, absorp-

tion band maxima and the electronic coupling between two or more bases in the

excited state. The role of hydration was investigated for the formation of

dehydrogenated mononucleotide dianions and for the dipole-bound-to-covalent-

state transition in nucleobase anions. The field has taken advantage of the develop-

ment of new advanced instrumental set-ups such as electrostatic ion storage rings

that were used by physicists and chemists in collaborative work. Threshold electron

energies needed for electron detachment of singly and multiply charged anions

were measured in electron scattering experiments, while dissociative recombina-

tion experiments on cations revealed a high formation of neutral species at certain

electron energies (resonances). Advances in mass spectrometry and electron-

induced dissociation methods have shown that nucleic acid sequencing is best

achieved by the formation of radical species that undergo breakages of

phosphodiester bonds. These methods also hold great promise for the elucidation

of conformational structures as non-covalent bonds can be preserved while covalent

Fig. 4.18 Absorption

spectra of (dA)4 and dAMP in

vacuo and in aqueous

solution. Blue circles: (dA)4
anions in vacuo [67]. Grey
points: dAMP anions in vacuo

[66]. Blue curve: (dA)4 in
solution. Red curve: dAMP in

solution. Each spectrum is

normalised to the band

maximum at ca. 250 nm (gas

phase) and ca. 260 nm

(solution phase). Reproduced

from [70] with permission

from The Royal Society of

Chemistry
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ones are broken. More work in the future on partially hydrated nucleic acid ions

would be interesting to bridge the physics of bare ions with that of solvated ones

and thereby increase the relevance to the biophysical situation. Further studies on

the importance of counter ions would be useful to better mimic the real biological

environment. Finally, the link between geometric structure and electronic structure

is one that deserves much more exploration.

4.7 Summary of Key Concepts

General Concepts

• The Repulsive Coulomb Barrier prevents direct electron attachment to anions.

• Electron attachment or electron detachment results in radical-driven

fragmentation.

• Electronic structure is linked to the folding motif.

• Instrumental set-ups used are mass spectrometers, electrostatic storage rings and

ion mobility spectrometers.

Concepts Specific to Nucleic Acids

• Electrons induce damage to nucleotide ions.

• Electron attachment to nucleobases causes dehydrogenation.

• Solvation of bare ions results in spectral shifts in the absorption.

• Microhydration and counter ions play roles on electron attachment and/or

detachment.

• Photoelectron spectroscopy provides information on electron binding energies

and location of highest occupied molecular orbital.

• There are differences in the absorption between single bases, single strands,

duplexes and quadruplexes isolated in vacuo.
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Gas-Phase Spectroscopy of Nucleic Acids 5
Valérie Gabelica and Frédéric Rosu

Abstract

We describe here frequency-resolved gas-phase spectroscopy of nucleic acids.

Frequency resolved means that the effect of photons on the nucleic acid

molecules is measured as a function of the photon frequency. The present

chapter is primarily focused on experimental aspects, and intended as a compass

to navigate a rather interdisciplinary field. Indeed, gas-phase spectroscopy

usually combines photonics, mass spectrometry (when ions are detected), and

theoretical chemistry. Although theory is of prime importance for the inter-

pretation of the results, as it is the comparison between experimental and

theoretical energies of the resonance transitions that allow the structural inter-

pretation of the experimental spectra, extended discussion of theory levels will

not be provided here, but relevant literature will be indicated along the text. We

will cover rotational, vibrational, and electronic spectroscopy from isolated

nucleobases to oligonucleotides and nucleic acid higher-order structures.
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Abbreviations

CD Circular dichroism

CID Collision-induced dissociation

CLIO Centre Laser Infrarouge d’Orsay

FELIX Free-Electron Lasers for Infrared eXperiments

FTICRMS Fourier transform ion cyclotron resonance mass spectrometry

IC Internal conversion

IP Ionization potential

IR Infrared

IRMPD Infrared multiple photon dissociation

IR-UV Infrared-ultraviolet double resonance spectroscopy

IVR Intramolecular vibrational energy redistribution

LA-MB-FTMW Laser ablation molecular beam Fourier transform microwave

spectroscopy

LIF Laser-induced fluorescence

NMR Nuclear magnetic resonance

PD Photodissociation

R1PI Resonance-enhanced single-photon ionization

R2PI Resonance-enhanced two-photon ionization

REMPI Resonance-enhanced multiphoton ionization

S0 Electronic ground state

S1 First electronically excited state

UV Ultraviolet

UVMPD Ultraviolet multiple photon dissociation

UV-UV Ultraviolet–ultraviolet double resonance spectroscopy

Vis Visible

VUV Vacuum ultraviolet

5.1 Introduction

Molecular spectroscopy is the study of the interaction between electromagnetic

radiation (or commonly speaking, “light”) and molecules. The electromagnetic

spectrum ranges from γ (gamma) rays to radio waves. We will concentrate here

on the gas-phase spectroscopy methods that study the interaction between electro-

magnetic radiation and electronic, vibrational, and rotational states of molecules

(Table 5.1). Spectroscopy brings information on the structure of the molecule.

Electronic, vibrational, and rotational states are each quantized, and the differences

in energy between states depend on the molecular structure, i.e., the atom’s

positions. Due to the resonance phenomenon, the interaction of a molecule with

electromagnetic radiation is stronger when the energy of the radiation matches the

energy difference between two states.
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Spectroscopy is a widely used biophysics method to characterize nucleic acids in

solution. Examples of typical IR absorption spectra and UV absorption spectra are

shown in Figs. 5.1 and 5.2, respectively. Solution-phase spectroscopy is very easy

to carry out with bench-top instruments nowadays, yet its structural interpretation is

not always straightforward, for several reasons:

1. Some regions of the spectra may be obscured by the predominant signal of the

solvent or buffer. This is illustrated by the H2O and D2O bands in the IR spectra

of Fig. 5.1. To cover the whole range of structurally interesting bands, actually

two spectra in the two solvents must be recorded.

2. The frequency of resonances may shift due to the solvent. In the case of IR

spectroscopy, this can for example be due to hydrogen bonding of exposed bases

with water: a C¼O bond will be weakened when H-bonded to H2O, and its

frequency or wavenumber will diminish. Solvent-induced shift of the electronic

transitions frequencies is also a common phenomenon, called solvatochromism.

In electronic spectroscopy, because the polarities of the ground and the excited

states may differ, the energy difference will be influenced in the presence of a

polar solvent like water. Hypsochromism is a shift to higher wavelength, the

blue side of the visible spectrum, also called “blue-shift,” and in electronic

spectroscopy it indicates that the ground state is more polar than the excited

state. Bathochromic is a shift to lower wavelength, or “red-shift,” and indicates

that the electronic excited state is more polar than the ground state. The terms

blue-shift or red-shift are widely used, beyond solvatochromism and visible

spectroscopy (i.e., these terms are also encountered in UV or IR spectroscopy).

Table 5.1 Electromagnetic spectrum and modes of resonant interaction with molecules

Molecular resonances

Wavelength

(λ)
Wavenumber

(¼1/λ)
Frequency

(υ¼ c/λ)

Photon

energy

(E¼ hυ)

Vacuum

ultraviolet

(VUV)

Higher electronic states

and ionization potential

10–200 nm 106–

50,000 cm�1
30–1.5

PHz

124–6.2 eV

Ultraviolet

(UV)

Electronic states 10–400 nm 106–

25,000 cm�1
30 PHz–

750 THz

124–3 eV

Lowest-lying nucleic

acid base electronic

states

240–300 nm 41,667–

33,333 cm�1
1.25–1

PHz

5.17–

4.13 eV

Visible (vis) Electronic states 390–750 nm 25,641–

13,333 cm�1
770–400

THz

3.2 eV–

1.7 eV

Infrared (IR) Vibrational states 750 nm–

1 mm

13,333–

10 cm�1
400 THz–

300 GHz

1.7 eV–

1.24 meV

Highest-energy

vibrational states

2.5–40 μm 4,000–

500 cm�1
120–7.5

THz

0.5–

0.062 eV

Microwave Rotational states 1 mm–1 m 10–0.01 cm�1 300 GHz–

300 MHz

1.24 meV–

1.24 μeV
Typical FT-microwave

spectrophotometers

75 mm–

15 mm

0.13–

0.67 cm�1
20–4 GHz 83 μeV–

16.5 μeV
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3. Solutions can contain mixtures of conformers, or mixtures of molecules, or

mixtures of molecular aggregation states. This matter of fact may be wanted

or unwanted, characterized, or uncharacterized. In the case of mixtures, the

Fig. 5.1 Infrared spectroscopy of nucleic acids in solution (adapted with permission from [1])

Fig. 5.2 Ultraviolet spectroscopy of nucleic acids in solution. Source: simulations were carried

out on http://biophysics.idtdna.com/, based on parameterization of Owczarzy and coworkers [2]
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solution spectrum represents a weighted averaged spectrum of all species

contributing in the solution.

4. Solution-phase experiments are limited to a temperature range where the solvent

phase is liquid.

These four reasons bring us to the specific advantages of gas-phase spectro-

scopy, which is spectroscopy in the absence of solvent:

1. In the gas phase, solvent does not interfere. For rotational spectroscopy, it is

important that the molecules rotate freely to calculate their moments of inertia.

2. Energy levels and the frequencies of the transitions can be computed at much

lower cost and to a higher level of accuracy, so it is easier to interpret gas-phase

experiments by comparison with theory.

3. The components of a mixture can be sorted in mass if they are in the form of ions

and analyzed in a mass spectrometer. Ion sorting can be done before spectro-

scopy probing of ions produced in a source, after spectroscopy probing (for

neutrals produced in the vaporization source, ionization becomes part of the

spectroscopy probing scheme, for example, with photoionization), or both.

4. Ions can be cooled down to very low temperatures (close to that of liquid helium,

4 K), which is important for the molecule to be in the ground state not only for

electronic but also for vibrational levels. This enables high-resolution vibra-

tional spectroscopy to be carried out, and conformer-specific probing based on

sharp energy-resolved transitions.

Gas-phase spectroscopy experiments therefore play a major role in understand-

ing the fundamental principles of spectroscopy and in benchmarking theoretical

computations of molecular quantized states. In the field of fundamental spectros-

copy of nucleic acids, many questions remain open in particular with regard to the

nature of the electronic excited states and the excited states dynamics (what is the

fate of the molecule after being promoted to a particular excited state; by which

pathway does it relax and how long does it take).

5.2 Gas-Phase Spectroscopy Experiments

Experimental setups can be categorized into absorption spectroscopy and action

spectroscopy setups.

• Absorption spectroscopy means that light absorption is determined by moni-

toring the difference of photon flux entering the sample and exiting the sample:

the difference was absorbed by the sample due to molecular excitation. Absor-

bance measurements in UV–Vis spectroscopy, and transmission measurements

in IR spectroscopy, are examples of absorption setups in solution.

• Action spectroscopy means that light absorption is determined by monitoring a

detectable effect of that light on the molecule. Fluorescence spectroscopy can be

thought of as a form of action spectroscopy in solution: monitoring the fluore-

scence intensity at a given wavelength (the action) as a function of the frequency

of the excitation would provide a frequency-resolved action spectrum of the

molecule. The frequency-resolved fluorescence action spectrum can be similar
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to the absorption spectrum, but it might also differ, for example if only a

subpopulation of states gives rise to the monitored action.

This important difference between absorption spectroscopy and action spectro-

scopy must be kept in mind in order to understand gas-phase spectroscopy, as most

setups are action spectroscopy setups. One technical reason is that not all molecules

can be transferred in the gas phase at sufficient density (vapor pressure) so as to

absorb a significant fraction of the photons. But a key advantage of action spectros-

copy is that the action can be selected in order to be specific to a molecule or a

conformational state of a given molecule.

5.2.1 Absorption Spectroscopy

The first gas-phase spectra of nucleobases were actually the vapor phase absorption

spectra published by Tinoco and coworkers in the 1960s [3]. The nucleobase solid

samples were heated so as to produce sufficient gas density, and absorbance was

measured. Example spectra are shown in Fig. 5.3. Figure 5.3b shows interesting

features in the vapor phase spectrum of 9-methylhypoxanthine, an analogue of

guanine, compared to the aqueous solution spectrum: the absorption maximum is

blue-shifted in the gas phase, and vibrationally resolved features appear between

300 and 260 nm. These vapor spectral data were used for a very long time as

benchmarks for calculating electronic excited states of neutral nucleobases. There

are several problems however with the absorption vapor spectra: some molecules

like guanine show signs of decomposition (e.g., ammonia characteristic bands)

when transferred into the gas phase by heating. The exact aggregation state of the

bases in the gas phase is uncertain (are all of them isolated monomers), and the

nature of the tautomers (isomers differing in proton position) present in the gas

phase cannot be assigned. Action spectroscopy schemes were later developed for

the probing of neutral bases transferred to the gas phase with softer conditions (e.g.,

laser ablation and supersonic expansion cooling, see Chap. 2).

5.2.2 Action Spectroscopy

To cope with the low density of neutrals or ions in the gas phase, lasers or

synchrotrons must be used in order to have intense and spatially focused light

sources. Several actions can follow electronic excitation due to UV light absorption

of a chromophore (Fig. 5.4) [4]. As introduced above, light emission (fluorescence)

is one of the possible actions. Natural nucleobases, however, are very little fluore-

scent in solution (the quantum yield is in the order of 10�4) [5], and direct

fluorescence has not been detected in the gas phase either. However, some modified

nucleobases such as 2-aminopurine are fluorescent in solution, or one can envisage

attaching other fluorescent chromophores to oligonucleotides to develop fluore-

scence detection schemes.

Other possible results of electronic excitation are direct reaction from the

electronically excited state (in orange in Fig. 5.4) or internal conversion of the
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electronically excited state to a vibrationally hot electronically ground state. As

shown in red in Fig. 5.4, internal conversion (IC) from one electronic state to

another involves a conical intersection, and hence a specific change of geometry.

The internal conversion therefore results in the conversion of the energy (in the

order of 4–5 eV for nucleobase electronic excitation) in a few selected vibrational

normal modes. An important difference between gas phase and solution is that

isolated molecules in the gas phase do not have a bath in which this extra energy can

be dissipated. The dissipation must therefore be entirely internal, and the process is

called IVR (intramolecular vibrational energy redistribution) for the statistical

redistribution of the vibrational energy over all vibrational normal modes.

Fig. 5.3 Vapor phase absorption spectroscopy of nucleic bases (reprinted with permission from

[3])

Fig. 5.4 Potential energy surfaces of electronic ground state (S0) and excited state (S1) of a neutral
or ionic molecule: possible actions following excitation from S0 to S1 by UV photon absorption

(adapted with permission from [4])
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5.2.2.1 Action Spectroscopy of Neutrals
Action spectroscopy of neutrals (Fig. 5.5) is particular in that, except for laser-

induced fluorescence (LIF), where the detected signal is a photon, most action

spectroscopy schemes involve the detection of ions, and hence ionization of the

molecule is the action. The ionization potential (IP) must be reached. Mass selec-

tion of the ion then provides molecular specificity based on the molecular weight of

the detected ion. For example, this ensures that the signal of degraded molecules

does not contribute to the action spectrum.

Direct Photoionization (VUV)
The ionization potential can be reached by providing a single photon of sufficient

energy for the molecule to switch from the electronic ground state directly in the

continuum of ionization. The frequency-resolved spectra therefore present a thresh-

old in the ion intensity, and from this threshold the ionization potential (IP) is

deduced. For nucleic acid neutral bases, the lowest ionization potential (guanine) is

around 8.0 eV. The tunable light sources are synchrotrons, and this range of the

ultraviolet spectrum is called VUV (vacuum UV) because air would absorb the

photon energy and the entire experimental setup must be under vacuum. Typical

direct photoionization VUV data of neutral bases are illustrated in Fig. 5.6, along

with the IP values for the four DNA bases, bare and microhydrated (i.e., one or

several discrete water molecules attached).

Resonance-Enhanced Multiphoton Ionization (Detection of Ions)
In order to achieve ionization with tabletop lasers, for example, with a frequency-

quadrupled Nd-YAG laser at 266 nm (4.66 eV photon energy), the energy of at least

two photons is necessary to reach the ionization potential. This is called two-photon

ionization or, more generally, multiphoton ionization. There is no strict need that

Fig. 5.5 Action spectroscopy of neutrals: typical experimental schemes: (a) laser-induced fluo-

rescence, (b) direct photoionization with VUV light, (c) resonance-enhanced two-photon ioniza-

tion, (d) UV-UV double resonance spectroscopy, (e) IR-UV double resonance spectroscopy

(adapted with permission from [6])
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each absorbed photon reaches an existing quantized state for multiphoton ionization

to occur. However, when the first photon absorption is on-resonance with an

allowed state, the ionization yield is larger. This process is called resonance-

enhanced two-photon ionization (R2PI) or resonance-enhanced multiphoton ioni-

zation (REMPI). One can therefore record a frequency-resolved spectrum by

scanning a UV laser (in red in Fig. 5.5c) provided that a second photon is simulta-

neously available for ionization to occur. This multiphoton process requires bright

light sources. A disadvantage is that, for converting the action efficiency into a

pseudo-absorption efficiency, the number of photons responsible for ionization

must be known. This is not always easy to determine, as the number of photons

involved in the multiphoton processes can vary from one system to the other or with

the laser power.

Double Resonance Spectroscopies, Also Called “Hole-Burning” or “Ion-Dip”
Spectroscopies
Double resonance spectroscopy schemes have been developed to obtain single-

photon action spectra, either in the UV or in the IR domain. The action monitored is

again ionized by R2PI. This probe laser (blue in Fig. 5.5d, e) is parked at a

wavelength that resonates with a particular electronically excited state. For cold

ions with a lifetime longer than nanoseconds, the R2PI action spectrum can be

vibrationally resolved, and proper laser wavelength choice enables the experimen-

talist to select a single conformer. This feature, coupled to mass selection of the ion,

is a unique way to obtain specific spectroscopic data for each component of the

mixture.

The probe laser power being stabilized, the ion signal intensity will reflect the

amount of molecule or conformer present in the chamber at the electronically

ground state (S0). Therefore if, before the probe laser, another laser (in red in

Fig. 5.5d, e) is fired and depletes the electronically ground state due to a transition

Fig. 5.6 Direct photoionization VUV spectroscopy of neutral bases, bare and hydrated. (a) Mass

spectrum of ions detected following 10 eV ionization. (b) Frequency-resolved spectra, showing

that the ionization threshold changes upon hydration. (c) Ionization potentials of bare and hydrated

DNA bases (adapted with permission from [7])
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to an electronically excited state (Fig. 5.5d) or to a vibrationally excited state

(Fig. 5.5e), the ion signal intensity will decrease. Scanning the frequency of the

probe UV or IR laser and monitoring the magnitude of the action due to another

fixed-frequency laser (e.g., via an R2PI mechanism) is the double resonance

experiment.

For those readers familiar with Fourier transform ion cyclotron resonance mass

spectrometry (FTICRMS) or with NMR spectroscopy, the term “double resonance”

has exactly the same meaning: one frequency depletes the signal by on-resonance

depletion or ejection, while the probe signal is taken care of by other resonant

frequencies. In the gas-phase spectroscopy jargon, because of the depletion scheme,

some authors call it a “hole-burning” experiment, and because an ion signal is

depleted, the term “ion-dip” spectroscopy is also used.

5.2.2.2 Action Spectroscopy of Ions
When performing action spectroscopy on ions instead of on neutrals, a main

difference is that mass selection can be performed before interrogation of the

system by a laser. In contrast, for the spectroscopy of neutrals, detection of an ion

of a given mass only means that it was a constituent of the interrogated neutrals, but

the detection of a monomer ion can also result from the ionization and then the

fragmentation of an aggregate. The second difference is that the energy required for

electron ejection changes with the charge state of the interrogated molecule: the

ionization energy increases for positive ions compared to neutrals and decreases

when the negative charge increases. The adiabatic electron detachment thresholds

for monoanions have been determined accurately for singly charged mono, di, and

trinucleotides [8]. Multiply charged anions can even become metastable in the gas

phase with regard to electron loss, when each phosphate is deprotonated [9, 10]. As

a consequence, as illustrated in Fig. 5.7, the possible action spectroscopy schemes

may differ from the typical ones used for neutral molecules. For positive ions

(Fig. 5.7a), fragmentation is usually observed, whether resulting from excited

state reaction pathways or following IC and IVR. For singly charged anions

(Fig. 5.7b), fragmentation is usually the dominant pathway, but for some of them

(particularly in the case of nucleic acids containing guanines, the base with the

lowest ionization potential [8]) electron detachment might also contribute. For

multiply charged anions (Fig. 5.7c), electron detachment is often the dominant

decay pathway.

Double Resonance Experiments
Double resonance experiments similar to those described above for neutrals are also

possible for ions, the only difference being that the action is not caused by R2PI, but

can be for example a direct fragmentation from electronically excited states

(Fig. 5.7a, orange arrow). High-resolution IR spectroscopy reports on cold peptide

and protein cations have provided a brilliant demonstration of conformer-resolved

gas-phase vibrational spectroscopy is possible even on large ions [11–13]. Unfortu-

nately, similar experiments could not yet be successfully achieved for nucleic acid

ions (Rosu, Gabelica, Zabuga, Stearns, Guidi, Boyarkin and Rizzo, unpublished
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results). To this date, all electronic spectra were found to be broad even for cold

ions. A possible reason might be that the electronic excited states are too short-lived

to be energy-resolved, a manifestation of the Heisenberg uncertainty principle. As

discussed in the results, this phenomenon was observed for many neutral nucleic

acid systems as well.

Electron Detachment from Anions
For anions, a particular action that can be observed even after excitation with a

single UV photon is electron detachment. For monoanions, the electron detachment

thresholds lie in the same range as the first electronically excited states (see section

“From Oligonucleotides to Biologically Relevant Higher-Order Structures” below

Sect. 5.3.2.2). For polyanions, electron detachment is strongly favored. Interest-

ingly, in contrast to the direct VUV photoionization spectra shown in Fig. 5.6, the

frequency-resolved electron detachment action spectra show resonances at parti-

cular frequencies matching expected transitions to base electronically excited

states. For polyanions, the process can therefore be coined resonance-enhanced

single-photon ionization (R1PI). Photodetachment would be a more proper term for

anions than photoionization but the acronym “PD” could be confounded with

“photodissociation.” Because the process is a single-photon one, normalization of

the action with regard to photon flux is linear.

Resonant Multiple Photon Dissociation (UVMPD and IRMPD)
Following electronic excitation, the electronic excited state can convert back to the

electronic ground state by internal conversion (in red in Fig. 5.7). This vibrationally

hot electronic ground state may be hot enough for the molecule or ion to fragment

on the time scale of the experiment. Multiple cycles of resonant UV absorption, IC

and IVR, may be necessary for the ion or molecule to fragment to a detectable

extent. In such case, the process is called UVMPD (ultraviolet multiple photon

dissociation). Here, we specifically use the expression “multiple photon” instead of

“multiphoton” to indicate that the photons need not be absorbed in a correlated

Fig. 5.7 Action spectroscopy of ions: the possibility of electron detachment depends on the ion

charge, as the ionization energy decreases as anion charge increases: (a) cations, (b) monoanion,

(c) polyanions. In blue: UV absorption; in orange: reaction from the electronic excited state; in

red: internal conversion
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manner as in REMPI. UVMPD energy accumulation can be sequential and even

take a significant amount of time, as the energy is not dissipated in vacuum except

by collisions with residual gas (for that reason, the pressure inside the mass

spectrometer can influence the UVMPD efficiency). UVMPD monitored as a

function of the UV laser frequency gives an action spectrum.

Similarly, if the primary resonant activation is infrared-induced excitation of a

specific vibrational normal mode, several cycles of resonant IR absorption and IVR

are often necessary to cause dissociation, and the process is called IRMPD (infrared

multiple photon dissociation). The only experimental setup where a single IR

photon could be sufficient to cause a detectable action on an ion is when very

low-energy bound reporter neutrals (argon atom or a helium cluster from a helium

droplet) would be attached to the ion to be probed. Such experimental scheme has

been demonstrated for crown ethers [14], small multidentate complexes [15] or

proteins [16], and neutral nucleic acid bases [17], but not yet for nucleic acid ions.

On the contrary to IR spectra obtained by single-IR photon probing (such as IR-UV

double resonance experiments), the relative intensities in the IR spectra obtained by

multiple photon processes (IRMPD) are not necessarily well reproduced by

oscillatory strength calculations of the theoretical vibrational spectra.

5.3 Results

5.3.1 Neutral Nucleic Acid Bases and Building Blocks

5.3.1.1 Single Bases
The nature of the tautomers [18] observed in the gas phase has been the subject of

intense discussion over the past decade, particularly in the case of guanine

tautomers (Table 5.2). The most stable tautomer in solution is the keto-N9H. The

first IR-UV double resonance experiments on jet-cooled guanine [19] were assigned

to four tautomers (keto-N9H, keto-N7H, and the two rotamers of enol-N9H). These

four tautomers were also observed in helium nanodroplet experiments [17]. These

tautomers correspond to the calculated most stable structures. The controversy

started with the reassignment of IR-UV double resonance experiments (REMPI

action spectroscopy) in 2006 by Mons and coworkers [20], who revealed the

presence of other higher-energy tautomers (enol-N9H-trans, enol-N7H, and two

rotamers of the keto-N7H-imino tautomers). More striking was the demonstration

that the predicted most stable tautomers were actually undetected in the IR-UV

spectroscopy experiments. Mid-IR (400–1,800 cm�1) IR-UV double resonance

spectroscopy experiments on 9-Ethyl Guanine, Guanosine, and

2-Deoxyguanosine also confirmed the presence of the enol form for all structures,

indicated by the absence of C¼O stretching normal mode that should have appeared

at 1,800 cm�1 for free carbonyl and no lower than 1,680 cm�1 for hydrogen-bonded

carbonyl [21].

The failure to observe the most stable keto tautomers was later rationalized by

the fact that the excited state lifetimes of these tautomers were actually too short
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(femtosecond time scale) for them to be detected by the R2PI action spectroscopy

scheme. In other words, this type of action spectroscopy is blind to conformers that

have a lifetime much shorter than the laser pulse width (nanoseconds). This has

prompted intense research on excited states dynamics of DNA bases (for reviews,

see [4, 22, 23]), and theoretical calculations pointed to a very efficient relaxation by

internal conversion (IC). The observation that the natural tautomers of guanine are

the most photostable (internal conversion is preventing photodamage, i.e., photo-

ionization and reactions from the electronically excited states, see Fig. 5.4) has also

led to interesting speculations on the appropriateness of photostable nucleobase

tautomers as the molecules are in charge of being the repository of genetic infor-

mation (see the section below on base pairs).

The guanine tautomer story illustrates one of the limitations of action spectros-

copy: not all “actions” are appropriate for probing all molecules or all conformers

(tautomers) of each molecule. Absorption spectroscopy is always more likely to

reflect the composition of the mixture. Alonso and coworkers have developed

microwave spectroscopy as an alternative high-resolution spectroscopy probing

method, which is insensitive to excited state dynamics. The assignment of micro-

wave spectra is based on the very accurate and precise measurement of the three

principal moments of inertia of the neutral molecule, and on the characterization of

the fine structure due to quadrupolar couplings with nitrogen (14N) nuclear spin.

Using their laser ablation—molecular beam—Fourier transform microwave

(LA-MB-FTMW) setup, they confirmed the presence of the four lowest-energy

tautomers of guanine [24] (Table 5.2), five tautomers for cytosine [25] (Fig. 5.8),

and that thymine [26] and uracil [27] were present in their diketo forms.

5.3.1.2 Base Pairs
Clusters of molecules can also be produced in supersonic expansion, and ions with a

mass corresponding to the sum of two molecules can be detected by REMPI action

spectroscopy, indicating the existence of these neutral pairs in the beam. Many such

base pairs or dimers have been investigated, both experimentally [28] and

Table 5.2 Guanine tautomers nomenclature, structure, relative energy, and observation in differ-

ent experimental setups (X indicates the tautomer was observed)

Keto-

N7H

Enol-

N9H

Enol-N9H-

trans
Enol-

N9H-cis
Enol-

N7H-trans
Imine

7H-Id-O

Imine

7H-Iu-O

Structure [24]

ΔEMP2

(cm�1) [24]

0 100 141 347 1,218 2,682 2,723

IR in He [17] X X X X

IR-UV

REMPI [20]

X X X X

Microwave

[24]

X X X X
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theoretically [29, 30]. Hydrogen-bonded base pairs are usually observed, as

opposed to stacked base pairs (with the exception of methylated adenine dimers,

where the methylation blocks the hydrogen bonding sites of the lowest energy

H-bonded structures) [31]. The first REMPI investigation concerned a GC base pair

[32], and it was concluded that the experimentally observed base pair is not in the

Watson–Crick geometry. In the case of GC base pairs, among the 50 possible

geometries, the biologically prevalent Watson–Crick geometry is the lowest-energy

structure. However, it has a subpicosecond lifetime, preventing the observation of a

sharp R2PI spectrum (see Fig. 5.9a, for a methyl-modified base pair that restricts the

hydrogen bonding possibilities to the Watson–Crick arrangement), whereas other

base pairing arrangements show a sharp R2PI spectrum (see Fig. 5.9b, c). There-

fore, as in the case of the natural tautomer of guanine, the natural GC base pair

shows remarkably high photostability, and the internal conversion pathways have

been the subject of intense debate (e.g., see [33]). In the case of AT base pairs, the

Watson–Crick base pair is not the lowest energy structure, as shown both by theory

and experiment [34]. The DNA backbone therefore favors the Watson–Crick AT

base pair arrangement.

Fig. 5.8 Microwave spectroscopy of neutral cytosine, demonstrating the existence of five differ-

ent tautomers. (a) Tautomer structures: Eat¼ enol-amino-trans, EAc¼ enol-amino-cis,
KA¼ keto-amino¼ the natural tautomer, KIt¼ keto-imino-trans, KIc¼ keto-imino-cis, (b)

experimental LA-MB-FTMW spectra, and (c) simulated spectra (reprinted with permission from

[25])
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5.3.2 Nucleic Acid Ions

5.3.2.1 Vibrational Spectroscopy of Ions (IRMPD Spectroscopy)
In the case of ions, the usual experimental scheme is IRMPD action spectroscopy,

either using tabletop OPA lasers (2,800–3,600 cm�1) or Free Electron Lasers

(~400–2,000 cm�1) at facilities such as CLIO (Centre Laser Infrarouge d’Orsay,

http://clio.lcp.u-psud.fr, Université Paris Sud, Orsay, France) or Free-Electron

Lasers for Infrared eXperiments (FELIX, http://www.ru.nl/felix/, Radboud Univer-

sity, Nijmegen, The Netherlands), which have free electron lasers coupled to

FTICRMS (both facilities) or to a quadruple ion trap mass spectrometer (CLIO

facility). The ions are prepared from solution using electrospray ionization (see

Chap. 2) and transferred to the FTICR trap or to the quadrupole ion trap, where they

are stored and mass-selected. IR spectra are obtained by monitoring ion fragmenta-

tion as a function of the laser frequency. The fragmentation pathways will be not

discussed here (IRMPD fragmentation pathways will be covered in Chap. 6). In the

IR action spectra, the band positions do not depend on the monitored pathway.

However, the band intensities can vary depending on the absorption efficiency,

Fig. 5.9 IR-UV double resonance spectroscopy and UV R2PI for isolated guanine–cytosine

(GC) base pairs. (a) Results for the Watson–Crick structure, (b, c) the second and third lowest

energy structures, respectively. The second column shows the experimental IR-UV double reso-

nance experiments together with the calculated IR bands. Asterisks represent bands from the

guanine moiety. The third column shows the UV excitation spectra measured by R2PI (reprinted

with permission from [6])
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especially when consecutive fragmentation pathways are involved. Common prac-

tice is to sum all fragments to reconstruct the IRMPD action spectrum.

Numerous IRMPD studies of electrosprayed DNA-related ions have been

published to date. Our goal here is not to make a comprehensive review, but to

outline how the spectral features and structures change from nucleobases to larger

structures. Citations in this chapter were therefore restricted to natural nucleobases

and to protonated/deprotonated structures, but we note that a large body of literature

exists on cationized nucleic acids and on modified bases. Full list of references can

be retrieved from the facilities’ respective Web sites.

Single-Base Cations
The first IRMPD spectra of electrosprayed nucleic acids were published by Maitre

and coworkers, on the protonated pyrimidine nucleobases (see Fig. 5.10) [35]. The

mid-IR range allowed the authors to evaluate the presence of keto conformers,

which should give a C¼O absorption band around 1,800 cm�1. The natural forms of

the nucleobases in solution and in the solid are the keto forms. In contrast, the major

species observed in the protonated nucleobase ions was the enol form, although a

small band around 1,800 cm�1 could indicate the presence of a second conforma-

tion with lesser abundance. In follow-up studies on uracil [36] and cytosine [37], the

authors confirmed that the two tautomers originate from the electrospray process,

because they cannot result from interconversion in the gas phase. Among

protonated base pairs, particularly interesting on a biological relevance point of

view, is the study by Rodgers and coworkers on protonated cytosine dimers, which

were found to form the same base pairing motif as the i-motif structure [38]. How-

ever, when moving to larger species (nucleotides and oligonucleotides), most

studies are carried out on anions issued from the deprotonation of phosphates.

Single-Base Anions
Figure 5.11 shows the IRMPD action spectra of the four natural deprotonated DNA

mononucleotides [39] and RNA mononucleotides [40]. The DNA and RNA mono-

nucleotide IRMPD spectra are very similar to each other. The region between

650 and 1,400 cm�1 are primarily corresponding to the vibrational signature of

phosphate and sugar modes, and the region between 1,400 and 1,800 cm�1 contains

the base-specific signature. Importantly, in the electrosprayed deprotonated

mononucleotides the base tautomers correspond to those naturally present in

solution, as indicated by keto bands around 1,700 cm�1 for guanine, cytosine,

and thymine, but not for adenine, and by NH2 scissoring bands around 1,600—

1,650 cm�1 for adenine, guanine, and cytosine, but not thymine. This contrasts with

the laser ablated and jet-cooled neutral deoxyguanosine or with the electrospray

protonated purine bases described above. In terms of conformation, the fact that the

carbonyl stretching bands appear around 1,700 cm�1 and not 1,800 cm�1 indicates

that carbonyl groups are involved in hydrogen bonding and therefore that the base

interacts with the phosphate-sugar backbone even for the mononucleotides. Ade-

nine, cytosine, thymine/uracil favor the anti-glycosidic bond angle, whereas gua-

nine prefers the syn conformation (for structural nomenclature, see Chap. 1). The
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ribose adopts a C30 endo conformation in all cases, and the IRMPD spectra indicate

that several distinct conformers are likely to be accessed in the experimental

conditions.

From Oligonucleotides to Biologically Relevant Higher-Order Structures
Hydrogen bonding is one of the driving forces for the formation of higher-order

structures: base pairs are formed in double helices (Watson–Crick pairing between

A and T/U, G and C) or i-motifs (proton-bound C–H+–C base pairs), proton-bound

triplets of bases are formed in triplex DNA, and guanine quartets are formed in

G-quadruplexes (for more detailed introduction on the different structures, see

Chap. 1). Infrared spectroscopy is the ideal method to probe hydrogen bonding in

the gas phase. To this end, we investigated the base vibrational signature region

(1,500–1,800 cm�1) in more detail for homo-base single strands and for mixed-base

higher-order structures.

The homo-base single strands (Fig. 5.12a, b, e, f) show very similar signatures to

those of the corresponding DNA mononucleotides in the cases of adenine, thymine,

and guanine oligonucleotides. The triply charged 6-mer oligonucleotides are shown

here, and similar spectral features were found for 2- to 5-charge states. The only

considerable difference between mononucleotides and oligonucleotides is in the

case of cytosine, where all bands merge between 1,640 and 1,670 cm�1 in the case

of the oligonucleotide. Molecular modeling of several possible low-energy

conformers of dC6
3� reveals that cytosines are most often involved in hydrogen

bonding with other cytosine bases or with the sugar-phosphate backbone (see

supporting information of [41]).

Fig. 5.10 IRMPD spectroscopy of protonated cytosine and thymine, demonstrating the predomi-

nance of enol tautomers and a minor keto tautomer. (a, b) theoretical spectra for cytosine keto and

enol tautomer, (c) experimental spectrum for cytosine, (d, e) theoretical spectra for thymine keto

and enol tautomer, (f) experimental spectrum for thymine (adapted with permission from [35])
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Clearly, the bands corresponding to each type of base are distinct enough in

single strands in the gas phase, so as to detect major changes in the hydrogen

bonding pattern when forming higher-order structures. For example, when the

single strand dC6 forms a tetrameric i-motif structure in which most cytosines

are engaged into proton-bound base pairs, the IRMPD action spectrum changes

dramatically, with vibrational absorption bands being red-shifted up to

1,750 cm�1 [41].

Limitations in probing hydrogen bonding in higher-order structures however

arise when the studied oligonucleotides involve several different bases simulta-

neously. In the case of G-quadruplexes stabilized by inner ammonium cations and

in which all guanines are involved in quartet formation, significant red-shift of the

guanine carbonyl band was detected, from ~1,720 to 1,685 or 1,695 cm�1, a region

that is mostly blank for cytosine-free strands [42]. As discussed in detail in Chap. 3,

the stability of gas-phase structure ranks in the following order: cation-bound

G-quadruplexes> proton-bound triplexes (and i-motifs)> hydrogen-bound base

pairs. The preservation of G-quadruplexes and i-motifs in the gas phase being

Fig. 5.11 Comparison of the

measured IRMPD action

spectra of [dX50p-H]� (DNA,

red) and [X50p-H]� (RNA,

blue). Major differences

between the analogous

spectra are highlighted

(reprinted with permission

from [40])
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established, our next goal was therefore to probe whether Watson–Crick base pairs

can be identified in oligonucleotide dimers by IRMPD action spectroscopy. Refer-

ence spectra were those of the constituting single strands (Fig. 5.12c for AT-strands

and Fig. 5.12g for GC-strands). The GC-only duplex spectrum (Fig. 5.12h) is

markedly different from the single strand, with a specific band around

1,680 cm�1 which could be due to the Watson–Crick base pairing. However, the

AT-only duplex spectrum (Fig. 5.12d) was not markedly different from those of the

constituting single strands. In conclusion, the preservation of hydrogen bonding in

gas-phase GC-rich duplexes could be confirmed, but there is much less clear

evidence of preservation of hydrogen bonding in gas-phase AT-rich duplexes.

5.3.2.2 Electronic Spectroscopy of Nucleic Acid Ions

Isolated Bases and Mononucleotides
Protonated adenine AdeH+, produced either by electrospray ionization [43, 44] or

by ionization of cold neutral adenine dimers [45], was investigated by action

spectroscopy in the UV region. The action is neutral loss, resulting in charged

fragments that were detected by a mass analyzer. At low laser power, a single

photon was sufficient to cause fragmentation [44]. The lowest-energy transitions of

Fig. 5.12 IRMPD spectroscopy of electrosprayed, multiply deprotonated DNA single strands and

duplexes (Gabelica and Rosu, previously unpublished results obtained at the CLIO facility): (a)

adenine oligonucleotide dA6
3�; (b) thymine oligonucleotide dT6

3�; (c) AT-only single strands

ssAT1
4� (sequence: dAAATTATAATATTAAA) and ssAT2

4� (sequence: dTTTAATAT-

TATAATTT); (d) duplex dsAT7� constituted by ssAT1 and ssAT2; (e) guanine oligonucleotide

dG6
3�; (f) cytosine oligonucleotide dC6

3�; (g) GC-only single strand ssGC3� (sequence:

dCGCGGGCCCGCG); (h) self-complementary duplex dsGC5� (same sequence)
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protonated adenine, monohydrated protonated adenine, and protonated adenine

monophosphate produced by electrospray ionization seem identical in the gas

phase as in low-pH solution, indicating that the lowest-energy transitions are

independent on the surroundings (Fig. 5.13). The lowest-energy tautomer produced

by electrospray is the same as the one existing in solution (protonation on adenine’s

N1). In contrast, adenine cations formed by dissociation of the dimers have action

spectra shifted to the red, and this was attributed to the formation of a higher-energy

tautomer (protonation on adenine’s N3) [45].

At neutral pH in solution, the nucleobases are not protonated and the phosphate

groups are deprotonated. The deprotonated DNA, RNA, and cyclic mono-

nucleotides, ionized by electrospray in the negative mode, were investigated by

Weber and coworkers [46, 47]. The monitored action was fragmentation of the

anions: the nature of the fragments was similar to those observable by collision-

induced dissociation (CID) or IRMPD, so it is possible that electronic excitation is

followed by internal conversion (IC) and IVR to populate a hot electronic ground

state. Nevertheless, as the relative fragment abundance differed from CID and

IRMPD, fragmentation before complete IVR, either from the electronic excited

state or after IC, is not excluded either. The action spectra were however found

mostly independent on the nature of the fragment monitored. The action spectrum

obtained by monitoring the depletion of parent ion with respect to all fragments is

therefore very likely to reflect an absorption spectrum.

Action spectra are shown in Fig. 5.14 for all deprotonated deoxynucleotides,

together with the solution absorption data. For adenine and guanine, the RNA and

cyclic mononucleotides [47] gave virtually similar gas-phase action spectra as those

shown in Fig. 5.14, indicating that the base excited states are not significantly

influenced by the sugar and phosphate backbone. For guanine, no solvatochromic

shift was observed. However, the electronic transitions are clearly red-shifted for

cytosine, and blue-shifted for adenine. For thymine, a second band appears on the
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Fig. 5.13 UV spectroscopy

of protonated adenine (blue
circles), hydrated adenine

(black full dots), and
protonated adenine

monophosphate (red
diamonds). The gas-phase
spectra are within

experimental error similar to

the solution phase spectrum

of protonated adenine at low

pH (green line).
Figure reprinted with

permission from [44])
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blue side of the main band in the gas phase. Notably, the action spectra on

deprotonated mononucleotide anions match the absorption vapor spectra of neutral

bases published 45 years before [3] (see Sect. 5.2.1). This validates action spectral

data as reflecting absorption spectra.

From Oligonucleotides to Biologically Relevant Higher-Order Structures
In oligonucleotides and other higher-order structures such as duplexes and

G-quadruplexes, bases can interact with hydrogen bonding and stacking. For the

electronic properties, stacking is particularly crucial because it can lead to the

formation of new types of excited states such as exciplexes (coherent delocalized

excitation over several bases) of and charge transfer states (net change of charge

distribution from one base to another) [4, 5, 23]. Computational studies of those

states remain challenging and would greatly benefit from experimental data on

well-defined structures as benchmarks. This is one of the objectives of experimental

studies on isolated gas-phase oligonucleotides and higher-order structures.

Excited states dynamics of poly(dA) oligonucleotides have been extensively

studied both in solution and in silico. Nielsen et al. have published the first

experimental study of dAn
� ions in the gas phase (n¼ 2–4). The main action was

fragmentation several microseconds after laser irradiation, as monitored by

Fig. 5.14 Comparison between parent ion depletion spectra (open circles) and aqueous solution

absorption spectra (solid line) of the mononucleotides under study. Depletion spectra are for parent

ions of the form (dBMP-H)� (the base is indicated in each panel). Aqueous absorption spectra are

for 70 mM solutions of the disodium salts of the nucleotides. Depletion data (in arbitrary units)

have been normalized to the peaks of the aqueous solution absorption spectra in each case for

easier comparison (Reprinted with permission from [46])
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measuring the neutral fragments. dA2
� ions fragmented with a single photon,

whereas dA3
� and dA4

� ions required two photons to fragment, via an UVMPD

process. The main action is observed at photon energies below the threshold for

photodetachment [8].

Remarkably, although the experiments were carried out at room temperature and

with no particular conformational selection, they show a clear effect of the number

of bases on the action spectra (Fig. 5.15), that is in line with the hypothesis of

exciplex formation for strands containing three adenine bases or more. The dA3
�

and dA4
� action spectra are slightly but significantly blue-shifted compared to that

of the isolated base and compared to dA2
�.

Structures containing more bases, when undergoing electrospray ionization,

usually end up as multiply charged anions. In that case, the electron detachment

threshold becomes lower than the main DNA excitation bands, so the main action

becomes electron detachment and this process requires a single photon [49–

51]. Still, resonances are observed (unlike the direct VUV photoionization spectra

shown in Fig. 5.6); therefore the electron photodetachment mechanism is believed

to be two-step: (1) base excitation followed by (2) electron detachment. Thanks to

this efficient action, action spectroscopy can be carried out on large higher-order

structures such as duplexes and G-quadruplexes, as shown in Fig. 5.16. Here, the

duplex and the G-quadruplex action spectra are compared to those of the single

Fig. 5.15 Action spectra of

dAn
� anions recorded from

the measurements of the yield

of neutrals as a function of

excitation wavelength. The

yield of neutrals divided by

the number of photons for

n¼ 2, and the number of

photons squared for n¼ 3 or

4, is assumed to represent the

absorption. (a) n¼ 2; (b)

n¼ 3, and (c) n¼ 4. The

action spectrum of dAMP� is

shown on each panel (gray
points, identical to Fig. 5.14

data) (reprinted with

permission from [48])
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strands with the same sequence. Here the red-shift upon higher-order structure

formation is significant. This was attributed to delocalized excited states involving

the guanines [51]. Strikingly, the G-quadruplex that has its stacking enforced in the

gas phase by the presence of cations between the G-quartets shows the most

significant shift, and it is highly likely that the type of excimers in the gas phase

are exactly the same as those observed in solution [52].

Fig. 5.16 UV action

spectroscopy (action

monitored is single-photon

electron detachment) of

nucleic acid single strands

(s.s.) and higher-order

structures formed by these

strands. (a) single strand

versus duplex of sequence

dCGCGGGCCCGCG. (b)

Single strand t[dTGGGGT-

2H]2� versus tetramolecular

G-quadruplex

[(dTGGGGT)4•(NH4
+)3-

8H]5� of the same sequence

(G-quadruplex structure

shown in Chap. 1, Fig. 5.5c)

(adapted with permission

from [51])
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5.4 Conclusions and Perspectives

In the field of vibrational spectroscopy, harmonic vibrational frequency calculation

is now mature enough to interpret IR spectroscopy of nucleobases or mono-

nucleotides, and to predict the most stable conformers, but challenges remain for

relative energy and vibrational frequency calculation on large molecules

(oligonucleotides) that are conformationally much more flexible. Spectral

congestion is also a concern as the number of normal degrees of freedom increases,

but each base shows bands at relatively well-defined positions, with significant

shifts upon hydrogen bonding, protonation, or cationization. Structural interpreta-

tion for larger species should however be based not only on calculations of small

model systems but also on carefully selected control experiments, and will never-

theless remain extremely challenging if all types of bases are present in a single

sequence. Future cold ion spectroscopy on oligonucleotides could reduce band

entanglement, but action spectroscopy on cold multiply charged nucleic acids

remains a conceptual and experimental challenge. Alternatively, conformational

sorting prior to spectroscopy probing could be carried out using ion mobility

spectrometry.

The field of gas-phase electronic spectroscopy was well developed for already

10 years, but mostly with the focus on action spectroscopy of neutrals using double

resonance spectroscopy setups. However, the study of the action pathways sparked

great interest into the excited states dynamics, with the same questions arising

whether the nucleic acids are in solution or in dehydrated environments. Clearly the

next challenge now is to probe the effect of higher-order structures, and particularly

the effects of different modes of base stacking on electronic excited states energy,

nature, and fate. To this aim, gas-phase spectroscopy on mass-charge- and

conformation-selected ions could become a method of choice.

The mitigated results of IR and UV spectroscopies in terms of structure charac-

terization in the gas phase are not surprising, given that these methods actually give

as poor results for nucleic acid structure characterization in solution. Instead, the

most widely used solution spectroscopy methods are electronic circular dichroism

(CD) spectroscopy for secondary structure characterization and fluorescence spec-

troscopy for tertiary structure (folding) analysis. Fluorescence ion spectroscopy has

been described by several groups [53–55], and although most reports currently

concern small molecules, the potential to analyze biomolecules is beyond doubt.

For nucleic acids, it is of interest to test modified fluorescent bases, fluorescent

ligands, or fluorescent labels that could be used for gas-phase FRET, as suggested in

the pioneer work by Danell and Parks [9, 56]. To the best of our knowledge,

however, electronic CD ion spectroscopy has never been attempted on biomolecule

ions, and using this method to probe base stacking in nucleic acid secondary

structures will be one of our highlight projects for the next 5 years.
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5.5 Summary of Key Concepts

General Concepts

• Gas-phase spectroscopy is usually an “action” spectroscopy: the effect of light

on the molecule or ion is monitored as a function of the photon frequency.

• Microwave spectroscopy coupled to highest-level calculations provides the

highest resolution structural data but can be applied to small molecules only.

• Vibrational spectroscopy (IR) provides information on structure and is particu-

larly adequate to probe tautomer forms or hydrogen bonding interactions.

• Electronic spectroscopy (UV–Vis) provides information on the electronic envi-

ronment of the chromophore. Understanding the nature of the action following

electronic excitation is however not trivial.

• Different vaporization conditions can lead to different structures, and vibrational

cooling is crucial to make high-resolution vibrational spectroscopy experiments

possible.

• Conformer selection can be done with lasers (double resonance schemes) or ion

mobility spectrometry, whereas mass selection is enabled by mass spectrometry.

Concepts Specific to Nucleic Acids

• Excited state fast relaxation dynamics prevents some conformers or tautomers

from being observed by UV double resonance spectroscopy, because they

undergo internal conversion faster than the timescale of laser excitation with

nanosecond pulses.

• The most stable tautomers in the gas phase are not necessarily the same as those

of the natural bases in solution.

• The biologically relevant charge states are usually neutral isolated bases,

deprotonated mononucleotides, and multiply charged anions for oligo-

nucleotides. However, ionization energies, and therefore the type of action

spectroscopy method to be selected, depend on charge.

• Gas-phase IRMPD spectroscopy provides key information on protonation or

metallation sites, and on hydrogen bonding patterns, for small ions. Theory is

now able to correctly predict the most stable gas-phase structures, for up to

mononucleotides.

• Gas-phase UV spectroscopy is promising for probing the effect of base stacking

on excited states nature and excited states dynamics in nucleic acid higher-order

structures, but this field is very much in its infancy.
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Fragmentation Reactions of Nucleic Acid
Ions in the Gas Phase 6
Yang Gao and Scott A. McLuckey

Abstract

This chapter summarizes literature describing the gas-phase fragmentation of

nucleic acid ions under a variety of reaction conditions. Specifically, the phe-

nomenology of gas-phase dissociation of nucleic acid ions is determined by ion

type, charge state, the energy deposition method, and the fragmentation reaction

timescale. Various proposed mechanisms are summarized. The chapter is

organized by dissociation method. For the most extensively studied collision-

induced dissociation (CID), the literature is subcategorized by analyte and ion

type. In many cases, no single fragmentation mechanism can account for all the

reported products. This suggests that multiple dissociation mechanisms can

contribute, depending on ion type, ion charge state, and reaction conditions.
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DR Double resonance

ECD Electron capture dissociation

EDD Electron detachment dissociation

EPD Electron photodetachment dissociation

ESI Electrospray ionization

ETD Electron transfer dissociation

ETcaD Electron transfer collision-activated dissociation

ET-IRMPD Electron transfer-infrared multiphoton dissociation

ET-UVPD Electron transfer-ultraviolet photodissociation

FAB Fast atom bombardment

FTICR Fourier transform ion cyclotron resonance

IP Ionization potential

IR Infrared

IRMPD Infrared multiphoton dissociation

LNA Locked nucleic acid

MALDI Matrix-assisted laser desorption/ionization

MBO Mixed-backbone oligonucleotide

MP Methylphosphonate

MS Mass spectrometer/mass spectrometry

NETD Negative electron transfer dissociation

niECD Negative ion electron capture dissociation

NS Nozzle-skimmer

PA Proton affinity

PD Plasma desorption

PS Phosphorothioate

PSD Post-source decay

Q-TOF Quadrupole/time-of-flight tandem mass spectrometer

rf Radiofrequency

RNA Ribonucleotide

RNAi RNA interference

SID Surface-induced dissociation

SNP Single nucleotide polymorphisms

SORI Sustained off-resonance irradiation

TOF Time-of-flight

TOF/TOF Tandem time-of-flight

UV Ultraviolet

UVPD Ultraviolet photodissociation

6.1 Introduction

Mass spectrometry (MS) has been used for decades in structure elucidation and

characterization via the gas-phase fragmentation of ions derived from analytes of

interest. The introduction of “soft” ionization methods, such as electrospray
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ionization (ESI) [1] and matrix-assisted laser desorption/ionization (MALDI) [2],

allows the formation of intact pseudo-molecular ions ([M+ nH]n+ or [M – nH]n�) as
surrogates for the biomolecules. For elucidation of the primary structure of large

biopolymers, fragments generated from backbone dissociation have been used to

determine the sequence or branching of residues in an oligomer.

Fragmentation behavior of biomolecules such as peptides [3–5], proteins [6–8],

oligosaccharides [9, 10], and nucleic acids [11–14] has been extensively studied via

tandem MS. Generally, a neutral molecule of interest is introduced into the mass

spectrometer in the form of an ion. The ions of interest are then subjected to a

tandem MS process that involves at least two stages of mass analysis. A typical

tandem MS method is composed of the following steps: (1) mass selection of the

ion of interest (parent ion), (2) energy deposition (by collision, photon, electron,

etc.) into the isolated parent ion to induce cleavages of the covalent bonds, and

(3) mass spectrometric analysis of the product ions. Gas-phase fragmentation of

nucleic acids can be generally used in the areas of sequencing, identification of

single nucleotide polymorphisms (SNP), identification and location of modified

bases and sugar moieties, etc. The dominant dissociation pathways for a particular

ion are generally a function of the ion type (e.g., positive ion, negative ion, radical

species, etc.), the number of charges, the molecular structure, the energy deposition

method, and the fragmentation reaction timescale. Nucleic acids have both acidic

(phosphate backbone) and basic (nucleobase) functionalities, and can therefore be

protonated (metalated) or deprotonated to form the pseudo-molecular ions. With

the evolution of tandem mass spectrometers, biopolymer ions have been subjected

to an increasingly wide range of reaction conditions, including a variety of energy

deposition methods, reaction time frames, and observation time windows ranging

over several orders of magnitude.

In this chapter, we mainly focus on the gas-phase dissociation reactions of

nucleic acid ions observed for different ion types generated via ESI or MALDI

under a variety of reaction conditions. Generally, these ionization methods are

capable of forming either closed shell positively or negatively charged ions with

single or, particularly in the case of ESI, multiple charge states. In addition to the

variations in ion types and reaction conditions, nucleic acid ions of various sizes

and compositions have been investigated. Due to the high dimensionality of

variables examined in nucleic acid ion decompositions, a diverse set of

observations have been reported in the literature. Hereby, we attempt to give a

summary of observations made up to 2013, showing the decomposition phenomena

and conditions as well as the proposed mechanisms. In most cases, the way that ions

are formed does not affect the dissociation mechanism; thus, this review is

organized on the basis of different dissociation methods, analyte identities, and

ion types. This chapter begins with a brief description of the nomenclature most

frequently encountered in the literature. Then, the discussion is broken down along

the lines of the major processes used to probe the ions, the analyte type (e.g., DNA,

RNA, modified oligomers, and ion type). Emphasis is placed on current thinking

regarding dissociation mechanisms as these ultimately underlie the structural
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information that is revealed for a given oligomer type, ion type, subjected to a given

structural probe.

6.2 Nomenclature of Oligonucleotide Fragment Ions

In the early 1980s, Grotjahn and coworkers [15–18] referred to the fragment ions

generated by dissociation of the phosphodiester bond as “sequence ions.” Two

major fragment ion series were observed for the backbone cleavages of nucleic acid

ions upon FAB-MS. The fragment ions containing the 30-terminus or 50-terminus of

the precursor ion were designated as 50-sequence ions or 30-sequence ions, respec-
tively. The detailed fragment notation scheme is shown in Fig. 6.1a. Viari et al. [19]

suggested an alternative nomenclature in the year 1987, which was later extended

by Nordhoff et al. [20] in 1995 (see Fig. 6.1b). McLuckey et al. [21] in 1992

proposed a nomenclature scheme that is analogous to the one widely used for

peptides and proteins. This nomenclature defines all possible cleavages from the

phosphodiester backbone and has been widely adopted by the community. The

detailed nomenclature scheme is shown in Fig. 6.1c. The four possible cleavages

along the phosphodiester linkage are denoted by the lower case letters a, b, c, and d

for fragments that contain the 50-terminus of the precursor and w, x, y, and z for

fragments containing the 30-terminus of the precursor. The numerical subscripts

indicate the number of ribose units from the corresponding termini. Upper case

letter B represents a base with the subscript indicating its position in the sequence

starting from the 50-terminus. The identity of the lost base is indicated in

parentheses along with the Bn denotation, e.g., B2(A). The use of Bn(Base),

however, has largely been replaced by the use of the base symbol with a subscript

indicating location of the nucleotide from which it was lost, e.g., A2 instead of

B2(A).

6.3 Fragmentation Methods

A variety of methods have been applied to dissociate nucleic acid ions for the

purpose of generating sequence information and for localizing modifications. Some

are based on depositing energy into the ion via collisions with a gas or surface

(ion/neutral interaction) or by some form of photodissociation (ion/photon). Some

methods involve either adding or removing an electron to or from an ion derived

from ESI to generate a radical ion. In these cases, fragmentation may occur directly

as a result of the electronic transition or a subsequent activation step may be used to

fragment the radical ion. The energies and timescales associated with these

methods can vary widely. It is beyond the scope of this chapter to describe these

methods in detail. The reader is directed to a recent overview of dissociation

methods in tandem mass spectrometry [22]. Table 6.1 summarizes many of the

methods used for fragmenting nucleic acid ions along with the associated

timescales and instruments often used to implement them. The remainder of the
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discussion regarding nucleic acid fragmentation is organized according to

ion/neutral, ion/photon, and ion/electron(ion) interactions.

6.3.1 Ion/Neutral Interactions: CID of Nucleic Acids

CID is the most widely used dissociation method in tandem MS [23]. CID can be

effected over a wide range of conditions with collision energies ranging from a few

electronvolts to thousands of electronvolts, timescales ranging from microseconds

to seconds, and pressures ranging from sufficiently low that only single collisions

are likely to high enough that hundreds of collisions can occur. The reader is

referred to a recent review of CID of peptide and proteins for an in-depth discussion

of CID applied to large polyatomic ions [24]. For this discussion, it is useful to point

out the distinction between “beam-type CID,” which applies to transmission

instruments (e.g., triple quadrupole instruments), and “ion trap” or “sustained

off-resonance irradiation (SORI)” CID, which are implemented in quadrupole ion

trap and ion cyclotron resonance instruments, respectively. The latter CID

approaches CID employ much longer activation times and sample processes that

occur over longer timescales than in beam-type CID. As a result, CID in the ion

trapping instruments tends to more strongly favor low-energy processes leading to

less sequential fragmentation than does beam-type CID.

6.3.1.1 CID of DNA Anions
Ion Trap CID Phenomenology
The early efforts to elucidate the gas-phase dissociation of nucleic acid ions were

focused on deoxyribonucleotides (DNAs) [11, 12, 25, 26]. Various collisional

Fig. 6.1 Nucleic acid fragment ion nomenclature proposed (a) by Cerny et al. [17], (b) by

Nordhoff et al. [20], and (c) by McLuckey et al. [21]
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activation techniques have been used to investigate the fragmentation pathways of

oligonucleotide anions and to explore the potential of MSn (where n� 2) for nucleic

acid sequencing. The earliest studies of the fragmentation pathways of oligonucle-

otide anions as a result of ion trap CID were reported by McLuckey and coworkers

[21, 27–32]. Beam-type CID of multiply charged oligonucleotide ions was

also studied by several groups [33–37]. NS fragmentation was also investigated

[38–40]. Several reports are selected to demonstrate the gas-phase fragmentation

behavior of the DNA anions under various experimental conditions.

For elucidation of the fragmentation mechanism, CID patterns of

mononucleotides, dinucleotides, and trinucleotides have been extensively studied

by ESI-MS/MS. The mononucleotides subjected to CID are singly deprotonated, so

there is no influence from internal Coulombic repulsion on the unimolecular

dissociation process. This provides benchmark information for interpreting the

Table 6.1 Summary of methods used to dissociate nucleic acid ions

Interaction

Experimental

timescale Main result Common instruments

Ion/neutral

Beam-type CID <100 μs Fragmentation QQQ, Q-TOF,

TOF/TOF, et al.

Ion trap CID 10–100s ms Fragmentation 3D, linear ion traps

SORI/CID 10–100s ms Fragmentation FTICR

Nozzle-

skimmer CID

<100 μs Fragmentation ESI interface

SID

(ion/surface)

ns Fragmentation Specialized QQQ,

Q-TOF

Ion/photon

BIRD 100 ms-s Fragmentation FTICR

IRMPD 10–100s ms Fragmentation FTICR, ion traps

UVPD ns Fragmentation Traps, FTICR,

TOF/TOF, et al.

EPD ns Electron detachment from anion Traps, FTICR,

TOF/TOF, et al.

Ion/electron

ECD 10–100s ms Electron capture by cation/

fragmentation

FTICR

niECD 10–100s ms Electron capture by anion/

fragmentation

FTICR

EDD 10–100s ms Electron detachment from anion/

fragmentation

FTICR

Ion/ion

ETD 10–100s ms Electron transfer to cation/

fragmentation

Ion traps

NETD 10–100s ms Electron transfer from anion/

fragmentation

Ion traps

See abbreviations for definitions of the acronyms
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CID patterns of larger multiply charged nucleic acid ions. Rodgers et al. [41]

(SORI/CID) and Habibi-Goudarzi et al. (ion trap CID) [30] systematically exam-

ined the low-energy CID behavior of the singly deprotonated ions of the four

20-deoxyribodinucleoside 30-monophosphates and their corresponding

50-monophosphates. They found that CID of the eight 20-deoxyribonucleoside
monophosphates shows loss of the neutral base as the dominant fragmentation

channel. Evidence showed that the loss of the nucleobase is greatly facilitated by

the presence of 30-phosphate as opposed to 50-phosphate. For the

20-deoxyribonucleoside 30-monophosphates, formation of PO3
� is a major channel,

whereas the 30-monophosphate counterpart tends not to fragment through this

pathway. Water loss following loss of the neutral base has been observed for all

of the 50-monophosphate species and is far more prominent than their

30-monophosphate counterparts. The water loss presumably results from elimina-

tion of the 30-hydroxyl group with a 40-hydrogen, analogous to the (a-B)/w-ion

formation for the multiply charged nucleic acid ions [21, 28, 29]. For the two sets of

20-deoxyribonucleoside monophosphates, the tendency for neutral base loss follows

the order of dAp, dTp> dCp> dGp, and pdA, pdT> pdC pdG. According to

Rodgers et al. [41], the significant low reactivity of pdG is postulated to result

from the strong hydrogen bonding between the 2-NH2 of guanine and the

50-phosphate group.
For singly charged dinucleotides, Habibi-Goudarzi and McLuckey [30] have

noted that the loss of the 50-base is significantly preferred over the 30-base [30,

36]. This phenomenon agrees with the previous postulation that 30-phosphate
facilitates the base loss, given that 30-base does not have a 30-phosphate. The
50-base is lost either as a neutral or as an anion, whereas the 30-base is preferentially
lost as a neutral [30]. Loss of the deprotonated 50-base follows the trend

A�>G�>T�>C� for a given 30-base. The identity of the 30-base also determines

the likelihood of observing a 50-base loss. The tendency for observing the 50-base
anion follows the order of the 30-base as A>C>T>G [30]. The inhibition to the

50-base loss with G as the 30-base is possibly due to the strong interaction between

the guanine and the phosphodiester linkage (30-phosphate for the 50-base).
Virkic et al. [42] investigated the gas-phase fragmentation pattern of the [M–H]�

ions derived from all 64 trinucleotides and 16 mixed-base tetranucleotides using

CID-MSn in a quadrupole ion trap. The initial fragmentation channel of the singly

charged trinucleotides is neutral base loss from the 50-terminus, along with minor 30

and internal base loss. Other sequence ions are also present with low or moderate

abundances, including c2
�, x2

�, y2
�, and z2

�. CID of the [M–H–AH]� ion yields

w2
� as the most abundant fragment peak, which results from the subsequent 30 C–O

bond cleavage of the ribose. As a general rule, loss of a charged base, as opposed to

loss of neutral base, increases with the ratio of the charge to the number of

phosphate groups in the parent ion. It has also been found that the loss of a charged

cytidine is not commonly observed, unless the molecule is highly charged. How-

ever, the loss of a neutral cytidine is a facile reaction if Coulombic repulsion does

not promote the loss of some other base as a charged species.
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McLuckey and Vaidyanathan [32] systematically investigated the effect of

precursor ion charge state, oligonucleotide length, and nucleobase composition on

the fragmentation behaviors of a series of single-base DNA anions (3- to 8-mers) by

ion trap tandem mass spectrometry. Precursor ion charge state has tremendous

influences on the major dissociation pathways. Precursor ion charge state has been

postulated to determine the threshold energies required for various competitive

decomposition pathways. Therefore, changes in precursor ion charge state can lead

to dramatic changes in the relative contributions of different fragmentation

channels. For a given number of residues, nucleobase composition is an important

factor. Poly-T anions show a strong tendency to lose the 50-thymine, whereas loss of

the 50-guanine is inhibited for poly-G anions. Poly-A and poly-C do not follow any

pattern in this regard. Poly-A and poly-C anions show strong evidence that charge

location is important for directing fragmentation into particular sequence channels

when a single combination of charge site locations is preferred. In contrast to other

single-base oligomers, poly-A anions tend to dissociate by consecutive losses of the

base, as either an anion or a neutral, competing with the reactions that give rise to

[a-B]�- and w-type sequence ions. This tendency is more obvious with increasing

size and charge of poly-A oligomers. In the case of oligomers of the same residue

number and charge, the ease of fragmentation of single-base DNA follows the order

of poly-AT�C>G. The ease of adenine loss is possibly relative to the weak

N-glycosidic bond strength associated with adenine, whereas enhanced stability

of guanine is presumably due to its hydrogen bonding interaction with the

50-phosphate group.
From the observations made on ion trap CID of a larger set of single-stranded

DNA anions under quadrupole ion trap conditions [27–29, 32, 41, 42], several

tendencies for gas-phase decomposition of the multiply deprotonated species

emerge:

1. The loss of a nucleobase is the initiate step of the fragmentation. Depending on

the precursor ion charge state, the base can be lost as an anion or neutral. For

precursor ions with low charge states, neutral base loss is predominant. As the

charge on the precursor ion increases, loss of charged bases becomes favored

and coexists with the neutral base losses. The order of preference for charge base

loss is A�>T�>G�, C� [28] or A�>G�>T�>C� [29]. Neither of these

orders is consistent with the order for base loss from the 20-deoxyribonucleoside
30-monophosphates (dAp, dTp> dCp> dGp) or from the corresponding

50-monophosphates (pdA, pdT> pdCpdG) [30]. The different orders of stability

reported can be attributed to higher structural complexity of oligonucleotides

and the Coulombic repulsion caused by multiple charges.

2. Loss of the 30-terminal base tends to be disfavored. The propensity for base loss

has also been reported to be higher for 30-phosphorylated mononucleotides than

for the corresponding 50-phosphorylated species [18, 30, 43]. This phenomenon

has been attributed to that the base loss is facilitated by the 30-phosphate. Neither
30-terminal base nor 50-phosphorylated mononucleotides have the facilitated

30-phosphate, and thus such base loss is not favored.
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3. The subsequent cleavage of the 30 C–O bond of the ribose from which the base

was lost is a dominant pathway. The dissociation of the 30 C–O bond generally

forms complementary (a-B)- and w-type fragments regardless of the base or its

charge. This fragmentation channel outcompetes all the other possible cleavages

(b/x-, c/y-, or d/z-type cleavage) along the phosphodiester linkage and therefore

greatly simplifies spectral interpretation for DNA-type oligonucleotides.

4. Base losses from first- and second-generation fragments facilitate further back-

bone cleavages and produce internal fragments. Multiple base losses increase

with increasing activation energy and increasing precursor ion charge state.

However, loss of a PO3
� group from 50-phosphorylated fragment ions, such as

w-type products ions, can compete effectively with this base loss channel.

Beam-Type CID Phenomenology
In addition to the observations made by ion quadrupole ion traps, CID behaviors of

DNAs have been investigated with beam-type instruments, such as triple

quadrupoles. The results differ somewhat from trends observed in quadrupole ion

traps. One of the most obvious differences is that no obvious preference for the loss

of a specific nucleobase is observed in beam-type CID of DNA anions [33, 36,

44]. Moreover, it has been reported that base loss is not a prerequisite for backbone

cleavage [45]. The prominent product ions from beam-type CID are not limited to

(a-B)- and w-ions [36, 44]. The differences in dissociation pattern of DNA anions in

ion trap versus beam-type instruments likely arise from the differences in activation

time frames and precursor ion internal energies. Ion trap collisional activation

generally favors slow low-energy processes due to its relatively long time frame,

whereas beam-type collisional activation tends to access higher energies that make

more dissociation channels competitive. Additionally, ion trap CID uses single-

frequency excitation which only affects the precursor ions, whereas, in triple

quadrupole instrument, product ions can undergo secondary collision with the

bath gas and induce further generations of fragments. It has been reported that

beam-type CID generated more extensive sequence information than ion trap

CID [44].

Boschenok and Sheil [36] studied the fragmentation patterns of [M–H]� ions of

a series of oligonucleotides on a quadrupole-hexapole-quadrupole mass spectrom-

eter as well as on a magnetic sector-TOF-MS. They found that the dominant

fragment in the CID mass spectra of singly deprotonated dinucleotide anions

came from the 50-base anion. For DNA hexamers, beam-type CID of the [M–

2H]2� ions generates fragment ions corresponding to loss of bases followed by

cleavage of the 30 C–O bond in the ribose that has lost the base, i.e., (a-B)- and

w-fragments. Distinct from ion trap CID results of multiply charged oligonucleo-

tide anions, no strong preference for loss of any particular base is observed in the

tandem mass spectra of the hexamers obtained either on a triple quadrupole

(Elab¼ 40 eV) or on a magnetic sector-TOF instrument (Elab¼ 400 eV).

Barry et al. [33] studied a series of synthetic oligonucleotides with one modified

nucleobase in the sequence of 50-d(CACGXG)-30, where X represents ethyldeox-

yuridine, bromovinyldeoxyuridine, 5-iododeoxyuridine, or trifluorodeoxythymidine,
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in a triple quadrupole mass spectrometer. Triply deprotonated precursor ions were

subjected to beam-type CID and an apparent reduction in the total number of

product ions in the CID spectra of the oligonucleotides with iodo- and trifluoro-

modified bases was observed. However, the CID spectra of the ethyl- and

bromovinyl-modified oligomers showed loss of all nonterminal bases with concom-

itant cleavage of the ribose 30 C–O bonds. The authors suggested that the multiple

collisions induced in a triple quadrupole experiment could allow for multiple

competitive pathways to be observed instead of the lowest energy processes as in

a quadrupole ion trap. The initial base loss tends to be influenced by the electron

affinity of substituents on the nucleobase. Loss of a nucleobase anion becomes more

facile when the modification on the base becomes more electron withdrawing.

Moreover, the X� loss in conjunction of the subsequent 30 C–O cleavage,

generating (a5-B5)- and w1-ions, formed the most abundant product ions in the

case of the trifluoro- and iodo-modified oligomers such that other backbone cleav-

age channels were diminished. Another structurally useful fragmentation pathway

was also observed by Barry et al. [33]. This fragmentation pathway yields comple-

mentary c- and y-ions. It was noted that complete yn
� series was observed in the

CID spectra of the ethyl- and bromovinyl-modified oligomers but disappeared

completely in the case of trifluoro- and iodo-modified oligonucleotides. The ratio-

nale for this was that fragments containing the base X that is highly electron

withdrawing are susceptible to further fragmentation and are therefore less likely

to appear in the product spectrum. It is also possible that a y-ion can result from the

loss of PO3
� or HPO3 from a w-ion. Then, the reduced formation of w-ions could

directly impact the observation of y-ions.

CID Phenomenology of Double-Stranded DNA
Besides single-stranded oligodeoxyribonucleotides, DNA duplexes have also been

investigated using ESI-MS/MS techniques [46–57]. Ding and Anderegg [55]

demonstrated that the relative abundance of DNA duplex ions in ESI mass spectra

is qualitatively correlated to the concentration of these duplexes in solution.

Williams and coworkers [49] showed that DNA duplexes preserve the Watson–

Crick base pairing in the gas phase by comparing the activation energies for

dissociation of complementary and noncomplementary DNA duplexes using

BIRD in an FTICR mass spectrometer. Gabelica and De Pauw [51] proved the

existence of base stacking interactions and the conservation of double helix confor-

mation in the gas phase by evaluating CID MS/MS of various 16-mer DNA

duplexes with a hybrid Q-TOF instrument. They also observed that the uneven

partition of the negative charges between the two single strands was related to the

terminal bases exclusively and suggested that it is correlated with the gas-phase

acidities of the [sugar-phosphate-sugar-base] species. Madsen and Brodbelt [57]

also investigated the factors that affect the asymmetric charge partitioning observed

upon dissociation of DNA duplexes in the gas phase. They showed that the degree

of asymmetric charge partitioning increased significantly with duplex size, precur-

sor ion charge state, G/C base composition, and internal energy deposition. They

suggested that the conformations of the duplexes and their propensity for changes in
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surface area before complete strand separation dictate the degree of asymmetric

charge partitioning, in some ways similar to the dissociation mechanism of

multimeric protein complexes.

Generally, DNA duplex dissociation follows two competing pathways:

noncovalent dissociation of the complex into single strands and covalent fragmen-

tation [48, 49, 52, 58]. Neutral base loss from the duplex competes with separation

of the two strands, and both channels are dominant in the product mass spectra. For

noncomplementary duplexes, it has been demonstrated that base loss initiated

backbone fragmentation [49]. Gabelica and De Pauw [52] studied fragmentation

patterns of DNA duplex using quadrupole ion trap and Q-TOF instrument. Their

observation showed that neutral base loss from the duplex is favored by slow

activation, whereas non-covalent dissociation into single strands is favored under

fast activation conditions (Fig. 6.2). CID of the duplex also generated two types of

sequence-informative fragments. Type I fragments are single-strand backbone

fragments (noted 1, 2, 3,. . ., in Fig. 6.2), whereas Type II fragments are duplexes

with backbone cleavage from one of the two strands (noted a, b, c,. . ., in Fig. 6.2).

The abundance of Type II fragments increases under slow activation conditions.

Type I fragments are, however, favored when fast activation methods are used.

Moreover, MS [3] experiments suggest that base loss ions from the duplexes are the

precursors of Type II fragments. Then, Type I fragments originate from either the

complementary parts for Type II fragments or secondary fragmentation of single

strands that contain excessive energy. It was noted that the CG pair components

significantly alter the CID products of the duplexes. CID of the duplexes with low

percentages of CG base pairs yields predominantly single strands and neutral base

loss from the duplex, whereas CID of CG-rich duplexes produces significantly

abundant backbone fragments. This difference implies that the separation of DNA

duplex involves sequential unzipping, which is dependent on the GC pair composi-

tion of the duplex.

Fragmentation Mechanisms of DNA Anions
The observations of neutral or charged base loss and the subsequent formation of

(a-B)- and w-type fragment ions have been proposed as arising from various

mechanisms. The earliest mechanistic study for DNA fragmentation was performed

on FAB-MS instrument [18]. Cerny et al. [18] observed that the high-energy CID of

all 20-deoxymononucleotides and 20-deoxydinucleotides preferentially formed ions

with a neutral bass loss from the parent, and this loss was always more facile with

the presence of a 30-phosphate. Moreover, 50 charged base losses were more

abundant than 30 charged base losses for heterodinucleotides. The mechanism for

loss of the charged base was proposed (Scheme 6.1) and was later supported by

Phillips and McCloskey [59]. In this mechanism, the formation of a charged base is

facilitated by backside nucleophilic attack (SN2) by the negatively charged phos-

phate oxygen upon the 10 carbon. This mechanism explains the favored base loss

when a 30-phosphate is present. However, it could not account for the favored

subsequent formation of (a-B)- and w-ions.
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Fig. 6.2 MS/MS spectra of Duplex B [d(CGCGGGCCCGCG)2
5�] recorded in different collision

regimes, fastest to slowest activation from top to bottom. (a) Q-TOF, collision energy¼ 30 eV. (b)

LCQ (ion trap), activation time¼ 3 ms, activation amplitude¼ 24 %. (c) LCQ, activation

time¼ 30 ms, activation amplitude¼ 12 %. (d) LCQ, activation time¼ 300 ms, activation

amplitude¼ 11 %. Reprinted from [52], Copyright 2002 Elsevier, Inc., with kind permission

from Springer Science and Business Media
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McLuckey and Habibi-Goudarzi [28] proposed a mechanism to account for the

formation of the base loss as well as (a-B)/w-fragments (Scheme 6.2). Firstly, a

nucleobase is removed by 1,2-elimination on the ribose. For highly charged ions,

loss of a nucleobase anion is preferred to relieve electrostatic repulsion. The second

step involves another “1,2-elimination reaction” (ribose ring numbering changed

due to the abstraction of the nucleobase), which cleaves the 30 C–O bond and forms

a furan ring attached to the 50-carbon. The second 1,2-elimination step is believed to

be independent of the identity of the base initially removed and the precursor ion

charge state. The formation of a stable aromatic system (furan) is the major driving

force in the formation of the second-generation products.

Wang et al. [60] reported observation of highly abundant w-series ions and an

(a3-B3)-ion for singly and doubly deprotonated T-rich DNA tetramers from both

high-energy and low-energy CID. The authors suggested that the ions of [M–H]�,
a3

�, and [M–H–B]� are possible precursors for the (a3-B3)-ions. However, a3
� and

[M–H–B]� are either absent or of low abundances in the CID spectra of the

tetramers. This phenomenon implied that the (a3-B3)-ion is either generated via a

short-lived intermediate or a concerted process. Additionally, the formation of the

(a3-B3)-ion is exclusively preferred over the (a2-B2)-ion. The fragmentation of [M–

2H]2� of the T-rich 5-mers, d(TGTTT), d(TTGTT), and d(TTTGT), also

demonstrated that there is base dependence as well as position selectivity. Loss of

neutral G from both a3- and a4-ions is favored over loss of T upon low-energy

collisional activation. The (a2-B2)-ion is not observed unless when G is at the

second position from the 50-terminus. The previously proposed 1,2-elimination

mechanisms could not explain the site-specific base loss or the absence of

intermediates. A charge-remote mechanism involving transfer of proton from the

adjoining phosphate for the formation of (an-Bn) was proposed for loss of neutral

cytosine from singly charged precursor ions (Scheme 6.3). The first step involves a

proton being transferred from the 50 phosphodiester linkage to the nucleobase and

subsequence N-glycosidic bond cleavage. Thus, the preference order of base loss

can be explained by the relative gas-phase proton affinities of the nucleobases

(G>A�C>T). Moreover, the intramolecular proton transfer process requires

the existence of a negative charge on the phosphate backbone, a positive charge

on an adjacent nucleobase, and an excess negative charge to hold the net�1 charge.

Scheme 6.1 Proposed mechanism whereby 8- is lost by backside nucleophilic attack on C(10) by
negatively charged phosphate. Reprinted with permission from [33]. Copyright 1995 John Wiley

& Sons, Ltd
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The nearby acidic hydrogen on the 50-phosphate is critical, without which the base

cannot be protonated in the first step. For the formation of w-ions, the authors

suggested that previous mechanisms (e.g., a 1,2-elimination) might still play a role.

They found that the w-ions were usually more abundant than (a-B)-ions from

doubly charged precursors. However, this mechanism does not explain why loss

of the neutral 50-base from the dinucleotide anion is favored over the loss of 30-base,
nor can it explain fragmentation of “fully” charged precursor ions, in which there is

no free acidic 50-phosphate hydrogen available.

Rodgers et al. [41] proposed a mechanism showing that base loss proceeds

through a proton-bound dimer intermediate (Scheme 6.4). According to this mech-

anism, after the nucleobase is lost from 1,2-elimination, it forms a proton-bound

dimer with its 30-phosphate. McLuckey et al. [31] tested this mechanism by

investigating MS/MS of a series of adenine containing DNAs with an

ESI-quadrupole ion trap. The increasing degree of charged base loss with increas-

ing parent ion charge was attributed to the energy surface involved in the dissocia-

tion of the proton-bound intermediate. Increasing charge states favors charged base

Scheme 6.2 Adapted with permission from [28]. Copyright 1993 American Chemical Society
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loss because the increasing Coulombic repulsion increases the likelihood of charge

separation.

Barry et al. [33] postulated that the base loss reaction is base catalyzed by the

phosphate group and undergoes an internal “bimolecular elimination”

(E2 reaction). According to their mechanism, the first step involves the negatively

charged 30-phosphate oxygen abstracting the 20-H via a six-member ring transition

state and B� is removed simultaneously. The relief in Coulombic strain in the

oligonucleotide from the detachment of B� favors this reaction. In the case when a

30-phosphate is not present (30-terminus), other functional groups may act as the

base catalyst, i.e., other phosphate groups or a 30-OH group. However, none of these

groups can offer the same low-energy pathway as that provided by the

30-phosphate. In the second step, the 30 C–O bond is cleaved to yield a stable

furan product, which may be base catalyzed by the 50-phosphate oxygen.

The reduction in Coulombic repulsion by the loss of the w-fragment ion and the

formation of a stable substituted furan ring provide the driving force for the

reaction.

Most previously proposed mechanisms involve the deprotonated phosphodiester

linkage at the cleavage site. In order to investigate the necessity of an adjacent

charge in the formation of (a-B)- and w-type fragments, Bartlett et al. [45]

investigated the CID of multiply charged polyadenosine oligonucleotides by par-

tially replacing the normal phosphodiester linkages with methylphosphonate

(MP) linkages. In all MP-containing oligonucleotides, over 90 % of phosphate

groups are observed to be charged, whereas only 60 % are charged in normal

oligonucleotides. They postulated that this unexpected effect came from charge

Scheme 6.3 Reprinted from [60]. Copyright 2002 Elsevier, Inc., with kind permission from

Springer Science and Business Media
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stabilization by interactions of charged sites with uncharged residues. Beam-type

CID showed that backbone cleavage was observed at every residue, producing

(a-B)- and w-type ions regardless of the phosphate being charged or not. Moreover,

the w-type ions were relatively more abundant than those from the normal

phosphodiester oligonucleotides. Therefore, two pathways for the backbone

cleavages can occur under the multiple collision conditions of the quadrupole

collision cell, one involving base loss followed by cleavage of the 30 C–O bond

(formation of (a-B)/w-fragments) and the other undergoing direct cleavage of the 30

C–O bond (formation of a/w-fragments). Two mechanisms were proposed for latter

pathway: (1) a proton (e.g., 40-H) is transferred to a remote charged phosphodiester

group (Scheme 6.5a) and (2) a proton is transferred to a MP oxygen at the cleavage

site (Scheme 6.5b).

H/D exchange experiments [61] and methylphosphonate substitution

experiments [62] supported a proposed formation of a zwitterionic intermediate

in dissociation of relatively low charge DNA anions. Wan et al. [61] incorporated

Scheme 6.4 Reprinted from

[41], Copyright 1994, with

permission from Elsevier
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bases with high proton affinity (PA) at different positions in T-rich tetramers and

hexamers for systematic study of the base effect using a quadrupole ion trap.

Oligonucleotides were sprayed in D2O solution to enable H/D exchange. The

nucleobases were removed from the single charged anions as deuterated neutral

bases (BD). This result is not consistent with the previously proposed

1,2-elimination mechanisms [28, 33], because 1,2-elimination should involve the

non-exchangeable 20-hydrogen and would give rise to BH losses instead of BD

losses. The authors postulated that the exchanged deuteron possibly came from a

phosphodiester linkage adjacent to the base that was lost. Two mechanisms were

proposed for formation of the w3-ion in the case of d(GTTT): one w3-ion was 2u

less than the completely exchanged w3 in the MS [3] spectrum of (M–D–GD)�

(Scheme 6.6), and the other was 1u less than the completely exchanged species

(Scheme 6.7). In Scheme 6.6, the first step involves a deuteron being transferred to

the high-PA base guanine. Given that the precursor ion does not have a

50-phosphate group, the deuteron presumably comes from the nearby

30-phosphodiester linkage and therefore forms a “zwitterionic intermediate.” The

negatively charged 30-phosphodiester oxygen facilitates the elimination of GD via

an E2 mechanism. Then, the neutral 30-phosphate oxygen abstracts the 40-sugar

Scheme 6.5 (a) Proposed mechanism for transfer of charge from a remote phosphate to

methylphosphonate w1
� ion. Hydrogen transfer from the sugar is depicted as arising from C-40

for convenience. The second reaction product shown is an intermediate which may further

dissociate by base loss. (b) Alternative mechanism for chain cleavage at an uncharged site leading

to neutral w1 species. Inset: neutral phosphodiester, showing structural analogy to uncharged

methlphosphonate. Reprinted with permission from [45]. Copyright 1996 John Wiley & Sons

6 Fragmentation Reactions of Nucleic Acid Ions in the Gas Phase 147



proton and induces the 30 C–O bond cleavage. Another pathway of the w3-ion

involves direct 30 C–O bond cleavage as shown in Scheme 6.7.

For the DNA fragmentation, several mechanisms have been reported, each with

experimental and/or theoretical support. However, none of them is adequate in

explaining all reported phenomenology. For example, the base loss mechanism

proposed by Wang et al. [60] was supported well by the CID experiments of T-rich

DNA anions. However, it cannot explain either the preferential loss of neutral

50-base in dinucleotide anions or the dissociation of “completely” charged precur-

sor ions. Likewise, the zwitterionic proton-bound intermediate mechanism was

confirmed by H/D-exchange studies by Wan et al. [61] and can account for the

preferential loss of neutral 50-base. Nevertheless, it fails to provide an explanation

for the T� loss from highly charged ions. Therefore, it is apparent that several

mechanisms can contribute to the gas-phase fragmentation of oligonucleotides

depending on the reaction conditions and ion charge state.

6.3.1.2 CID of DNA Cations
Phenomenology
Reports for gas-phase fragmentation of protonated DNAs are relatively few, pre-

sumably due to the fact that the negative mode tends to provide higher ion yields, at

least under ESI conditions. Most positive ion studies were performed on small

oligomers. Boschenok and Sheil [36] investigated the fragmentation pattern of

protonated dinucleotides ([M+H]+) using beam-type collisional activation. They

observed both protonated base losses and neutral base losses, as well as w-type ions.

Vrkic et al. [63] systematically examined CID patterns of all 64 protonated oligo-

nucleotide trimers and 16 mixed-base tetramers by ESI-MSn in a quadrupole ion

trap. They found that the neutral base loss pathway is related to the relative proton

Scheme 6.6 Proposed mechanism for the formation of w3 that is 2u less than completed

exchanged. Reprinted from [61]. Copyright 2001 Elsevier, Inc., with kind permission from

Springer Science and Business Media
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affinity of the nucleobase. Wang et al. [64] studied the CID behavior of positively

charge oligonucleotides up to 20-mer level and found that charging levels of

oligonucleotides were largely dependent on base composition. Ni et al. [65] con-

firmed that positive ion CID generates similar product ion types as negative ion

CID, namely, (a-B)- and w-type ions. The only exception comes from poly-T,

which yields x-2H and z-2H ions exclusively. Weimann et al. [66] examined the

high-energy CID behavior of oligonucleotides (6- to 10-mers) on a hybrid

EBE-TOF mass spectrometer. Some differences from those reported with triple

quadrupoles were observed, presumably due to the significant variations in collision

energy and timescale of dissociation. The reader is referred to the studies just

mentioned for details of the respective observations.

Fragmentation Mechanisms
Several groups [42, 64, 65] have shown that the CID product spectra of DNA

cations qualitatively resemble the CID product spectra of the corresponding anions,

showing (a-B)/w-fragment ions. Thus, Wang and coworkers [64] postulated that the

CID fragmentation mechanisms of protonated and deprotonated DNAs may share

some commonalities. However, DNA cations are believed to be, in most cases,

protonated on the nucleobases, and such protonation appears to facilitate the

cleavage of the glycosidic bond resulting in base loss and subsequent formation

of (a-B)/w-ions. PolydT, being the only exception, disfavors base losses due to the

low proton affinity of thymine. CID of polydT cations leads to formation of x-2H

and z-2H series ions exclusively, while (a-B)/w-ions dominate the negative ion CID

spectrum. This exception has been rationalized in that instead of being protonated

Scheme 6.7 Proposed

mechanism for the formation

of w3 that is 1u less than

completely exchanged.

Reprinted from

[61]. Copyright 2001

Elsevier, Inc., with kind

permission from Springer

Science and Business Media
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on the thymines, the polydT are protonated on phosphate backbone. Wang

et al. suggested a mechanism with protonation on the bridging oxygen of the

phosphodiester linkage attached to the 30-carbon to form C-OH+-P. The cleavage

of the P–O bond leads to charge transfer to the metaphosphoric acid ester group and

yields an x-2H ion (Scheme 6.8). Then, loss of the neutral metaphosphoric acid

(HPO3) from the x-2H ion forms the corresponding z-2H ion. Furthermore, the

absence of the TH2
+ ion in the product ion spectrum of polydT supported the

reasoning that thymine is not protonated.

Vrkic et al. [63] proposed two possible pathways for the general base loss from a

protonated DNA (Scheme 6.9). The first mechanism is similar to the one that was

proposed by Beauchamp and coworkers [67], the base is lost via an E1 reaction, in

which a carbocation intermediate is generated followed by the loss of a neutral base

to form the oxonium ion (Scheme 6.9a). This pathway does not require the

previously proposed 30-phosphate facilitation in the negative ion CID, allowing

for the possibility of the 30-base loss. The second mechanism occurs via an

intramolecular E2 reaction, in which the base is lost simultaneously with the

formation of a furan double bond. 50 or internal base loss can go through either

the E1 or E2 mechanism. The authors also proposed a mechanism for the formation

of (a-B)/w sequence ions from the [M+H–BH]+ ions (Scheme 6.9a) that involves

an ion-molecule complex undergoing either proton transfer or direct dissociation

(Scheme 6.10). The instability of the oxonium ion leads to 30 C–O backbone

cleavage, forming an ion-molecule intermediate. This complex can either dissociate

directly to yield (a1-B1)
+ or undergo intermolecular proton transfer to form a w2

+

ion. Vrkic et al. also postulated a mechanism for the formation of the “(a3-B3)
+ ion”

that results from water loss from the [M+H–B3H]
+ ion of the trimers. The loss of

30-base via the E1 mechanism produces an intermediate, which can then lose the

30-OH as a neural water molecule. The key concepts for the ion trap CID fragmen-

tation mechanisms are summarized as follows: (1) the mechanisms are charged

Scheme 6.8 Proposed mechanism for the formation of x-2H and z-2H ions from poly-T

oligonucleotides. Adapted with permission from [64]. Copyright 1997 John Wiley & Sons
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directed; (2) two complementary fragment ions (a-B) and w are competing for the

charge via an ion-molecule complex intermediate, and (3) the “mobile proton

model” [68, 69], in which a labile proton is able to relocate from one potential

cleavage site to another to effect fragmentation, may also be applied in explaining

the fragmentation of protonated oligonucleotides.

6.3.1.3 CID of RNA Anions
Phenomenology
Compared to DNA fragmentation, relatively few observations have been made on

the dissociation of RNA, most of which were made in the past decade. Schürch

et al. [70] examined a series of multiply deprotonated RNA and mixed-sequence

RNA/DNA oligonucleotides (5-mer) upon beam-type CID in a hybrid Q-TOF mass

spectrometer. They found that the loss of either a charged or a neutral nucleobase is

the initial dissociation process, which is similar to the DNA analogs. Loss of neutral

nucleobases is preferred for the [M–2H]2� precursor ions, while triply and quadru-

ply charged ions favor the loss of a charged nucleobase. Both neutral and charged

base losses predominantly favor the release of the 50-terminal base, whereas the

30-base loss is inhibited. Nucleobases with higher proton affinity (C�T>U) are

preferentially eliminated. Loss of the base on the 30-terminus becomes favorable

only if the 30-base has a high proton affinity, e.g., loss of cytosine from UUUUdC.

They also found that the 20-substituent of the ribose is not significantly related to the
preference for neutral or charged base loss. The most distinct dissociation pathway

of RNA involves backbone fragmentation characterized by the formation of

a

b

Scheme 6.9 Proposed mechanism for base loss from a protonated oligodeoxyribonucleotide.

Adapted from [63], Copyright (2000), with permission from Elsevier
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abundant c-ions and their complementary y-ions as the major sequence-informative

series (Fig. 6.3). Another difference from DNA is that backbone dissociation of

RNA is not correlated with base loss. In the case of mixed-sequence RNA/DNA

oligonucleotides, CID leads to a combination of DNA-typical (a-B)/w-ions and

RNA-typical c/y-ions depending upon the type of nucleotide adjacent to the 50-side
of the cleavage site. The authors suggested that the 20-hydroxyl group is involved in
the fragmentation mechanism because it is the distinguishing structural feature of

RNA from DNA.

Later, Tromp and Schürch [71] further investigated low-energy CID behavior of

oligoribonucleotides and compared the results with their 20-modified counterparts

using a Q-TOF instrument to investigate their fragmentation pathways. Their

findings have established the importance of the 20-hydroxyl substituent as the

structural key element in the fragmentation mechanism of RNA. As opposed to

DNA, which preferentially dissociates into (a-B)/w-type ions, the presence of the

20-hydroxyl group of RNA results in formation of predominant c/y-type ions. They

suggested that the electron-withdrawing 20-substituent induces a stabilizing effect

on the N-glycosidic bond by impeding the formation of the carbocation at the

10-position [72] and therefore makes nucleobase loss less prominent. Moreover, the

availability of a proton in the vicinity of the phosphate group is necessary for the

RNA-typical backbone cleavage. This was supported by comparing the fragmenta-

tion patterns of an RNA tetramer 50-UAUU-30 to its 20-O-methyl and 20-fluoro

Scheme 6.10 Proposed mechanism for formation of (a-B)/w-fragments from a protonated

oligodeoxyribonucleotide. Adapted from [63], Copyright (2000), with permission from Elsevier
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substituted analogs. When the 20-hydroxyl proton is not available, the

phosphodiester linkage is cleaved at all possible bonds, generating all types of

fragments, i.e., a/w-, b/x-, c/y-, and d/z-ions. In addition, the experiments on

oligoribonucleotides incorporating the dSpacer, a 20-deoxyribonucleotide without

the nucleobase, showed that gas-phase dissociation of the RNA backbone is not

strongly influenced by the nucleobases (Fig. 6.4).

Huang et al. [73] studied the dissociation of model RNA anions as a function of

charge state and resonance excitation amplitude using ion trap collisional activa-

tion. They found that the information from tandem mass spectrometry can be

affected by the precursor ion charge state and excitation energy. Generally, forma-

tion of c/y-fragments and base losses are two of the preferred dissociation pathways

for RNA anions. The c/y-ion signal is predominant in the product ion spectra from

low to medium charge states when low excitation amplitudes are applied. However,

contributions from cleavages of the other backbone bonds increase at higher

excitation amplitudes, including abundant DNA-typical (a-B)/w-ion series at high

Fig. 6.3 Product ion spectra

of the all-RNA

pentanucleotides (a)

UUUUC, (b) UUUCU, and

(c) CUUUU obtained by

dissociation of the [M–2H]2�

precursor ions with a collision

energy of 30 eV. The main

sequence-defining fragment

ions are the c-, y-, and

w-series. Reprinted from [70],

Copyright 2002 Elsevier, Inc.,

with kind permission from

Springer Science and

Business Media
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excitation amplitudes. The dissociation of model dinucleotide systems as a function

of activation amplitude showed that the two consecutive cleavages yielding (a-B)/

w-ions are almost identical for RNA and DNA systems. The presence of the 20-OH
group has little influence on the energetic requirements for either base loss or the

subsequent 30 C–O bond cleavage when intramolecular proton transfer to a

nucleobase does not or cannot occur (as in the case with deprotonated

dinucleotides). However, the comparison of protonated RNA and DNA

dinucleotides suggested that the 20-OH group of the RNA tends to impede the

base loss channel in positive ion CID. Thus, when intramolecular proton transfer

can occur in RNA oligonucleotide anions, most likely at lower charge states, the

base loss channel may be affected by the 20-OH group. Yet, the c/y-fragmentation

channel is significantly facilitated by the presence of the 20-OH group regardless of

the protonation state of the nucleobase. The authors suggested that this process is

either more facile or comparably facile to base loss. Higher excitation amplitudes

were required for production of (a-B)/w-ions than for c/y-ions presumably because

the generation of the former ions involves a two-step process which requires more

energy. Other backbone cleavages, such as b/x- and d/z-ions, were also observed at

relatively low abundances along with the more abundant c/y and (a-B)/w ions at

higher excitation amplitudes.

Most early efforts were focused on elucidating the fragmentation mechanism of

RNA ions using small model oligoribonucleotides. With small oligomers, ion trap

and beam-type activation show little difference in terms of fragment ion types

[71, 73]. However, beam-type CID tends to generate complex spectra with frag-

ment ions from two dominant cleavage mechanisms as well as secondary dissocia-

tion for large RNA sequences, which inevitably complicates the interpretation of

the data. McLuckey and coworkers [74] have investigated the potential of ion trap

Fig. 6.4 Product ion spectrum of the doubly deprotonated UA(dSpacer)G (m/z 548.11), which
incorporates a building block lacking the nucleobase. The spectrum predominantly show the RNA

characteristic y2-ion with m/z 462.12. Other fragments indicate backbone cleavage at alternative

positions. Reprinted from [71], Copyright 2005 Elsevier, Inc., with kind permission from Springer

Science and Business Media
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CID in generating sequence-informative fragment ions for single-stranded and

duplex siRNA anions. They investigated the dissociation behaviors as a function

of charge states and resonance excitation amplitude. The siRNA duplexes predom-

inantly dissociated into two complementary single strands through the breaking of

noncovalent bonds. The partitioning of the total negative charges into the single-

stranded counterpart is found to be sequence dependent. This is consistent with

Madsen and Brodbelt’s [57] observation for DNA duplexes. By increasing the

translational energy in beam-type collisional activation or excitation amplitude in

ion trap collision activation, fragment ions from both strands were observed. The

single-stranded siRNAs could be fragmented specifically at the 50 P–O bond and the

N-glycosidic bond when precursor ions of relatively low charge states were

subjected to ion trap collisional activation at relatively low excitation amplitudes.

As the excitation amplitude increased, the other sequence-informative channels,

such as 30 C–O bond cleavages, began to contribute and could therefore be observed

(Fig. 6.5).

Fragmentation Mechanisms
Given the fact that the 20-hydroxyl group of the RNA backbone is the only

difference from that of DNA, Schürch et al. [70] suggested that the mechanism

for the formation of the major backbone fragmentation products, c/y-ions, should

involve the 20-substituent. The proposed fragmentation mechanism is described in

Scheme 6.11a. Backbone fragmentation is initiated by forming an intramolecular

cyclic intermediate with 20-hydroxyl proton bridged to the 30-phosphate oxygen.

The 20-hydroxyl proton is abstracted from the oxygen and facilitates the cleavage

of the 50 P–O bond, yielding c/y-type fragments. The formation of a

30-metaphosphoric-acid ester group following subsequent bond rearrangement

stabilizes the c-fragment. The complementary y1-fragment is released as a neutral

molecule, and thus will not be detected.

The Schürch mechanism [70] (Scheme 6.11a) was further supported by

fragmenting several 20-modified RNA analogs under similar conditions on a

Q-TOF mass spectrometer. Tromp et al. [71] found that by replacing the

20-hydroxyl group with 20-O-methyl or 20-fluoro, the preferential c/y-fragment

channel is inhibited and all backbone cleavages are observed. This provides

evidence for the necessity of the 20-hydroxyl group for c/y-ion generation. More-

over, the authors also examined an alternative mechanism similar to the one known

for backbone cleavage of RNAs in solution, which could also lead to the same RNA

characteristic c/y-type fragment ions (Scheme 6.11b). Although there is no free

proton acceptor present in the gas phase, the proton from the 20-hydroxyl group
might still be abstracted by the adjacent 30-nucleobase via intramolecular proton

transfer. A transesterification step follows the deprotonation of the 20-hydroxyl
group, in which the 20-oxygen undergoes nucleophilic attack by the phosphorus,

forming a cyclic intermediate. Then, the cleavage of the phosphodiester backbone

is accomplished by bond rearrangement and protonation of the leaving group

(y-ion) by the protonated nucleobase, yielding the complementary c/y-fragment

ions. Ideally, a 30-side nucleobase to the given 20-ribose hydroxyl group is needed as
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the proton acceptor for the intramolecular proton transfer. Tetranucleotide UA

(dSpacer)G, incorporating a 20-deoxyribonucleotide lacking the nucleobase, is

used to verify such an alternative mechanism. The dSpacer building block enables

evaluation of the role of the nucleobase in the RNA fragmentation mechanism, as

the dSpacer does not provide the 30-nucleobase. If the nucleobases were involved in
the dissociation of RNA, the CID behavior of UA(dSpacer)G would be different

from normal RNA anions. However, 50 P–O bond cleavage dominates the product

spectrum (Fig. 6.4), and this could rule out the possibility for the mechanism that

involves the 30-nucleobase as proton acceptor and support the mechanism in

which backbone dissociation is initiated by formation of an intramolecular cyclic

intermediate with the 20-hydroxyl proton bridged to the 50-phosphate oxygen.

6.3.1.4 CID of RNA Cations
Phenomenology
Kirpekar and Krogh [75] have studied the fragmentation behavior of short, singly

protonated oligoribonucleotides generated by Q-TOF instrument to locate posttran-

scriptional modifications of RNA molecules. Complex MS/MS spectra were gen-

erally observed, showing nearly all types of cleavages along the phosphodiester

Fig. 6.5 Ion trap CID of the antisense siRNA anions [AS siRNA]5� under relatively low

amplitude (a) 99.93 kHz, 480 mV, 100 ms and relatively high amplitude (b) 99.93 kHz,

800 mV, 100 ms conditions. The c/y-ion series labeled in panel a were not labeled in panel b to

avoid figure congestion. Reprinted with permission from [74]. Copyright 2008 American Chemi-

cal Society
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backbone and of the N-glycosidic bonds (and combinations of these) at different

relative abundances. The most prevalent backbone fragment ions were found to be

c- and y-ions, whereas the least prevalent ions were b/x-ions. Loss of neutral

cytosine and guanine required low-energy deposition and therefore were preferred,

whereas neutral loss of adenine was less prevalent. Loss of uracil, as either a neutral

or cation, was never observed. By varying the collision energy, ions arising from

loss of neutral GH and CH and that of y-sequence ions are typically the first

fragments to appear. This fragmentation behavior is distinct from the that of singly

protonated DNAs, where loss of a nucleobase is the key initiating step followed by

predominant cleavage of the 30 C–O bond, resulting in (a-B)/w-fragments. As

suggested by Tang et al. [72], the 20-hydroxyl stabilizes the N-glycosidic bond in

RNA, making it less susceptible to cleavage upon protonation of the nucleobase. As

a result, the energies required to generate MH+-GH, MH+-CH in RNA cations are

elevated to the similar level as the c/y-formation channel.

For elucidation of the gas-phase unimolecular dissociation behavior of RNA and

DNA cations, Andersen et al. [76] performed hydrogen/deuterium exchange on a

series of RNA and DNA tetranucleotides and studied their fragmentation patterns

on a MALDI TOF-TOF instrument. They observed the loss of a neutral nucleobase

Scheme 6.11 Dissociation mechanisms of RNA. (a) Previously proposed mechanism describing

the dissociation of RNA. (b) Alternative dissociation mechanism similar to the one known for

backbone cleavage of oligoribonucleotides in solution. Both mechanisms include the 20-hydroxyl
proton and lead to the RNA-typical fragment ions. In contrast to the mechanism (a), the alternative

mechanism (b) does involve the nucleobase. Reprinted from [71], Copyright 2005 Elsevier, Inc.,

with kind permission from Springer Science and Business Media
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as a fully deuterated species for all RNA tetramers, which is consistent with the

DNA result reported by Gross et al. [77]. They have also found that all y-ions and

all c2- and c3-ions of the RNA tetramers analyzed are observed as fully deuterated

species. Therefore, no carbon-bound hydrogens are transferred to mobile sites in the

cleavage reaction. Moreover, nucleobase loss or other hydrogen mobilizing

reactions generally do not precede cleavage of the 50 P–O bond. Initial loss of a

nucleobase would have induced peak splitting of the c/y-ion fragments due to

intramolecular H/D exchange before 50 P–O cleavage. In addition to the significant

difference in fragmentation pathways between RNA and DNA (c/y-fragment

vs. (a-B)/w-fragments), water loss from the precursor ion is only observed for

RNA ions, implying that this water is lost from or by the interaction of 20-OH.Water

loss was not observed in the fragmentation of the 20-O-methylated UAUC tetramer,

further indicating the involvement of 20-OH in the reaction. Tandem mass spec-

trometry of the ribonucleosides shows no evidence of water loss and suggests that

the presence of 20-OH alone is not sufficient to induce the loss of water. Other

reactive groups present in RNA, most likely phosphate, are required in the reaction

as well.

Fragmentation Mechanisms
Andersen et al. [76] have proposed a common RNA-specific mechanism to explain

the water loss as well as 50 P–O cleavage (Scheme 6.12). This mechanism involves

an intramolecular nucleophilic attack on the phosphorus atom by the adjoining

20-OH to yield a phosphorane transition state. The phosphorane transition state is

well documented in the mechanism of RNase [78]. In the gas phase, the deuteron

abstracted from the 20-OD presumably delocalizes between the oxygens of the

phosphorane. Two reaction (1 and 2) pathways could occur depending on which

oxygen acts as the leaving group: (1) The delocalized deuteron leaves with the –OD

group leading to neutral loss of D2O and formation of an internal 20-30-cyclic
phosphate (reaction 1 in Scheme 6.13) and (2) 50 P–O cleavage and formation of

a y-fragment and a c-fragment with a 30-terminal 20-30 cyclic phosphate (reaction 2).
The mechanism of Scheme 6.13 agrees well with the detection of all deuterated c-

and y-ions from the deuterated precursor and also accounts for the neutral loss of

water observed only for the RNA precursors. Furthermore, this mechanism explains

why the water loss from deuterated RNA is a loss of D2O and not HDO, which

would otherwise be expected from a simple dehydration reaction.

6.3.1.5 CID of Chemically Modified Nucleic Acids
Phenomenology
Chemically modified oligonucleotides have been extensively studied in biomedical

and pharmaceutical research due to their potential antisense or RNA interference

(RNAi) applications [79–82]. Most antisense and RNAi compounds are heavily

chemically modified oligonucleotides, such as analogs with one or more unnatural

nucleobases, substituted ribose (20-substitution or 20-40 bridging), or modified

phosphodiester linkages [83–87] (Scheme 6.13). Traditional enzymatic digestion

and chemical degradation are limited for characterizing the modified
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oligonucleotides due to their enhanced stability in solution. Direct sequencing of

such oligonucleotides by tandem mass spectrometry is attractive because of poten-

tial advantages in speed and sensitivity.

CID patterns of chemically modified DNAs and RNAs have been investigated in

various contexts [29, 33, 88–93]. Early studies have been focused on modified

Scheme 6.12 Proposed fragmentation scheme for c- and y-ion formation from a deuterated RNA

precursor. Reprinted from [76], Copyright 2005 Elsevier, Inc., with kind permission from Springer

Science and Business Media

Scheme 6.13 Chemical modifications of oligonucleotides. (a) Modified nucleobase;

(b) 20-substitution; (c) locked nucleotide (20-40 bridging); (d) modified phosphodiester linkage
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nucleobases. McLuckey and Habibi-Goudarzi [29] examined two isomeric

oligodeoxyribonucleotide hexamer anions with the ESI-MSn approach. They

found that the preference for a particular base loss is important in locating the

modified bases. A report by Baker et al. [94] showed the CID of a multiply

protonated permethylphosphonate antisense oligonucleotide. Recently, efforts

have been directed to elucidating the fragmentation patterns of nucleic acids with

modified sugar or modified phosphate backbones, due to their potential pharma-

ceutical and biological applications [95–97]. Tromp and Schürch [71] investigated

oligonucleotide anions with different 20-substitutions, including 20-O-methyl,

20-fluoro, and 20-hydroxyl in a Q-TOF mass spectrometer. These modifications

led to production of all possible types of backbone fragments in relatively similar

abundance. Monn and Schürch [88] revisited the unimolecular fragmentation

mechanisms of nucleic acids by tandem mass spectrometry of unmodified and

methylphosphonate-modified oligonucleotides. Gas-phase dissociation of locked

nucleic acids (LNA) and LNA-DNA chimeras has been studied by Huang et al. [89]

using ion trap CID. Recently, Gao and McLuckey have reported the unimolecular

fragmentation behavior of oligonucleotide mix-mers with 20-O-methyl and

20-fluoro modification [92] as well as the phosphorothioate (PS) modification

[93]. Smith and Brodbelt [91] investigated the positive ion dissociation pattern of

a partially 20-O-methyl-modified single-strand 12-mer and an entirely

phosphorothioate-modified 12-mer with various energy deposition methods.

The striking differences between the fragmentation pathways of DNA and RNA

reflect the importance of 20-substituents on the ribose. In order to further evaluate

the influence of different 20-substituents, Tromp and Schürch [71] analyzed several

tetraribonucleotides incorporated with a 20-O-methyl-ribose or a 20-fluoro-ribose.
Figure 6.6 shows the product ion spectra of [M–2H]2� of U(20-OMeA)UU and U

(20-FluoroA)UG under beam-type activation conditions. Although the first and third

phosphodiester linkages fragment into the RNA-typical c- and y-ions, no preferred

dissociation pathway has been observed for the second phosphodiester linkage and

all four possible decomposition channels appear in the product spectra with similar

abundance. This experiment also shows that the electronegativity of the

20-substituent helps to stabilize the N-glycosidic bond. The effect is noted by the

decreased formation of the w2-ion (m/z 668.10) in Fig. 6.6b. These findings were

later confirmed by Nyakas et al. [90] and Gao and McLuckey [92]. Oligonucleotide

mix-mers that do not have the same 20-substituents are observed to have “cleavage

gaps” due to significant differences in the energetic requirements associated with

cleavages of the adjacent phosphodiester linkage. For instance, the presence of

DNA moieties in the sequence, along with residues with 20-OMe and 20-fluoro
substituents, can result in a situation where all of the backbone decomposition

occurs via the low-energy channels associated with DNA, whereas little or no

structurally diagnostic cleavages take place on the 30-sides of the 20-OMe and

20fluoro substituted residues. The gas-phase stability of the 30-side phosphodiester
bond follows the order: 20-fluoro> 20-OMe> 20-OH> 20-H according to a system-

atic study of a series of chemically modified 21- and 23-mers [98].
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Huang et al. [89] studied the dissociation behavior of (locked nucleic acid) LNA

anions under ion trap collision activation conditions. They examined model LNA 5-

and 8-mers containing all four LNA monomers in the sequence and noted the

cleavage of all backbone bonds, generating a/w-, b/x-, c/y-, and d/z-type fragments.

No significant preference for fragment channels was observed and complete

sequence coverage was achieved. Similar to the results from completely

20-modified oligonucleotides, (a-B)-ions were not observed in high abundance,

unlike their DNA counterparts [71, 92]. MS/MS of the [M–2H–GH]2� ion of the

LNA 8-mer (50-ATCmGATCmG-30), where the “m” superscript represents the

5-methylation on cytosine, indicated that subsequent cleavage to yield the (a4-G)-

and w4-ions, while observed, was not the dominant peaks, as expected based on the

DNA fragmentation mechanism [14]. Instead, consecutive losses of two water

molecules were the predominant dissociation channels. Low abundance fragment

Fig. 6.6 (a) Product ion

spectrum of the doubly

deprotonated modified

tetraribonucleotide U

(20-OMeA)UU with m/z
598.60. The spectrum gives

no evidence of a preferred

dissociation pathway. (b)

Product ion spectrum of

doubly deprotonated U

(20-FluoroA)UG with m/z
612.11. The a2 fragment ion

(m/z 556.10) is overlapped by

the very abundant [M–2H–

HB(U)]2� ion. Reprinted

from [71], Copyright 2005

Elsevier, Inc., with kind

permission from Springer

Science and Business Media
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peaks from the subsequent loss of neutral bases (-CmH> -(CmH+18)> -AH> -GH)

were also observed. This result supports the conclusion that the modification

associated with LNA inhibits the subsequent cleavage of the 30 C–O bond cleavage

after the base loss in DNA anions. CID of the LNA-DNA chimeras generated

similar “gapped” fragmentation pattern as the 20-modified mix-mers [92]. The

30-backbones of the LNA subunits are much more stable than those of the DNA

subunits at lower charge states and therefore remain intact upon collision activation

when DNA subunits are present in the same sequence. However, with higher

precursor ion charge states and excitation amplitudes, more sequence-informative

fragments can be generated by cleavages at the LNA residues.

Oligomers with modifications/alterations of the phosphodiester linkages have

also been investigated. Monn and Schürch [88] investigated the partially backbone-

modified pentanucleotides TxGxGGG and TxGxGxGG and the fully modified

TxGxGxGxG, where x denotes the position of a methylphosphonate modification.

In this model, the location of the charge is a key for the fragmentation pathways.

With a natural phosphodiester backbone, the negative charge is likely present on a

deprotonated phosphate group, whereas for the methylphosphonate-modified back-

bone deprotonation is highly unlikely. They noticed that the methylphosphonate-

modified oligonucleotides exhibit reduced stability compared to their natural

counterparts. No (a-B)-ions were observed in the product spectrum of TxGxGxGxG

(Fig. 6.7), while a complete w-fragment ion series was observed with similar peak

abundances in the spectra of natural and modified oligonucleotides. d/z-ion series

were also observed with significant abundances. The result suggests that the

formation of (a-B)-type fragments is dependent on the deprotonated phosphate

group. They further supported this by performing CID on two partially modified

oligomers, TxGxGGG and TxGxGxGG. The two sequences differ only by the

backbone linkage between the third and fourth nucleosides. The absence of the

(a4-B4)-ion in the product ion spectrum of TxGxGxGG supports the DNA-cleavage

mechanism proposed by Wang et al. [60], whereas the (a4-B4)-ion with m/z 1055.2
appears in the product spectrum of TxGxGGG (Fig. 6.8). Gao and McLuckey [93]

examined the ion trap CID of mixed-backbone oligonucleotides (MBOs) in which

the phosphodiester backbones are partially replaced with phosphorothioate. Ion trap

CID of doubly deprotonated PS 6-mer (50-dA*dCdC*dGdA*dG-30) and PS 20-OMe

6-mer (50-mA*mCmC*mGmA*mG-30) resulted in extensive backbone cleavages

on the PS linkages. For CID of the PS 6-mer, complete series of (a-B)/w-ions were

observed, consistent with the DNA fragmentation mechanism [14], whereas in the

product spectrum of PS 20-OMe 6-mer, cleavages from only the PS bonds were

observed.

Modified oligonucleotides have also been investigated in the positive polarity.

Smith and Brodbelt [91] examined the positive ion dissociation patterns of a

partially 20-O-methyl-modified single-strand 12-mer and an entirely

phosphorothioate-modified 12-mer with various energy deposition methods. CID

of the triply protonated 20-OMe-modified single-strand 12-mer generated a result

similar to that of the negative ion CID, the 30-side of the 20-OMe sugar moieties

being resistant to cleavage upon CID. However, the positive ion CID fragmentation
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pattern of the phosphorothioate-modified single-strand 12-mer (PSss12) showed

completely different fragmentation behavior from the negative polarity. For PSss12

50-TAGCTAGTCsGAC-30, where s represents the phosphothioate, CID of the triply

charge cation generated complete (a-B)/w-ion pairs for almost all phosphodiester

linkages, except for the thymine due to its low gas-phase basicity [64]. However,

fragment ions resulting from cleavage of the phosphorothioate linkage were

observed in considerably low abundance. This difference is presumably due to

the different locations that hold the charges in the two opposite polarities.

Phosphorothioate has low gas-phase acidity so that it is more likely to be

deprotonated in negative ESI, and therefore the PS linkages are more prone to

fragmentation due to the proposed charge-directed mechanism [14]. In contrast,

oligonucleotide cations are believed to be protonated on the nucleobase so that the

PS modification does not facilitate the dissociation. The authors attributed the lack

of cleavage of the phosphorus–oxygen bond on the 50 side of the sulfur atom to the

resulting change in basicity of the phosphorothioate site that suppresses the proton

migration necessary for the adjacent C–O bond cleavage.

Fragmentation Mechanisms
The fragmentation mechanisms of 20-modified nucleic acids have rarely been

discussed. Most papers have compared the fragmentation patterns of the

20-modified oligonucleotides and the corresponding DNA and RNA. It has been

noted that the 20-modification inhibits the facile base loss pathway and the

subsequent 30 C–O bond cleavage pathway because of the absence of a 20-hydrogen.

Fig. 6.7 Product ion spectrum of the fully methylphosphonate-substituted pentanucleotide

TxGxGxGxG; a-B- and M–B-ions are not detected. Besides the w- and a-ions, abundant fragments

of the d/z-series are observed. Further peaks indicate the presence of the internal fragment ions,

generated by repetitive backbone cleavage, e.g., [w-d]- (#) and [z-d]/[a-w]-ions (Δ). Reprinted
from [88], Copyright 2007 Elsevier, Inc., with kind permission from Springer Science and

Business Media
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Similarly, the 50 P–O bond cleavage is no longer favored for 20-modified oligomers

because the RNA fragmentation mechanism requires a 20-hydroxyl group.
Recently, Schürch and coworkers [90] have suggested a mechanism for the

formation of a/w-, b/x-, c/y-, and d/z-type fragments for the gas-phase decomposi-

tion of 20-modified nucleic acid anions. Since the oligomer is completely

20-modified, the authors noted that the presence of uninterrupted series of c- and

y-ions is remarkable. According to the generally accepted mechanism for dissocia-

tion of unmodified RNA [70, 71], the intermediate for 50 P–O bond cleavage

pathway requires a bridging oxygen from the 20-position to form a cyclic structure.

However, such bridging oxygen is not available in the 20-O-methyl substituent.

Thus, they proposed an alternative dissociation pathway accessible for 20-O-methyl

oligoribonucleotides.

The formation of c/y-fragments is explained by the free electron pair of the

phosphate oxygen rearranging randomly to either the 30- or the 50-side of the

oligonucleotide upon CID (Scheme 6.14). The subsequent cleavage of either of

the P–O bonds gives rise to the complementary c/y- or b/x-fragments. It is noted

that the c- and x-ions contain a metaphosphoric acid ester group. Pathway A in this

mechanism explains the exceptional abundance of b- and x-ions. The author

suggested that the formation of (a-B)/w-type fragments can be explained by the

known DNA-typical mechanism. The mechanism is further supported by MS [3]

experiments of the b- and x-ions. Loss of a metaphosphoric acid ester group (HPO3)

from c3
2� was observed for 20-OMe CCGGUU, whereas the unmodified counter-

part generated abundant neutral base loss species. Furthermore, the generation of

the yGc- as well as xGc-fragments gives evidence for dissociation of the P–O bonds

as suggested in Scheme 6.14 (the internal fragment ions are assigned in the way that

the subscripted letters indicate the type of backbone cleavage and the capital letters

represent the nucleobase(s) present).

Fig. 6.8 Product ion

spectrum of TxGxGGG.

Abundant peaks of w3
2� and

w4
2� indicate that charge is

preferably located on

unmodified phosphate groups.

# indicates the [w-d]-ions;

* indicates M–B-ions.

Reprinted from [88],

Copyright 2007 Elsevier, Inc.,

with kind permission from

Springer Science and

Business Media
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6.3.2 Ion/Photon Interactions: Photodissociation of Nucleic Acids

6.3.2.1 Infrared Multiphoton Dissociation
Infrared multiphoton dissociation (IRMPD) [99, 100] involves multiple photon

absorption over a relatively long time frame to induce fragmentation via vibrational

excitation. Since low-energy CID and IRMPD both give rise predominantly to

vibrational excitation, they are likely to lead to similar fragmentation mechanisms.

The typical IRMPD experiment is implemented with a continuous wave CO2 laser

(10.6 μm) in an ICR cell [101]. The precursor ions are isolated and slowly heated to

their dissociation threshold. The irradiation time required for fragmentation to

occur is dependent upon the ion structure. IRMPD is well suited to the FTICR

mass analyzer because it eliminates the need to introduce a collision gas for CID so

that there is no pump-down delay, degradation of the high vacuum, or subsequent

deterioration in analyzer performance. However, IRMPD can also be implemented

in quadrupole ion traps [102, 103]. A variation of the IRMPD experiment is BIRD,

which relies on blackbody radiation as the energy source, which has been far less

used in the characterization of oligonucleotide ions.

IRMPD has been widely used in the identification and characterization of

nucleic acid ions. McLafferty and coworkers [39, 40, 99] applied IRMPD to various

DNA and RNA ions ranging in size from 8-mer to 108-mer. Complete sequence

information of a 50-mer DNA was achieved [39]. They determined that

oligonucleotides are more susceptible to infrared irradiation than peptides or

proteins, which was later proved to be due to the strong absorption at 10.6 μm

Scheme 6.14 Proposed gas-phase dissociation mechanism of 20-O-methyl oligoribonucleotides

resulting in either b/x- or c/y-ion pairs. Reprinted from [88], Copyright 2011 American Society for

Mass Spectrometry, with kind permission from Springer Science and Business Media
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(the typical wavelength used) by backbone phosphate groups [104, 105]. Later,

Hofstadler et al. [106] demonstrated the use of a peptide as a stable internal mass

standard to obtain accurate mass measurements of IRMPD-generated phosphor-

othioate oligonucleotide fragment ions by manipulating the duration and power of

the IRMPD event. Sannes-Lowery and Hofstadler [107] examined the fragmenta-

tion behavior of modified oligonucleotides (20-O-methoxylethyl ribose, phosphor-

othioate) using IRMPD in an external ion reservoir of an ESI-FTICR mass

spectrometer. Keller and Brodbelt [108] have compared CID and IRMPD of

oligonucleotide cations and anions in a quadrupole ion trap. Yang and Håkansson

[109] demonstrated the use of double resonance experiments to interrogate the

IRMPD fragmentation mechanism of DNAs. Their results indicated that IRMPD of

the relatively low charge state ions examined proceeds through the zwitterionic

intermediate mechanism proposed by Gross and coworkers [62]. Parr and Brodbelt

[110] demonstrated that IRMPD can significantly promote the fragmentation of

thymine-rich oligodeoxyribonucleotides. Gardner et al. [111] performed IRMPD on

protonated and deprotonated single-stranded small interfering RNA as well as

duplexes and compared the IRMPD result with the result from CID in a quadrupole

ion trap. Generally, IRMPD of various oligonucleotides (DNA, RNA, modified

oligonucleotides) shows significant resemblance to the respective CID results.

Sannes-Lowery and Hofstadler [107] explored the capability of IRMPD in

sequencing and characterizing modified and unmodified oligonucleotides. They

examined ten different sequences with various modifications (20-deoxyribose,
20-O-methoxylethyl ribose, phosphorothioate, and 5-methylated cytosine). The

experiment was carried out in an external ion reservoir, in which fragment ion

yield and sequence coverage can be significantly improved because ions are

exposed to a range of laser irradiation times, and metastable ions are stabilized by

the high gas pressure [103]. With IRMPD, they found that abundant (a-B)/w-

fragment ions are generally observed for DNAs, regardless of whether the back-

bone comprises phosphodiester or phosphorothioate linkages. For 20-modified

oligonucleotides, b/x- and c/y-fragment ions provide significant sequence informa-

tion. If there is a mixture of 20-substituents, fragmentation preferentially takes place

at 30-backbone of the 20-deoxy groups (DNA residues). Despite the 20-substituent,
backbone cleavage on the 30-side of thymine is observed at either very low

abundance or not at all. The authors attributed the effect of the 20-substituents to
the interaction between the 30-phosphate and 20-position. Both the hydroxyl group

and the methoxyethyl group are electron withdrawing, which can stabilize the

N-glycosidic bond and make the intramolecular proton transfer to the nucleobase

unfavorable. In addition, the steric hindrance of the 20-substituents may prohibit the

attack of the 30-phosphate at the 20-position.
Keller and Brodbelt [108] examined IRMPD of deprotonated and protonated

oligonucleotides (5- to 40-mers) using a quadrupole ion trap coupled with an IR

laser. They found that IRMPD and CID produce comparable sequence-informative

fragments. However, there are two major differences in outcome between the two

techniques: (1) the predominant base loss channel in CID spectra is generally

observed in low abundance in IRMPD spectra and (2) phosphate and nucleobase

166 Y. Gao and S.A. McLuckey



ions can be observed directly in IRMPD experiments. The first variation comes

from the different extents to which product ions undergo further excitation. Ion trap

CID uses single-frequency dipolar excitation which targets a very narrow m/z
range, and therefore, the generated products are not further activated and survive

as first-generation fragments (bass loss ions). In the IRMPD experiment, further

dissociation of first-generation product ions readily occurs in the IR laser beam

since the fragment population is continuously activated during the irradiation

period. The second difference arises from the fact that a higher low-mass cutoff

is required in ion trap CID because the parent ion is accelerated. This is less of an

issue for the IRMPD experiment since there is no need for parent ion acceleration,

which allows for the use of a lower low-mass cutoff.

In order to gain further understanding of the IRMPD fragmentation mechanism,

Yang and Håkanssen [109] applied Fourier transform ion cyclotron double reso-

nance (FT-IC DR) experiments on a series of model DNAs. The FTICR DR

experiment serves as an approach to provide information on intermediates in

dissociation pathways, which involves selective excitation at particular cyclotron

frequencies. If intermediate ions with corresponding m/z values exist in the ICR

cell, they will be ejected and the corresponding product ions from this intermediate

will disappear from the MS/MS spectra as long as the lifetime of the intermediate is

long enough to be ejected by the excitation waveform [112]. Figure 6.9 shows

results of DR experiments on the doubly deprotonated oligonucleotide ion, 50-d
(GCATAC)-30. In the IRMPD spectrum without DR, complementary (a5-A)/w1,

(a3-A)/w3, and (a2-C)/w4 product ion pairs are observed as well as a w5
2�-ion.

When [M–A]2� is ejected during the IRMPD process, 838 % drop in abundance is

observed for (a5-A)/w1 and (a3-A)/w3 (Fig. 6.9b). Figure 6.9c shows that (a2-C)/w4

ion pair has 858 % drop due to the ejection of [M–C]2�. However, the signal of

w5
2�-ion only drops by 40 % with ejection of [M–G]2�. This result agrees with the

mechanism described by Gross and coworkers [62], who suggested that protons

from an adjacent 50-phosphate constitute the principal source for proton transfer to

the nucleobases during collisional activation. Since the guanine is located on the

50-terminus of the sequence, there is no available 50-phosphate. Therefore, the
w5

2�-ion is generated, at least in part, via a different mechanism and is less affected

by the DR experiment.

Gardner et al. [111] explored the capability of IRMPD for sequencing siRNA by

investigating the fragmentation of both siRNA anions and cations on a linear ion

trap. They observed that single-strand siRNA anions dissociate through cleavage of

the 50 P–O bonds and give rise to c/y-type fragments. The base loss channel can be

significantly reduced by increasing irradiation time to induce secondary fragmen-

tation. With longer irradiation times, internal fragment ions corresponding to

consecutive cleavage 50 P–O bonds also become abundant as well as (a-B)/w-

ions. IRMPD of siRNA cations mainly yields complementary c/y-fragments,

whereas other fragmentation channels are minimal. Comparing to ion trap CID,

the primary difference of IRMPD is the total number of product ions observed.

With longer irradiation times, larger product ions further dissociate into small

fragment ions; however, full sequence coverage can still be achieved. Short
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irradiation times typically give rise to nearly complete series of c/y-type fragments.

This suggests that IRMPD analysis of siRNA cations may be a potential tool for de

novo sequencing because of its single fragmentation pattern. Additionally, the

Fig. 6.9 IRMPD spectra of d(GCATAC) (a) without DR and (b) with DR ejection at the ICR

frequencies of [M–A]2�, (c) [M–C]2�, and (d) [M–G]2� (solid arrows indicate product ions that
were significantly decreased in abundance). Reprinted with permission from [109]. Copyright

(2009) IM Publications LLP
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charged nucleobase fragments, [G +H]+, [A +H]+, and [C +H]+, which cannot be

detected by conventional CID in ion traps due to the alleviation of low-mass cutoff,

are observed in the IRMPD-produced spectra.

Thymine-containing oligonucleotides are notoriously troublesome in sequenc-

ing due to the high gas-phase stability of the 30-side backbone of the thymidine

[14]. CID of DNAs containing thymine and non-thymine bases results primarily in

cleavage on the 30-side of the non-thymine nucleobases. Parr and Brodbelt [110]

have demonstrated that IRMPD leads to cleavages between all the nucleobases and

provides complete sequence information for thymine-containing DNAs (Fig. 6.10),

generating (a-B)/w-sequence ions. In addition, energy-variable CID and time-

variable IRMPD data were collected for one mixed-base oligonucleotide and one

thymine-rich sequence to compare the trends in the product ions as a function of

energy deposition. They observed that the distribution of the fragment ions

remained unchanged with increase in collision energy, whereas fragmentation

pattern of IRMPD changed as a function of irradiation time. With low-irradiation

times, the same products are observed as CID. As the irradiation time increases,

more (a-B)/w-ions from other backbone cleavages are observed. At very high-

irradiation times, c-ions, internal fragment ions, and individual base ions are

observed, presumably due to the further decomposition of (a-B)- and w-ions. The

authors suggested that IRMPD overcomes the limitation of CID via extensive

secondary dissociation of the primary (a-B)- and w-ions to generate a more

informative fragmentation pattern.

6.3.2.2 UV Photodissociation
The limited number of studies that describe the irradiation of nucleic acid ions with

UV light (see below) has been restricted to multiply charged anions, and in these

cases, photodetachment of an electron is the major process. For this reason, UVPD

is included with the ion/electron(ion) techniques discussed below because those

techniques also generate radical ions.

6.3.3 Ion/Electron(Ion) Interactions Techniques

Based on experience with peptides and protein ions, the fragmentation pathways

accessed by radical ions can allow for extensive [113], de novo sequencing [114]

and characterization of posttranslational modifications [115]. Therefore, fragmen-

tation of oligonucleotide radical ions is of potential interest for the generation of

sequence information complementary to that from conventional CID. ECD, for

example, has been shown to fragment oligonucleotide ions in a different pattern,

giving rise to d radical cations, a/z-, c/x-, and (c/x-base)-ions (a- and z-, c- and

x-ions have the same mass in palindromic sequences) [116, 117]. However, gener-

ation of protonated oligonucleotides is not always as efficient as the generation of
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the corresponding anions via ESI. Therefore, several techniques are used to gener-

ate radical anions, including electron detachment dissociation (EDD) [118], nega-

tive electron transfer dissociation (NETD) [119], negative ion ECD (niECD) [120],

as well as UVPD and EPD. Electrons can be removed from a multiply charged

anion via electron detachment, electron transfer to a cation, or photodetachment.

From the limited data published to date, it is not possible to draw firm conclusions

regarding any differences in initial sites of radical formation or how such

differences might lead to differences in structural information generated by a

subsequent activation step. In any case, the radical anions formed via these different

electron removal methods appear to fragment similarly on a qualitative basis when

subjected to CID. For this reason, we discuss photodetachment as an

illustrative case.

UVPD at 193 nm [91, 121] and electron photodetachment dissociation [122,

123] at 260 nm have been applied to multiply charged oligonucleotide anions.

McLafferty and coworkers [124] demonstrated for the first time that 193 nm photon

irradiation can fragment multiply charged dT30 via electron photodetachment and

formation of d/w-and a/z-ions (which were initially interpreted as w- and a-ions

since they have the same masses as d-and z-ions in the sequence dT30). Gabelica

et al. [122, 123] examined the electron photodetachment of single-stranded oligo-

nucleotide anions and duplexes at 250–285 nm. They found that laser irradiation at

260 nm results in minimal fragmentation of the DNA anion, generating predomi-

nant charge-reduced radical anions. CID of the charge-reduced radical anions

arising from the irradiation produced complementary a/w- and d/z-fragment ions.

Smith and Brodbelt [121] explored UVPD of a series of modified oligonucleotides

(6- to 20-mer) at 193 nm and observed all types of backbone fragments and internal

fragments. EPD also resulted in abundant sequence ions in terms of a/(a-B)/w- and

d/z-products. Generally, UVPD and EPD are almost identical in fragmentation

pathways. The only difference between the two is that EPD uses lower irradiation

photon energy and requires further collision activation to fragment the radical

species generated via the electron photodetachment process.

Fig. 6.10 Comparison of

product ions observed with

CID and IRMPD for seven

different

oligodeoxyribonucleotides.

Reprinted with permission

from [110]. Copyright 2003

John Wiley & Sons, Ltd

170 Y. Gao and S.A. McLuckey



To understand the photodetachment mechanism, Gabelica and coworkers [122]

have investigated the electron detachment efficiency as a function of irradiation

wavelength and found that maximum effect is observed between 260 nm and

275 nm. The 260 nm irradiation mainly gives rise to electron detachment with

very low abundance of backbone fragments. They also suggested that electron

detachment efficiency of DNA duplexes is correlated with their G/C composition,

with higher electron detachment efficiency of G/C-rich duplexes. This phenomenon

is attributed to the low ionization potential (IP) of guanine [125]. With further CID

on the charge-reduced radical anions, nearly complete a/w- and d/z-ion series were

observed (Fig. 6.11). In contrast to fragment ions produced by CID of normal DNA

anions, a- and z-ions are suggested to be radicals, which is consistent with the

fragment ions observed in the EDD experiment [118]. A mechanism was proposed

for the fragmentation pathway observed in EPD (Scheme 6.15). The guanine base

absorbs the UV photon energy due to its low oxidation potential and leads to

electron detachment from the base. Then the radical delocalizes to the

phosphodiester backbone and facilitates the cleavage of the 30 C–O and 50 C–O
bonds.

Fig. 6.11 Comparison of CID and EPD of [ssE]4�. (a) CID during 30 ms at 12 % activation

amplitude on [ssE-4H]4� produced by electrospray. (b) EPD: CID during 30 ms at 12 % activation

amplitude on [ssE-5H]4�· produced by electron photodetachment of [ssE-5H]5� under 2 s irradia-

tion at 260 nm. The parent ion is noted M. Reprinted with permission from [122]. Copyright 2006

American Chemical Society
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Smith and Brodbelt [121] explored the fragmentation patterns of deprotonated

unmodified and modified oligodeoxyribonucleotides (6- to 20-mer) using UVPD

and EPD with a higher energy photon (193 nm). Electron detachment efficiency for

this wavelength was also shown to be nucleobase related, with the trend to be

dA6> dG6> dC6> dT6. This trend is different from that observed by EPD at

260 nm (dG6> dA6> dC6> dT6). The authors suggested that the difference is

not only caused by ionization potentials of the individual bases but also by their

photoabsorption efficiencies (molar extinction coefficients). Moreover, UVPD at

193 nm produces efficient charge-reduced species as well as an impressive variety

of backbone ions. EPD was also performed on oligonucleotides with modifications,

including 5-methylated cytosine and phosphorothioate. For the oligonucleotide

containing 5-methylated cytosine, EPD and CID provide similar levels of structural

information, both being able to pinpoint the location of modified cytosine. For the

phosphorothioate-modified oligodeoxyribonucleotide, EPD provides better

sequence information than CID. Figure 6.12 shows the comparison between CID

and EPD of the phosphorothioate containing oligomer PSss12

(50-TAGCTAGTCsGAC-30). For CID, the w4- and a10-AH ions are modified,

indicating that the modification locates within the region where the two fragment

ions overlap, i.e., the cytidine nucleoside, the two adjacent phosphate groups, and

the ribose at the tenth residue. For EPD, the presence of modified z4- and d9-ions

suggests a more precise location for the phosphorothioate: cytidine nucleoside and

the 30 adjacent phosphate group. Due to the absence of the modified a9-ion, the

phosphorothioate is pinpointed on the phosphate backbone between C9 and G10.

Scheme 6.15 Proposed mechanism for the EPD fragmentation pathways. Reprinted with per-

mission from [122]. Copyright 2006 American Chemical Society
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6.4 Conclusion and Outlook

With the development of mass spectrometry instrumentation and ionization

methods, the fragmentation of gaseous nucleic acid ions of both polarities has

been investigated with a variety of energy deposition methods and over a wide

range of reaction time frames. Observations made by many laboratories over

Fig. 6.12 MS/MS spectra of PSss12 by (a) EPD of 4�• (one UV pulse, 5 mJ; then 8 % normalized

collision energy, 30 ms) and (b) CID 4� (8 % normalized collision energy, 30 ms). Precursor ions

are noted with a star. Bolded and italicized product ions retain the modification. Not all of the EPD

product ions are labeled due to the complexity of the spectrum. A summary of the product ions

formed from EPD and CID for the phosphorothioate single-strand 12-mer (c), in which the slash
marks represent cleavages at that location. A star above the slash mark represents a product

containing the phosphorothioate modification. The phosphorothioate modification is shown as an

s in the sequence. Reprinted with from [121]. Copyright 2010 American Chemical Society
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several decades have been broadly self-consistent. However, some inconsistencies

in the literature have been noted, which may arise from differences in instrument

platform, different discrimination effects, and variations in conditions. For

instance, different base loss trends (orders) have been reported for what nominally

appear to be similar conditions. Moreover, distinct correlations between electron

photodetachment efficiency and nucleobase identity have been reported.

As a tool for the sequencing of oligonucleotides and characterization of

modifications, tandem MS has become particularly powerful for small oligomers.

Its utility is derived from the ability to generate a variety of ion types, access a wide

variety of dissociation conditions, and yield high mass accuracy product analysis

[126, 127]. Mass spectrometry is not competitive with conventional sequencing

techniques for high-throughput sequencing applications. However, it is uniquely

suited to the characterization of modified oligomers [128]. These include modified

bases, for which there are many in RNA, and modified backbones, which are being

explored for therapeutic applications, for example. In terms of the length of

oligomers that can be sequenced (i.e., the “read length”), tandem MS is largely

limited to oligomers with a common backbone smaller than a few tens of residues.

In a few exceptional cases, high sequence coverage for species greater than about

30 nucleotides has been reported using CID [129]. This performance, however, is

hardly routine. Current technology is able to support “bottom-up” scenarios that

employ RNases, for example, to generate oligomers small enough for characteriza-

tion by CID [130]. The relatively recent introduction of techniques to generate

radical ions, however, has enabled the sequencing of mixed-backbone oligomers of

the size of typical siRNAs [98] and relatively high sequence coverage for natural

RNA molecules as large as tRNA [131, 132]. These constitute “top-down”

applications. Several factors contribute to limiting the size of oligonucleotides

amenable to top-down structural characterization. Among these is the fragmenta-

tion chemistry. The introduction of hybrid techniques (e.g., EPD followed by CID)

that combine the generation of a new ion type with another structural probe has

opened up new possibilities for increasing sequence coverage in oligonucleotide

analysis. Such hybrid approaches appear to be promising for improving the state of

the art in the primary structural characterization of oligonucleotides by tandem

mass spectrometry and will likely see further exploration/development in the

coming years.

6.5 Summary of Key Concepts

• DNA: Even-electron DNA ion fragmentation is dominated by base loss followed

by cleavage of the 30 C–O bond of the ribose from which the base was lost to

yield complementary (a-B)- and w-ions. Which bases are preferentially lost

depends upon base identity, ion polarity, and charge state. DNA ions are also

highly dependent upon ion activation conditions. Overall, the loss of adenine

tends to be favored, whereas loss of thymine tends to be inhibited. Complete

sequencing of small oligomers can be challenging for a given charge state,
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polarity, and set of conditions due to the sensitivity of the mechanism to base

identity and the general tendency for DNA ions to show extensive sequential

fragmentation reactions at high enough energies to allow for a wider array of

base loss channels to compete.

• RNA: A channel that leads to complementary c/y-ions becomes competitive

with the presence of the 20-OH group of RNA. At low activation energies, long

times, and relatively low precursor ion charge it is possible to favor c/y-

cleavage, whereas at higher energies and higher charge, base loss followed by

(a-B)/w-ion formation becomes competitive. The c/y-cleavage is relatively

insensitive to base identity, which facilitates the sequencing of oligomers with

several tens of residues.

• Modified backbone: Sugars without a labile hydrogen at the 20-position show

little preference for either base loss or c/y-ion formation. Rather, cleavages all

along the phosphodiester linkage tend to be observed when the modification is

present for each residue.

• Mixed modifications: Oligomers with mixed modifications along the backbone

can be challenging to fully sequence, particularly if DNA residues are present.

Cleavages at residues with sugars without a labile hydrogen on the 20-carbon
tend to be less competitive than those from DNA residues. This complicates

sequencing via common CID approaches. However, the 30-phosphodiester
backbones of 20-modified residues and RNA residues have comparable level of

dissociation threshold.

• Radical ions: A variety of techniques can remove an electron from oligonucleo-

tide anions, including electron detachment with electron irradiation, UV photon

irradiation, or ion/ion electron transfer. This introduces a radical site into the

pseudo-molecular ion and gives rise to fragmentation reactions that can give

information complementary to that derived from fragmentation of even-electron

ions upon CID. Too few observations are currently available to draw general

conclusions regarding the influence of the form of electron removal on

subsequent fragmentation or on the generality of mechanisms currently proposed

for radical anion cleavage. However, it has already been demonstrated that the

ability to generate radical anions is desirable when conventional dissociation

methods applied to even-electron ions are inadequate. Examples have already

been provided for the utility of radical ion dissociation in dealing with oligomers

with mixed-backbone modifications and for moderate size RNA ions.
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BP, Müller M, Natt F, Nicklin P, Phillips J, Pieles U, Sasmor H, Moser HE (1996) Second

generation of antisense oligonucleotides: from nuclease resistance to biological efficacy in

animals. Chimia 50:168–176

96. Eckstein F (2000) Phosphorothioate oligonucleotides: what is their origin and what is unique

about them? Antisense Nucleic Acids Drug Dev 10:117–121

97. Kurreck J (2003) Antisense technologies: improvement through novel chemical

modifications. Eur J Biochem 270:1628–1644

98. Gao Y, Yang J, Cancilla MT, Meng F, McLuckey SA (2013) Top-down interrogation of

chemically modified oligonucleotides by negative electron transfer and collision induced

dissociation. Anal Chem 85:4713–4720

99. Little DP, Speir JP, Senko MW, O’Connor PB, McLafferty FW (1994) Infrared multiphoton

dissociation of large multiply charged ions for biomolecule sequencing. Anal Chem

66:2809–2815

100. Woodin RL, Bomse DS, Beauchamp JL (1978) Multiphoton dissociation of molecules with

low power continuous wave infrared laser radiation. J Am Chem Soc 100:3248–3250
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Characterization of Ribonucleic Acids
and Their Modifications by Fourier
Transform Ion Cyclotron Resonance Mass
Spectrometry

7

Kathrin Breuker

Abstract

Recent advances in electrospray ionization and the extension of radical ion based

dissociation techniques to ribonucleic acids (RNA) were key factors for devel-

oping top-down mass spectrometry as a powerful method for the detailed

characterization of posttranscriptional and synthetic modifications of RNA.

This new approach identifies and localizes all mass-altering modifications with-

out the need for labeling reactions, and can be used for characterization of RNA

of unknown sequence.

Keywords

RNA • Posttranscriptional modifications • Synthetic modifications • Collision-

ally activated dissociation • Electron detachment dissociation • Top-down mass

spectrometry • Fourier transform ion cyclotron resonance • Mass spectrometry
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FTICR Fourier transform ion cyclotron resonance

IRMPD Infrared multiphoton dissociation

MALDI Matrix-assisted laser desorption/ionization

MS Mass spectrometry

nETD Negative electron transfer dissociation

nt Nucleotide(s)

PTM Posttranscriptional modification

RNA Ribonucleic acid

siRNA Small interfering RNA

tRNA Transfer RNA

7.1 Introduction

In living organisms, the genetic information encoded in desoxyribonucleic acids

(DNA) is transcribed only in part into ribonucleic acids (RNA) by RNA

polymerases, and only a fraction of the RNA is translated into proteins at the

ribosome. This protein fraction is stunningly small in homo sapiens, <2 % of the

entire genome, even though more than 50 % of the human DNA is transcribed, or

predicted to be transcribed, into RNA [1]. While these percentages differ for

different organisms [1], the considerable scale of transcription into non-protein

coding RNA raises the general question if it serves any purpose. This important

research subject can be addressed by studying the DNA (“genome”), RNA

(“transcriptome”), and proteins (“proteome”) found in a given organism. DNA

sequencing generally involves amplification of the DNA under study by polymer-

ase chain reaction or molecular cloning [2], which is also used in RNA sequencing

after biosynthesis of its complementary DNA (cDNA) by reverse transcriptase.

These methods have in common that possible chemical alterations of the DNA or

RNA under study are lost during reverse transcriptase and amplification reactions

[3]. However, in recent years, it was shown that noncoding RNA, which can play an

important role in gene expression, frequently carries posttranscriptional

modifications such as base methylations [4] that can be critical to function. More-

over, synthetic RNA for pharmaceutical applications is usually highly modified for

reasons of stability.

Helm and coworkers have discussed different approaches for the detection of

RNAmodifications that are based on either physicochemical properties, differential

enzymatic turnover, or differential chemical reactivity [3]. They concluded that

methods for identification based on physicochemical properties, among them mass

spectrometry, offer the most direct and unambiguous evidence for modifications,

but frequently at the expense of sequence information. Thus, a major challenge in

characterizing native or synthetic RNA is the development of new methodology

that can identify, localize, and possibly quantify (bio)chemical modifications of

RNA. This contribution is not meant as a comprehensive review of the field of MS

of RNA, but instead highlights recent advances in the characterization of modified
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ribonucleic acids by top-down mass spectrometry, including important experimen-

tal details.

The truly groundbreaking methods electrospray ionization (ESI) [5] and matrix-

assisted laser desorption/ionization (MALDI) [6] in the late 1980s made possible

the generation of intact gaseous ions of larger biomolecules for examination by

mass spectrometry (MS). This initiated the era of mass spectrometry based “prote-

omics” research, which, judging from the number of publications in the field,

continues to grow at impressive speed (Fig. 7.1). Although the growth in the

number of publications found in a search on mass spectrometry and RNA is

similarly steep, the corresponding number of publications is more than an order

of magnitude smaller. Moreover, not all publications found in the latter search

actually deal with MS of RNA. This data shows that, at present, mass spectrometry

plays a far more important role in protein analysis than in RNA characterization.

However, because high-throughput RNA sequencing methods fail to characterize

posttranscriptional or synthetic modifications, mass spectrometry is likely to gain

far more importance in the analysis of modified RNA in the near future. For this, the

top-down approach holds great promise, although complementary data can be

provided by bottom-up mass spectrometry [7–12].

This chapter is organized according to the order in which the different

techniques involved in top-down MS of RNA play a role in a typical experiment.

First, mass spectrometry of RNA requires gaseous ions of RNA, for which both

ESI and MALDI are well suited. However, ESI generally produces more highly

charged ions than MALDI and is thus compatible with the majority of mass

spectrometers whose mass-to-charge (m/z) range is limited, including Fourier

transform ion cyclotron resonance (FTICR) instruments, so only ESI of RNA is

considered here. Second, some unique features of Fourier transform ion cyclotron

resonance instrumentation relevant to top-down MS of RNA are discussed. Third,

the top-down approach is described, and its advantages over bottom-up MS

highlighted. Fourth and fifth, collisionally activated dissociation (CAD) and elec-

tron detachment dissociation (EDD) of RNA are reviewed in the context of

top-down MS of RNA. Finally and sixth, data analysis and fragment ion

assignments in top-down MS of RNA are discussed.

7.2 RNA Characterization: Methods and Discussion

7.2.1 Electrospray Ionization of RNA

Depending on the polarity of the electrostatic potential applied to the ESI emitter,

electrospray ionization of aqueous solutions generally yields (M+ nH)n+ or (M �
nH)n� ions of the analyte under study. In ESI of RNA, however, alkali ion

adduction can give rise to complex mixtures of ion species in which the (M

+ nH)n+ or (M � nH)n� ions can be of low abundance or even completely absent

[13]. ESI spectra of such mixtures are characterized by low signal-to-noise (S/N)

ratio and difficult to interpret. Even after extensive removal of alkali ions from the
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electrospray solution (“desalting”), alkali ion adduction can be severe unless

suitable solution additives are used. Such additives include ammonium salts [14,

15], carboxylic acids [16], and organic bases [13, 17], all of which also affect the

net charge of the (M+ nH)n+ or (M � nH)n� ions from ESI. As will be shown in the

sections on RNA dissociation by CAD and EDD, it is very important that ion net

charge can be manipulated efficiently as it is critical to ion dissociation.

In our laboratory, we use the same procedure for desalting of solutions of

proteins and RNA. Briefly, 500 μl of the aqueous protein or RNA solution (1–100

μM) is concentrated to 100 μl using centrifugal concentrators (Vivaspin 500, Sarto-
rius, polyethersulfone membrane), and 400 μl of 100 mM ammonium acetate in

H2O (18 MΩ cm) added. The process is repeated ~5 times, followed by at least five

cycles of concentration and dilution with H2O (18 MΩ cm). For transfer RNA

(tRNA), which has a highly stable solution fold, we found that efficient desalting

required a slightly modified protocol using instead denaturing solutions, 50 mM

ammonium citrate in 1:1 H2O/CH3OH and 1:1 H2O/CH3OH, in the first and last

steps of desalting, respectively. Furthermore, it is important to use high-purity

solvents and ammonium salts that contain only minimal amounts of alkali ions.

For ESI of RNA, we found that 1–2 μM solutions in 1:1 H2O/CH3OH with suitable

additives generally give (M+ nH)n+ or (M � nH)n� ions of sufficiently high

abundance for MS dissociation experiments.

The mechanism of RNA hydrolysis in solution is both acid and base catalyzed,

and therefore strongly affected by solution pH [18, 19], showing minimal hydroly-

sis rates at pH values around 5–6 [19]. For acidic and basic ESI additives, not only

their efficiency in promoting the formation of (M+ nH)n+ or (M� nH)n� ions of the

desired charge values but also their effect on solution pH and thus rate of RNA

hydrolysis needs to be considered. For example, we found that the addition of

0.05 % by volume of acetic acid to a 1 μM solution in 1:1 H2O/CH3OH at pH 2.5

caused complete hydrolysis of 34 nt RNA within 5 h, and hydrolysis of larger RNA

(57 and 61 nt) was too fast to measure CAD spectra [20]. RNA hydrolysis at pH 9.5

(1 % vol. triethylamine) and 11.5 (25 mM piperidine and 25 mM imidazole) was far

slower, with only ~50 % of 34 nt RNA being hydrolyzed after 5 h [20]. In our

Fig. 7.1 Number of

publications found in a

literature search (“Web of

Science,” Thomson Reuters)

on “mass spectrometry” and

“peptide” or “protein”

(squares, left axis), and “mass

spectrometry” and “RNA” or

“ribonucleic acid” (triangles,
right axis) versus
publication year
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laboratory, we therefore prefer the use of basic over acidic additives for generation

of (M � nH)n� ions of RNA by ESI. For efficient manipulation of (M � nH)n� ion

charge (Fig. 7.2), organic bases such as quinuclidine, 7-methyl-1,5,7-triazabicyclo

[4.4.0]dec-5-ene (MTBD), piperidine, and imidazole can be employed as additives

[13, 21]. In a systematic study, we found that the average charge of (M � nH)n�

ions of RNA and proteins generally increased with increasing gas phase basicity of

the additive used, suggesting that gas phase reactions play an important role in

determining the charge of (M � nH)n� ions in ESI [13]. However, as illustrated in

Fig. 7.2, when piperidine is used together with other basic additives in a 1:1

mixture, it has only little effect on RNA (M - nH)n� ion charge but can significantly

reduce alkali ion adduction [13, 21]. For example, efficient suppression of alkali ion

adducts in ESI of tRNA was achieved by addition of piperidine/quinuclidine

(10 mM each) or piperidine/imidazole (100 mM each) for generation of highly

(~0.5 charges/nucleotide) or lowly (~0.2 charges/nucleotide) charged (M � nH)n�

ions, respectively [21].

Another important aspect to consider in MS of RNA, which is often overlooked

by the less experienced operator, is the cleanliness of the ESI interface of the mass

spectrometer. The droplets and ions from ESI can readily pick up (alkali) ions and

molecules from surfaces in the interface region that were deposited in previous

experiments, which can seriously degrade spectral quality. Moreover, compounds

that enter the vacuum system, such as solvent molecules, ESI additives, or volatile

analytes, can react with (M � nH)n� ions of RNA by proton transfer, which can

reduce (M � nH)n� ion charge. For these reasons it is important that surfaces in the

ESI interface region are cleaned frequently, for example, by washing with a 49:49:2

H2O/CH3OH/CH3COOH solution and that time is allowed between experiments for

pumping away compounds that could react with (M � nH)n� ions of RNA in

undesired proton transfer reactions.

7.2.2 Fourier Transform Ion Cyclotron Resonance Mass
Spectrometry

Fourier transform ion cyclotron resonance (FTICR) instruments [22, 23] provide

unique capabilities such as high mass resolving power and mass accuracy, along

with ion isolation and trapping capabilities. Moreover, modern FTICR mass

spectrometers are usually equipped with quadrupole and hexapole devices in the

higher to medium pressure regions that interface the ESI ion source and the FTICR

cell regions at atmospheric and low (<10�9 mbar) pressure, respectively. The

multipoles are used for ion transfer and accumulation (“linear ion traps”) [24, 25]

and can optionally serve as ion isolation devices and for vibrational ion activation

by energetic collisions with inert gas. Finally, ions trapped in the FTICR cell can be

exposed to laser irradiation or react with electrons of varying energy, typically

between 0 and 100 eV. Thus, the design of modern FTICR instruments allows for

both unambiguous identification of ions according to theirm/z values and the design
of sophisticated experiment sequences. For example, to study the effect of
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vibrational energy on dissociation of (M � nH)n� ions of RNA in electron detach-

ment dissociation (EDD), we have recently used a complex experimental sequence

involving (M � nH)n� ion isolation, their collisional activation, electron detach-

ment, isolation of the (M � nH)(n�1)�• product ions, and their dissociation by

infrared laser radiation [21].

Fragment ion assignment and determination of (M+ nH)n+ or (M � nH)n� ion

mass values in ESI mass spectra of larger biomolecules requires both high mass

resolving power and mass accuracy. Although FTICR mass spectrometers

inherently provide high mass spectrometric performance, this can be limited by

“space charge” effects caused by the ions trapped in the FTICR cell, and ion

interactions with their image charge on the detection electrodes, all of which affect

the observed ion cyclotron frequencies [26–32]. In other words, in the FTICR cell,

each ion directly or indirectly affects the cyclotron frequency of another ion, and

this effect increases with increasing number of ions and charge density. Because the

number of ions trapped in the FTICR cell is different in every different experiment,

external calibration of m/z spectra is always afflicted with effects from varying

numbers and, in most cases, different m/z values and proportions of the trapped

ions. As a consequence, external calibration can introduce systematic errors in mass

Fig. 7.2 Negative ion mass

spectra of 22 nt RNA (GGACG
AUACG CGUGA AGCGU CC)
electrosprayed from 1 μM
solutions in 1:1 H2O/CH3OH,

using the additives indicated,

7-methyl-1,5,7-triazabicyclo

[4.4.0]dec-5-ene (MTBD,

0.1 % Vol.), piperidine

(20 mM), and a 1:1 mixture of

imidazole and piperidine

(25 mM each); adopted from

[13]
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accuracy on the order of typically 10 ppm. Internal calibration of the frequency

spectra, on the other hand, largely eliminates the problems caused by ion–ion and

ion–image charge interactions and routinely gives mass accuracies to within 1 ppm

on our 7 Tesla FTICR instrument, even for larger (>20 kDa) proteins and RNA.

Mass spectra can be calibrated internally when they contain a sufficient number

of signals of ions of known mass, the calibrant ions, but this is usually not the case

for fragment spectra for which a selected “precursor ion” of the compound under

study is isolated prior to dissociation. However, when a sufficient number of

precursor ions that correspond to the same compound but differ in net charge are

selected for simultaneous dissociation, and provided that dissociation is not com-

plete, internal calibration can use compound ion signals. This is possible even if the

compound is not known, as its mass can be determined to within 1 ppm in a separate

spectrum with internal calibration [21].

7.2.3 Top-Down Mass Spectrometry

The advantages and limitations of the two general approaches for analysis of

biomolecules by mass spectrometry, “top-down” and “bottom-up” MS, have been

described and discussed for proteins previously [33–42]. Briefly, in bottom-up MS

of proteins, the protein of interest is digested into small peptides prior to analysis by

mass spectrometry, whereas top-down MS involves at least two separate mass

measurements: one of the intact protein and another one of its fragment ions from

unimolecular dissociation. In our laboratory, top-down mass spectrometry gener-

ally comprises four separate steps, as illustrated in Fig. 7.3. First, an ESI mass

spectrum of the intact protein or RNA is recorded to reveal sample heterogeneity

and relative abundances of the species observed (Fig. 7.3a). Second, a compound,

usually a water-soluble polymer such as polyethylene glycol, is added to the spray

solution for internal calibration and determination of all mass values to within

1 ppm (Fig. 7.3b). Third, a mass spectrum of fragment ions from unimolecular ion

dissociation by radical ion chemistry is recorded (Fig. 7.3c); for precursor ions with

positive and negative net charge, we utilize electron capture dissociation (ECD)

[43] and electron detachment dissociation (EDD) [44], respectively. Fourth, a mass

spectrum of fragment ions from slow heating [45] of even-electron (M+ nH)n+ or

(M � nH)n� ions, typically using CAD, is recorded (Fig. 7.3d). For increased

sequence coverage, steps three and four can be repeated with precursor ions of

different net charge. This top-down approach is rather time-consuming and there-

fore incompatible with online coupling of liquid separation devices to the mass

spectrometer, but fully justified by the extent of information that can be obtained.

Bottom-up MS of proteins is routinely used in many laboratories and is well

suited for protein identification. Detailed characterization of proteins, on the other

hand, includes determination of the complete protein sequence and the identifica-

tion and localization of all modifications. However, full sequence information and

any correlations that may exist between individual modifications are lost during the

digestion step into small peptides in bottom-up MS. Thus, for protein
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Fig. 7.3 Illustration of the measurements for top-down mass spectrometry, shown here for three

different 34 nt RNA sequences for variety; ESI MS spectra of 5’-AGUCmG UGCUA GCAAA
ACCGGm CUUUA AAAAA CUAG-3’ (methylation at the ribose C20-positions of C4 and G20)
without (a) and with (b) internal calibrant (polyethylene 1000), EDD MS spectrum of 5’AGAUG
UGCCG GCAAA ACCAU CUUUA AAAAA CCGG-3’, CAD MS spectrum of 5’-AGUCmG UGCUA
GCAAA ACCGG CUUUA AAAAAm CUAG-3’ (methylation at the ribose C20-positions of C4 and

A30); fragment ion maps in (c, d) illustrate sequence coverage
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characterization, the top-down approach is far better suited, as it immediately

reveals sample heterogeneity, the types of modifications present, and the relative

abundances of the different protein forms. Moreover, each protein form can be

isolated and dissociated in the mass spectrometer, which can provide full sequence

information and disclose the sites of modifications. Top-down MS also has the

potential for detailed analysis of “combinatorial codes” in posttranslationally

modified proteins [42].

The above considerations apply equally to top-down MS of RNA and its

posttranscriptional or synthetic modifications, although as a result of the different

chemical nature of proteins and RNA, the dissociation techniques used can be

different. Accordingly, top-down MS of RNA in our laboratory (Fig. 7.3) involves

recording ESI mass spectra of the intact RNA with and without internal calibrant,

separate experiments using two techniques suitable for dissociation of RNA,

collisionally activated dissociation and electron detachment dissociation, and thor-

ough data analysis.

As can be seen from the small number of publications on the topic, top-down

mass spectrometry of RNA is only beginning to be developed: In 2004, Fabris and

coworkers used top-down MS for characterization of RNA and DNA, consisting of

up to 22 nucleotides, that was modified by “structural probes” to obtain information

about base pairing and steric protection in nucleic acid structures [46]. In 2008,

McLuckey and coworkers demonstrated top-down MS of 21 nt small interfering

RNA (siRNA) [47]. In 2010, our group first demonstrated full sequence coverage in

top-down MS of RNA consisting of 34 nucleotides [16] and in the same year

extended this limit to 61 nt RNA [20]. Top-down MS of tRNA was reported by

McLuckey and coworkers also in 2010 [48] and by our group in 2012 [21].

7.2.4 Collisionally Activated Dissociation of RNA

Multiple, low-energy collisions of RNA (M � nH)n� ions with inert background

gas (collisionally activated dissociation, CAD) can incrementally increase their

vibrational energy to the point at which unimolecular ion dissociation is observed.

Thresholds for ion fragmentation can just as well be reached by slow ion heating

using infrared radiation in IRMPD (infrared multiphoton dissociation) or BIRD

(blackbody infrared multiphoton dissociation) experiments [49, 50], but CAD is by

far the most commonly used technique for slow ion heating.

The net negative charge of (M � nH)n� ions critically affects the types of

fragment ions observed in CAD of RNA. McLuckey and coworkers have shown

that more lowly charged RNA ions primarily dissociate into c and y ions

(Scheme 7.1), whereas CAD of more highly charged ions causes mostly fragmen-

tation into a and w ions, with a ions exhibiting a high tendency for base loss

[52]. Although the type of backbone fragmentation (c/y versus a/w or a-base/w)
does not generally limit RNA sequencing by MS, base loss from a ions can

seriously complicate spectral interpretation as the extent of base loss can differ

substantially for different a ions [53]. In other words, in the same spectrum from
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CAD of a given RNA, one may find only a ions or only a-base ions from some

backbone cleavage sites and varying fractions of a and a-base ions from other sites.

If base loss from a ions were instead uniform, one could use a-base and w ions in a

similar way that we use d and w ions from EDD for assignment of fragment ion

identity as described in the section on data analysis and fragment ion assignments.

Backbone cleavage into c and y ions is sufficiently unselective with respect to

the residues framing the cleavage site to allow for 100 %, 98 %, and 89 % sequence

coverage in a single spectrum from CAD of 34, 61, and 76 nt RNA, respectively,

provided that secondary fragmentation and base loss are kept at a minimum [16, 20,

21]. This can be achieved by collisional cooling of primary fragment ions and

selection of precursor ions of relatively low negative net charge (~0.2/nt); the latter

at the same time disfavors formation of a, a-base, and w ions [16, 20, 52]. CAD

spectra recorded under these conditions are far easier to interpret than those from

CAD of more highly charged ions, because they show predominantly c and y ions
[16, 20, 21, 47].

7.2.5 Electron Detachment Dissociation of RNA

Electron detachment dissociation (EDD) was introduced by Zubarev and coworkers

in 2001 for dissociation of (M � nH)n� ions of peptides [44], and the method has

since been extended to acidic proteins [54], carbohydrates [55–58], DNA [59–61],

and RNA [20, 21, 62]. EDD provides a means of generating radical (M� nH)(n�1)�•

from even-electron (M � nH)n� ions by electron detachment, similar to ECD

converting (M+ nH)n+ into radical (M+ nH)(n�1)+• ions by electron attachment.
However, the chemistry involved in unimolecular dissociation of (M � nH)(n�1)�•

and (M+ nH)(n�1)+• ions is generally different because not only the location of

radical sites, but also the types of radicals, hydrogen-deficient versus hydrogen

Scheme 7.1 Nomenclature

for fragment ions from

unimolecular dissociation of

ribonucleic acids [51]

194 K. Breuker



abundant, are generally different [20, 43, 54, 62–64]. In EDD, (M � nH)n� ions are

exposed to fast (>10 eV) electrons that, depending on experimental factors such as

electron energy and density, cause detachment of one or more electrons from the

(M � nH)n� ions. Because radiofrequency fields and higher background pressures

in mass spectrometers other than FTICR instruments severely limit electron mean

free paths, EDD is restricted to FTICR MS. However, the recently developed

methods negative electron transfer dissociation (nETD) [65–68] and electron

photodetachment dissociation (EPD) [69–73] can also produce (M � nH)(n�1)�•

from (M � nH)n� ions, but further studies are needed to evaluate possible

differences between fragmentation mechanisms in EDD, nETD, and EPD, espe-

cially for RNA. The first study on EDD of (M � nH)n� ions of RNA, which

consisted of six nucleotides, was performed in the Håkansson group [62]. In

2010, our group has extended EDD to RNA consisting of up to 61 nt and suggested

a mechanism for dissociation of (M � nH)(n�1)�• ions of RNA in EDD [20]. In

2012, we have further extended EDD to highly modified tRNA consisting of

76 nt [21].

EDD of (M� nH)n� ions of RNA produces noncomplementary, even-electron d
and w fragments (Scheme 7.1), but no a, b, c, x, y, or z fragments [20]. This finding

is astonishing because the radical species (M � nH)(n�1)�• from electron detach-

ment dissociates into even-electron d and w fragments, and because it requires

breaking of both the C30–O30 and the P–O50 bond of the same phosphodiester

moiety. Our proposed mechanism for backbone cleavage in EDD is accordingly

complex [20].

A detailed analysis of fragment ion abundances from EDD of a 22 nt RNA

revealed a strong correlation between site-specific extent of fragmentation and

nucleobase ionization energy, suggesting that electrons are detached from the

nucleobases in EDD of RNA [20]. Considering the strong evidence for electron

detachment from negatively charged sites in EDD of (M � nH)n� ions of proteins

[54], this finding was surprising, as one could, by analogy, expect electron detach-

ment from the negatively charged phosphate moieties in EDD of RNA. After all,

the anion H2PO4
� has a far lower electron detachment energy (4.57� 0.01 eV)

(http://webbook.nist.gov) than the neutral nucleobases adenine (8.3� 0.1 eV),

cytosine (9.0� 0.1 eV), guanine (8.0� 0.2 eV), and uracil (9.4� 0.1 eV)

[74]. However, calculations suggest that in nucleic acids, the negative charge of

the phosphodiester can reduce nucleobase ionization energies by several eV and

that phosphate electron detachment energies can be increased by hydrogen bonding

to sugar or base moieties, such that electron detachment from the nucleobases

becomes energetically favorable [75, 76].

Vibrational activation of (M � 8H)8�, (M � 9H)9�, and (M � 10H)10� ions of

22 nt RNA, either before or after electron detachment, showed no appreciable effect

on sequence coverage, suggesting that higher order gas phase structure is not a

limiting factor in EDD of more highly charged (0.36�0.46 charges/nt) 22 nt RNA.

Likewise, vibrational activation of (M � nH)n� ions of tRNA (76 nt) with n¼ 27–

35, also corresponding to 0.36�0.46 charges/nt, prior to EDD, did not significantly

increase sequence coverage (81 % compared to 80 % without activation)
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[21]. However, for 22 nt RNA, sequence coverage did increase from 90 % for (M�
8H)8� and (M � 9H)9� ions to 100 % for (M � 10H)10� ions, and increased net

charge gave more random backbone cleavage, probably by leveling differences

between nucleobase ionization energies [21].

7.2.6 Data Analysis and Fragment Ion Assignments

FTICR mass spectra of products from unimolecular dissociation of RNA by CAD

and EDD are highly complex. Each fragment ion gives rise to a number of isotopic

peaks arranged as “isotopic clusters,” whose isotopes are spaced by approximately

the reverse of the ion charge on the m/z axis. Isotopic resolution as provided by

FTICR instrument thus allows for determination of ion charge, and therefore ion

mass, in an m/z spectrum. Most algorithms for identification of isotopic clusters and

assignment of monoisotopic mass values in complex spectra were originally devel-

oped for proteins [77–82] but can also be used for RNA, provided that the averaged

elemental residue composition [83], which is naturally different for proteins and

RNA, can be defined by the user. For establishing fragment mass ladders [37],

differences between monoisotopic fragment mass values are analyzed. However,

analysis of fragments from dissociation of an unknown sequence with unknown

modifications is tedious or even impossible because monoisotopic mass values

cannot simply be assigned as fragments carrying either the 50 terminus (c and d
ions) or the 30 terminus (w and y ions). In other words, the “sequence direction” of

the mass values in a CAD or an EDD spectrum is generally not known. However,

when data from CAD and EDD are analyzed together, fragment ion identity (c, d, w,
or y) can be assigned with high confidence as outlined below.

The dissociation chemistry observed in EDD of (M � nH)n� ions of RNA is

unique in that it consistently yields noncomplementary d and w ions, whose mass

values differ from those of the complementary c and y ions from CAD by 18.01 and

79.97 Da, respectively. So not only are the mass values of c and d ions, and y and
w ions, different, on top of that, the mass differences between c and d ions, and y
and w ions, are different (Scheme 7.2)! For this reason, a comparison of mass values

from only one EDD and only one CAD spectrum can give four fragment ion mass

ladders with known sequence direction, as previously demonstrated for highly

modified, 76 nt tRNA [21]. Importantly, neither CAD nor EDD showed fragment

ions consistent with loss of any modifications [21].

This new top-down MS approach can reveal the presence, type, and location of

all mass-altering posttranscriptional or synthetic modifications of RNA and even

identify so far unknown types of modifications. RNA residues with the same

elemental composition and mass, for example, pseudouridine and uridine, cannot

be distinguished from each other with this approach. Such “mass-silent”

modifications can, however, be detected by complementary experimental strategies

based on mass spectrometry [12, 84–87] or chemical reactivity [3].
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7.3 Conclusion and Outlook

Recent developments in top-down mass spectrometry of RNA now allow for

detailed characterization of posttranscriptionally and synthetically modified

ribonucleic acids. These include efficient manipulation of (M � nH)n� ion charge

by use of organic bases as additives to the ESI solution and the extension of CAD

and EDD to larger (up to 76 nucleotides) and highly modified RNA. Future

challenges for top-down MS of RNA include the development of new methodology

for the relative quantification of modifications and improved algorithms for

automated MS data analysis.

7.4 Summary of Key Concepts

• Efficient manipulation of (M � nH)n� ion charge and suppression of alkali ion

adducts in electrospray ionization of ribonucleic acids can now provide highly

(~0.5 charges/nt) and lowly (~0.2 charges/nt) charged precursor ions for

top-down MS.

• Extensive RNA sequence coverage can be obtained from electron detachment

dissociation, EDD, and collisionally activated dissociation, CAD, using Fourier

transform ion cyclotron resonance instruments.

• The unique chemistry involved in unimolecular dissociation of ribonucleic acid

anions by EDD and CAD produces unique fragment ions from RNA backbone

Scheme 7.2 RNA consisting of m nucleotides (left) dissociated by EDD (d and w ions) and CAD

(c and y ions), illustrating the mass differences of 18.01 Da (H2O) between dn and cn ions and
79.97 Da (HPO3) between wm�n�1 and ym�n�1 ions [21]. Dissociation into d and w ions in EDD

involves loss of a neutral, radical nucleotide unit carrying base n + 1 [20]
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cleavage that can be aligned as four separate fragment mass ladders with known

sequence direction.

• Posttranscriptional modifications were fully preserved in EDD and CAD of

highly modified transfer RNA, highlighting the potential of top-down MS for

detailed characterization of modified ribonucleic acids.
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Quantification of DNA Damage Using
Mass Spectrometry Techniques 8
Thierry Douki and Jean-Luc Ravanat

Abstract

The role of DNA in cells relies on its chemical structure. Unfortunately, a

number of physical and chemical agents may damage DNA, leading to modifi-

cation of genetic information or to cell death. Detecting DNA damage is thus a

major issue in numerous studies. Analytical methods have therefore been devel-

oped in order to quantify modified DNA bases. In particular, mass spectrometry

is used as a very specific and sensitive detector when combined to gas or liquid

chromatography. This review will first briefly present the major classes of DNA

damage and then focus on two mass spectrometry-based approaches for the

quantification of modified bases following DNA hydrolysis into monomers.
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LMDS Locally multiply damaged sites

MMS Methyl methanesulfonate

MS/MS Tandem mass spectrometry

MS Mass spectrometry

NCIMS Negative chemical ionization mass spectrometry

8.1 Introduction

In cells, the key role played by DNA in the synthesis of specific proteins and in the

transmission of genetic information from one cell generation to the other relies on

its chemical structure. Indeed, the complementarity between adenine and thymine

on the one hand and guanine and cytosine on the other hand makes possible the

synthesis of messenger RNA and the replication of DNA. Formation of A:T and G:

C base pairs by hydrogen bonding is also at the origin of the double-stranded

structure of DNA. It thus appears that any modification of the chemical structure

of DNA, of either the bases or the phosphodiester backbone, can drastically impair

its normal functions and threaten the cell or the organism. DNA polymerases

replicate the double helix before cell division, When encountering a modified

base, DNA polymerases may incorporate in the strand under synthesis a base

different from the original one. This misincorporation in the synthesized sequence

is a point mutation that alters the function of the coded protein, if the considered

portion of DNA is located in a gene. Another possible consequence of the presence

of modified bases and of breaks in the sugar-phosphate backbone may be the

blocking of the synthesis leading to either cell death or chromosome breakage.

These processes leading to the degradation of the genetic information are poten-

tially at the origin of tumors and cancer. A precise understanding of the nature and

the amount of DNA damage produced by physical agents (ionizing radiation,

ultraviolet light) and chemical compounds (pollutants, industrial products) is thus

of outmost importance in toxicology. In this field, mass spectrometry is increas-

ingly used. It has been a major tool for many years in mechanistic studies on model

systems aimed at precisely determining the chemical structure of the reaction

products between DNA and genotoxics. More recently, analytical techniques com-

bining chromatographic separation and mass spectrometry detection became very

valuable approaches due to their sensitivity and specificity. The present chapter,

after a survey of the main genotoxic pathways, will focus on the analytical appli-

cation of mass spectrometry to the field of DNA damage.

8.2 The Main Types of DNA Damage

DNA plays a key role in maintaining cell integrity. Therefore, modification of DNA

structure could have severe biological consequences, including cell death or, even

worse, mutagenicity. Therefore, since 1950 efforts have been made to identify the
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main types of DNA damage that could be generated in cells. In the following

chapter we will describe the lesions that could be produced under conditions of

oxidative stress, in the presence of alkylating agents and following exposure to UV

light. The main DNA decomposition products that have been identified, mostly

based on extensive studies of free nucleosides, will be presented together with their

mechanisms of formation under physiological conditions. In other contexts for

instance in the gas phase, the chemistry of DNA bases may be drastically different

but such processes are not covered in this chapter.

8.2.1 Oxidation Products

As much as about 60 different oxidation-induced decomposition products of DNA

constituents have been identified so far [1, 2]. The decomposition reactions of

the main DNA constituents mediated by hydroxyl radical (HO∙), one-electron

oxidation, and singlet oxygen (1O2) will be described. The decomposition reactions

of DNA bases following one electron oxidation and HO∙-mediated oxidation are

presented in parallel, because the final decomposition products are common to these

two decomposition pathways. Reaction of singlet oxygen with DNA constituent is

simpler since its reactivity is limited to guanine.

8.2.1.1 DNA Oxidation Mediated by Singlet Oxygen
Singlet molecular oxygen (1O2) is an excited state of molecular oxygen which

exhibits a strong reactivity towards double bonds and electron-rich molecules.

Regarding DNA it has been clearly demonstrated that its reactivity is limited to

the guanine base (1) [3]. Decomposition of this purine base (Fig. 8.1) following

reaction with 1O2 involves first the formation of an endoperoxide 2 between C4 and
C8 generated through a Diels–Alder addition. In double-stranded DNA, conversion

of the unstable endoperoxide gives rise exclusively to 8-oxo-7,8-dihydro-

20-deoxyguanosine (8-oxodGuo, 5).

8.2.1.2 HO∙ and One Electron-Induced Oxidation of DNA Bases
Similar decomposition products are obtained following either one-electron oxi-

dation or HO∙-mediated decomposition of DNA bases. This is explained by the fact

that common transiently produced radicals may be generated by the two above-

mentioned decomposition mechanisms. Indeed, following one electron-mediated

oxidation of DNA bases, base radical cations are generated. These radical cations

could undergo two distinct decomposition reactions, either through hydration or

through deprotonation. Hydration gives rise to radical intermediates that are similar

to those generated by addition of HO∙ onto the base moiety, and deprotonation

produces neutral radical intermediates that are similar to those produced by HO∙-

mediated H-abstraction reactions. The detailed mechanisms are presented for the

four different DNA bases.
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Purine Bases
Hydration of the guanine radical cation 2 (Fig. 8.1) produced by one-electron

oxidation of guanine 1 occurs at the C8 position producing radical 3 that is also

generated through addition of HO∙ at C8. Radical 3 further decomposes to produce

8-oxodGuo (5) under oxidizing conditions or 2,6-diamino-4-hydroxy-5-formamido-

pyrimidine (4) under reducing conditions. The neutral radical 6 produced through

either deprotonation of guanine radical cation 2 or dehydration of HO∙ adduct is at

the origin through a cascade of events of 2-amino-5-[(2-deoxy-ß-D-erythro-
pentofuranosyl)amino]-4H-imidazol-4-one 7. The latter nucleoside undergoes spon-
taneous hydrolysis to produce 2,2-diamino-4-[(2-deoxy-ß- D-erythro-pentofuranosyl)
amino]-5-(2H)-oxazolone (8). It should also be noted that guanine is a critical target
for one-electron oxidation of DNA because among the DNA constituents this base

has the lowest ionization potential and because efficient charge transfer could occur

in double-stranded (ds) DNA. Thus 8-oxodGuo 5 is the major lesion in dsDNA

following exposure to UV or visible light is the presence of specific photosensitizers.

After absorption of a photon, this class of molecules reaches an excited state

oxidizing enough to abstract one electron from DNA. Ionization of DNA by high-

intensity UV laser pulses triggers the same chemistry. A similar decomposition

pathway is observed for adenine, except that HO∙ addition occurs only on C8

generating formamidopryrimidine and 8-oxo derivatives as reported for guanine.

Another difference with guanine is that deprotonation of radical cation occurs on

the exocyclic amino group generating deaminated hypoxanthine.

Pyrimidine Bases
As reported for purine bases, the decomposition of pyrimidine radical cation

(Fig. 8.2) could occur by two competitive decomposition pathways: hydration or

deprotonation. Deptrotonation of thymine radical cation (10) generated upon

one-electron oxidation of the thymine base (9) occurs on the methyl group

generating the 5-methylyl-20-deoxyuridine radical 11 that, following reaction with

molecular oxygen, produces 5-hydroperoxymethyl-20-deoxyuridine 12. That

Fig. 8.1 HO∙ and one-electron oxidation mediated decomposition of guanine
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unstable hydroperoxide further decomposes to produce 5-hydroxymethyl-

20-deoxyuridine (13) and 5-formyl-20-deoxyuridine (14). Hydration of the thymine

radical cation (10) occurs mostly onto C5–C6 double bound, producing mainly the

5-yle radical 15. Following reaction with molecular oxygen, the generated unstable

hydroperoxide radical further decomposes to produce mostly thymidine glycols 18
and to a minor extent formyl amine 16 and hydantoin 17. These thymidine decom-

position products (16, 17, 18) were also found to be major radiation-induced

decomposition products of aqueous aerated solution of thymidine. Under these

conditions their formation is explained by addition of HO∙ to the C5–C6 double

bound to produce radical 15, which is at the origin of products 16, 17, and 18. In
addition, 5-hydroxymethyl-20-deoxyuridine (13) and 5-formyl-20-deoxyuridine
(14) are also produced under these conditions, albeit with a relatively lower yield.

Their presence is explained by the formation of intermediate 11 by HO∙-mediated

H-abstraction, which mostly occurs onto the methyl group of thymine. For cytosine,

deprotonation of radical cation occurs (as reported for adenine) on the exocyclic

amino group, generating uracil. HO∙ addition takes place onto the C5–C6 double

bound, as reported for thymine, and generates formylamine, non-methylated

hydantoin, and cytosine glycols. The latter oxidation products are unstable and

could decompose through either dehydration or deamination.

8.2.1.3 Complex Lesions
During the last two decade several works have reported the formation of so-called

complex DNA lesions that involves at least modification of two DNA constituents

[4]. A common feature of these complex DNA lesions is that they are generated by a

single oxidation event. Thus, these modifications are different to the LMDS, locally

multiple damage sites, which are specifically produced by ionizing radiation

through multi-ionization processes produced in the track of the particle. It has

been shown that complex DNA lesions arose from two distinct mechanisms. The

first one involves the reaction of an initially produced radical that is able to react

with surrounding DNA bases creating cross-links or tandem lesions consisting of

two adjacent DNA modifications. The second process is mediated by the initial

Fig. 8.2 HO∙ and one-electron oxidation mediated decomposition of thymine
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formation of a deoxyribose decomposition product containing a reactive aldehyde

moiety that is thus able to react with a surrounding nucleophilic base. DNA–protein

cross-links have also unfortunately been poorly studied to date.

Tandem DNA Lesions
Intra-strand cross-links between a purine and a vicinal pyrimidine are generated in

double-stranded DNA mostly in the absence of oxygen. Formation of such tandem

lesions (Fig. 8.3) in a purine–pyrimidine sequence context (19) involves first the
formation of a pyrimidine radical located onto the methyl group of thymine (20). In
the absence of oxygen, this radical can bind to the C8 position of a vicinal purine

base, generating an intra-strand cross-link 21 [5]. Interestingly, it has been

demonstrated that such a reaction is facilitated when the purine base is located at

the 50-position to the pyrimidine base. Formation of these intra-strand cross-links is

significantly reduced in the presence of oxygen, since pyrimidine carbon-centered

radicals are known to react efficiently with O2. Interestingly, it has recently been

demonstrated that the peroxyl radicals thus generated could be also at the origin of

formation of tandem DNA lesions [6]. Indeed, pyrimidine peroxyl radicals 22 are

able to add to the C8 position of and adjacent purine (guanine or adenine) base [7],

creating an unstable endoperoxide 23 [8] that, following decomposition, generates

an 8-oxodGuo containing tandem DNA lesion (24). The fact that, when involved in
tandem lesions, 8-oxodGuo is less efficiently repaired by DNA glycosylases

highlights the biological importance of such tandem DNA lesions.

Complex Lesions Arising from Sugar Decomposition Products
HO∙ is also able to react with the sugar, resulting in single strand breaks. However,

recent results have reported that decomposition of the ribose could generate reac-

tive aldehydic derivatives that could further react with nucleophilic DNA bases

[9]. An example is provided by the formation of cytosine adducts (Fig. 8.4)

generated through a cascade of reactions, the first one involving H-abstraction at

the C4-position of the deoxyribose moiety in dsDNA [10]. Decomposition of the

C40 radical 25 produces an abasic site 26 that following a ß-elimination produces an

SSB together with a reactive conjugated aldehyde 27. Nucleophilic addition of a

vicinal (mostly on the complementary strand) cytosine base 28 is at the origin of the
identified cytosine adducts 29 [11] that may exist in a ring close form (30)
depending on their conformation. Other similar mechanisms involving the initial

formation of reactive aldehydes have been also reported.

8.2.2 Alkylated Bases

A large number of DNA adducts, usually referred to as alkylated bases, have been

identified (Fig. 8.5). Their formation is explained by the nucleophilicity of the

heteroatoms of the base moieties of DNA. For instance, methyl methanesulfonate

(MMS) is able to methylate DNA bases mostly on N7 of 20-deoxyguanosine 31 (that
may decompose through depurination) and N3 of 20-deoxyadenosine. Bulky
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adducts could be generated with for example by benzo[a]pyrene (B(a)P) a well-

known genotoxic polycyclic aromatic hydrocarbon [12]. In this case, formation of

the DNA adducts requires metabolization of B(a)P into a diol epoxide derivative

BPDE (Benzo Pyrene Diol Epoxide) that following nucleophilic addition of DNA

base generates mostly guanine adducts 32. More complex DNA lesions involving

two adjacent DNA bases could be also generated by cis-platin derivatives [13]. In

that case the N7 amino group of two adjacent guanine bases reacts with the drug and

generates mostly intra-strand cross-links 33. Formation of adducts between two

adjacent A and G bases or two G located onto the two complementary strand is also

possible.

Fig. 8.3 Mechanisms of formation of tandem DNA lesions

Fig. 8.4 Formation of a complex cytosine modification following C40 H-abstraction
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8.2.3 UV-Induced Photoproducts

It is well documented that DNA is the main critical cellular target for the carcino-

genic effects UV radiation. Discovered in the late 1950s, bipyrimidine photo-

products, and in particular cyclobutane pyrimidine dimers, were amongst the first

identified classes of DNA damage. Nowadays, a large amount of information on the

basic photochemistry of DNA [14], either in solution or in cells, has been

accumulated for such damage [15]. Following excitation with UVC (200–

280 nm) and to a lower extent UVB (280–320 nm), formation of two types of

bipyrimidine photoproducts has been reported (Fig. 8.6). The first class involves

formation of cyclobutane pyrimidine dimers (CPDs, 34) that are generated through
a [2 + 2] cycloaddition reaction between the C5–C6 double bonds of two adjacent

pyrimidine bases. Thus, according to the sequence (TT, TC, CT, CC), four possible

combinations of the pyrimidine bases could lead to the formation of CPDs. In

dsDNA, the two bases in the cyclobutane dimer are in parallel orientation and

located on the same side with respect to the cyclobutane ring, generating so-called a

cis,syn cyclobutane dimer. In addition to CPDs, 6-4 photoproducts 35 (64PPs)

could be also generated. These dimers are produced by a [2 + 2] cycloaddition

between the C5–C6 double bond of the 50-end base and the C4 carbonyl group of a

30-end thymine or cytosine when this one is in an exocyclic imine tautomeric form.

Thus, as reported for CPDs, four possible combinations of products are possible.

The generated intermediates, either oxetane for thymine or azetidine for cytosine,

decompose into the final 64PPs which exhibit a 30-end pyrimidone ring and where

the C4 substituent of the 30-end base has migrated to the C5 position of the 50-end
one. It should also be mentioned that the 64PPs may be converted into their Dewar

valence isomer 36 following UVA excitation, for example, when simulated sunlight

is used.

8.3 Methods for the Quantification of DNA Bases

The frequency of modified bases is low in DNA. In cells it is below one modification

per millions of normal bases and sometimes even one or two orders of magnitude

lower. The frequency of damage is much higher when experiments are performed

in isolated DNA, but real biologically relevant data are only obtained at

Fig. 8.5 Examples of alkylated DNA bases
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limited degradation yield in order to prevent secondary reactions to occur. Because

of this low modification yield, one cannot envision to analyze DNA as a whole

polymer and detect changes in molecular weight. For quantification of damage,

DNA is hydrolyzed and modified bases are therefore detected as abnormal

monomers. The challenge encountered for the quantification of modified bases in

DNA is thus first a necessity of sensitive detection, because trace amounts have to

be detected. In addition, the targeted compounds are mixed with the matrix of

normal bases present in much larger amounts. High specificity is thus a second

requisite. Mass spectrometry is well suited for both aspects. This technique

possesses an intrinsic good sensitivity and can specifically target specific molecules

on the basis of their mass spectrometry features. Two main approaches have been

used in the two last decades for this purpose: gas chromatography combined with

mass spectrometry and high-performance liquid chromatography associated with

tandem mass spectrometry.

8.3.1 DNA Hydrolysis

As explained above, the first step in the analysis of modified DNA bases is the

hydrolysis of the biopolymer into a mixture of monomers (Fig. 8.7). Of course,

DNA has first to be extracted when cellular samples are analyzed. Several

treatments may be applied to the subsequent release of the modified bases. Histori-

cally, the first used procedure was acidic treatment at high temperature, for exam-

ple, 96 % formic acid at 90 �C for 30 min. Under these conditions, the

phosphodiester backbone is cleaved, but more importantly, the N-glycosidic bond
between the 2-deoxyribose moiety and the base is hydrolyzed. A limitation of this

approach is that several modified bases are unstable under the strong hydrolysis

conditions. Yet, hot acidic hydrolysis is suitable for numerous lesions including

UV-induced cyclobutane pyrimidine dimers and some oxidized purines and

pyrimidines. In contrast, limitations were documented for formamidopyrimidine

derivatives of purines (4) and (6-4) photoproducts (35).
A widely developed milder alternative to acidic hydrolysis relies on enzymatic

treatments. By combining specific enzymes, lesions are released as nucleosides,

namely, the base linked to the 2-deoxyribose unit. First, endonucleases cleave the

long pieces of genomic DNA into shorter fragments. Then, the DNA strands are

incubated with phosphodiesterases. These enzymes cleave the phosphodiester

bonds between the phosphate groups and the sugar units, thereby sequentially

Fig. 8.6 Structure of CPDs (34) 64PPs (35) and its dewar isomer DEW (36) thymidine dimers
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releasing monomeric nucleotides. Phosphatases are added to remove pending

phosphate groups and yield a mixture of nucleosides. A noticeable exception to

this scheme is related to DNA lesions involving formation of covalent bonds

between two adjacent bases. In that case, the result of the hydrolysis is a

dinucleoside monophosphate because the phosphodiester link between the modified

nucleotides is not a substrate for the enzymes. As an alternative to the complete

hydrolysis of the DNA polymer, a few groups have proposed to use repair enzymes

in order to release the modified bases. Measurements can also be made in biological

fluids such as urine, with the idea that the detected modified bases arise from DNA

repair in tissues.

8.3.2 GC-MS

Association of chromatographic separation with specific mass spectrometry detec-

tion is an interesting approach for sensitive analysis and in particular for traces of

DNA damage in the overwhelming matrix of normal bases. Chromatography

involves a mobile phase containing the analytes and mass spectrometers are

operated under vacuum. Therefore, the two are not easily compatible because the

mobile phase may be too difficult to pump out from the system. This is less a

Fig. 8.7 Different procedures for the hydrolysis of DNA. Monomeric base damages are released

as base and nucleoside following acidic and enzymatic hydrolysis, respectively. Dimeric lesions

are enzymatically hydrolyzed into dinucleoside monophosphates
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problem for gas chromatography where the mobile phase is a gas and does not

introduce too much material in the mass spectrometer. Consequently, GC-MS has

been one of the first efficient coupling systems and was applied to the quantification

of modified bases in DNA. Although nucleosides can be analyzed, this approach is

mostly performed following acidic hydrolysis of DNA into bases. However, bases

are not volatile and have to be modified before analysis in a so-called derivation

step. Derivation aims at blocking the heteroatoms of DNA bases and making them

volatile. An additional requirement for accurate GS-MS analyses is linked to the

fact that the derivation step is not quantitative and that the injection in the gas phase

is not highly reproducible. To avoid possible lack of reproducibility, a common

strategy is the use of isotopically labeled internal standard. In analytical chemistry,

internal standards are compounds similar to the targeted analyte which are added

to the samples. The output of the analysis is the ratio between the responses to

the analyte and the internal standard, thus limiting the variations. When mass

spectrometry is used as detection, the internal standard can be the targeted analyte

itself if some of the atoms are replaced by their heavier isotopes (2H, 13C, 15N).

A widely used protocol for derivation involves silylation, which converts bases

into their trimethylsilyl or tert-butyl dimethylsilyl derivatives (Fig. 8.8). This

reaction is performed with chlorinated silylation agents at high temperature in

organic solvents. The samples are then analyzed by GC coupled to a quadrupolar

mass spectrometer and using electron impact ionization (EIMS). In the vast major-

ity of the systems, the energy of the electrons is set at 70 eV and positive ions are

monitored. Because a specific detection is required to detect traces of modified

bases in the matrix, only the ions produced by the analytes of interest are monitored.

This mode is referred to as ion monitoring. The monitored ions are either molecular

ions (M•+) or more frequently some of their fragments. This approach has been

widely used in the 1990s for the quantification of oxidized bases [16, 17]. Data were

gathered on both isolated and cellular DNA. Unfortunately, concern was raised on

the measurement of 8-oxo-7,8-dihydroguanine 5 in cellular samples [18, 19]. This

oxidized base was also quantified by HPLC combined with electrochemical detec-

tion and large discrepancies were observed between the results obtained by the two

methods with a general trend to a higher level determined by GC-EIMS. After

intensive discussion and inter-laboratory comparisons, it was shown that, in

GCEIMS analysis, the derivation step induced the oxidation of the samples [20–

22]. The yield of this reaction is low but sufficient to interfere with the trace

amounts of oxidized bases to be detected. Several strategies such as degassing,

adding antioxidants, or removing normal bases by pre-purification were proposed.

They were either not efficient at totally preventing the spurious oxidation or made

the analyses much more time-consuming. GC-EIMS analysis of oxidized bases is

now rarely used. GC-EIMS analysis of hydrolyzed DNA following silylation has

also been proposed for thymine cyclobutane dimer 34, for which no artifact is

expected [23].

In contrast with the case described above, the derivation step required for GC-MS

can be an opportunity for the introduction of chemical functions allowing specific

detection with increased sensitivity. This is in particular the case for GC associated
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with a mass spectrometer operating with negative chemically induced ionization

(NCIMS). In this ionization technique, the source of the mass spectrometer contains

as a reactive gas like methane, which is subjected to the 70 eV electron beam.

The resulting ions then gently ionize the analytes eluting from the capillary column

of the GC with limited fragmentation. When derivation is performed with penta-

fluorobenzyl bromide, the group added to the bases is highly electro-attractive and

easily ionizable into negative ions. The resulting detection is thus very sensitive, at

least one order of magnitude larger than in the positive mode after silylation. This

approach has been used by several groups to quantify modified bases, and in

particular DNA adducts, with high sensitivity. First examples are adducts resulting

from exposure to chemicals such as ethylene oxide [25–27]. This approach also

made it possible to quantify etheno bases identified as DNA lesions induced upon

exposure to vinyl chloride and possibly associated with endogenous lipid peroxi-

dation [28–31]. GC-NCIMS has also been applied to the detection of the adduct

between guanine and malonaldehyde, a by-product of the oxidation of membrane

lipids [32, 33]. Application to oxidized bases has been also reported [34]. More

Fig. 8.8 GS-MS characterization of the trimethylsilylated derivative of the adduct between

20-deoxyguanosine and 4,5-dioxovaleric acid. (a) Silylation reaction using trimethylsilyl chloride

and (b) GC-MS mass spectrum recoded after ionization by electron impact at 70 eV [24]
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recently, the GCNCIMS assay was applied to the detection of oxidation products of

2-deoxyribose [35].

8.3.3 HPLC-MS/MS

Coupling mass spectrometry to liquid chromatography has been a challenge for

years because it requires making compatible spectrometers operated under vacuum

with chromatographic systems using hundreds of microliters of mobile phase per

minute. A breakthrough in that respect was the development of electrospray

ionization which makes it possible to eliminate the solvent, transfer the analytes

in the gas phase and ionize them at atmospheric pressure. Ionization and

desolvation take place simultaneously. The outlet of the HPLC column is

transformed into a spray placed in an electric field (4–5 kV) which induces a

cascade of fragmentation of the droplets. Ultimately, the analytes are released in

the gas phase as either protonated [M+H]+ or deprotonated [M�H]� ions

depending on the sign of the electric field. The ions are then transferred into the

mass spectrometer operated under high vacuum. For the detection of traces of

modified DNA bases, most reports use tandem mass spectrometry with triple

quadrupole mass spectrometer. To achieve optimal sensitivity, analyses are

performed in the so-called ion monitoring mode. The first quadrupole isolates the

ions exhibiting the m/z ration corresponding to that of the pseudomolecular ion of

the analyte. These ions are then directed into a second quadrupole containing traces

of an inert gas. Collision between the ions and the molecules of gas leads to

fragmentation of the analyte: this is collision-induced dissociation (CID, see

Chap. 6). The third quadrupole is used to collect fragments known to be specific

of the targeted analyte. Altogether, this type of detection offers two levels of

specificity and exhibits a very low noise. Detection limits for this type of analyses

can be in the femtomolar range. An additional parameter for the identification of

analyte is the chromatographic retention time. HPLC-MS/MS is also a powerful for

characterization tool since CID occurs at specific positions of the molecule which

are dependent on the chemical structure of the analytes, including short pieces of

DNA (see Chap. 6).

HPLC-MS/MS is nowadays the most widely used technique for the quantifi-

cation of modified bases in DNA [36, 37]. It does not always exhibit the same

sensitivity as the older 32P-post-labeling approach but is much more specific and

quantitative. HPLC-MS/MS has been applied by numerous groups to the quantifi-

cation of adducts and oxidized bases. Isotopic dilution is sometimes used. However,

this is much less mandatory than in GC-MS when analyses are performed directly

after hydrolysis without further treatment of the sample. Isotopic dilution is in

contrast absolutely required when pre-purification steps are added. In most cases,

DNA lesions are quantified as modified nucleosides using positive electrospray

ionization in order to take advantage of weakness of the N-glycosidic bond. Some

modified bases are also analyzed as free bases. For instance, this strategy is used for

products of alkylation of guanine at the N7 position (31) by 1,2-dihaloethanes [38],
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ethylene oxide [39], 4-hydroxyestradiol [40, 41], 1,3-dutadienne [42], or sulfur

mustard [43, 44]. These adducts are known to easily depurinate; namely, the bond

between the base and the 2-deoxyribose moiety is spontaneously hydrolyzed.

Another example is the formamidopyrimidine derivatives of purines (4) which

are enzymatically released as four isomers of the sugar units and thus more easily

quantified as bases [45].

The number of applications of HPLC-MS/MS to DNA adducts quantified as

nucleosides is too long for an exhaustive presentation and new works are continu-

ously published. The studied lesions include among other damage induced by

chemicals used in the industry [38, 46, 47], pollutants [12, 48–54], or antitumor

drugs [13, 55, 57]. Adducts produced by endogenously generated alkylating agents

such as products of lipid peroxidation can also be quantified in this way [56,

57]. Another wide field of application includes lesions arising from oxidative and

radical reaction. One of the first oxidized base quantified by HPLC-MS/MS was

8-oxo-7,8-dihydro-20-deoxyguanosine 5 (Fig. 8.9) [58]. The assay was then

extended to the measurement of series of oxidized nucleosides in enzymatically

hydrolyzed DNA [45]. More recently, the assay was applied to cyclonucleosides

[59]. Efficiency of the enzymes used for hydrolysis decreases due to the presence of

these lesions, and the protocol had thus to be adjusted. It should be stressed that

inconsistencies of unknown origin on the in vivo level of cyclonucleosides can be

observed between different groups [59, 60]. In addition, HPLC-MS/MS has been

used to quantify modified bases or nucleosides in urine [61–63]. These DNA

derivatives are proposed to be products of DNA repair and indirectly reflect damage

to the genome. In these techniques, a key step is the pre-purification aimed at

removing salts, proteins, and the numerous compounds found in urine.

HPLC-MS/MS also permits the quantification of modified bases in forms bear-

ing a phosphate group originating from the DNA backbone. These derivatives are

easily detected as negative ions with usually reduced background of detection. Such

approach may be applied to nucleotides but is mainly interesting for the quantifi-

cation of DNA damage involving the formation of covalent links between adjacent

bases. The resulting dimeric lesions are enzymatically released as dinucleoside

monophosphates. This technique was very successful for the quantification of

thymine–purine cross-links 21 in DNA exposed to ionizing radiation [5]. Another

interesting application is the quantification of UV-induced photoproducts 34, 35,
and 36 [64] which was used for the determination of the yield and distribution of

DNA damage in isolated DNA, cell culture, and skin (Fig. 8.10) [15, 65–66]. The

assay was also applied to spores and bacteria [67, 68]. Monitoring dinucleoside

monophosphates has also been applied to tandem lesions where two adjacent bases

are oxidized by a single radical event [69].

All the examples discussed above used HPLC-MS/MS as a very specific and

sensitive detector, on the basis that the targeted modified DNA bases had been

identified in preliminary experiments. Isolation of standards molecules is a requisite

to set up the assay. Recently, HPLC-MS/MS was applied in slightly different ways

to gather data on DNA damage on novel unidentified lesions. A nice example was

the identification of a complex lesion induced upon exposure to ionizing radiation
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consisting in a cross-link between an oxidized deoxyribose and a cytosine 30 [10,

73]. This lesion, which could not have been found in irradiated solution of

monomers, was detected on the basis of analyses performed in the so-called neutral

loss mode. Under these conditions, the first and third quadrupoles scan mass-to-

charge ratio with a constant difference. In order to identify novel modified

nucleosides, this difference was set at 116, the part of 2-deoxyribose commonly

lost by nucleosides upon CID. This loss of 116 mass units was also the basis of an

approach referred to as adductomic [70]. It consists in analyzing hydrolyzed DNA

with a series of fragmentation reactions of the type [M+H] +! [M+H–116]+.

Under these conditions, detection of modified nucleosides is performed without

required knowledge of the structure. A similar approach was developed using an ion

trap mass spectrometer [71].

Fig. 8.9 Detection of 8-oxodGuo in the DNA of mouse brain. The amount of DNA was 15 μg and
the level of damage was 1 8-oxodGuo per million normal bases. The Upper trace is the UV

monitoring of the elution of normal nucleosides. 20-Deoxyadenosin is deaminated as the result of

an adenine deaminase contamination in one of the enzymes. The lower trace is the MS/MS

detection of 8-oxodGuo (fragmentation m/z 284! 168)
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8.4 Conclusion and Outlook

Damage to DNA is a major issue in health and suspicion of carcinogenicity for

various substances is discussed almost daily. Identification of DNA lesions is thus a

very important issue. Through its application to the quantification of modified

bases, mass spectrometry combined with chromatography is becoming a major

tool in this field. Gas chromatography has been a first technique used for this

purpose, but liquid chromatography combined to electrospray mass spectrometry

is becoming the most widely applied approach. Recent woks have shown that direct

identification of novel lesion in DNA is possible. The power of the HPLC-MS/MS

technique allows us to study a very wide range of toxic chemicals. In that respect,

identification of new lesions in model systems remains a key step before biological

application. For all these assays, the ultimate goal is obviously application to

studies in human samples. In the general population, this is often hampered by

sensitivity issues. However, the constant development of more sensitive and more

resolutive mass spectrometers (linear ion traps in triple quadrupole systems,

orbitrap, quadrupople/Time-of-Flight detector) will increase in the future the pre-

dominant place of HPLC-mass spectrometry in the field of DNA damage. One may

add that the strategy developed for DNA is also relevant for other biomolecules

such as RNA and proteins although only few applications have been reported.

Fig. 8.10 HPLC-MS/MS detection of the main pyrimidine dimeric photoproducts in the DNA of

a biopsy of human skin explant exposed to 1 MED, the dose leading to a sunburn in fair skin. TT,

TC CT, and CC CPDs are thymine–thymine 34, thymine–cytosine, cytosine–thymine, and

cytosine–cytosine cyclobutane dimer. TT and TC 64PPs are (6-4) photoproducts formed at

thymine–thymine (35) and thymine–cytosine sequences. Each photoproduct is detected using a

specific fragmentation reaction shown in brackets
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8.5 Summary of Key Concepts

General Concepts

• Association of mass spectrometry with chromatographic techniques provides

sensitive and specific analytical tools.

• Gas chromatography is easily combined to mass spectrometry detection. The

derivation of DNA bases aimed at making them volatile may be an opportunity

to increase the sensitivity of the detection by adding adequate substituents.

• High-performance liquid chromatography can be associated with mass spectro-

metry electrospray ionization. Because it does not require derivation, it is

increasingly used in the field of DNA damage.

• All these analytical developments require purified standards of the targeted

compounds. This often represents the most time-consuming step of the setup

of an assay.

Concepts Specific to Nucleic Acids

• DNA is a reactive molecule which can be modified by endogenous and exo-

genous agents.

• Modification of a base or induction of a break in DNA may lead to a mutation

and ultimately cancer.

• A very large variety of modified DNA bases is produced by genotoxic agents.

• The frequency of these damages is very low in cells.

• Mass spectrometry associated with gas or liquid chromatography is a powerful

approach for the detection of these lesions in DNA.
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Abstract

Among the preeminent compounds that bind to DNA are numerous anticancer

and antibacterial therapeutics. The development of new chemotherapeutics has

accelerated the need for sensitive and versatile analytical techniques that are

capable of characterizing DNA/ligand interactions including determination of

binding stoichiometries, selectivities, and affinities. Electrospray ionization

mass spectrometry (ESI-MS) has emerged as a useful technique for the analysis

of complexes formed between DNA and small molecules due to its low sample

consumption and fast analysis time. This chapter describes the exploration,

optimization, and validation of ESI-MS methods for characterizing DNA–ligand

interactions.
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9.1 Introduction

The interaction of small molecules with DNA is the basis for many clinically

important drugs and biophysical probes [1–12]. Continued interest in

DNA-interactive agents focuses on developing a better understanding of the nature

of their interactions with DNA and the biological consequences of DNA binding.

These studies are ultimately directed towards the design of compounds with higher

levels of selectivity for particular DNA sequences or DNA structures and increased

utility in biology and medicine. In the context of understanding both fundamental

aspects of DNA–ligand interactions and applications related to ligand screening and

drug discovery, electrospray ionization (ESI) has proven to be one of the most

versatile analytical methods owing to its ability to transfer both covalent and

noncovalent complexes from a native solution environment to the gas phase for

high sensitivity molecular analysis by mass spectrometry [13–19]. ESI is parti-

cularly well suited for analysis of DNA complexes for two reasons. First, ESI

generates multi-charged ions, meaning that even large DNA–ligand complexes

with high molecular weights may be observed in a much lower m/z range, thus

making the analysis of DNA–ligand complexes feasible even on benchtop triple

quadrupole and ion trap platforms. Second, ESI can be tuned to operate very

efficiently in the negative polarity mode. This is beneficial for analysis of nucleic

acids which have a phosphodiester backbone that is readily deprotonated to create

negative charged ions. ESI-MS allows the determination of nucleic acid:ligand

stoichiometries, evaluation of binding affinities, and investigation of sequence

selectivities. Moreover, ESI-MS provides insight that is complementary to that

obtained from other conventional methods, such as NMR and gel-based assays. The

dual goals of unraveling the mode of action of many current drugs and developing

new compounds with specific pharmacological activities motivate many of the

applications of ESI-MS in the DNA/drug arena.

9.2 Overview of DNA-Interactive Ligands

An impressive array of DNA-interactive ligands have been isolated or synthesized

in the past two decades, with some demonstrating sufficient pharmacological

activities (generally cytotoxicities) to make them successful as drugs [1–12].

Although the specific mechanisms of action are not fully elucidated, some

DNA-interactive compounds induce conformational changes to or cleavage

of DNA, whereas others form covalent bonds to DNA in a way that interferes

with DNA transcription. The three most prevalent categories of DNA-interactive

ligands include those that bind via intercalation, those that bind in the minor groove,

and those that form covalent bonds to nucleobases, the latter leading to mono-

adducts or crosslinks (Fig. 9.1).

Some examples of the most notable DNA-interactive ligands are illustrated in

Fig. 9.2. Intercalators typically contain one or more planar aromatic groups that

insert between base pairs of DNA, often in G/C-rich stretches, thus causing
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elongation and unwinding of DNA to accommodate the ligand [2, 3]. Some of the

more well-known intercalators include daunomycin, actinomycin-D, and echino-

mycin (Fig. 9.2). Some intercalators, notably daunomycin and actinomycin-D,

possess side chains that associate with the minor groove of the duplex after

intercalation of the planar chromophore. The ligands that bind to the curved

minor groove of DNA are frequently crescent-shaped molecules whose interactions

with DNA are mediated by hydrogen bond formation and van der Waals

interactions. Minor groove binding agents are more likely to interact with A/T-

rich stretches of DNA due to greater opportunities for hydrogen bonding

interactions. Characteristic minor groove ligands include distamycin, netropsin,

and Hoechst 33342.

Another important subclass of DNA-binding drugs exert their activities in a

metal-dependent fashion, based on coordination or recognition of a specific metal

ion [3]. The discovery of cisplatin ushered in a new era of DNA-interactive

anticancer agents based upon coordination chemistry [8]. Displacement of each

of the chloride moieties of cisplatin by water allows the platinum to coordinate a

basic site in DNA, favoring the cross-linking of adjacent guanine residues in one

strand of DNA. Other metal-mediated DNA ligands include the bleomycins, the

antitumor antibiotic, streptonigrin, which requires Zn2+ or Cu2+, the antibacterial

fluoroquinolones, the aureolic acid antibiotics, mithramycin and chromomycin,

which bind in the presence of Mg2+, the antitumor quinobenzoxazines, various

phenanthroline derivatives, and other platinum antitumor drugs (Fig. 9.2).

Ligands that selectively bind to unusual higher order DNA structures, such as

G-quadruplexes, have been found to have promising biological effects, as

exemplified by the inhibition of the cancer cell-associated enzyme telomerase by

perylene diimides [6, 7]. G-quadruplex DNA arises from the stacking of guanine

quartets commonly found at the overhangs of telomeric DNA at the termini of

linear chromosomes [7]. Ligands that stabilize the G-quartet motifs inhibit telo-

merase, an enzyme that regulates the lengths of telomeres and is implicated in

cell immortality [6, 7]. Telomeres play a critical role in protecting DNA from

degradation and fusion, thus ensuring the complete replication of DNA sequences

[7]. The telomere length shortens with each stage of DNA replication, ultimately

preventing replication of certain regions of coding DNA and leading to cell death

[7]. The length of the telomeres is modulated by telomerase, a reverse transcriptase

enzyme. Because telomerase is overexpressed in most tumor cells, the possibility of

regulating telomerase activity via the stabilization of G-quadruplex structures

has spurred interest in the development of quadruplex-interactive agents

Intercalation Minor  Groove

Inter-strand CrosslinkFig. 9.1 Types of DNA–

ligand complexes
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a

b

c

Intercalator compounds

Minor groove binding compounds

Crosslinking agents

Fig. 9.2 Representative structures of DNA-interactive ligands: (a) intercalators, (b) minor groove

binders, (c) cross-linking agents
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[7]. Quadruplex-binding ligands include some porphyrin compounds, carbo-

cyanines, perylene diimides, and ethidium bromide [7].

Some ligands form covalent bonds with reactive sites of DNA, creating stable

adducts or crosslinks [8–10]. The general class of alkylating agents includes

electrophilic compounds with high affinities for nucleophilic centers in nucleic

acids. Numerous potential reaction sites for alkylation sites have been identified

among the four nucleobases, with the N7 position of guanine and the N3 position of

adenine being the most reactive. For example, mitomycin C preferentially alkylates

guanine residues in the sequence 50-CpG-30, and duocarmycin and its analogs bind

at the N3 position of adenine [10]. Crosslinking agents represent a particularly

important class of DNA-interactive agents because the formation of cross-links

prevents DNA strand separation, leading to interruption of replication and tran-

scription and inducing cell death. Such ligands include the nitrosoureas,

mitomycin C, cisplatin and its derivatives, both nitrogen and sulfur mustards, and

photoactivated psoralens.

9.3 Analytical Methods for Examining DNA–Ligand
Interactions

An enormous variety of methods are currently used to characterize drug/DNA

complexes, some providing thermodynamic information and others used for struc-

tural analysis [20–27]. The most popular method for measuring binding constants

and assessing stoichiometries is isothermal titration calorimetry [20, 21]. Also used

are spectrophotometric methods [23] involving variation of the drug concentration

or mole fraction relative to the DNA to create Job plots for binding stoichiometries

or Scatchard plots for binding constants. Thermal melting curves, a third option,

give a cruder estimation of binding constants. Structural information is typically

obtained by linear and circular dichroism methods, NMR, and X-ray crystallo-

graphy [24–26]. The dichroism methods, based on polarized light spectroscopy,

give information about the orientation of the bound drug and DNA, whereas the

NMR spectroscopic methods can be used to determine the mode of binding and

changes in DNA conformation upon binding. The X-ray crystallographic methods

give three-dimensional structures of the drug–DNA complexes.

The most common methods for determination of drug binding sites involve

footprinting techniques [26, 27] in which drug/DNA complexes are cleaved by

enzymatic or chemical reactions prior to electrophoretic analysis. The bound drug

blocks or enhances the cleavage of the DNA around the binding site, thus creating

changes in the resulting gel-based fragment map relative to maps created by the

DNA alone. For the footprinting methods, the DNA is often labeled by 32P or

fluorescent tags at the 30 or 50 ends to allow convenient detection and quantification

after polyacrylamide gel electrophoresis. DNase I, a glycoprotein endonuclease that

causes single strand nicks in the phosphodiester backbone, is the most commonly

used enzymatic footprinting reagent [27]. Hydroxyl radical footprinting is appro-

priate for DNA ligands that do not induce major structural perturbations upon
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binding to DNA and whose binding occludes access to the deoxyribose hydrogens,

such as DNA minor groove ligands. Other reagents that are employed for probing

drug–DNA ligand complexes include those that react at specific DNA bases.

For example, diethylpyrocarbonate promotes cleavage at N7 position of adenine

(and to a lesser extent guanine) via carboethoxylation of the purine ring, leading to

ring opening between N7 and C8 [26, 27]. Dimethylsulfate methylates the N7

positions of guanines with little sequence specificity, rendering the 5-membered

ring susceptible to cleavage and leading to strand breakage [27]. These reagents are

useful for footprinting ligands that bind in the DNA major groove or which alter the

conformation of the DNA when bound.

9.4 Electrospray Ionization Mass Spectrometry for Analyzing
DNA–Ligand Complexes

The traditional methods of measuring selectivities, binding affinities, and structures

of drug/DNA complexes summarized above have a rich history but also have some

shortcomings in terms of sensitivity and sample consumption, in addition to limited

compatibility with targeted screening methods. The design, development, and

understanding of new DNA-interactive agents has accelerated the need for sensi-

tive, versatile analytical methods that can be used to determine the nature and

stoichiometry of drug/DNA binding, including evaluation of the selectivity of drugs

for certain sequences or conformations of DNA, and the strengths of the binding

interactions, along with techniques suitable for library-based screening. Electro-

spray ionization mass spectrometry (ESI-MS) has proven to be one of the most

versatile methods for examining many of the issues related to drug/DNA (and drug/

RNA) binding [13–19], as evidenced by numerous studies in the past two decades

which have reported the application of ESI-MS for evaluating binding of drugs to

DNA and RNA [28–75]. Several reports have reviewed the application of ESI-MS

for studying the noncovalent binding of drugs to DNA [13–18] and RNA [13, 19] as

well as drugs that bind to DNA via covalent interaction [20] and have summarized

many of the milestones in this field. To date, ESI-MS has been used both for drugs

that have been well studied by conventional methods as well as new emerging drug

candidates for which quantities are limited and for which ESI-MS offers an efficient

and sensitive screening option.

In the earliest studies by Gale et al., complexes formed between minor groove

binders including distamycin, pentamidine, and Hoechst 33258 and a self-

complementary 12-mer duplex were transferred to the gas phase by ESI [28, 29].

At low distamycin/DNA molar ratios, 1:1 complexes were detected, whereas 2:1

complexes were observed at higher molar ratios. The binding stoichiometries of the

DNA complexes determined by ESI-MS were consistent with previous NMR

reports. These seminal studies also established appropriate experimental conditions

for the analysis of drug/DNA complexes by ESI-MS, including using low ESI

voltages and heated capillary temperatures, as well as replacing common alkali

metal buffers with the more volatile and ESI-friendly ammonium acetate buffer.
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Ammonium acetate is amenable to ESI-MS because of the greater lability of the

ammonium ion over Na+ and K+, thus reducing the extent of adduction of

counterions to the DNA ions. In another key study, Gabelica et al. [31] observed

that 1:2 duplex:distamycin A complexes were the dominant products detected upon

ESI-MS of an equimolar solution of a dodecamer oligonucleotide and distamycin

A. However, exclusively 1:1 complexes were observed with netropsin and berenil

and the same dodecamer. The fact that different stoichiometries were observed

supported the hypothesis that the ESI process was capable of retaining specific

information about complexation in solution.

Representative examples of ESI mass spectra for DNA duplex/ligand complexes

are shown in Figs. 9.3 and 9.4 for solutions consisting of a duplex, either AT-rich d

(GCGATATATATATGCG) or GC-rich d(CGCGCGCGCTACGCGC) with

intercalator daunomycin. The ESI mass spectra display some ligand-free duplex

ions and single strands, labeled as “ds” and “ss,” as well as 1:1 and 1:2 duplex/

ligand complexes labeled as ds + 1L and ds + 2L in each spectrum to designate the

number of ligands bound to the duplex. These products are observed in the 8-, 7-,

and 6- charge states, as denoted by the superscript values on each of the ion labels.

Most significantly, the detection of these types of DNA/ligand complexes reflects

the ability to transport desolvated noncovalent complexes into the gas phase for

mass spectrometric analysis. The abundances of the duplex/ligand complexes

relative to the ligand-free duplex are notably different in Figs. 9.3 and 9.4, with

far more abundant duplex/ligand complexes observed for daunomycin with the
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Fig. 9.3 ESI-mass spectra of AT-rich 16-bp duplex prior to and after incubation with daunomycin

(L) in solution. ds duplex, ss single strand. The charge state is shown as a superscript. The DNA

solution was prepared at 50 μM in 50 μL of 50 mM ammonium acetate. Daunomycin (structure

shown in Fig. 9.2) was added at 100 μM, and the solution was allowed to equilibrate for 30 min.

Electrospray ionization mass spectra were collected on a ThermoFisher LTQ linear ion trap mass

spectrometer. Each solution was infused at 3 μL/min at a net DNA concentration of 10 μM. The

ESI source was operated in the negative ion mode with an electrospray voltage of 3.5 kV and a

heated capillary temperature of 90� C
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GC-rich duplex in Fig. 9.4 and significantly more abundant complexes than

observed for the AT-rich duplex in Fig. 9.3. Based on the simple visual inspection

of the spectra, the affinity for GC-rich or AT-rich duplexes is readily evaluated and

consistent with the known preferences of intercalating and minor groove binding

ligands in solution. Whether assessing sequence selectivities of different ligands or

comparing relative binding affinities of different ligands for individual duplexes,

ESI-MS provides fast feedback with minimal sample consumption, thus making it

an appealing screening tool. ESI-MS studies are particularly useful when

undertaken in parallel with other conventional solution-based analytical methods

or with cytotoxicity assays to provide basic correlations of relative binding

affinities with biological activities.

9.5 Survey of ESI-MS Binding Studies

Since the capability of ESI for transferring noncovalent complexes to the gas phase

was reported, a number of research groups have exploited the use of ESI-MS for

evaluating numerous types of DNA/ligand complexes. Over the past decade,

ESI-MS has been used to study complexes involving acridines, cationic porphyrins,

cryptolepine alkaloids, protoberbine alkaloids, benzopyridoindole and benzo-

pyridoquinoxaline compounds, and acridine- and naphthalene-derived macrocyclic
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Fig. 9.4 ESI-mass spectra of GC-rich 16-bp duplex prior to and after incubation with daunomy-

cin (L) in solution. ds duplex, ss single strand. The charge state is shown as a superscript. The
DNA solution was prepared at 50 μM in 50 μL of 50 mM ammonium acetate. Daunomycin (the

structure is shown in Fig. 9.2) was added at 100 μM, and the solution was allowed to equilibrate for

30 min. Electrospray ionization mass spectra were collected on a ThermoFisher LTQ linear ion

trap mass spectrometer. Each solution was infused at 3 μL/min at a net DNA concentration of

10 μM. The ESI source was operated in the negative ion mode with an electrospray voltage of

3.5 kV and a heated capillary temperature of 90� C

232 J.S. Brodbelt and Z. Xu



bis-intercalators, among others [32–69]. Several representative examples are

summarized in the following sections.

The ability of ESI-MS to monitor subtle differences in sequence selectivity and

binding affinity is illustrated in Fig. 9.5 for a series of four anthrapyrazole ligands

[44]. These intercalator compounds are abbreviated analogs of anthracyclines,

anticancer intercalating agents. Shown in Fig. 9.5 in bar graph format are the

relative binding affinities across the series of anthrapyrazoles for three duplexes

of varying AT/GC content. The relative binding affinity is actually a measure of the

fraction of DNA bound to a ligand relative to the free DNA duplex, and it is

calculated by summing all the peaks areas of DNA–ligand complexes observed in

the ESI mass spectra and dividing by the sum of the areas of all DNA–ligand

complexes and free DNA. A higher value for the fraction of bound DNA reflects a

higher ligand binding affinity. Because ESI has the potential to produce ions of

different charge states, the spectra include DNA ions and DNA–ligand complexes

in more than one charge state, all of which contribute to the determination of

relative binding affinities. As shown in Fig. 9.5, anthrapyrazole 2 exhibits the

lowest DNA binding affinity as well as relatively low sequence selectivity.

Anthrapyrazole 3 shows the greatest DNA binding affinity with a slight enhance-

ment for interaction with the most AT-rich duplex. The simple trends in Fig. 9.5

convey the impact of substituting a methyl group for a hydrogen atom on the amine

side chain and replacement of the chlorine atom by a second amine side chain.

Some of the most systematic studies of DNA–ligand complexation have been

reported by DePauw, Gabelica, and Rosu in which both positive and negative ESI

as well as collision-induced dissociation were used to characterize complexes

containing a range of minor groove binding agents (Hoechst 33258 and 33342,

netropsin, DAPI) and intercalators (daunomcyin, doxorubicin, actinomycin D,

ethidium, cryptolepine, neocryptolepine, m-amsacrine, proflavine, ellipticine,

mitoxantrone) [31, 37, 47]. These studies provide excellent benchmark data for

Ligand

ds1    5'-GCGCGGATGGCGCG–3‘
3’ -CGCGCCTACCGCGC-5’

ds2     5'-GCGCGAATTGCGCG–3‘
3’ -CGCGCTTAACGCGC-5’ 

ds3     5'-GCGCAAATTTCGCG–3‘
3’ -CGCGTTTAAAGCGC-5’

Fig. 9.5 Four anthrapyrazole ligands and their relative binding affinities for three duplexes of

variable AT content. For more details, see [39]
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assessing the stoichiometries of DNA:drug complexes and evaluating the fragmen-

tation patterns of the resulting complexes.

Establishing correlations between ion abundances of DNA/ligand complexes

and binding properties of the ligands in solution motivated the same group to derive

equilibrium association constants (or equilibrium dissociation constants Kd) for

duplex/ligand complexes based on ESI-MS [47]. The association constants were

based on the ratio of the abundance of a particular duplex/ligand complex to the

product of the abundances of the ligand-free duplex and the free ligand in the ESI

mass spectra. It was assumed that the ionization efficiencies for the various ions

(duplex, duplex–ligand complexes) were similar for this simple ratiometric strat-

egy, and the association constants obtained by this method showed good agreement

with those determined by conventional solution titration-based methods. Normali-

zation of the differences in ionization efficiencies of the free and ligand-bound

duplexes (by using an internal standard) and using a comprehensive mass balance

analysis which necessitated that all complexes produced in solution must be

detected in the ESI mass spectra further improved the accuracy of the ESI-MS

method [49, 50]. More detailed insight into the factors that influence the determi-

nation of solution binding constants by ESI-MS and approaches for making more

accurate quantitative measurements is presented in [49, 50].

Examples of the binding constants derived from ESI mass spectra are summa-

rized in Table 9.1 for a minor groove binding phenothiazine ligand (RP12274; see

Fig. 9.6), originally developed as a DNA photosensitizer [40]. The relevant ESI

mass spectra are shown in the upper half of Fig. 9.6, and the distributions of 1:1 and

2:1 phenothiazine:duplex complexes are shown in the lower half. The ESI mass

spectra are easily interpreted—the free duplex (5-) and both 1:1 and 2:1 ligand:

duplex (5-) complexes have unambiguous m/z values that make them readily

assigned. The ESI-MS results revealed the sequence-dependent nature of the

binding of phenothiazine to duplex DNA with a preference for A/T-rich duplexes

as evidenced by the increase in binding constant with the increasing AT content of

the duplex (Table 9.1). The binding constants for the 2:1 complexes are two orders

of magnitude greater than for the 1:1 complexes for the two AT-rich duplexes, thus

confirming the cooperativity of DNA:phenothiazine interactions [40].

An alternative method for the estimation of relative binding affinities was based

on collision-induced dissociation of DNA–ligand complexes in which the abun-

dances of product ions containing one ligand were compared to those containing a

Table 9.1 Binding

constants of phenothiazine

ligand RP12274 for three

duplexes [40]

K1 [M
�1] K2 [M

�1]

d(CGTAAATTTACG)2
DK33

(2.8� 0.7)� 104 (5.5� 0.9)� 106

d(CGCGAATTCGCG)2
DK66

(2.1� 0.4)� 104 (3.0� 0.7)� 106

d(CGCGGGCCGCG)2
DK100

(1.6� 0.3)� 105 (1.7� 0.8)� 105
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different duplex. A particular benefit of this method was that it did not require

accurate information about the concentration of the ligand in solution. This method

was demonstrated using a N-methylpyrrole polyamide ligand and was a facile way

to order the relative affinities of a ligand as a function of the type of duplex [48].

ESI-MS has been used to evaluate a number of other types of DNA-interactive

ligands in order to correlate structural features that mediate DNA binding.

For example, the complexation of ten flavonoid aglycones and ten flavonoid

glycosides with five DNA duplexes of varying AT/GC content was reported

[41]. The 40 OH group of the flavonoid aglycones was found to be critical for

interaction with DNA, and in addition those flavonoids with sugars attached to the

A or B ring exhibited higher binding affinities to DNA. In another study, ESI-MS

was used to evaluate the binding of cosmomycin, an anthracycline analog with two

trisaccharide chains, to DNA. Based on the fact that cosmomycin exhibited higher

relative binding affinities to DNA than the analogs daunorubicin or doxorubicin, it

was proposed that the intercalation of the anthracycline-like moiety was

supplemented by binding interactions of the sugar chains in the minor groove,

thus resulting in complexes with greater stability and with a greater footprint [43].

Another compelling application entailed using ESI-MS to identify poly-

imidazole lexitropsin derivatives (structures given in Fig. 9.7) that recognized

and bound to T:G mismatches in DNA [45]. The bar graphs in Fig. 9.8 illustrate

the relative DNA binding affinities of three lexitropsin analogs. One of the

polyimidazole ligands exhibited a significantly higher affinity for a DNA sequence

that had a T:G mismatched base pair. In particular, ligand NMS-057 showed over a

Fig. 9.6 ESI-MS spectra and companion kinetic plots for solutions containing 8 μM RP12274

(structure shown in top right corner) and 5 μM DNA for three duplexes of varying AT content.

(a) DK33¼ (CGTAAATTTACG)2 duplex, (b) DK66¼ (CGCGAATTCGCG)2 duplex, and

(c) DK100¼ (CGCGGGCCCGCG)2. Graphs of the relative abundance of the free duplex ( filled
circle), the 1:1 ( filled square), and 2:1 ( filled inverted triangle) complexes versus the drug molar

fraction added to a 5 μM duplex solution are shown in the lower panels. Reprinted with permission

from [40]
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twofold higher affinity for mismatched CTGGsm than matched CCGG based on the

abundances of 1:1 and 1:2 complexes relative to the abundances of ligand-free

duplexes in the ESI mass spectra.

Fig. 9.7 Structures of three polyimidazole lexitropsin analogs and four DNA hairpins

Fig. 9.8 Amount of bound ligand determined for three lexitropsin analogs (NMS-053, NMS-074,

and NMS-057, structures in Fig. 9.7) at a concentration of 20 μM and for four different DNA

sequences. Reprinted with permission from [45]
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9.6 Metal-Mediated Binding

The influence of metal ions on the binding of ligands to DNA has also been

investigated by ESI-MS. One of the original studies confirmed the metal-mediated

binding of mithramycin A and chromomycin A3 to duplexes occurred selectively in

the presence of transition metals Co2+ and Ni2+ [55]. In another study, the impact of

the identity of the metal on the DNA complexation of a series of benzoxazoles

possessing different amide- and ester-linked side chains was evaluated by ESI-MS

(Fig. 9.9) [55, 56]. The benzoxazole family has generated substantial interest

stemming from the original anticancer activity found for a bis(benzoxaole) meta-

bolite isolated from Streptomyces, along with the additional finding that the

DNA/benzoxazole interactions were metal mediated. A number of synthetic

analogs have been produced and evaluated for cytotoxicity using conventional

bioassays as well as spectrophotometric methods and ESI-MS (Figs. 9.9 and

9.10). As revealed by ESI-MS, some of the ligands only formed DNA complexes

in the presence of metal cations, most notably for Cu2+ and to a lesser degree for Ni2+

and Zn2+. An example is shown in Fig. 9.10 for one benzoxazole incubated with a

self-complementary duplex, 50-GCGAATTCGC-30, and two different metal salts

[55]. The compound shown in Fig. 9.10 exhibited formation of DNA–drug–metal

complexes in the presence of Ni2+, but no complexation in the presence of Mg2+.

The ligands exhibiting the most dramatic metal-enhanced DNA binding also

demonstrated the greatest cytotoxic activity against A549 lung cancer and MCF7
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breast cancer cell lines. A follow-up study that encompassed a larger set of

benzoazole ligands with both amide- and ester-linked side chains demonstrated

that the side chains played a significant role in the DNA interactions, and some of

the ligands with the longest side chains no longer displaying metal-mediated

binding [56].

By monitoring the abundances of complexes via ESI-MS, the interactions of

ruthenium and nickel complexes, [Ru(phen)2L]
2+ and [Ni(phen)2L]

2+ (where

phen¼ 1,10-phenanthroline and L¼ dipyrido[3,2-a:20,30-c]phenazine, dipyrido

[3,2-a:20,30-c] (6,7,8,9-tetrahydro)phenazine or 1,10-phenanthroline), with DNA

duplexes were used to estimate their orders of relative binding affinities. The

binding affinities correlated with the size of the ligand, and the complexes

containing ruthenium led to consistently higher binding affinities than the

complexes containing nickel [57, 58]. Metal-mediated binding has also been

investigated for other DNA-interactive ligands, including ruthenium metallointer-

calators [52], porphyrins [54], and telomestatin [59].

9.7 Ligand Binding to Quadruplexes

ESI-MS has also been used to evaluate ligand binding to G-quadruplex DNA. The

higher order DNA structure known as “quadruplex DNA” is assembled from three

or more tetrads comprised of guanine bases from one to four DNA strands. The first

report of quadruplex/ligand complexes by ESI-MS assessed the unique selectivity,

binding stoichiometry, and mode of binding of a perylene diimide [61]. More

recently, Gornall et al. evaluated the interactions of berberine alkaloids with various

quadruplexes relative to duplexes [66, 68]. The quadruplex/berberine complexes
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m/z
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[ss+2+Ni]-3 [ds+2+Ni]-5 [ds+2+Ni]-4
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O
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OCH3O

Benzoxazole 2

Fig. 9.10 ESI-mass spectra obtained for incubates of duplex 50-GCGAATTCGC-30 with

benzoxazole 2. For more details, see [55, 56]
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were readily identified based on the number of associated ammonium ions (one,

two, or three), number of ligands (zero, one, or two), and the charge state of the

complexes. Examples of the ESI-mass spectra of the quadruplex/ligand complexes

are shown in Fig. 9.11 for 1:9 molar mixtures of three quadruplexes and three

ligands, as follows: Q4 with ligands 1 or 7, Q2 with ligands 1 or 6, and Q1 with

ligand 7, in which Q1 is G3(T2AG3)3, Q2 is (G4T4G4)2, and Q4 is (T2G5T)4. The

binding patterns varied significantly depending on the quadruplex sequence and

the specific structure of the ligand. Interestingly, none of the 13-substituted berber-

ine ligands showed any binding to duplex DNA. Ligand 7 displayed a notable

preference for Q4, whereas ligand 6 exhibited little selectivity among the three

quadruplexes. Berberine showed similar high affinities for Q1 and Q4 and low

affinity for Q2. Although the specific structural features and chemical properties

that influence the striking selectivities of the berberine compounds remain elusive,

Fig. 9.11 Negative ion ESI mass spectra of 1:9 molar quadruplex–ligand mixtures. (a) Q4/1.

(b) Q4/7. (c) Q2/1. (d) Q2/6. (e) Q1/7. The most abundant ion in each spectrum was [Q4+ 4NH4
+ +

3(1) + 9H]5� , m/z 2211.8; [Q4 + 4NH4
+ + 1(7) + 9H]5� m/z 2105.3; [Q2 + 2NH4

+ + 7H]5� , m/z
1521.9; [Q2 + 3NH4

+ + 2(6) 8H]5� , m/z 1721.5; and [Q1 � 4H]4� , m/z 1662.3, respectively. Ions
are labeled as follows: filled square qDNA alone; open triangle qDNA+1 ligand; filled diamond
DNA+2 ligands; open square qDNA+3 ligands; filled triangle qDNA+4 ligands; open circle
DNA+5 ligands; filled circle DNA+6 ligands; open diamond DNA+7 ligands; X qDNA+

8 ligands. The quadruplex sequences are as follows: Q1 is G3(T2AG3)3, Q2 is (G4T4G4)2, and

Q4 is (T2G5T)4. Reprinted from [68]
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the ability of ESI-MS to evaluate binding selectivities and provide feedback with

respect to the impact of substituents on binding selectivities was confirmed.

Other groups have used ESI-MS to evaluate the quadruplex binding affinities of

ligands based on the antitumor drug ditercalinium [62], ethidium derivatives [63],

perylene diimides [65], phenanthroline complexes [69], platinum-based

phenanthroimidazole complexes [71], perylene and coronene compounds [72],

tris-triazole structures [73], an array of natural products including jatrorrhizine

hydrochloride and tetrandrine [74], and tridentate N-donor terpyridine palladium

(II) complexes [75].

9.8 Ligands That Form Covalent Bonds to DNA

The effects of many chemotherapeutic agents arise from the formation of covalent

bonds to DNA, causing damage which can terminate replication or transcription

steps during processing of the genetic code or activating cellular repair processes

that can cleave the DNA [76, 77]. There is an array of electrophilic compounds that

form covalent bonds to DNA, primarily via alkylation of specific sites of

nucleobases [78–83]. These include mitomycin [78], acridine ligands [79],

enediynes [80], nitrogen mustards [81], tamoxifen [82], and platinum derivatives

[83, 84]. The most reactive sites of nucleobases are typically the N7 position of

guanine and the N3 position of adenine. Those compounds with two reactive groups

may react with two nucleophilic sites in DNA, thus leading to the formation of

cross-links. Interstrand crosslinks are particularly deadly to cells because they

prevent DNA strand separation during replication and transcription. This general

class of DNA alkylating agents includes nitrogen mustards, cisplatin, and psoralens.

The observation of a DNA–ligand complex in an ESI mass spectrum does not

reveal whether it is a covalent or noncovalent complex because the measurement of

mass alone only conveys stoichiometric information. A simple initial test to deter-

mine whether the observed complexes are covalent or noncovalent is to heat the

solutions and/or decrease the ionic strength to denature the dsDNA. Noncovalent

complexes should disassemble (in conjunction with denaturation of the DNA),

whereas the strands should remain bound for the covalent complexes. MS/MS

methods may be used to assist in unraveling the nature of the binding mode.

Often noncovalent complexes will disassemble upon activation in the gas phase

or dissociate by rather simple pathways, whereas complexes held together through

covalent bonds may follow more elaborate fragmentation routes, such as loss of a

single base plus the attached ligand. The first ESI-MS report of the identification of

a covalent crosslink between a duplex containing six base pairs and cisplatin

occurred in 1995 [85], and the application of ESI-MS to characterization of

covalent DNA adducts has flourished over the past 15 years. A recent review

focused on the tandem mass spectrometric strategies developed for characterization

of covalent adducts formed between DNA and chemotherapeutic ligands, and thus

only a couple of examples are described in this chapter [20].
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A recent study reported the use of ESI-MS to assess the binding mode (covalent

versus noncovalent) of a series of sulfur-containing acridine mustards (Fig. 9.12)

which have the potential to act as strong alkylating agents [44]. Ligands possessing

a 2-chloroethyl sulfide moiety alkylate DNA very effectively (Fig. 9.12), and those

equipped with an acridine moiety were designed to intercalate DNA and thus

enhance the ability of the ligands to interact with their target (DNA) and facilitate

subsequent alkylation. Ultimately these types of bioreductive antitumor agents may

be effective for targeting tumors with elevated levels of sulfur oxide reducing

enzymes. As reported by Smith et al., all of the acridines formed abundant

complexes with duplex DNA. AS4, an acridine sulfide mustard, formed complexes

with duplex DNA that were consistent with alkylation of the DNA as supported by

tandem mass spectrometry. MS/MS of the duplex/AS4 complexes (via infrared

multiphoton dissociation) in the 6- charge state resulted in strand separation, with

the AS4 ligand bound to either strand (Fig. 9.13). Most importantly, two products

were detected that corresponded to each of the constituent single strands

with retention of both the AS4 moiety in addition to a single guanine base, i.e.,

[ss +AS2 +GH] that must originate from the other strand. This product confirmed

that the AS4 ligand covalently bound to guanine; then the guanine from one strand

remained bound to the complementary strand via the AS4 crosslink. The complexes

containing the other acridine ligands dissociated via disassembly of the complex

and ejection of the ligand, indicative of noncovalent interactions [44].

Fig. 9.12 Structures of acridine mustards and proposed pathway for interaction of mustard with

guanine. For more details, see [44]
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ESI-MS/MS was also used to evaluate the interactions of pyrrolobenzodiazepine

(PBD) dimers, which are synthetic sequence-selective DNA minor groove cross-

linking agents, with oligonucleotides of varying length and sequence [86]. It was

demonstrated that the type of adduct formed between PBD dimers and DNA

depended on the distance between the two reacting guanines. Interstrand cross-

linking was favored with shorter DNA sequences, whereas intrastrand cross-linking

was preferred for the longer sequences along with monoalkylated adducts as minor

products. For even longer sequences, PBD could not span the distance between the

two guanines when the bases were located on either the same or opposite strands,

and so in this case monoalkylated adducts were observed.

Another study reported the use of ESI-MS/MS to evaluate the relative binding

affinities of a series of psoralens (Fig. 9.14) to DNA duplexes and to determine the

formation of crosslinks, monoadducts, and noncovalent complexes (47). Psoralens

are a class of furocoumarin ligands that have proven effective for the treatment of

an array of skin diseases. Psoralens are good intercalators and in the presence of UV

light may form cycloaddition monoadducts with pyrimidine bases, typically thy-

mine. The cycloaddition reaction occurs between the 5,6 double bond of a thymine

base and the 3,4 (pyrone) or 40,50 (furan) double bond of the psoralen, as illustrated

in Fig. 9.14. The monoadducts may convert to crosslinked DNA structures upon a

second photoabsorption event.

Incubation of P, 5-MOP, 8-MOP, or TMP with each duplex in the absence of UV

irradiation led to no detectable products by ESI-MS [46]. However, after UV

irradiation for 30 min at 365 nm, DNA/psoralen complexes were readily detected

by ESI-MS, as illustrated in Fig. 9.15 for 8-MOP. Each psoralen analog had the

ability to intercalate, form monoadducts, or cross-link DNA, and all of these

products had identical masses. However, these three distinctive types of products

were differentiated by MS/MS experiments, as discussed later. The duplex/8-MOP

complexes were produced with solely 1:1 binding stoichiometries, and there were

no complexes containing the single strands, thus indicating the specificity of the

psoralen interactions with DNA. In contrast, incubation of AMP with each duplex

resulted in formation of abundant duplex/AMP complexes with stoichiometries

[ds - (AS4+GH)]5-

[ssa+AS4+GH]3-

[ssb-GH]3-

[ssa-GH]3-

[ssb]3-

[ssa]3-

[ssa+AS4]3-
[ssb+AS4]3-

[ssb+AS4+GH]3-

1200 1300 1400 1500 1600 1700 1800 1900 2000

m/z

*

ssa: 5’ -GGCGTCGGCGTCGC-3’ 
ssb: 5’ -GCGACGCCGACGCC-3’

Fig. 9.13 IRMPD mass spectrum of [ds +AS4]6� with an irradiation time of 1.0 ms (structure of

AS4 is in Fig. 9.12). The precursor ion is denoted with an asterisk. Reprinted with permission from

[44]
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ranging from 1:1 to 1:5, even in the absence of UV irradiation. The ESI mass

spectrum in Fig. 9.15 confirmed the large degree of nonspecific noncovalent

binding to DNA and possible self-aggregation of AMP.

The percentages of bound DNA, which reflected the binding affinities and

sequence selectivities, measured by ESI-MS are summarized in Fig. 9.16.
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In general, the percentages of bound DNA indicated that P, 5-MOP, 8-MOP, and to

a lesser extent TMP were selective for specific DNA sequences, with a preference

for the AT-rich duplex (D3) and low affinity for the duplex with the reversed

orientation 50-AT binding site [46]. The percentages of bound DNA obtained for

AMP were the highest of all the psoralens, yet with no selectivity among the four

duplexes. For AMP, the duplex:ligand stoichiometries of the complexes ranged

from 1:1 up to 1:6, indicative of nonspecific binding.

To evaluate the nature of the interactions (noncovalent intercalation or covalent

adduction and crorsslink formation), MS/MS via infrared multiphoton dissociation

was used to characterize the resulting duplex/psoralen structures [46]. The

abundances of unique types of fragment ions that were characteristic for each type

of product were tabulated to determine the distribution of crosslinks [based on (ds

+ psoralen - B)6�, and (ss + 8-MOP+w) and (ss + 8-MOP+ a–B) fragment ions],

monoadducts [based on summation of (ss + psoralen)3� and (ss + psoralen - B)3�

fragment ions], and noncovalent complexes [summation of (ss)3�, base loss, and

(ds)6� ions]. Note that single strands of DNA typically dissociate via base loss

and subsequent formation of a–B and w ions in which B represents a nucleobase.

The resulting product distributions are shown in Table 9.2. The overall trend for

cross-link formation was 8-MOP> P ~ 5-MOP>TMP�AMP. The distribution of

cross-links to monoadducts showed remarkable agreement with the product

distributions obtained by a conventional HPLC-UV method in which the various

products were separated and the chromatographic peaks were integrated [46]. This

study confirmed that ESI-MS/MS afforded a successful means to determine product

distributions and confirm types of product structures for DNA-interactive ligands

that have several possible binding modes.

Arguably one of the most well-known anticancer drugs is cisplatin, cis-
[PtCl2(NH3)2], a compound that readily crosslinks DNA via binding at N7 atoms

of guanine [84, 87]. DNA–cisplatin adducts have been characterized using

collision-induced dissociation by several groups [88–91]. A recent study evaluated
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observed for AMP. Reprinted with permission from [46]
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the use of an array of MS/MS methods, including CID, infrared multiphoton

dissociation (IRMPD) (10.6 μm), electron transfer dissociation (ETD), negative

ETD (NETD), or ultraviolet photodissocation (UVPD) (193 nm) and hybrid pro-

cesses termed electron transfer collisional activated dissociation (ETcaD), electron

transfer-infrared multiphoton dissociation (ET-IRMPD), or electron transfer-

ultraviolet photodissociation (ET-UVPD), to optimize the structural character-

ization of DNA–cisplatin adducts, particularly to identify the sites of cisplatin

binding [91]. The hybrid MS/MS methods entailed the use of electron transfer

reactions to produce odd electron ions, followed by activation of the resulting

charge-reduced precursors in order to generate a more diverse array of fragment

ions. The types and distributions of fragment ions are summarized in Fig. 9.17. Two

laser-based methods, IRMIPD and UVPD, yielded the most informative array of

fragment ions, in terms of providing full coverage of the oligonucleotide sequence

as well as platinated product ions that were useful for pinpointing the adduction

site [91].

Table 9.2 Percent distribution of various products upon incubation of duplex

50-GCGGGGTAGGGGCG/50-CGCCCCTACCCCGC with each psoralen

Psoralen

ligand

Cross-

links

Mono-

adducts

Non-covalent

complexes

Cross-links/mono-

adducts

P 53 22 25 2.4

5-MOP 56 24 20 2.3

8-MOP 60 14 26 4.3

TMP 46 32 22 1.4

AMP 28 35 37 0.8

Adapted from [46]
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9.9 Ligand Binding to RNA

The use of electrospray ionization mass spectrometry for screening ligand binding

to RNA targets has also had a rich history [92–97], particularly for aminoglycoside

antibiotics such as ribostamycin and paromomycin [94], 2-deoxystreptamine [95],

bacterial-based natural product libraries [96], as well HIV-1 Tat peptide binding to

transactivation-responsive RNA [93]. Even low binding affinity (in the mM range)

RNA complexes have been successfully transferred to the gas phase and analyzed

with respect to their stoichiometries and binding affinities [95]. The investigation of

ligand binding to RNA has been described in more detail in several reviews

[13, 19].

9.10 Conclusion and Outlook

ESI-MS has enabled the characterization of a wide array of DNA–ligand complexes,

including those involving duplex, quadruplex, and other alternative DNA structures.

Ligands ranging from intercalators to minor groove binding agents to those that

stack on the end of higher order DNA structures and ligands that covalently bind and

form crosslinks have been evaluated as DNA-interactive agents. The ability to

transfer DNA complexes to the gas phase by the electrospray process offers remark-

able insight into species assembled by either noncovalent interactions or covalent

bonds. In fact, ESI-MS is now recognized as one of the most versatile methods for

investigating DNA–ligand interactions, and its application has extended far beyond

systematic validation studies to those that rely on ESI-MS as a routine strategy to:

confirm the stoichiometries of complexes, estimate DNA binding affinities and

sequence selectivities, assess binding modes, and screen series of new ligands.

The minimal sample consumption and high sensitivity of ESI-MS make it a first

choice when studies involve high-throughput screening or precious drug candidates

isolated or synthesized in limited quantities. The capability for studying even more

elaborate macromolecular architectures and assemblies containing DNA with other

biological molecules has already been achieved [13, 14] and promises to make

ESI-MS/MS an even more powerful strategy in the upcoming years.

9.11 Summary of Key Concepts

• ESI can be used to transfer noncovalent DNA–ligand complexes into the gas

phase.

• Ion abundances in ESI mass spectra can be used to determine binding constants

of DNA–ligand complexes and sequence selectivities of DNA-interactive

ligands.
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• Complexes arising from intercalation, binding in the minor groove, interactions

with quadruplexes, and both monoadducts and cross-links can be detected and

characterized in the gas phase.

• Elucidation of ligand binding sites for covalent DNA complexes may be

facilitated by use of more than one MS/MS method, including the use of hybrid

activation methods to yield more diverse series of fragment ions that may

pinpoint structural details.
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MS-Based Approaches for Nucleic Acid
Structural Determination 10
Daniele Fabris

Abstract

The vast majority of the human genome consists of sequences that do not code

for proteins. Understanding their function must rely on approaches that are

capable of providing more than mere sequence information. Alone or in combi-

nation with other techniques, mass spectrometry (MS) can provide an excellent

platform for investigating non-coding nucleic acids (NA) at many different

levels. This chapter reviews MS-based approaches developed to pursue the

structural elucidation of species that are not readily amenable to the classic

high-resolution techniques. Indeed, MS has recently found increasing

applications as a detection platform for chemical probes used to interrogate

NA structure in solution. These developments have been riding on the concomi-

tant advances of computational approaches, which are rapidly closing the resolu-

tion gap with NMR and crystallography by taking full advantage of the sparse

constraints afforded by alternative techniques. Further, the hierarchic nature of

NA structure, which is characterized by the three-dimensional organization of

discrete structural elements, lends itself well to the investigation by techniques

that are capable of revealing the position of structure-defining interactions. For

this reason, novel strategies are being developed to study secondary, tertiary, and

quaternary interactions in the gas phase, which may retain memory of the

solution architecture. The popularization of ion mobility spectrometry (IMS)

has opened new avenues for investigating the overall topology of non-coding

elements, which promise to contribute significantly to the elucidation of pro-

gressively larger NA systems.
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Abbreviations/Formulae

A Adenine nucleotide

BDG 4,40-Bihenyl-diglyoxal
BKT Bikethoxal

C Cytosine nucleotide

CASP Critical assessment of protein structure prediction

CCS Collisional cross section

CID Collision-induced dissociation

CMCT 1-Cyclohexyl-3-(2-morpholinoethyl)-carbodiimide metho-p-toluene

sulfonate

CPT Cisplatin

DMS Dimethylsulfate

DNA Deoxyribonucleic acid

ECD Electron capture dissociation

EDD Electron detachment dissociation

EDTA Ethylenediaminetetraacetic acid

ESI Electrospray ionization

FIV Feline immunodeficiency virus

G Guanine nucleotide

GUI Graphic user interface

HDX Hydrogen–deuterium exchange

HIV-1 Immunodeficiency virus type 1

IMS Ion mobility spectrometry

IRMPD Infrared multiphoton dissociation

KT Kethoxal, β-ethoxy-α-ketobutyraldehyde
MALDI Matrix-assisted laser desorption ionization

mRNA Messenger ribonucleic acid

MS Mass spectrometry

MS/MS Tandem mass spectrometry

MS3D Mass spectrometry three-dimensional

NA Nucleic acids

NB Neomycin B

NC HIV-1 nucleocapsid protein

NM Nitrogen mustard

NMIA N-methylisatoic anhydride
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NMR Nuclear magnetic resonance

PCR Polymerase chain reaction

PDG 1,4-Phenyl-diglyoxal

PPT Polypurine tract

RMSD Root mean square deviation

RNA Ribonucleic acid

SAXS Small-angle X-ray scattering

SHAMS 20-Hydroxyl acylation by mass spectrometry

SHAPE 20-Hydroxyl acylation by primer extension

SL1 though 4 HIV-1 stemloop 1 through 4

T Thymine nucleotide

U Uracil nucleotide

UV Ultraviolet

WC Watson–Crick

Ψ-RNA HIV-1 packaging signal

10.1 Introduction

The significance of investigating the 3D structure of nuclei acids stems from the

observation that only ~2 % of the three billion base pairs present in the human

genome code for actual proteins. Ribozymes and riboswitches are proof that the

function of nucleic acids is not defined exclusively by the genetic information

encoded in their primary structure, but may hinge also on their ability to interact

with other cellular components, which is determined by their higher order structure.

The RNA cleaving activity of ribozymes rests upon the proper folding of the

catalytic core and its placement onto a susceptible region [1, 2]. Allosteric regula-

tion of mRNA expression is a direct function of the ability of riboswitches to form

alternative structures in response to the binding of specific ligands (Fig. 10.1) [3,

4]. For this reason, the investigation of structure and dynamics assumes a central

role in the elucidation of the biological function of non-coding sequences that

represent the vast majority of the human genome [5, 6].

The higher order structure of nucleic acids (NA) can be described as the

hierarchic arrangement of constitutive structural units [7, 8]. Fundamental elements

of secondary structure are characterized by helical regions that, in the case of

stemloop domains, originate from the annealing of contiguous sequences of the

same strand [9]. Tertiary structure requires annealing of distal stretches of the same

strand, or other types of long-range contacts between discrete domains, which

combine to shape the topology assumed by the entire molecule. Quaternary

assemblies involve annealing of separate strands or binding of proteins and other

ligands, which lead to the formation of functional complexes [10]. The necessary

stabilization is typically contributed by a combination of base pairing, stacking,

metal binding, and hydration effects [7, 8]. The prominence of double-stranded

structures, however, makes base pairing the most important factor in determining
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the position of individual elements in the overall architecture. Governed by the

Watson–Crick (WC) rules, duplex formation is specifically driven by the presence

and location of complementary sequences, which result in constraining the fold into

well-defined configurations. Further, nucleotides can engage also in non-canonical

pairing and different modular motifs that contribute to the great diversity of RNA

structure [11, 12]. These considerations explain why the correct identification of

interactions represents an important step towards the structural determination of

NA species.

The classic approaches for NA structure determination employ crystallography

[13, 14] and nuclear magnetic resonance (NMR) [15, 16], which are capable of

providing the 3D structure of macromolecules with atomic resolution. Recent

advances in instrumentation and sample preparation methodologies have spurred

a very rapid increase of the number of RNA structures deposited in the Protein Data

Bank [17]. In particular, the increased availability of synchrotron light and the

development of methods for heavy-atom substitution, which facilitate the phasing

of diffraction maps, have enabled the solution of crystal structures well in excess of

100 nucleotides (nt) [18, 19]. In a similar fashion, high-field magnets and improved

strategies for targeted 13C- and 15 N-labelling have pushed the size limit of NMR to

exceed ~100 nt [20], while larger samples have become accessible by combining

this technique with small-angle X-ray scattering (SAXS) experiments [21]. The

insufficient chemical-shift dispersion associated with the presence of only four

fundamental units and the faster relaxation rates typical of large macromolecules

Fig. 10.1 General

riboswitch mechanism. (a) In

the absence of ligand (L) the

AUG starting codon may be

masked by secondary

structure folded by the 50

non-coding region of mRNA.

(b) Ligand binding mediates a

rearrangement of the

secondary structure, which

exposes the starting codon

and initiates gene translation
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are intrinsic factors that limit the applicability of NMR to these types of

biopolymers. Further, technical advances notwithstanding, both crystallography

and NMR still pose stringent sample requirements. Amount, purity, solubility,

and flexibility present hurdles that may prevent the elucidation of the desired

structure. For this reason, the interest in alternative approaches has seen an intense

surge, fuelled by the need to obtain valid structural information for intractable

samples, or by the desire to complement high-resolution data and extend their

reach. At the same time, the development of alternative approaches has been

stimulated also by recent advances of computational methods for structure predic-

tion and refinement, which have demonstrated the ability to compensate for the

typically lower resolution afforded by them. A close examination of available

computational tools can provide a greater understanding of the type of information

demanded from the new experimental approaches and a more accurate evaluation

of their potential for structure elucidation.

10.2 Computational Approaches for NA Structure
Determination

If the central dogma of biology is that DNA contains all the information necessary

to orchestrate the full range of cellular functions and activities, then its corollary is

that a biopolymer’s sequence must determine its fold. Based on this axiom, also

known as the biophysics’ central dogma, a wide range of computational approaches

has been developed to infer NA higher order structure from primary structure

information. Since the pioneering work performed in 1973 by Tinoco and

coworkers [22], predictive models for RNA secondary structure have been pro-

posed on the basis of thermodynamic calculations, statistical analysis, and knowl-

edge of fundamental properties of NA molecules. The mFold algorithm [23, 24],

the Vienna RNA package [25, 26], and the RNA structure suite [27, 28] are

examples of tools based on free-energy calculations, which can predict with

reasonable accuracy secondary structures of moderate size. The mFold algorithm

looks for putative base pairs one at a time and evaluates the stability of all possible

folds that contain them. Overall free energy is calculated from the contributions of

each base pair, single-base stacking at the end of helices, and mismatched pairs in

loops and bulges. The program then allows for the graphic analysis of suboptimal

structures with the lowest free energies, which represent the most likely secondary

structures folded by the construct of interest (Fig. 10.2). The mFold suite contains

also additional tools that utilize thermodynamic calculations to assess the stability

of duplexes produced by mutual hybridization of individual strands.

The Vienna RNA package utilizes dynamic programming to combine free-

energy minimization with partition function calculations and suboptimal folding

predictions. The equilibrium partition method involves calculating in recursive

fashion the probability that any possible base pair may occur within a given

construct [29]. The pair binding probabilities are then visualized as a full ensemble

of possible alternative structures, which can reveal the most probable fold and
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highlight intermediates and regions of structural instability. In contrast, the subop-

timal folding algorithm generates all secondary structures between the minimum

free energy and a target upper limit [26]. The calculations approximate statistical

quantities that account for equilibrium partitioning and structural diversity. The

possible states tend to cluster close to the free-energy minimum and, taken together,

provide an excellent representation of what the ground state looks like. In a similar

fashion, the RNA structure package [27, 28] contains algorithms that perform

thermodynamic and partition function calculations, as well as programs for

evaluating bimolecular folding/hybridization and supporting the stochastic sam-

pling of putative structures.

Comparative sequence analysis is effectively employed to identify complemen-

tary regions involved in possible secondary structures [30, 31]. Sequence alignment

algorithms have been developed to reveal highly conserved couples of complemen-

tary nucleotides and identify co-variations that preserve putative base pairs (e.g. by

replacing a GC-pair with an AU, or vice versa). For example, thousands of

sequences accumulated over the years were analysed to obtain complete secondary

structures of 16S and 23S rRNA [31]. When the high-resolution structures of 30S

and 50S ribosomal subunits became available, they showed that nearly all the

conserved and co-variating pairs included in the comparative models were indeed

present in the crystal structures [31]. When co-variations are not readily ascribable

to secondary structure, they are typically explained as reflecting long-range tertiary

interactions. Based on this assumption, a full-fledged 3D model was derived for the

conserved core of group I introns by aligning a total of 87 available sequences and

applying stereochemical modelling techniques [32]. In many cases, however,

non-canonical base pairs complicate the co-variation interplay and lead to blurred

predictions. Furthermore, comparative methods require the examination of a large

Fig. 10.2 Alternative secondary structures calculated by mFold (http://mfold.rna.albany.edu/) for

the following sequence: AGU GUC AGG AAA AAC CUU UUA CUG AC. Calculations were

performed for a fixed folding temperature of 37 �C and an environment containing 1 M NaCl
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number of sequences, which makes availability a major limiting factor for these

types of approaches.

Alternative strategies have expanded the near-neighbour concept to improve

prediction accuracy and overcome the limitations of thermodynamics and statistical

calculations in forecasting long-range interactions. The MC-Fold/MC-Sym pipe-

line [33, 34] utilizes minimum cyclic motifs—groups of three to five nucleotides

present in direct spatial contiguity—to build 3Dmodels through an iterative process

that considers all possible overlapping cycles in the construct. The cyclic motifs

capture the full range of spatial relationships between contiguous nucleotides,

including not only base-pairing and stacking information, but also non-canonical

pairs and interactions involving phosphoribose functional groups [35]. The 3D

structures of representative cyclic motifs were initially extracted from high-

resolution structures of large RNA samples. These fundamental elements were

then incorporated in the algorithm as modular blocks to be utilized in model

building operations [33, 34]. In analogous fashion, knowledge of RNA interactions

and architecture has led to recognize numerous recurring motifs that are responsible

for shaping RNA’s higher-order structure [11, 12]. The Assemble suite [36, 37]

employs a library of tertiary modules and long-range interactions, which guide the

organization of the underlying secondary structure into full-fledged 3D models. In

this case, models are built in interactive fashion by using an integrated graphic user

interface (GUI). Simulated annealing and energy minimization can be subsequently

performed to refine initial models and produce the final structures.

The development of advanced computational approaches has greatly increased

the ability to predict RNA structure to very high levels of accuracy (Fig. 10.3)

[37]. On the wings of these developments, an initiative has been recently launched

to evaluate de novo prediction capabilities, which is analogous to the CASP

competition for proteins [38]. Called RNA-Puzzles, the initiative consists of a

blind experiment in 3D structure prediction meant to uncover strengths and

weaknesses of the various approaches [39]. The results of the first exercise

completed in 2012 served as a reminder of the intrinsic challenges of translating

all the factors that govern folding into a comprehensive prediction algorithm. These

challenges are expected to increase with the size and complexity of the RNA under

consideration. Riboswitches and similar systems, which are capable of adopting

different stable structures as a function of ligands, metals, and other environmental

conditions, will continue to represent a challenge to computational approaches,

regardless of the recent advances. For this reason, it is not surprising that the more

refined algorithms offer the ability of incorporating experimental constraints into

the model building process. The community is keenly aware of the fact that

experimental methods will continue to play critical roles by providing not only

validation to predicted structures, but also valuable constraints for model building

and refinement.
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10.3 Structural Probing

Among the possible experimental alternatives, approaches based on chemical

probing have arguably benefitted the most from the ability of new algorithms to

maximize the dividends of the attainable information and narrow the resolution gap

with the classic high-resolution techniques. Excellent versatility, relative ease of

use, and absence of major instrumentation requirements are additional

characteristics that are sustaining the recent progress of alternative technologies

for structure elucidation.

Chemical probing approaches can be classified according to the type of con-

straint they can provide. The majority of reagents employed in classic footprinting

procedures are alkylating agents that modify exposed nucleophilic groups [40–

42]. The absence of reactivity is interpreted as steric protection induced by the

nucleotide’s structural context (Fig. 10.4a). Unfortunately, the mono-functional

Fig. 10.3 When available,

high-resolution structures are

used to assess model

accuracy. The root mean

square deviation (RMSD) is

calculated by minimizing the

sum of the distances between

corresponding atoms. In this

case, the red and green traces
correspond to the model and

crystal structure, respectively,

of the ribonuclease P

specificity domain of

B. subtilis. Except for the P9
domain, the traces show

remarkable overlap

(Reproduced with permission

from [37])
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nature of such probes precludes the recognition of the protection source. In the case

of cross-linking reagents, the probing reaction establishes a covalent bridge

between nucleotides that are placed within mutual striking distance and, thus,

provides direct information on their spatial relationship (Fig. 10.4b) [43–45]. For

these reasons, the results of footprinting experiments must be interpreted through

the lenses of the Watson–Crick rules to infer the correct composition of base pairs,

whereas those of cross-linking experiments enable the unambiguous pairwise

identification of nucleotides situated in close proximity or direct mutual contact.

The interpretation of the latter is made more straightforward by the elimination of

any inference process.

Mono-functional probes can be distinguished on the basis of their ability to

attack blindly all types of nucleotides or to engage in nucleotide-specific chemistry.

Dimethylsulfate (DMS), β-ethoxy-α-ketobutyraldehyde (kethoxal, KT), and

1-cyclohexyl-3-(2-morpholinoethyl)-carbodiimide metho-p-toluene sulfonate

(CMCT) are examples of nucleotide-specific reagents that target, respectively,

N1-adenine and N3-cytidine, N1- and N2-guanine, and N3-uridine (Fig. 10.5)

[46, 47]. Taken together, these reagents reveal the pairing-edge status of all four

nucleotides and are consequently capable of capturing the full range of information

on possible base-pairing interactions. Further, the reaction of DMS with

Fig. 10.4 Information

provided by mono-

vs. bifunctional probes. This

construct can assume either a

double-stemloop or

pseudoknot fold. (a) Mono-

functional probes modify

exactly the same nucleotides

exposed on either fold. (b)

Bifunctional cross linkers

bridge different couples of

nucleotides placed within

mutual striking distance.

Therefore, only the former

can unambiguously

discriminate the type of fold
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N7-guanine is inhibited by typical stacking interactions established in helical motifs

(Fig. 10.4a), which indicates the participation of this specific type of nucleotide in

RNA secondary structure. Based on the same principles, a variety of reagents have

been investigated for their ability to target the different functional groups present on

NA molecules. As discussed below, however, the need for probe-specific chemistry

to achieve detection is frequently perceived as an obstacle to their broader appli-

cation in structural biology.

Hydroxyl radicals represent an example of non-discriminating probes that can

attack any type of exposed nucleotide (Fig. 10.5) [48, 49]. Produced in situ by either

the Fenton reaction between iron(II) EDTA and hydrogen peroxide [50] or syn-

chrotron radiolysis of water [51], hydroxyl radicals induce cleavage of the RNA

backbone by abstracting a proton from either the C40 or C50 positions of ribose. The
attack is possible only when these functional groups are exposed to the solvent,

which results in the identification of segments located on the surface of the structure

of interest. The ability to perform radiolysis within very short times and to accu-

rately quantify the extent of cleavage has offered the opportunity to study the

dynamics of RNA folding [51]. Another reagent employed to gauge local backbone

flexibility is N-methylisatoic anhydride (NMIA), which modifies the 20-hydroxyl of
ribose units that are not constrained in the C30-endo conformation (Fig. 10.5) [52,

53]. Given that this puckering conformation is typical of base-paired nucleotides,

NMIA can effectively distinguish unreactive double-stranded regions from reactive

single-stranded ones. Probe reactivity may be also inhibited in single-stranded

regions with flexibility restricted by the fold context, or accessibility limited by

buried placement and ligand binding. Therefore, data interpretation requires a great

deal of attention to avoid ambiguous assignments.

In a similar fashion, cross-linking strategies are also differentiated according to

their base-specific activity or lack thereof. The nitrogenous bases are per se prone to

form cross links upon exposure to UV radiation, which is the basis of its mutagenic

properties [54]. Without significant base discrimination, this process induces the

conjoining of any couple of nucleotides that are within short distance and assume at

least transiently the correct geometry [43, 55]. For example, 13 cross-linking sites

were observed in E. coli 16S rRNA after irradiating 30S ribosomal subunits [56].

Fig. 10.5 Structures and targets of typical mono-functional probes
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At least eight of them were recognized as involving nucleotides within discrete

secondary structures or adjacent junction regions, while the others were attributed

to long-distance interactions that constrained the domains architecture. When a

more targeted approach is desired, site-specific bridging can be achieved by

incorporating modified nucleotides in the construct’s sequence, which contain

photosensitive labels [57]. While the types of functional groups may be quite

different, a common denominator consists of the ability to obtain localized cross-

linking by utilizing longer wavelengths that are less likely to induce indiscriminate

damage by hydroxyl-radical reaction.

With or without photoaffinity labels, UV cross-linking produces zero-length

conjugates between structures that must lay very close or establish direct contact

to fulfil the stringent proximity requirements posed by photochemical reactions.

The utilization of bifunctional alkylating agents, in which two reactive groups are

separated by a spacer, enables the identification of structures that are not necessarily

in mutual contact, but are situated within well-defined distances. Examples of

bifunctional probes include nitrogen mustard (NM) [58], bikethoxal (BKT) [59],

and cisplatin (CPT) [60] (Fig. 10.6), which can bridge functional groups placed,

respectively, 9.5� 1.5, 5.4� 1.0, and 3.2 Å apart [45]. The conformational flexi-

bility of spacers that frequently exhibit numerous degrees of freedom is reflected in

the uncertainty associated with the average cross-linking distance. The more nar-

rowly defined distance afforded by cisplatin is consistent with a bridging structure

that involves direct metal coordination. Although spacer flexibility can be readily

dealt with during simulated annealing and energy minimization, more rigid spacers

have been evaluated for their narrower uncertainty ranges. The concept is

illustrated, for example, by the nested bikethoxal analogues 1,4-phenyl-diglyoxal

and 4,40-biphenyl-diglyoxal. These probes contain two identical 1,2-dicarbonyl

functions spaced by one or two phenyl groups, which are capable of cross-linking

guanines placed 6.14� 0.64 and 10.44� 0.80 Å apart (Fig. 10.6) [61]. A direct

comparison between 1,4-phenyl-diglyoxal and bikethoxal shows that substituting

an aliphatic with an aromatic spacer reduced significantly the uncertainty range.

Further, the modular design employed for these probes demonstrated the ability of

Fig. 10.6 Structures and targets of bifunctional probes
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nested analogues to act as “molecular rulers” and cover progressively greater

distances between susceptible targets.

Probe selection must account not only for the type of constraint sought for a

certain task, but also for practical considerations dictated by the detection platform.

In general, mono-functional probes rely on the analysis of oligonucleotide ladders

that are produced by either strand cleavage or polymerization inhibition at the site

of modification. The products are typically analysed by electrophoresis to deter-

mine their size and sequence, which reveal the position of the modification.

Nucleotide-specific chemistry is frequently necessary to achieve strand cleavage

at the modification site. In the case of DMS footprinting, hydrazinolysis is

employed to achieve base loss and backbone hydrolysis at methylated C and T,

whereas alkaline treatment is used for G, and mild acid followed by alkaline

hydrolysis for A [40]. Cleaved products may be analysed immediately or after

amplification by polymerase chain reaction (PCR) with ad hoc primers. PCR-like

strategies are used also in the absence of strand-cleavage procedures, when the

probe modification is bulky enough to inhibit primer extension by the specific

polymerase or reverse transcriptase employed in the reaction. This case is

exemplified by NMIA that is the probe used in selective 20-hydroxyl acylation by

primer extension (SHAPE) [52, 53]. The readout afforded by electrophoretic

methods can achieve single-nucleotide resolution for lengths of up to 1,000 nts.

The fact that the same modified oligonucleotide can serve as a template for multiple

copy cycles results in amplification of the corresponding signal. The utilization of

appropriately labelled primers may enable also single-molecule detection, which is

at the basis of recently developed high-throughput sequencing techniques. The

broad availability of software packages for data interpretation and quantification

has minimized major bottlenecks in the structural probing workflow. The recent

advances of computational approaches have greatly increased the appeal of struc-

tural probing, which combine a relatively straightforward design with the ability to

pursue ex vivo and in cell applications.

10.4 MS Detection for Structural Probing

Mass spectrometry (MS) has the potential for accessing all possible levels of NA

higher order structure. The advent of soft ionization techniques, such as

electrospray ionization (ESI) and matrix-assisted laser desorption ionization

(MALDI), has facilitated the analysis of progressively larger NA samples, ranging

from fundamental units, such as nucleosides and nucleotides [62, 63], to entire

plasmids and ribosomal assemblies [64, 65]. Both solution and gas-phase

approaches have been developed to elucidate the primary structure of these

biopolymers. The former involve the mass determination of oligonucleotide ladders

from strand cleavage or polymerization termination [66, 67], in analogy with

methods based on electrophoretic detection. The latter, instead, employ tandem

mass spectrometry (MS/MS) to obtain backbone fragmentation of mass-selected

oligonucleotides, which generates characteristic ion series consistent with their
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sequence [68, 69]. A variety of gas-phase activation methods have been effectively

employed to perform sequencing of both unmodified and modified

oligonucleotides, as discussed in depth in Chap. 6. Larger NA targets are typically

addressed by performing controlled nuclease digestion to obtain mixtures of hydro-

lytic products, which can be subsequently mass mapped and sequenced [70–

72]. Alternative to these types of bottom-up approaches, top-down strategies have

been explored by completing the direct MS/MS analysis of large NA samples with

no hydrolytic procedures [73, 74]. These capabilities garnered a great deal of

attention at the inception of the Human Genome Project, when a variety of analyti-

cal platforms were carefully evaluated for taking on the challenge [75]. The choice

fell on methods based on strand amplification and electrophoretic analysis by virtue

of their higher throughput and lower cost per sequenced base [76].

MS methods can be effectively applied to characterize oligonucleotide ladders

obtained by structural probing, in ways that mimic the role of electrophoresis in

sequence analysis. Indeed, MALDI-MS was used to evaluate ladders that were

produced by DMS methylation/cleavage for sequencing purposes, but could have

well represented the products of probing reactions [77]. A valuable characteristic of

MS approaches, however, which sets them apart from those based on electrophore-

sis, is the intrinsic ability to identify covalent NA modifications with no need for

strand cleavage at modified sites. Thanks to this capability, MS has contributed to

the elucidation of over one hundred modified ribonucleotides catalogued in the

RNA Modifications Database [78, 79], in addition to many deoxyribonucleotide

modifications produced by endogenous processes and environmental exposure,

which are implicated in DNA damage [80, 81]. Typical primer-extension methods

are severely hampered by the absence of nucleotides that are complementary to the

target modification and may be therefore capable of sustaining strand amplification.

Even when the modifier is capable of halting polymerization, the size/sequence

information afforded by electrophoretic methods cannot provide the identity of the

modification, which must be pursued by other means. In contrast, no such

limitations exist for MS approaches, which can identify virtually any type of

modifier from its characteristic mass shift and, in many cases, isotopic signature.

In structural biology applications, this capability translates into the ability of

detecting probe modifications regardless of chemical and spectroscopic properties.

No nucleotide-specific chemistry is required to induce strand cleavage at the

modified site. Instead, the utilization of a broad range of endonucleases is usually

preferred when bottom-up strategies call for hydrolytic procedures to obtain smaller

oligonucleotides for mass mapping/sequencing [70–72]. Product characterization is

also possible in top-down fashion by activating the gas-phase dissociation of mass-

selected precursors [82]. This strategy has been combined with NMIA to achieve

what has been called 20-hydroxyl acylation by MS (SHAMS) [83]. In the SHAMS

investigation of HIV-1 polypurine tract (PPT), a DNA–RNA hybrid involved in the

reverse transcription of viral genome, the number of susceptible nucleotides was

initially monitored by direct infusion ESI-MS to highlight regions of local flexibil-

ity. The position of modifications introduced by NMIA reaction was subsequently

obtained by activating the fragmentation of the selected adducts. Analogous to
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SHAPE, this technique represents a valuable alternative for the investigation of

strands that are too short for supporting the stable annealing of ad hoc primers [83].

The combination of MS detection with structural probing has led to the devel-

opment of so-called MS3D strategies for structure determination [84]. The wide-

spread utilization of this analytical platform has spurred a major expansion of the

probe repertoire by facilitating the utilization of additional bifunctional cross

linkers. In fact, the characterization of typical cross-linked products requires the

simultaneous sequencing of two individual oligonucleotides that are connected by a

covalent bridge. This task represents a challenge to electrophoretic platforms that

may be faced with reading overlapped oligonucleotide ladders. On the contrary, MS

techniques offer the opportunity to combine mass mapping with gas-phase sequenc-

ing, which together enable the complete characterization of cross-linked moieties

and correct identification of bridged nucleotides. Furthermore, the fact that the MS

platform is readily applicable to oligonucleotide–peptide conjugates has opened the

door for the utilization of bifunctional reagents to probe ribonucleoproteins and

identify the points of contact between bound components [85, 86].

In analogy with footprinting experiments, the products of bifunctional cross-

linking can be effectively characterized by either bottom-up or top-down

approaches. For example, the former was used to characterize the products obtained

by probing HIV-1 stemloop-1 (SL1) with cisplatin and NM [45]. Mass mapping of

digestion mixtures obtained by treatment with either RNase A or T1 provided an

excellent measure of the ability of these reagents to bridge nucleotides within

reciprocal range. In particular, NM was found to cross-link Gs and As in the

single-stranded loop and bulge regions (Fig. 10.7), which were approximately

9.5� 1.5 Å from one another. Consistent with its shorter span of 3.2 Å, cisplatin

produced cross links between adjacent Gs in both single- and double-stranded

regions. The MS determinations showed also that an initial alkylation step was

not always followed by a bridging reaction, if a second susceptible group was not

present within range. This type of situation results in mono-functional adducts with

a “dangling” arm that may be hydrolyzed by the solvent. In the case of NM,

incomplete cross links exhibit either 2-chloroethyl- or 2-hydroxyethyl- moieties

with characteristic mass shifts. On the one hand, the formation of incomplete

conjugates tends to increase the complexity of digestion mixtures to be mass

mapped. On the other hand, however, dangling products afford the same type of

constraint afforded by mono-functional agents, which relates to the level of solvent

accessibility exhibited by the modified nucleotide. These types of constraints,

which are accessible only to the MS platform, contribute indirectly to the high

information content associated with bifunctional probes.

The ability to establish stable bonds with susceptible nucleotides represents a

common denominator between mono-functional and cross-linking probes. The

irreversible nature of these covalent modifications is crucial to enable their charac-

terization by either MS or electrophoretic methods. Conversely, the need to with-

stand the detection process represents a major obstacle to the utilization of

reversible modifications as possible structural probes. The ability of ESI to preserve

non-covalent interactions during MS analysis has prompted us to explore the
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utilization of typical NA ligands to detect the presence of specific structural

elements [87–89]. Indeed, the gentle character of this ionization technique allows

for reversible non-covalent complexes to be observed intact in the gas phase [90,

91]. We took advantage of this favourable characteristic to evaluate the binding of

general intercalators, minor-groove binders, mixed-mode intercalator/groove

binders, and multifunctional polycationic aminoglycosides (Fig. 10.8). Owing to

their well-characterized tropism for specific NA features, these ligands can report

respectively on base stacking patterns, groove depth and geometry, and the pres-

ence of electronegative pockets associated with bulging nucleobases, backbone

kinks, and helix anomalies. Upon mixing the ligands with target substrates, the

stoichiometry and relative affinity afforded by MS analysis indicated the presence/

state of the corresponding structural element. In some instances, it was possible to

employ MS/MS to identify nucleotides making direct contact with the ligand,

which enabled us to map the location of the corresponding motif [87–89]. This

type of experiment, which could be defined as gas-phase footprinting, was made

possible by the ability of stronger interactions to survive intact the activation

process (Fig. 10.9) [92]. The information afforded by non-covalent probes provided

valuable insights into anomalous pairing interactions within the HIV-1 and Ty3

PPT complexes [87, 88] and the structural rearrangements that mediate the dimer-

ization and isomerization processes of HIV-1 SL1 domain [89].

Fig. 10.7 Cross-linking

maps of HIV-1 SL1 after

probing with (a) cisplatin and

(b) nitrogen mustard.

Products obtained by RNase

A hydrolysis are labelled by

their first and last nucleotides

separated by a colon. Cyclic
phosphate is indicated by the

“greater than” symbol [44]
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10.5 MS-Based Structure Elucidation

Experimental design is expected to have significant consequences on the ability to

obtain the spatial constraints necessary to generate meaningful 3D structures. In the

case of structural probing, the actual reaction is typically completed before any

analysis is carried out to identify the location of modified nucleotides. The fact that

the sought-after information is irreversibly captured in a unique modification

pattern dispenses with the need to preserve the native fold during subsequent

analysis. This observation affords a great deal of flexibility in terms of solution

composition and environmental conditions (i.e. temperature, pH, ionic strength,

type of buffer, presence of metals, cofactors, etc.), which must ensure structure

integrity rather than direct compatibility with the selected analytical technique.

Decoupling the probing reaction ensures that, regardless the platform, the

conditions can be adjusted to faithfully capture the structure of the sample in

solution. At the same time, however, different platforms may afford unique

capabilities that should be considered when designing and executing probing

experiments. For example, the mass determination of entire probing mixtures

affords information that may not be directly accessible to other detection

techniques, such as the number of hits sustained by the probed material. This type

of information offers the possibility of monitoring the effects of environmental

Fig. 10.8 Archetypical NA ligands explored as possible non-covalent structural probes. Ethidium

bromide and acridine are intercalators. Distamycin A is a minor-groove binder. Mitoxantrone is a

mixed-mode intercalator/groove binder. Neomycin B and paromomycin are polycationic

aminoglycosides
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parameters on the stability of the system under consideration, which facilitates the

optimization of probing conditions and the investigation of structure dynamics.

This possibility is illustrated by the footprinting investigation of individual

stemloop domains of the HIV-1 packaging signal (Ψ-RNA) [47, 82]. When

stemloop-2 (SL2) was treated at room temperature with the U/G-specific probe

CMCT, up to three stable adducts were observed as discrete products spaced by

251.2 Da (Fig. 10.10a). This outcome was consistent with the presence of one U and

three G nucleotides in the single-stranded loop of the stemloop structure. The

number of hits increased to seven when the reaction was repeated at 85 �C under

otherwise identical conditions, suggesting that melting of the double-stranded stem

had induced the exposure of additional susceptible targets (Fig. 10.10b). This

explanation was corroborated by the position of modified nucleotides, which was

obtained through top-down experiments involving direct gas-phase activation of

mass-selected adducts [82]. The results clearly indicated that the low-temperature

adducts were localized exclusively in the single-stranded loop, whereas the high-

temperature ones were distributed over the entire sequence, as expected from the

presence of an unstructured species in solution.

These types of experiments can be employed not only to identify the optimal

temperature for probing a native fold, but also to investigate the dynamics of the

system of interest. In the case of protein samples, structure dynamics can be

effectively evaluated by performing hydrogen–deuterium exchange (HDX) to

Fig. 10.9 MS/MS spectrum of the 1:2 complex between HIV-1 PPT and neomycin B. For clarity,

only some of the characteristic ion series were labelled on the spectrum. –B indicates loss of

nucleobase at the cleavage site. The asterisk identifies products containing non-covalently bound

neomycin B. All product ions observed for the DNA and RNA strands of PPT were reported on the

respective sequences to highlight nucleotides that were protected from fragmenting by the

presence of bound ligand [91]. Two distinct gaps are evident in the ion series observed for the

DNA and RNA components of the construct, which revealed the presence of two separate binding

sites [86]
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identify regions that may be transiently exposed to the solvent [93, 94]. Unfortu-

nately, the fast rate of proton exchange characteristic of NA molecules in solution

hampers their investigation by this technique [95, 96]. Alternatively, footprinting

agents may be utilized to induce irreversible alkylation and capture the transient

exposure of NA structures without the exchange problems associated with HDX. In

the investigation of full-length packaging signal (Ψ-RNA) of HIV-1 genome, the

mono-functional probes DMS, KT, and CMCT were applied in concert to verify the

formation of discrete stemloop domains under various refolding protocols and in

the presence of different magnesium(II) concentrations [97]. The footprinting maps

clearly pointed out base-paired nucleotides at the ends of helical structures or near

internal bulges, which were prone to prominent dynamics substantiated by transient

dissociation or “breathing.”

Monitoring the number of hits as a function of reagent concentration represents

an excellent strategy for diagnosing possible artefacts. A common source of

ambiguities is encountered when footprinting alkylation of exposed nucleotides

induces conformational changes that expose previously protected sites. The out-

come may be an inflated number of modifications that do not reflect the native fold

but provide a distorted picture of the structure of interest. In a similar fashion, the

observed number of cross links may artificially increase when functional groups

that spend only little time within striking distance are inadvertently bridged, thus

facilitating the cross-linking of additional sites on the now trapped conformation.

Fig. 10.10 Effects of heat denaturation on base protection ESI-MS spectrum of HIV-1 SL2

treated with CMCT at (a) 25 and (b) 85 �C under identical conditions. Both reactions were allowed

to proceed until no further increase in the number of hits was detected (Adapted with permission

from [81])
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These types of situations are generally limited by employing low probe-to-substrate

ratios that ensure the statistical introduction of only one modification per substrate

molecule (i.e. single-hit probing). MS determinations offer the opportunity to work

with progressively higher ratios, following titration schemes in which any sudden

increase of the number of hits is attributed to unwanted distortion or kinetic traps. In

this way, any constraints obtained at ratios that led to questionable increases can be

discarded as possible artefacts of probe-induced conformational changes. In con-

trast, those obtained at lower ratios can be safely utilized in modelling operations,

regardless of whether they were produced under single-hit conditions. These types

of strategies allow one to enhance the yield of probing reactions, which facilitates

product characterization, without compromising the validity of the information

attained.

Experimental constraints obtained from structural probes can support different

modelling strategies. In the absence of additional sources of information, the data

afforded by MS-based approaches were utilized to generate full-fledged models of

retroviral pseudoknots by using the constraint satisfaction algorithm MC-Sym

[98]. The program started from the sequence of interest and general NA informa-

tion, such as chemical structure, bond distances, torsion and dihedral angles, etc.,

which is hard-coded in the cyclic motif modules. Actual experimental data, such as

base-pair composition and distance constraints from structural probes, were then

combined to generate all-atom models. As the program progressed through the

sequence by computing all possible cyclic motifs, the experimental constraints

were used to more narrowly define the spatial position of nucleotides and strands.

The resulting models were subjected to several rounds of energy minimization to

eliminate any steric clashes and backbone strains. In the case of the ribosomal

frameshifting pseudoknot of mouse mammary tumour virus (Fig. 10.11), the final

coordinates were compared atom by atom with those of the corresponding high-

resolution NMR structure. The comparison afforded an average 3 Å root mean

square deviation (rmsd), which provided a measure of the excellent quality of the

final model. In the same study, the absence of a high-resolution structure for the

feline immunodeficiency virus pseudoknot did not allow for direct comparisons, but

made this sample the first unknown RNA structure ever solved by MS-based

approaches [98].

A different strategy was implemented to solve the structure of HIV-1 Ψ-RNA,
which could count on the availability of high-resolution coordinates for separate

sections of its full-length 118 nt sequence [97]. As taught us by the discovery of

riboswitches, the larger an RNA molecule, the greater is the probability that

different pairing arrangements may lead to alternative folds with comparable

stabilities. For this reason, mono-functional probes were employed to verify the

consensus secondary structure that had been proposed on the basis of phylogenetic

and mutation analysis. The fact that these preliminary experiments confirmed the

formation of all the expected subdomains enabled the utilization of their high-

resolution coordinates obtained separately by different groups. These building

blocks were combined with connecting linkers that, in the absence of high-

resolution structures, were generated by MC-Sym from sequence information.
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Mimicking the hierarchic nature of RNA folding, the geometric relationships

between blocks and the overall fold architecture were established by using probing

information, which was accomplished by subjecting the initial model to simulated

annealing restrained by cross-link distances. After rounds of energy minimization,

the final structure retained the atomic resolution of the initial building blocks and

matched the experimental constraints afforded by both footprinting and bifunc-

tional reagents (Fig. 10.12). Also in this case, the absence of NMR/crystal

structures for Ψ-RNA made it impossible to gauge the quality of the model by

completing a direct comparison. Instead, a close examination of the model itself

provided the elements necessary to assess its validity. Indeed, the modelling

operations had accounted for the numerous cross links between the SL1 and SL4

domains by translating them into a long-range tertiary interaction, which was

deemed responsible for stabilizing the rather compact topology assumed by

Ψ-RNA. These cross links were eliminated when the loop of SL4 was mutated by

substituting a critical nucleotide. The fact that the model had enabled valid

predictions of structural determinants offered validation to the probing and

modelling approaches employed in the project [97].

The increasing power of structure prediction algorithms could enable the poten-

tial implementation of yet different modelling strategies, in which experimental

constraints could guide the search for the best possible match within libraries of

theoretical models. Strategies can be envisioned in which any of the algorithms

discussed earlier—based on sequence alignment, thermodynamics, statistical, and

Fig. 10.11 (a) Two-dimensional map of mouse mammary tumour virus frameshifting

pseudoknot, showing the probed nucleotides. The size of the dots is proportional to the extent of

modifications. (b) All-atom 3D structure obtained by MC-Sym. Single-stranded loops are marked

in red [97]
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knowledge-based principles—is employed to generate large libraries of putative

models, or decoys, from the sequence of interest. Constraints from structural

probing are then applied as filters to reject decoys that are incompatible with the

experimental observations. A scoring function is then calculated to evaluate the

degree of fitness between hits and selection conditions, which could be further

improved through simulated annealing restrained by probe distances. In order for

these strategies to be effective, the libraries would have to cover the widest possible

conformational space to increase the probability of matching the greatest possible

number of experimental constraints. It is expected that the combinatorial nature of

typical filtering processes, in which independent conditions have multiplying rather

than summing effects, would result in rather stringent selections with only a limited

number of constraints, thus maximizing the impact of probing experiments. How-

ever, it is also expected that further model refinement will still remain a data-

intensive operation resting on the broad application of structural probes.

10.6 MS Techniques as Direct Source of Structural Information

As a versatile readout for probing reactions, MS techniques play a rather indirect

role in NA structure elucidation. A more direct and perhaps larger role can be

prognosticated on the basis of the ability to observe base pairing and other weak

interactions in the gas phase. Historically, short duplexes of 8–20 base pairs

(bp) were among the first examples of non-covalent complexes detected intact by

ESI-MS, which highlighted the soft character of this ionization technique [99,

100]. This valuable feature allowed us to investigate the mechanism of dimerization

and isomerization of the SL1 stemloop domain, which establishes a critical quater-

nary interaction between like copies of HIV-1 genomic RNA [101]. In this system,

Fig. 10.12 (a) Top and (b) rotated view of all-atom structure of HIV-1 packaging signal

(Ψ-RNA). The SL1 domain is marked in red, SL2 in green, SL3 in blue, and SL4 in yellow. The
top view shows that the stemloops exhibit nearly parallel axes, with the exception of SL4 that

points towards the SL1 stem. The rotated view shows a long-range interaction between SL4 and

SL1 [96]
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annealing of palindromic loop sequences induces the formation of a 6-bp duplex to

obtain a loop–loop kissing complex (Fig. 10.13). Intervention of the viral nucleo-

capsid (NC) protein leads to an intermolecular rearrangement of the double-

stranded stems to form a 28-bp extended duplex dimer. The ability to observe

both types of complexes without dissociation was demonstrated by using

conformer-specific mutants that could not undergo structure interconversion. This

experiment enabled the application of collisional activation to discriminate the

conformers according to the stability imparted by the different number of inter-

molecular pairs (i.e. 6 bp for the kissing complex versus 28 bp for the duplex). More

recently, we have demonstrated that two intermolecular pairs are sufficient to

stabilize kissing complexes not only in the gas phase, but also in solution, when

the paired nucleotides are flanked by unpaired purines (Fig. 10.14) [102]. These

conclusions were reached by using ESI analysis to monitor the extent of dimeri-

zation exhibited by mutant constructs in which the flanking bases were systemati-

cally varied. Mechanical pulling (i.e. optical tweezers) experiments and

computational analysis helped demonstrate that the stacked flanking purines were

essential to stabilize the two base-pair duplex.

Under selected conditions, base-pairing interactions have been shown to with-

stand different types of activation processes employed in MS/MS experiments. For

example, it was demonstrated that collisional activation of double-stranded

precursors could produce either duplex dissociation with detection of individual

strands, or partial opening of intermolecular pairs with fragmentation of the

unzipped regions [103]. The partitioning between pathways was influenced by the

kinetics of the activation event, in ways that suggested a concerted unzipping

process involving multiple transitions states. In addition to determining the mecha-

nism of strand dissociation, the stability of pairing interactions in the gas phase has

been credited as the possible cause for the limited sequence information attainable

from structured samples upon activation by electron-based techniques, such as

electron capture dissociation (ECD) and electron detachment dissociation (EDD)

[104, 105], as discussed in detail in Chaps. 6 and 7. Undesirable for sequencing

purposes, this effect was minimized by introducing a pre-activation step to achieve

base-pair dissociation before any radical ion chemistry initiated [105]. Following

this strategy, top-down experiments that combined collisional pre-activation with

EDD enabled gas-phase sequencing of structured samples up to 76-nt long with

nearly complete sequence coverage [106].

These observations prompted us to explore the possibility of combining different

activation techniques to discriminate between single- and double-stranded regions

of structured ions. We noted that, under selected experimental conditions, stemloop

constructs displayed similar fragmentation patterns whether they were produced by

radical dissociation processes induced by ECD [104] and EDD [105] or closed-shell

ion fragmentation activated by collision-induced dissociation (CID) [107] and

infrared multiphoton dissociation (IRMPD) [108]. In particular, the observed

fragments could be attributed almost exclusively to the single-stranded loops of

precursor ions [109]. At the same time, the extent of fragmentation was increased

by factors that are known to decrease the stability of double-stranded stems,
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Fig. 10.13 Dimerization of HIV-1 SL1 in a loop–loop kissing complex, followed by

NC-mediated isomerization into an extended duplex structure. In identical MS/MS experiments,

the former dissociated into individual stemloops, whereas the latter remained unaffected [100]

Fig. 10.14 Mass spectrum of stemloop complexes. The H3 “light” and H4 “heavy” stemloops

were mutated to eliminate stem complementarity and prevent their annealing into intermolecular

duplexes. Therefore, while H3∙H3 and H4∙H4 could potentially adopt both kissing and duplex

conformations, the H3∙H4 dimer can only exist as a kissing complex (Adapted with permission

from [101])

10 MS-Based Approaches for Nucleic Acid Structural Determination 275



including greater A-T/U content, shorter length, and higher charge state. The

enhancing effects were replicated by performing gentle collisional activation

immediately after IRMPD to induce the dissociation of any weak interaction that

had survived the irradiation event. The results clearly indicated that IRMPD had

indeed achieved widespread cleavage of the precursor backbone, but failed to

dissociate underlying base-pairing interactions that, in the absence of post-

activation, prevented the detection of backbone fragments as stand-alone species.

These types of experiments showed that IRMPD could be finely tuned to correctly

distinguish the single-stranded loops of stemloop and pseudoknot structures from

their intact double-stranded stems (Fig. 10.15) [109]. Considering the importance of

base pairing in defining NA higher order structure, these fragmentation strategies

Fig. 10.15 IRMPD product ion spectra obtained from FIV pseudoknot. Panels (a) and (b) show

different regions of the same spectrum with increased magnification. The letter p indicates a

phosphate group; multiplication sign, a base-loss product. In the inset, arrows point towards the
end contained by a fragment. Absence of arrow indicates internal fragments that do not contain

construct ends (Adapted with permission from [108])
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could become a valuable tool for structure elucidation. Indeed, a greater under-

standing of the rules that govern the gas-phase dissociation of recurring elements of

tertiary structure could lead to the broader utilization of these techniques to obtain

experimental constraints for modelling operations.

The recent commercialization of ion mobility spectrometry (IMS) mass

spectrometers has opened new avenues for obtaining direct information on NA

structure and dynamics, as described in detail in Chap. 3. This technique can assess

the size/shape of ions from the amount of time it takes them to cross a low-pressure

region of the instrument, which may be subjected to a continuous [110, 111] or

oscillating [112, 113] electric field. The relationship between an ion’s collisional

cross section (CCS) and its arrival time is such that these types of determinations

can provide valuable information on the overall fold of macromolecular structures

[114]. IMS determinations have demonstrated that B-helices typical of DNA are

conserved in the gas phase, under appropriate conditions [115, 116]. Similar

experiments were also employed to investigate elements defined by helical regions,

such as stemloop hairpins, pseudoknots, and cruciform [117, 118], as well as

structures that do not rely on base-pairing interactions, such as G-quadruplexes

[119, 120] and ligand complexes [117, 118]. These studies employed well-

characterized systems to help establish firm correlations between experimental

observations and specific structural features. The possibility of extracting actual

constraints for modelling operations will hinge on the ability to recognize such

features within the complex data provided by progressively larger samples of

unknown structure.

10.7 Conclusion and Outlook

Perhaps more than any other type of biopolymer, NA exhibit specific features that

favour the application of MS approaches for structural determination. The Watson–

Crick rules identify pairwise relationships between nucleotides with a level of

confidence that cannot be matched by any known rule describing amino acid

interactions. Further, base pairing is more meaningful and defining for NA higher

order structure than any single type of interaction might be for protein structure.

Therefore, it could be argued that the information afforded by footprinting

experiments may go a little farther for NA than protein substrates. From a pragmatic

point of view, it certainly helps that convenient reagents are available for each of

the fundamental nucleobases, whereas not all amino acid side chains can be probed

in practical fashion. This fact ensures that NA footprinting experiments can provide

comprehensive information on the base-pairing state of all nucleotides in the target

structure.

MS technologies are uniquely poised to take structural probing to full fruition by

exceeding the capabilities of typical readout methods based on strand amplification

and electrophoresis. On the one hand, the ability of this platform to support

multiplexed probe application presents the opportunity of maximizing the infor-

mation attainable by individual experiments [121]. On the other hand, its versatility
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will be expected to reawaken the interest in cross-linking probes as powerful tools

for obtaining direct distance constraints. In addition, the advances of computational

approaches for the effective utilization of sparse experimental constraints are

already contributing in significant ways to the rapid diffusion of structural probing

methodologies, including those that rely on MS detection.

The stability of base-pairing interactions under selected conditions has opened

the door for the investigation of NA higher order structure in the gas phase. Ion

activation and mobility approaches have clearly demonstrated the possibility of

studying determinant features of structural elements that rely on pairing

interactions, such as duplexes, stemloops, cruciforms, and pseudoknots. The evi-

dence supports excellent correlation between solution and gas-phase observations,

which stems from the fact that hydrogen bonding and base stacking thrive in

solvent-free environment. This apparent memory effect offers a strong rationale

for employing direct MS analysis for structure elucidation purposes. It remains to

be seen whether these types of analyses may be capable of moving beyond the

investigation of isolated structural elements to provide the level of information

necessary to elucidate complex biological systems. The modular nature of NA

structure and the demonstrated ability to observe quaternary interactions, such as

those present in kissing complexes, are encouraging facts that may make this

proposition possible.

In this direction, the acquisition of valid constraints for modelling operations

could greatly benefit from the development of robust gas-phase strategies for the

unambiguous characterization of base pairs. Ideal strategies would enable one to

map base pairs onto target NA strands in the same way that post-translational

modifications are typically mapped onto proteins. The information contained in

such maps would represent an excellent basis for generating full-fledged models by

a variety of structure-prediction algorithms. At the same time, the field could

greatly benefit from a better understanding of the correlation between the mobility

profiles observed by IMS determinations and the underlying structural determi-

nants. In particular, learning how to recognize unique signatures corresponding to

specific structural elements would enable one to tease out the contributions of

individual modules to the overall substrate topology, thus providing important

clues about their organization. Based on this knowledge, IMS determinations

could be employed also to validate the outcome of modelling operations by

comparing theoretical and observed values of CCS or to guide the selection of

the model with the best possible fit among a large library of plausible decoys.

Realizing the potential of these approaches will help establish mass spectrometry at

the forefront of the alternative techniques employed for the elucidation of structure

and dynamics of nucleic acid samples.
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10.8 Summary of Key Concepts

• The fact that less than 2 % of the human genome codes for proteins highlights the

need for more than sequence information to understand their function.

• Directly or indirectly, the MS platform can sustain the investigation of all levels

of NA structure—from primary to quaternary—as a possible complement to

classic high-resolution techniques.

• Owing to their excellent versatility, MS technologies are rapidly revolutionizing

the application of structural probes to the elucidation of NA structures in

solution.

• Concomitant advances of computational methods have enabled a more effective

utilization of the sparse distance constraints afforded by structural probes,

closing the resolution gap typical of probing approaches.

• MS techniques offer the opportunity to investigate tertiary and quaternary

structure by virtue of their ability to detect base pairing and other weak

interactions in the gas phase.

• IMS promises to open new avenues for observing the effects of such interactions

on the global architecture of progressively larger NA structures.
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