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Accurate description of itinerant electron magnetism at finite temperatures remains an important and to a large extent an
unresolved problem. This book presents recent theoretical developments and their applications to ferromagnetic metals.

The objective is twofold: firstly, we introduce the dynamic spin fluctuation theory that takes into account both local and
long-wave spin fluctuations. We explain the fundamental role of quantum spin fluctuations in the mechanism of metallic
magnetism and illustrate the theory by applying it to real metals and alloys.

Secondly, we provide an accurate and self-contained presentation of the many-body techniques such as Green functions
and functional integral method by giving a number of worked-out examples. Most of the many-body textbooks view
superconductivity as a key application domain and do not consider magnetism in detail. Our book fills this gap in the literature
and could be useful to a wide range of physicists working in solid-state physics, both theoreticians and experimentalists. The
introductory chapters are accessible to graduate students.

Our purpose is not only to present the results but also to explain how to obtain them. “Brevity is a sister of talent” but a
stepmother of an ordinary man. Therefore, we derive most of the formulae in such a detail that the reader could reproduce
them. On the other hand, we limit theoretical methods to those that are essential for developing and explaining our approach.

The discussion in the book always refers to single-crystal one-domain samples. We are interested in bulk magnetic
properties of metals; therefore translational invariance is always assumed. We consider an ideal crystal without impurities
and neglect the anisotropy effects, i.e. consider cubic ferromagnets. Where possible, we follow the notation of Purcell, Kittel,
Raimes, White and Kim.! In the introductory chapters we retain 7, g, ug, etc., to give the correct dimensions.

One of us (B.R.) started doing physics as a graduate student of S.V. Vonsovskii and is grateful to him for the interest in the
metallic magnetism. We are grateful to V.I. Grebennikov for a long-term, friendly and fruitful cooperation. It is a pleasure to
thank N.M. Plakida, M. Probert and L.M. Sandratskii for useful discussions. We would like to thank the editor S.K. Heukerott
for her kind support and assistance during the writing process. Last but not least, we thank G.V. Paradezhenko, who read
the manuscript thoroughly and spotted some inaccuracies and typos. However, the final responsibility for the content of this
book and all remaining typos lies solely with us.

Corrections and suggestions will be gratefully received and may be addressed by email to melnikov@cs.msu.ru.

Moscow, Russia Nikolai B. Melnikov
Ekaterinburg, Russia Boris I. Reser
March 2018
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As is customary in physics, we often omit the infinite limits of integration; the symbol o denotes proportionality, and
0™ stands for a positive infinitesimal. Any physical quantity is denoted by the same symbol independently of the number of
arguments. In particular, we denote the function and its Fourier transform by the same symbol with different arguments. Bold
letters denote vectors; calligraphic letters are used for operators. We omit the tensor product notation, which is explained in
Appendix A.1.5. We use n and s, for the mean values instead of 7 and §,, respectively, where it does not lead to confusion
with the operators. In the DSFT, all susceptibilities are given in units of g2 /LZB /2.

Symbol Meaning Definition

{A, B} Anticommutator {A, B} = AB + BA

[A, B] Commutator [A, B] = AB — BA

(A)or A Average of a quantity A

Aiam (w) Advanced spectral function Section 6.1
(%)) Retarded spectral function Section 6.1
A(}l j/(r, t’)  Matrix of the quadratic form F @) Section A.3.3
Agﬁ Fourier transform of A‘;ﬁ (z, 7)) Section A.3.3
A‘j*.j, ) Oscillating part of F;’;f’ @) Section 13.1
A(t) Oscillating part of F(z) Section 13.1
A(w) Fourier transform of A(¢) Section 13.1
A($2) Scattering amplitude Section F.2

A Magnetic vector potential Section 15.1
a Creation operator for an electron Section 3.3

a Annihilation operator for an electron Section 3.3

a Lattice constant Section 12.1.2
B Bulk modulus Section 11.2.3
B(e) Bose function Section 5.2.2
b Creation operator for a phonon Section G

b Annihilation operator for a phonon Section G
C@rT) Normalized correlation function Section 15.3

c Velocity of light

D Spin-wave stiffness constant Equation (5.37)
Dy Spin-wave stiffness constant at 7 = 0 Section 12.1.2
Dy Magneto-volume coupling constant forg =0  Section 11.2.3
Ey Energy of a neutron Section 14.1
E) Energy of the crystal Section 14.1
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Here we give a historical overview of major theoretical developments in metallic magnetism, comment on selected
bibliography on magnetism [1-7] and describe the organization of the book.

The first theory of ferromagnetism in metals was developed by Slater [8] and Stoner [9].! This theory is now called the
Stoner model. The model replaces the pair interaction of electrons by an interaction of each electron with a spin-dependent
mean field that is calculated self-consistently at each temperature. The input data of the model are the electron density of
states (DOS) and the so-called Stoner parameter of a particular metal. The mean-field theory of itinerant magnets gives
correct qualitative temperature dependence of magnetization, but has its shortcomings: the calculated Curie temperature T¢
is too high, the uniform static susceptibility does not follow the Curie-Weiss law, etc. This is not surprising since the theory
does not take correlation effects into account.

Description of exchange and correlation effects was improved by the density-functional theory [11-14]. The local spin-
density approximation (LSDA) of the density-functional theory gives good quantitative agreement for magnetic properties at
zero temperature [15-20]. However, attempts to describe temperature dependence of magnetic properties within the LSDA
do not lead to satisfactory results.

The Stoner theory considers only the spin-flip excitations and thus the temperature dependence of magnetization is only
due to the thermal smearing of the Fermi level. The spin-wave excitations were taken into account within the random-phase
approximation (RPA) in the single-band Hubbard model by Izuyama, Kim and Kubo [21]. Band calculations for real metals
were carried out by several authors [22, 23] and results were found in good agreement with neutron scattering experiments
at low temperatures (7' < T¢). At finite temperatures, results of the RPA do not agree with experiment, because the RPA
neglects the feedback of spin waves on the thermal equilibrium state.

Considerable progress in explaining temperature dependence of magnetic characteristics was made with the advent of spin
fluctuation theory (SFT). The physical picture is as follows. The itinerant electron system is treated as a system of single-site
spins, where each spin is the integral of the spin density over the Wigner-Seitz cell centred at the lattice site. At T = 0
all spins are aligned along the spontaneous magnetization. At 7 > 0 the spins start fluctuating in direction and modulus.
These spin fluctuations are not entirely chaotic because of the exchange interaction. Therefore, the mean spin is nonzero but
decreases as the amplitude of the spin fluctuations increase with temperature. At the Curie temperature 7c, the mean spin
vanishes but the local spin moment does not. Moreover, the spin directions at neighbouring sites are correlated even above
Tc. Information about the local spin moment, spin relaxation time and short-range order can be obtained from temporal
and spatial correlation functions. The correlation functions cannot be observed explicitly, but their Fourier transforms can
be probed with various nuclear magnetic resonance and neutron scattering techniques. Comparison of experiments and SFT
helps to determine the relevance of the above picture.

The development of SFT followed two different directions. The first one is the phenomenological SFT, which is based on
expansions of the Ginzburg-Landau type of the free energy (for a review see, e.g. [5, 6,24]). This approach can be justified
in the weak ferromagnets and, to some extent, in paramagnetic metals, where long-wave fluctuations of small frequencies
dominate. However, it is not a priori clear how well the long-wave approximation is justified in ferromagnetic metals for
temperatures that are not close to 7c.

For discussion of earlier works, see [10].
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The second approach to SFT is the microscopic treatment of the spin fluctuations, based on the functional integral
method [25, 26]. The static single-site SFT [27-33] uses the coherent-potential approximation (CPA). Originally the CPA
was applied for averaging the Green function? in binary alloys (see, e.g. [35]). In the SFT the averaging is carried out over
an infinite set of fluctuating field configurations. Moreover, the probability density of the fluctuating field is calculated self-
consistently. The static single-site approximation of SFT allowed to explain the Curie-Weiss susceptibility and to obtain a
reasonable estimate of the Curie temperature, but it gives a small effective moment in the Curie-Weiss law, too rapid decrease
(x T) of magnetization at low temperatures, etc. The main reason of these shortcomings is that the static approximation
neglects the quantum nature of the thermal spin fluctuations.

In the series of papers [36-38], the disordered local moment approach [27, 28] was used to generalize the realistic
band structure calculations to finite temperatures. The directional fluctuations of the local magnetic moments were taken
into account in the CPA of the Korringa-Kohn-Rostoker (KKR) method, which allowed to calculate various magnetic
characteristics of iron and nickel in the paramagnetic state (a relativistic extension of this method was introduced by Dedk
et al. [39]). Another single-site approach [40] is based on the dynamical CPA in the functional integral method. As it was
shown in [7], the dynamical CPA is equivalent to the dynamical mean-field theory [41].

To go beyond the single-site approximation in SFT a self-consistent Gaussian approximation was suggested in [42,43].
Practical use of this method required further development. The long-wave approximation, used by Hertz and Klenin [42,43],
was extended in [44] by taking spatial correlations into account. However, both [42,43] and [44] described paramagnets and
thus the feedback of spin fluctuations on magnetization was missing. The nonlocal approximation applicable in the whole
temperatures range was developed in [45,46].

The dynamic SFT [45,46] takes into account both single-site and nonlocal interactions. The spin fluctuations are treated by
the functional integral method without mapping of the itinerant electron system onto an effective Hamiltonian with classical
spins (see, e.g. [47-50]). Application of the dynamic SFT to transition metals [51-54] and Fe-Ni Invar alloys [55,56] showed
good quantitative agreement over a wide range of temperatures (for a review, see [57]).

In the last two decades, the magnetism of metals has been discussed in a number of monographs; we would like to
comment on seven of them [1-7].

The book by White [1] is a unique textbook on magnetism that covers a wide range of topics and uses linear response
theory as a basis for understanding a variety of magnetic phenomena. Though the author describes his book as a “poor
man’s theory of magnetic phenomena”, it has been and still remains one of the most influential textbooks in the field. White
confines the scope of the book in such a way that he does not use many-body techniques. Needless to say that books including
many-body techniques become more specific.

Yosida [2] covers a range of topics, including the magnetic properties of itinerant electron systems. In particular, the
problem of strong electron correlation is discussed in relation to 3d electrons in iron group metals.

The book by Kim [3] is an excellent introduction to the magnetism of metals in the broad sense. This book provides an
accessible and self-contained presentation and served a specimen for us in the way the material should be explained. The
emphasis of Kim’s book is on the role of phonons and electron—phonon interaction. The electrons are considered as the
electron gas with the interaction treated mainly within the RPA.

In the books by Mohn [4] and Kiibler [5] thermal spin fluctuations are treated by means of phenomenological models of
the Ginzburg-Landau type. As we have already mentioned, this approach applies to the weak ferromagnets and paramagnetic
metals rather than to the ferromagnetic metals. The phenomenological spin fluctuation theory (SFT) of Takahashi [6] is based
on the assumption that the local moment is nearly constant with temperature. This assumption can be justified only for the
weak ferromagnets as well.

Kakehashi [7] presented a microscopic treatment of magnetism that is based on the coherent-potential approximation
to the functional integral method. This approach uses local approximation, just as the dynamical mean-field theory. The
dynamics is taken into account through a limited number of frequencies used on top of the static approximation. As a result
the theory has difficulties in describing nonlocal spin excitations such as spin waves and in predicting the magnetic short-
range order. As the author admits: “Non-local theory of dynamical spin fluctuations which goes beyond the dynamical CPA
is left as a problem of future concern”.

Our book presents a dynamic spin fluctuation theory (DSFT) that takes into account both local and long-wave spin
fluctuations with all frequencies. This way we are able to describe magnetic properties of metals and alloys in a wide
temperature interval including room temperatures. We also show that our theory produces correct low- and high-temperature

2The name Green’s function is perhaps more common, but the omission of the possessive is consistent with the use of the names Schrodinger
equation, Fermi surface, Stoner theory, etc. (see, e.g. [34]).
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asymptotic behaviour. The use of electronic density of states of the real metal as an input data, allows us to reduce the
gap between the spin fluctuation theory and the band theoretical approach and thus to investigate the relationship between
metallic magnetism and electronic structure.

The main text can be divided into two parts. Chapters 2—6 are introductory; they explain the mechanism of metallic
magnetism and present necessary many-body techniques. Chapters 7—15 form the core of the book; they present the DSFT
and its applications. In the Appendices, we give proofs of some relations used in the main text and collect supplementary
material that can be of interest on its own. The book is organized as follows.

In the introductory part, Chap.?2 gives a clear and readable presentation of basic theoretical concepts, which makes the
prerequisites minimal. We introduce magnetic susceptibility and derive its general properties. The microscopic treatment is
based on the quantum-statistical theory of linear response. Chapter 3 summarizes necessary facts from quantum mechanics
and statistical mechanics of electrons in a periodic crystal lattice, including the second-quantization. In Chap. 4 we derive the
Stoner mean-field theory from the Hartree-Fock approximation and discuss results of the band calculations for real metals.
In Chap. 5 we calculate magnetic susceptibility in the RPA and discuss the magnetic excitations in metals. For simplicity, we
confine the presentation in Chaps. 4 and 5 to the single-band Hubbard model.

Stoner theory and RPA employ only elementary methods. To proceed further, we discuss the Green functions at finite
temperatures (Chap. 6). First, we consider the fermion-type Green functions that describe energy spectrum and electron
correlations. We introduce both the real-time and thermodynamic Green functions and establish the relation between them.
Next, we consider the boson-type Green functions, i.e. the real-time and thermodynamic susceptibilities. We obtain the
RPA result one more time to show the direct method of calculating the real-time susceptibility from the equation of
motion. To go beyond the RPA, either through diagram technique or functional integral method, one should consider the
thermodynamic susceptibility. The relation between the dynamic and thermodynamic susceptibilities is derived in a general
case and explicitly illustrated in the example of noninteracting electrons.

The main part of the book is devoted to the DSFT. In Chap. 7 we illustrate the key idea of replacing the pair interaction
by the interaction with a fluctuating field in the example of the Ising model, the simplest model that exhibits magnetic phase
transition. We discuss different effects of spin fluctuations on temperature dependence of magnetization and phase transition.

Chapter 8 gives an introduction to the functional integral method in SFT. We begin by constructing a multiband Hubbard
Hamiltonian and deriving Hund’s rule for metals (the well-known Hund’s rule refers to a single atom). The development of
the functional integral method itself requires a special form of the model Hamiltonian. We express the multiband Hubbard
Hamiltonian in terms of the atomic charge and spin. In the functional integral formalism, we derive expression for the free
energy, mean and local spin and spin correlator.

Chapter 9 describes the Gaussian approximation of the fluctuating field in the functional integral method. First,
we describe the simplest saddle-point approximation that leads to the Stoner mean-field equations and RPA dynamic
susceptibility. The optimal Gaussian approximation in the DSFT utilizes a quadratic approximation of the free energy based
on a variational principle, which we describe in a rather general form here. The optimal Gaussian approximation allows to
take both quantum nature (dynamics) and spatial correlation (nonlocality) of thermal fluctuations of the electron spin density.

The next three chapters present the DSFT and its possible modifications at low and high temperatures. In Chap. 10
we describe the DSFT, show the calculation results for basic magnetic characteristics in different approximations of the
theory and compare them with experiment. In Chap. 11 we consider problems of the temperature dependence that appear
in the DSFT if the spin fluctuations become large. The temperature dependence in the DSFT can become unstable at high
temperatures, well below the Curie temperature Tc.> We explain a possible solution to this problem and present the results of
the extended DSFT in metals and alloys. In Chap. 12 we consider low-temperature versions of the theory, compare its results
with the RPA and discuss the temperature region where one should go beyond the spin-wave approximation in describing
magnetic and neutron-scattering measurements.

Chapter 13 is devoted to studying the spin-correlation effects in metals. We begin with qualitative estimates of the
correlation effects on the magnitude and relaxation time of a single-site spin. Then we apply the DSFT to calculate
temperature dependency of the local susceptibility, dynamic spin correlation function, local magnetic moment and nuclear
spin-relaxation rates.

3In ferromagnetic metals, this first-order-like behaviour happens too far from Tc to be interpreted in the framework of the critical phenomena,
which is not considered in the book (for a discussion of the critical region see, e.g. [1] and refs. therein).
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One of the main experimental methods in studying magnetic properties of metals and alloys is the neutron scattering.
Chapter 14 introduces to neutron scattering theory for itinerant electron magnets. We obtain an expression for the neutron
scattering cross-section and estimate the effect of lattice vibrations. Chapter 15 studies the spatial spin correlator in the DSFT
and compares its Fourier transform (effective moment) with the polarized neutron scattering experiment.

Appendices are structured as follows. Appendix A gives a quick introduction to various mathematical methods. Most of
them are used in many-body systems far beyond spin fluctuation theory. In explaining mathematical methods we tried to
be as much down to earth as possible and always illustrate general concepts with concrete examples from the main text.
Appendix B introduces some less familiar mathematical tools: the ordered exponential, functional derivative, Stratonovich-
Hubbard transformation and optimal Gaussian approximation. In Appendix C we derive and summarize necessary formulae
related to the Fourier transformations. Appendices D and E give detailed proofs of specific results in RPA and DSFT. In
Appendices F and G we collected necessary material on the scattering theory and phonons. Appendix H presents calculation
methods for various integrals such as the Fermi integrals over energies and integrals over the Brillouin zone. Finally, in
Appendix I we give a short overview of the Fortran code we developed and used for the DSFT calculations.
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®

Check for
updates

In nearly every theory there exist steps that are omitted in the theoretical papers and not treated in the textbooks. These steps are obviously
designed to keep the experimental physicists in their place. (H. Frauenfelder, The Mossbauer Effect, Benjamin, New York, 1962)

This chapter gives a brief introduction to magnetism of metals and is designed in such a way as to make the book self-
contained. We begin with basic topics and elements of the phenomenological theory. We introduce the notion of magnetic
susceptibility, which is central in metallic magnetism, and derive some of its most general properties that will be used
in the following chapters. Next, we describe the magnetization that originates from the spin of the electrons and their
correlated motion. We present the quantum-statistical theory of linear response and some of its applications. Our discussion of
microscopic properties is limited to those that do not rely on a specific model Hamiltonian. For a more extensive introduction
to magnetism, see, for instance, Refs. [1-7].

2.1 Magnetic Susceptibility: Macroscopic Approach

2.1.1 Generalized Magnetic Susceptibility

Any system in an applied field may be characterized by a response function. If the magnetic field H acts as an “input” and
the magnetization M is the “output”, the response function x is the magnetic susceptibility: M = x H. In general, the applied
field may depend on space and time. The resulting magnetization will also vary in space and time.

Let us consider the magnetization M(r, ¢) associated with a particular magnetic field H(r, ). These quantities are related
to their Fourier components by

1 1 :
H(r, 1) = v zq: o / H(q, w) e @) do, (2.1)
1 1 ,
_ . (qr—ot)
M@, 1) = Xq: = / M(q, w) e dg, (2.2)

where q is the wavevector and w is the frequency (V is the volume of the magnet). The generalized wavevector- and
frequency-dependent susceptibility is defined by

My(q, ) = Z/ Y Xap@ 4, 0,0 Hp(q', o) do,
q B
where «, 8 are Cartesian coordinates x, y, z, or shortly,

M@0 =Y [ 14" 0.0)HE @) 4o 23)
q/
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where x(q, q', w, @') is the susceptibility tensor. Substitution of (2.3) in (2.2) gives
M(r, 1) = 1 > 1 f / x(@, q, 0, ) TH(q, o) dow do’
9 V - 27‘[ 9 b b b .
aq
Using the Fourier transform

H(q, o) = / H(Y, ) e i@~ grqy |

we obtain

M(r, ¢t) = // x (@, x', ¢, tHYH®E, )dr'd, 2.4)

where | 1
’ N - ’ N Ji(qr—ot) ,—i(q'r'—w't") /
X(r,r,t,t)—Vx;zn//)((q,q,a),a))e e dow dw'.
qq
We consider bulk magnetism in an ideal crystal with cyclic boundary conditions. Due to translational invariance, the
susceptibility must be a function only of the relative coordinate r — r’. This implies that in the wavevector-dependent
susceptibility q = q’. Furthermore, if the medium is stationary, the temporal dependence is ¢ — ¢/, which implies a response

at the same frequency w = «’. Therefore, the susceptibility takes the form

X(q9 q/v w, a)/) = X(qs a))aqq’sww’

and relation (2.3) can be written as

M(q, ») = x(q. ®)H(q, »). 2.5)

Relation between original quantities (2.4) takes the form

M(r, ) = // x(xr—=r,t—t)YHE,¢)drdr,

where 1 1
_ i(qr—ot)
xrn = Eq 2n/x(q,w)e 7 do

and its Fourier transform is

x(q, ) = / / x (r, 1) e @r=D qpdr. (2.6)

Since x (r, t) is real, its Fourier transform satisfies the following relation:

(Xep(@, )" = xap(—q, —0), (2.7)

where the asterisk stands for the complex conjugate.
If the crystal has the inversion symmetry, which is the case for the majority of transition metals and alloys, we have

Xap(Q, @) = Xap(—q, ©). 2.8)
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From (2.7) we obtain
3

Xap(Q, ) = (Xap(q, —))

Therefore, the real part is an even function and the imaginary part is an odd function of w:

Rexop(q, ) = Rexap(q, —w), (2.9)
Imyq5(q, ®) = —Imyup(q, —). (2.10)

In general x(r, t) depends on H(r, 7). We consider the case of small magnetic fields, so that the dependence between
M(r, t) and H(r, ¢t) is linear.

2.1.2 Symmetry Relations
In the most general case the susceptibility tensor x (r, ¢) has the form

Xxx Xxy Xxz
X = | Xyx Xyy Xyz
Xzx Xzy Xzz
(for brevity, we temporarily omit the r and ¢ dependence).
In the ferromagnetic state, the crystal has a preferential direction of the spontaneous magnetization M, which we chose

to align the z-axis. Then all components of the tensor y must be invariant under any rotation about the z-axis. Under an
arbitrary rotation, the tensor components change as (see, e.g. [8])

Xy = D daa’App Xap: @11
ap

where a,, and agg: are the cosines between the old axis «, 8 and the new ones o, B’. For the rotation by the angle ¢ about
the z-axis, we have

Ayy' = Qyy = COSQ, azy =1,
Ayy = —Qyy = sin @, (2.12)

aZ)C/ = azy/ = axz/ = ayz/ = 0

It suffices to take into account the invariance of three components, for instance x,x, xx; and xx. Substituting the coefficients
(2.12) to the formula (2.11) and using X(;’,s’ = Xap, W€ obtain

Sin2€0 (ny — Xxx) + sing cos ¢ (Xxy + ny) =0,
(cos@ — 1) xx; +sing Xyz = 0,
(cos@ — 1)z —sing x;y = 0.

Since the angle ¢ is arbitrary, we have

Xxx = Xyy» Xxy = — Xyxs Xxz = Xyz = Xzx = Xzy = 0.
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Thus, the susceptibility tensor of a system with the axial symmetry is written in the form
Xxx Xxy 0

X=Xy Xax 0 | . (2.13)
0 0 Xz

Note that in the paramagnetic state, the susceptibility tensor is diagonal, with equal components, so that any direction can
be taken as the symmetry axis. Thus,

xxx 00
X = 0 xxx O
0 0 Xux

In a system with axial symmetry it is useful to introduce the circular components of the magnetic field and magnetization,
Hy = H; £iH,, My =M, £iM,. (2.14)

If the field H has only H; component it corresponds to a transverse vector that is circularly polarized with right-hand
rotation (for details, see, e.g. [9, 10]). Similarly, the field H with only H_ component corresponds to a transverse vector
that is circularly polarized with left-hand rotation. Using (2.13) and (2.14), it is easy to verify that H; produces only M
component and H_ produces only M_ component, !

1
My = EXiHjm (2.15)
where . |
5X+ = Xxx — iXxyv EX— = Xxx T iXxy~ (2.16)
From (2.13) we also have
M; = x;:H;.

The components x4 are called transverse susceptibilities and ;. is called longitudinal susceptibility.

2.1.3 Dispersion Relations
Here we establish a general relation between the real and imaginary parts of the susceptibility
Xop (0. ) = Rexap (4. ) + ilmep(q, o).

If the system obeys the principle of causality, then x (r — r’, r — t’) = 0 for < ’. Hence the time integral in (2.6) runs
only from 0 to oo; that is,

x(q, w) = /O x(q, 1) e dr. (2.17)

Then x (q, w) can be analytically continued into the upper half of the complex plane z = w + in,

m .
X(@2) = / (@ 1) e dr. 2.18)
0

IThe factor 1/2 in the definition of x. is introduced for consistency with further notation.



2.2 Magnetic Susceptibility: Microscopic Approach 11

Indeed, if the integral in (2.17) is bounded, then so is the integral in (2.18), since the factor e~ with n > 0 can only improve
the convergence of the integral.

From the physical argument, it follows that Imx,g(q, @) must vanish as @ — 00, but Rexq(q, ®), in general, tends to a
nonzero value (for details, see, e.g. [7,9]). If we define

lim Rexap(q, ) = Xap(q, 00),
w—> 00

then xqpg(q, 2) — Xap(q, ©0) is an analytic function in the upper half-plane which vanishes as |z| — oo. We consider a closed
contour C that runs from —oo to 0o along the real axis and closes in the upper half plane. The residue theorem then says

§£ Xap (@, 2) — Xap(q, 00) dz =0,
C

z—ow+i0t

because the pole of the integrand at z = w — i0™ lies in the lower half plane, outside the contour. The integral over the arc in
the upper half-plane is equal to zero. By applying the Sokhotsky formula (A.44), we write the integral over the real axis as

P f Xep (G ) = Xep(8:20) o it (s,(g, ) — xap(@, ) =

o —w

where P denotes the Cauchy principle value of the integral following it. Taking the real and imaginary parts, we obtain
the result

Imy.p(q,
Re[ Xop (@, @) — Xap(q, 00)] = P / m;; ’Siqu) : (2.19)
Im (e (q, @) = ——P / Re xap (qaZ)__anﬂ @], (2.20)

where o' stands for ' 4 i0". Relations of this type are frequently termed the Kramers-Kronig relations (see, e.g. [5-7,9]).
They show that the real and imaginary parts of the susceptibility are not independent but related to each other (for numerical
calculation of the integral (2.19), see Appendix H.1).

2.2 Magnetic Susceptibility: Microscopic Approach
2.2.1 Magnetization and Spin
Since the spin of electrons is principally responsible for magnetism in a metal, we consider the system of interacting electrons.

Quantum mechanically, this system is described by a Hamiltonian operator 7. To find the magnetization, we must take the
expectation value of the magnetic moment operator M = (M, M, M;),

(11’, MQ‘I/) = / ‘I’*MQII/ dl’1 N dl’Ne,

where N, is the total number of electrons. The wave function ¥ (ry, ..., ry,) can be represented as a superposition of the
eigenfunctions ¥ (ry, ..., ry,) of the Hamiltonian H,

v(ry,...,ry) = ch"l’k’(l‘l, . TN,

The expectation value then becomes
(W Mo¥) = ciew MGy,

kk’



12 2 Basics of Metallic Magnetism

where My, = (W, Mqy¥y) is the matrix element. The fact that we are describing the system at a temperature 7" implies
that the system is in equilibrium with some heat bath, i.e. it cannot be described by a unique wave function ¥ (for details
see, e.g. [11, 12]). Taking the statistical average over different states ¥ (the ensemble average), we come to

(My) =D (cher) MGy (2.21)
kk'

Introducing the density matrix p with the elements

Pk = (ClrCk)s

we rewrite the quantum-statistical average (2.21) in the form

(Ma) =D prrMG = Tr(pMa).
Kk’

Notice that we derived the average of the magnetic moment over the entire system. If we are interested in the magnetization
at the point r, this behaviour can be obtained by

Ne
M) =) mis(r—r). (2.22)
i=1

Since the delta function §(r — r;) has dimensions of a reciprocal volume, M(r) is the magnetic moment operator per unit
volume. Here m; is the magnetic moment operator associated with the spin of ith electron. Therefore, the magnetization
M(r) = (M(r)) becomes

M(r) = Tr(pM(x)). (2.23)

We recall that when the system is in equilibrium through energy exchange with a heat bath (canonical ensemble), the
density matrix p is determined by

1
0= EerH/ r Z =Tre /T, (2.24)

where Z is the partition function and 7 is temperature (in energy units). In studying a many-body system such as interacting
electrons, it is convenient to assume that the system is in equilibrium with a large bath not only through energy exchange but
through particle exchange as well (the grand canonical ensemble). In this case, the density matrix is given by

o =—eHIT 5T MT, (2.25)

o] —

Here Z is the grand canonical partition function and H' = H — uN;, where NV is the total number of electrons operator and
u is the chemical potential.
The thermodynamic potential §2 and the (Helmholtz) free energy F are related to the partition functions = and Z as

2=-TheZ, F=-ThZ.

The functions 2(V, T, u) and F(V, T, N¢), where V is the volume of the crystal and No = (N) is the average number of
electrons in the system, satisfy the relation
F = 2+ uNe. (2.26)

To calculate F, it is convenient first to obtain £2, then use (2.26).
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2.2.2 Linear Response Theory

If the system is under a time-dependent external perturbation, such as magnetic field, we have to solve the time-dependent
Schrodinger equation

.. 0
1h5l1/(r1, eI D) = Hi O (X, ... Ty, ), (2.27)
where the total Hamiltonian contains the interaction with the external perturbation:
Hiot(t) = H + Hexe(?). (2.28)

To describe the dynamics of the corresponding density matrix

Prot(t) = 0 + Pext(r),

we expand the wave function ¥ in the eigenfunctions ¥ of the unperturbed Hamiltonian H,

WL, ..ty ) =) O, ... T,
k/

substitute in the Schrodinger equation (2.27), multiply both sides by ¥;* on the left and integrate over ry,...,ry,. Then,
taking into account the orthogonality of the eigenfunctions, we obtain

dck (1)
ot

in

= > HE @O ), (2.29)
k/

where 7,9(1) = (Wi, Hiot(t)¥i). From Eq. (2.29) and its complex conjugate, for o}, (1) = (¢}, (t)ck (1)) we derive

. 0o (0)
ih—= =D (i@ (00 (D) = oG (OHE (1) = [Hio (1), pron() i
k//

Thus, the equation of motion for the density matrix is”

010t (1)
at

ih = [Hiot(?), prot(®)]. (2.30)
It is now convenient to introduce the interaction representation of the density matrix,
Pl (1) = e/ py (1) e TTHIR, 2.31)
Differentiating (2.31) and using (2.30) and (2.28), we obtain

d I t 1 . . . 0 t .
Pt((;;( ) _ ;__l eH/h 7y Prot(D)] e iHI/h 4 (iHi/h Ptg;( ) o—iH1/h

i .
— MM [Hexi (1), prop(t)] e~ 74/,

2This equation is sometimes called the Liouville, or von Neumann equation (see, e.g. [5]).
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Direct integration gives
i ! : ’ s ’
Pror(t) = Pror(=00) + & / e oo (1), Hexa(t)] e P /Mt (2.32)
—0oQ

If the perturbation Hex(7) is turned on adiabatically, then pyoi(—00) = p. In the expression [pw(?), Hext(t)] = [p +
Pext(t), Hext(t)], we neglect the second-order perturbation term [pex(t), Hexc(¢)]. Thus, substituting (2.31) in (2.32), we
arrive at

: t
1 . ’ . /
poit) =p+ - f =D/ [ He (1) e =D/ gy,

—00

The magnetization is given by
M(r, 1) = Tr(pio (1) M(r)). (2.33)

If the system is ordered in the absence of the applied field, then M(r, —o0) = Tr(p.M(r)) is nonzero. The response of such
a system is defined by the difference M(r, t) — M(r, —oo) resulting from the applied field. However, in the following, for
simplicity, we shall understand M(r, ¢) to be the response to the applied field. Then, commuting the integral with the trace,
we have

1 t . , . ’
M(r, 1) = % / Tr(M(r) el'H(t —t)/h [p, Hext(t/)] e—l'H(t ft)/h) dr'’.

—00

Using the cyclic property of trace, we write
Te(M @) P [p, He ()] e M) = To(MU(r, £ = 1)lp, Hex (1)),

where

M(r, 1) = e/ M () e TN,

Therefore,
: t
M(, 1) = %/ Tr(M(r,t — 1)) [p, Hex(t)]) dt’. (2.34)

By applying the cyclic property of trace once again, we have
Tr(M(r, t — 1)[p, Hex(t)]) = —Tr(p[M(r, t — '), Hext(t)]).

Making use of the unperturbed average (2.23), we write (2.34) in the form

: t
M(r, 1) = —%/ (Mt —1"), Hexe(t)]) dt". (2.35)

—0o0

If the perturbation Hex(¢) is generated by the space- and time-dependent magnetic field H(r, ¢), we have

Hexi () = — / > Mg () Hy(r, t)dr. (2.36)
p

We assume that the magnetic field H(r, t) changes slowly, so that the perturbed system moves from one equilibrium to
another. Then, using (2.35), we write the response as

: t
My (v, 1) = % / / D ([Malr.t — 1)), Mp()]) Hp(x', ') dr’ dt'. (2.37)
w0



2.2 Magnetic Susceptibility: Microscopic Approach 15

Comparing (2.37) with (2.4), we obtain the following expression for the susceptibility:

Xap(x, ¥t —1") = %([Ma(r, t—1'), Mg(h])or — 1),

where 6(t) = O fort < 0 and 6(¢) = 1 for ¢t > 0. Passing to the spatial Fourier transforms and taking into account the
translational invariance, we come to

Xap(@. 1) = %([Mam, 1), Mg(—@)])o ).

Making the time Fourier transformation, we obtain?

Xep(@ ) = 7 /0 ([Ma(a. 1) Mp(—q@)]) e dr, 2.38)

where w stands for w + 10T (for details, see Appendix C.5).

Of particular interest is the longitudinal susceptibility x,, (0, 0). At the point where the longitudinal susceptibility diverges,
Xzz(0, 0) = oo, even an infinitesimal magnetic field produces a finite magnetization. The pole of y. (0, 0) therefore describes
the phase transition from para- to ferromagnetism.

In Sect. 2.1.2, for a system with axial symmetry, we defined the transverse susceptibility as the response to the circular
magnetic field. Using the circular components (2.14), we can write the magnetic energy (2.36) as

Hext (1) = —/E(M+(I‘)H(r, 1)+ M_(r)H(r, t)) + M (r)H(r, I)} dr. (2.39)

As we discussed, H produces only M, and H_ produces only M_. Keeping only the first term in Hex(¢), from (2.35) we
obtain

: t
M_(r,t) = %%// (Mot =1y, Mo(eH]) H-(, 1)) dr’ dr'.

Making the Fourier transform, we come to

1
M—(q. 0) = 7 x—+(q, ) H-_(q, ) (2.40)

(compare this with expression (2.15) for x_), where the transverse susceptibility is given by

xr@ o) =3 /0 (M@ 1), My (—]) e d. (2.41)

This formula explains the notation x_ (q, w) for the transverse component in the linear response theory, which is standard
within the metallic magnetism literature (see, e.g. [5, 7]) and will be used from now on. Similarly, we define the other
transverse susceptibility,

X+—(q, @) = % /O (M@, 0, M_(—@)])e*" dr. (2.42)

3 This is also called Kubo formula for the magnetic susceptibility (see, e.g. [5]).
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The two transverse susceptibilities are related by
*
(x-+(@ )" = x1-(—q, —)

(2.43)

or, equivalently,
RCX7+ (q, CL)) = ReX‘I’*(_q’ —Cl)),
(2.44)

Imy_4(q, w) = —Imx4+—(—q, —o).

Transverse susceptibility has two types of singularities that determine different magnetic excitations: isolated poles
determine low-energy spectrum of spin waves and branch cuts determine higher energy spin-flip excitations (for details,

see Sect. 5.2).

2.2.3 Fluctuation-Dissipation Theorem
The linear response theory allows to establish a relation between the susceptibility and ordinary correlator. Let us consider

the function
i o
faﬁ(qf w) = E‘/_oo
. 0 .
- / <[AMa(q, 0, A/\/lg(—q)]>em’t dr
o0

<[AMa(q, 0, AMﬁ(—q)]>eiwf dr

hJ_
i *© _ iwt
+5 ) ([AMet@n. AMp -]} dr, (2.45)
where AM = M — (M). First, we relate this function to the susceptibility (2.38). Using the commutator property (see
Appendix A.1.2)
(Mata. . Ms(-0]) = ([AMa(a. 0, AM(—a]),
we write e
i .
Xap(q, @) = E/o ([AMa(q, 1), AMp(—q)])e™ dr. (2.46)
+iHt/h

In the first integral on the right-hand side of (2.45), by applying the cyclic property of trace we move the operators e
that enclose AM(q) so that they enclose AMg(—q) instead. Then making the change of variable 1 — —¢ in the integral,

we have
i [0 '
E/ <[AMa(q, 1), AMﬂ(_q)]>ela)t dr
, N —iwt
_ E/ ([AMa(@. AMg(—a, 0]} ar.
0

Substituting this in (2.45) and recalling (2.46), we obtain
fOIﬂ (q, w) = Xap (q,w) — X,Ba(_qv —w).
*, (2.47)

Using relation (2.7), we have
faﬂ (q, w) = Xap (q, w) — (X/Soz (q, w))
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Now we relate the function fyg(q, w) to the correlator. Using the cyclic property of trace, we obtain

o0 _ 00 .
/ (AMa (9. HAMp(—q)) e dr = / (AMp(~) AMa(q. 1 +ih/T)) e dr.
0 .
Making the transformation + — ¢ — i/i/ T in the integral on the right-hand side, we rewrite this relation in the form

/ (AMa(q, ) AMg(—q)) e dr = /T / (AMp(—q) AMq(q, 1)) e dt. (2.48)

oo _
Using (2.48), we write the first line of (2.45) as

o]

fap(@, ) = (1 —e_h“’/T)%/ (AMo(q, ) AMg(—q)) e dr. (2.49)

—00

From (2.47) and (2.49), we finally obtain

/ (AMq(q, ) AMp(—q)) el dr

" )
= e,hwl/—T_l[xaﬁ(q, w) — (Xpa(q, ))7]. (2.50)

By taking the inverse Fourier transform this can be written as
(AMq(q, ) AMp(—q))

! —lk *7 L —iwt
= g/ Ry — [xap(@. ©) — (Xpa(q. @) ] e do. (2.51)

Relation (2.51) is called the fluctuation-dissipation theorem (see, e.g. [5,7]). In particular, for « = B, we can rewrite (2.50) as

/ (AMa (@, ) AMa(=) e df = —5— 2Imua(q. @)

and rewrite (2.51) as

1 h ;
(AMo(q, ) AM(—q)) = T / e—ho/T — 1 Imyga(q, ®) e do. (2.52)

Components of the magnetic moment operator do not commute with each other. Therefore, it is sometimes convenient to
define the correlator as the average of the symmetrized product

1AMt n. arp-a))

where

{AMu(q, 1), AMp(—q)} = AM4(q, ) AM(—q) + AMp(—qQ) AM4(q, 1)

is the anticommutator. To relate this correlator to the imaginary part of the susceptibility, similar to (2.45) we introduce the
function

gap(q, ©) = %/ <{AM0¢(q, l),AMﬁ(_q)}>eiwt dr.
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Using (2.48), we have

e¢]

gup(q. @) = (1+ e—hw/r)}l_l/ <A./\/la(q, 0, A./\/lﬂ(_q)>eiwt dr.

—00

Then from (2.49) we obtain
hw
guap(q, w) = coth (ﬁ) Jfup(q, ®)

or, equivalently,

/ (laMa(q, 1), AMg(—q)}) " dt

—00

. hiw "
= —ih coth 3T [Xaﬂ (q, w) — (Xﬂa (q, a))) ] (2.53)
The inverse Fourier transform is written as

({AMa(q. 1), AMp(—)})

if hw *7 i
= -5 | coth <ﬁ> [Xap (@, ®) — (xpa(@, @) ] ™" dr. (2.54)
In particular, for @ = B, we rewrite (2.53) as
* iwt ho
({AMq(q, 1), AM(—q)}) e dt = 2/ coth 3T Imxoe(q, @) (2.55)
—00
and (2.54) takes the form
h ho —iwt
({AMy(q, 1), AMy(—q)}) = ; coth ﬁ Imyq(q, w) e do. (2.56)

At high temperatures 7 > Tc, both formulae (2.52) and (2.56) give the same result for t = 0. Indeed, using ehe/T ~
1+ hw/T, we write (2.52) as

T I (0707 )
(Me (@ Ma(—q)) / Mtea(@ @) 4

T w

Taking into account the Kramers-Kronig relation

1 1 ,
Rexaa(q, 0) = _/wdw
T w

and the fact that Im x4 (q, @) is an odd function of w, we come to

Mo (@Ma (=) =T Xaa(q, 0), (2.57)

where x4 (q, 0) is the static susceptibility. Similarly, using

we write (2.56) as

Imyue(q, @) d

— dw
1)

T
(Mo (@), Mo(-) = /

=
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and thus,

(IMa(@), Mo(—@)}) =T Xaa(q, 0). (2.58)

N =

This is the high-temperature form of the fluctuation-dissipation theorem. Note that the right-hand sides of (2.57) and (2.58)
are the same. Equating the left-hand sides of (2.57) and (2.58), we obtain

My (@Me(—q) = (Mo (=)Mo (q)).

i.e. on the average M, (q) and M (—q) commute. Therefore, we can also interpret (2.57) or (2.58) as the classical form of
the fluctuation-dissipation theorem.
In the paramagnetic state, the uniform static susceptibility xqq (0, 0) in metals follows the Curie-Weiss law (see, e.g. [4])

2ff
a o Meft T > 6c, 2.59
XEW = 31— 60 - vce (2.59)

where meft is the effective magnetic moment and O is the paramagnetic Curie temperature. The high-temperature version
of the fluctuation-dissipation theorem (2.57) yields

1 ©,0) = M?Z2(0)
NXoca > =37

, (2.60)

where

1
M (q) = ~ M@M(-a) (2.61)

is the square of the g-dependent effective moment. Comparing formulae (2.59) and (2.60), for T > ©¢ we obtain

X&w = N "% (0,0),  M(0) = me. (2.62)
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...we can make the one possible combination which is antisymmetric, and it will both satisfy the exclusion principle, and will be an approximate
solution of Schrodinger’s equation. This combination is conveniently written as a determinant... (J.C. Slater, Phys. Rev. 34, 1293 (1929))

In this chapter we summarize the essentials of quantum mechanics and statistical mechanics that are used later in the book.
First, we recall the necessary facts about one-electron problem in a periodic crystal lattice (for details see, e.g. [1-3]). Then
the second quantization method is described and illustrated by concrete examples (see also [4—7]). In particular, we calculate
the paramagnetic susceptibility of noninteracting electrons in the field of the crystal lattice. As an immediate application of
this result we briefly discuss the RKKY oscillation.

3.1 One-Electron States

An electron in a crystal can be described by the wave function ¢(r), which satisfies the following Schrédinger equation:

h2
(—2 v2 4 V(r))go(r) — eo(r). 3.1)
Nie

Here V? is the Laplace operator, ¢ is the energy and m. is the mass of an electron. The potential energy V (r) is periodic with
the period of the lattice:
Vir+R;j) =V(), R; = jia; + jpar + jza3, (3.2)

where ap, a, a3 are the primitive vectors of the lattice and j, ja, j3 are integers. We assume the cyclic boundary conditions
@(r+ La)) = ¢(r + Lag) = ¢(r + Laz) = ¢(r),
where L is a large integer. Then, according to Bloch’s theorem, a solution to (3.1) is given by
ok (r) = g (r), (3.3)
where K is the wavevector and uk(r) is a periodic function:
uk(r + R) = uk(r)

(R is a lattice vector).
It is easily seen that k in Bloch’s theorem is determined up to a reciprocal lattice vector K:

@k (r) = PkK(r).
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Indeed,
i (r) = ! Oy ()],
where e 7Ky (r) is a periodic function, because e’®R = 1. Thus, the energies are also periodic
€k = Ek+K-

In order to determine the wavevectors k uniquely, we restrict it to a primitive cell of the reciprocal lattice. Then solutions to
the Schrodinger equation form an infinite number of states for each k in the primitive cell and we label them by the band
index n. The wave function

Pnk (1) = ¥, (1) (3.4)

corresponding to the energy ¢,k is called the Bloch function. Throughout the book we assume that k belongs to the reciprocal-
lattice primitive cell centred at the origin, which is called the Brillouin zone.

The spin of an electron is given by the operator s = (sx, sy, 5;). The components s, act in a two-dimensional complex
space and satisfy the same commutation relations as the ones of the angular momentum operator:

[sx,5y] = Sxsy — Sysx =155, etc.
Denoting the eigenvectors of the operator s, by x4 and x|, we have

1 1

SzXr = EXT , SzX) = —§X¢~

The spin-flip operators s+ = sy % isy satisfy the relations
S_Xt =Xy s_x, =0,
s+x1 =0, S+XL =Xt -

Since s, do not commute, they cannot be diagonalized simultaneously. We choose a coordinate system such that s, is
diagonal with the eigenvalues £1/2 (in units of /). Then the spin operator can be represented as s = %a, where 0 =
(o, 0y, 07) is the vector of Pauli matrices

01 0—i 10
ax:|:10:|, oy:[i 0i|, UZ=|:0_1]. 3.5)

A state of an electron can now be characterized by the product of the orbital wave function and the spin eigenfunction:

(pO' (r) = go(r) Xo s

where o =1 is the spin index. Thus, the Bloch function (3.4) transforms to @, ks (r) = @k (r) X5 -
For our purposes it is more convenient to use the Wannier functions wyjq (r) = wy;(r) o, which are related to the Bloch
functions by the following relations:

1 BZ ) 1 N )
Wy (r) = i ¥e-lk“-f onk(D).  @uk(r) = T ;eﬂd‘f wj (). (3.6)

Here j represents the lattice site R; (V is the number of unit cells in the crystal) and k takes N discrete values in the Brillouin
zone (BZ). The orthonormality relation for the Wannier functions

(wnja» wn/j’a’) = / w;lkj (r)wn/j’(r) dr (Xa» XU’) = 5nn’5jj’800’

can be easily confirmed by using that of the Bloch functions. The Wannier functions form a complete set, as do the Bloch
functions.



3.2 Many-Electron States 23

Note that the Wannier functions are not eigenstates of the Hamiltonian, because each wy;(r) is a linear combination of
¢nk (r) corresponding to different eigenvalues ¢,k. In particular, for the free electron gas (in the empty lattice), the Bloch
functions are just the plane waves @, (r) = V~1/2¢!¥" and Wannier functions are the delta functions centred at the lattice
sites wy; (r) = 6(r—R;). When the crystal lattice potential (3.2) is present, as is the case of the DSFT, each Wannier function
is still localized at a lattice site and we sometimes write w,; (r) = w, (r — R;). Thus, the Wannier state w,, (r) describes a
spin o electron at the jth site in the nth energy band.

3.2  Many-Electron States

In discussing magnetism of a metal, we neglect the effect of the motion of its ionic lattice.! We thus consider only electronic
subsystem in the electrostatic field produced by the periodic lattice. The Hamiltonian H = H + H; of this system consists
of the sum of kinetic and potential energy of the noninteracting electrons H and the Coulomb interaction Hj:

Ne K2 2 | Qe e?
= —— V4 V(@) ), = - _— 3.7
Ho ;( Vit (n)) G 2§m_ri| (3.7)

where —e is the charge of an electron and N is the number of electrons.
According to quantum mechanics, the wave function ¥ (ry, ..., ry,) of a many-electron system must change sign when
two electrons are interchanged:

Uy, ... F, ., Fj, o, IN) = =¥ (r,...,Fj, ..., T, ..., TN,).

Therefore, a product ¢, (ry) . .. Pk, (ry,) of one-electron states g (r) (k =1, 2, ...) does not correctly represent a state of
the many-electron system. Instead of a single product, we must take a determinantal function,?

0K, () - @k (rN,)

Py, ..okye (T1, -, TN,) = WA ) : (3.8)
Pin (1) -+ @iy, (TN,)
If we have a complete orthonormal system of one-electron functions,
> e ®e ) =8 — 1), (3.9)

k

such as Bloch ¢,k (r) or Wannier wy ¢ (r) functions, then the determinantal functions (3.8) form a complete and orthonormal
system of Ne-electron states (for a proof, see, e.g. [4]). The states containing different number of electrons are defined to be
orthogonal.

A determinantal function is specified by the one-electron functions which it contains. The only ambiguity is that of sign,
and this can be removed by ordering the functions ¢;. However, instead of specifying the subscripts in the determinantal
function, it can be more convenient to write (3.8) in the occupation number representation’

@ (ny,n2,...),

where the occupation number ny is equal to unity if this state appears in the determinant and zero otherwise.

I'The lattice vibrations are taken into account in Chaps. 14 and 15.
2In the literature, this is also referred to as Slater determinant (see, e.g. [5,7]).
3This is often written in the Dirac notation as |n1, no, . ..) but we will stick to the wave-mechanical notation.
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3.3 Second Quantization

Dealing with the quantum-statistical average such as (2.23), one needs to calculate the matrix elements with respect to
Ne x N, determinantal functions. This calculation becomes practically impossible in metals because of the large number of
electrons, N ~ 10?3. The method of second quantization allows to overcome this difficulty by introducing operators that are
independent of the number of electrons in the system under study (the second quantization for phonons is briefly illustrated
in Appendix G).

3.3.1 General Theory
We now introduce the creation operator az that adds the state ¢ to each determinantal function not containing this state. In
other words, it converts a determinant of order N, to a determinant of order N, 4 1 with the appropriate normalization factor

and sign. In the occupation number representation this can be written as

DO ) =P g, ),

al®C.. 1, ...)=0.

Here
2 nj
o = (—1)iF
where ) j<kj is the number of occupied states that precede ¢ Similarly, the annihilation operator ay is defined by

akqﬁ(...,Ok,...):O,
ax®C.. g, ) =GP .., 0 ...).

The two definitions are written in a compact form as

al®C. g ) =61 =)@, 1, ), (3.10)
AP ngy ) = O ®(. .., O, ...). @3.11)

If the annihilation operator acts on a one-electron state, i.e. the first-order determinant, the results will be a “zero-order”
determinant with no electron state occupied, @ (0, O, . ..). This state is called “vacuum” and denoted by @y. Any Ne-electron
state can be constructed by acting on the vacuum state with appropriate creation operators:

P
(pkl...kNe = ay, "'akNed)O’ ki < -+ <ky,.

The most important fact about the operators a; and aZ is the anticommutation relations
=0 Lall=0 =4 3.12
{ak, ap} =0, {akv ak/} =Y, {Clk, ak/} = Okk’- (3.12)

These relations are derived directly from the definitions (3.10) and (3.11) of a; and az/ (for details, see, e.g. [4]). It is also easy

to check that the creation operator aZ is the Hermite conjugate to the annihilation operator ai, which justifies the notation of

the former.

We now proceed to representing physical quantities in a way that is independent of the number of electrons in the many-
electron system. To write the expressions in the most compact form, we introduce the field operator ¥ (r) and its Hermite
conjugate ¥ (r):

vE =) ap, Y0 =) agim). (3.13)
k k
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Using (3.12) and (3.9), one can verify the following anticommutation relations for v (r) and v (r):
{y @, ¥y} =0,
wim.y'ad =0,
. yia)) =sr—r).
Almost all physical quantities of the many-electron system are represented as either sums of one-electron quantities

Ne
AL — ZA(I)(I‘:')

i=1
(e.g. kinetic and potential energy; atomic spin and charge) or sums of two-electron quantities

N
O =Y AP(mr))
i#]
(e.g. Coulomb interaction). In the second-quantized form these quantities are written as follows (for a proof, see, e.g. [4]):

20 = [V oA @y (3.14)

AP = / vimy @) AP @, ¥y @)y (r) drdr. (3.15)

For a one-electron quantity that itself depends on r:

Ne
AO@) =3 AV, 1)

i=1

(e.g. charge or spin density), we can rewrite (3.14) as

AV (r) = / v AV W, ry ) dr. (3.16)

3.3.2 Specific Operators

Charge Density
As the first example, we consider the charge density operator (in units of —e)

Ne
n(r) = ZS(r -r).
i=1
Substituting 8 (r — r’) for A (r’, r) in formula (3.16) and using §(r) = §(—r), we obtain
n(r) = / yia)s@ — oy a)dr =y @y ).

Thus, the square of the amplitude of the field operator | (r) RESRVANCOVA(S) represents the spatial electron (charge) de:nsity.4

“In quantum mechanics, quantization means that one replaces physical quantities by operators that act on the wave function. The square of the
wave function modulus gives the probability density. Here, in turn, the wave function is replaced by the field operator. Therefore, the term second
quantization was created (for details, see [4,5] and references therein).



26 3 Many-Electron Problem

The total number of electrons operator is given by
Ne = / v @y dr. 3.17)

In the Wannier representation, the field operators of type (3.13) are written as

Y =Y ayowyi®xo. Y= al whmx], (3.18)

vjo vjo
where v is the band index. Substituting (3.18) in (3.17), we obtain
Ne= )Y alavje / wy; (w0 dr (x5, xo1)-
w'jjloo’

Using the orthonormality of the Wannier functions and spin states, we have

¥
Ne = E ayjcjo = E Nyjo,

vjo vjo

where n,j, = al

vjodvjo is the number of particles operator in the state (v, j, o).

Spin Density: Wannier Representation
Similarly, the spin density operator

Ne
s(r) :sZ(S(r—ri) (3.19)
i=1
in the second-quantized form is written as
s(r) = ¥ (0) sy (r). (3.20)
Integrating s(r) over the whole volume of the crystal and substituting (3.18), we obtain the total spin
Sy = / U i(r) sq Y (r)dr = ngj. (3.21)
vj
Here
5
sgj = nga’aujaa‘)j(f/’
oo’
where 57, = (Xo, SaXo’) is the matrix element of 5, = %aa in the two-dimensional spin space. Using the explicit form
(3.5) of the Pauli matrices o,, we obtain
Loy i
S0 = 5 (@npavjy +ay; avj), (3.22)
v _ L q i )
Sj = Z(aumavjl —ay; avjt), (3.23)
Lo t
Sﬁj = E(“umavn - aijanJr) (3:24)

or, equivalently,
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1
D
Sy = 2i(svj Syj)s

1
vj = 5 (ojt = Mujy),

where s:;. = anTa,,N ands,; = an¢anT are the spin-flip operators.

Spin Density: Bloch Representation
Throughout the book we will often operate with the spin density in the momentum representation,

S (q) = / s%(r) e 19" dr. (3.25)
To obtain an expression for sy (q) in the second-quantized form, we use the Bloch representation of the field operators:

YO =Y akepk®xo.  Y® = al er@x (3.26)

ko ko

(for brevity we omit the band index here). Substituting (3.26) in (3.20), we write (3.25) as

Se(@ = Y & ay, awe / o (D@ (r) e dr.
kk'co’

According to Bloch’s theorem (3.3), we have gk (r + R;) = clkR; @k (r). Therefore, changing the dummy variable r in the
integral to r’ 4+ R, we obtain

f(pfz(r’ + R (¢ +Rj)e_iq(r/+Rf) dr’ = e ik-K+R; /(p;’;(r’)wk/(r’) e gy’

Averaging over all R; in the crystal lattice and using the identity i e*Rj = N &0, we have

sa(@ = Y F(Q. K)sZa) ax g0 (3.27)
koo’
where
F(q,k) = f O (D)@ 4q(r) e dr (3.28)

is the magnetic form-factor. In the Wannier representation (3.6), letting w; (r) = w(r — R;), we come to
F(g. k) =) e ™ / w*(O)w(r + R;)e"dr.
J
Neglecting the overlap of the Wannier functions at different sites, we obtain
F(q, k) ~ F(q) = / lw(r)|?e 9" dr.

Introducing the operator of the approximate spin density s'(q) such that s(q) = F(q) s'(q), we write the spin correlator as

(Asa (@) Asa(—q)) = |F ()1 (Asy (@) Asy(—q).

Further on we will always work with the approximate spin density (omitting the prime), if the opposite is not explicitly
stated. In the absence of the form-factor, formula (3.27) reduces to
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Sa(@) = Y 52 a kg (3.29)

koo’

Single-Site Spin
Dealing with metals, it is useful to define the single-site spin

sj‘ = / 5S¢ (r) dr, (3.30)
2;
where the integration is carried out over the Wigner-Seitz cell centred at the jth lattice site. Clearly, the total spin is the sum
of all single-site spins: Sy = 2 _; s?‘. Comparing with (3.21), we see that
sf/).‘ = Zsl‘fj = Z sga,azjaavja/. (3.31)
v voo'
The Fourier transform (3.25) can be written as the series. Indeed, if we approximate the exponential e 4" inside the
Wigner-Seitz cell §2; by the value e 19R; e obtain
sa(q) =) _s%e MR, (3.32)
J
Taking (3.31) into account, we have
sa(@ = Y sSyal ayjere . (3.33)
vjoo'

Next, we want to express sy (q) in terms of the Bloch functions. For this we derive the relations between the creation-
annihilation operators in the Wannier and Bloch bases. Using (3.6), we obtain

1 BZ ) 1 BZ )
aljUQ)o = Wyjo = ﬁ Ze_lkRj‘Pnka = ﬁ Ze_lkRja;Lka(po’
k k

where @ is the “vacuum” state. Therefore,

1 B2 | Bz
i —ikR; T ikR;
bjo = Ze ko Avjo = —7= Ze ! lpke - (3.34)
VN 4 VN 4
Substituting these relations in (3.33) and making use of ) j IR — Ndqo, we come to Eq.(3.29). That means the

approximation e 19" A e 19R) inside 2 7, which leads to the Fourier series (3.32), is equivalent to setting the form-factor
F(q) to unity. Therefore, the use of the Fourier series (3.32) in the DSFT is consistent with the fact that we ignore the

form-factor.

Hamiltonian
Next, we write the Hamiltonian H = Hg + Hj in the second-quantized form. Applying formulae (3.14) and (3.15) to (3.7),
we come to
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/v’ T .
H = E £ Waav/,/g + E U”l 5% /uaavja’a" jlo Ol s (3.35)
VU i U' uvijo
}L/V,l,j,U/

where the transfer energy t‘”’, and interaction coefficient U"l} "are given by the integrals

iji'j
v/ * h? 2
fir = [ wy(0) ) =7 V=4 V() | wyir(r) dr, (3.36)
puop'v’ * D e / /
Uz/t j’ // Wi (r)wvj (r )mwlﬂj’(r )wu/i’(r) drdr'. (3.37)

Since H is spin independent, expression (3.35) is symmetrical with respect to the spin indices o and o”.

Finally, we write the Hamiltonian # in the momentum representation. The creation-annihilation operators in the Bloch
and Wannier bases are related by the formulae (3.34). Due to homogeneity, the transfer energy (3.36) is translationally
invariant, t;;; = t;_y (for simplicity of notation, in the rest of the chapter we consider the single-band case). Hence we write
the electrons energy Hg as

Ho=) ety ako = ) ek, (3.38)

where
8k — Z tl_je—lk(R,'—R_/)
J

is the nonmagnetic energy spectrum. The interaction term 7 in the momentum representation is written as

1 T
Hi = 2 Z Uklk/l/aliaala’al/ﬂ’ak/f” (3-39)
klk’}’
where
Uiy = / / i ¢l () |<py (r') g (r) dr dr’. (3.40)

3.4 Noninteracting Electrons

As another illustration of the second-quantization technique, we calculate the magnetic susceptibility of noninteracting
electrons in the field of the crystal lattice.
We calculate the (paramagnetic) susceptibility X?z (q, ). Recall that we consider only the magnetic moment associated

with the spin of an electron: m = —gugs, where g & 2 is the electron g-factor and
eh _20
Up = =0.927 x 10" erg/G (3.41)
2mec

is the Bohr magneton (c is the velocity of light). Then comparing formulae (2.22) and (3.19), we see that the magnetic
moment at the point r is given by
M(r) = —gups(r),

and formula (2.38) can be written as

xa.0 =iy [ (a0 (342
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Here (... ) is the grand canonical average with the Hamiltonian H;, = Ho— uMN; and time dependence means the Heisenberg
representation,

sa(q, 1) = ' s, (qe ot/
For noninteracting electrons the time dependence of the creation-annihilation operators can be obtained explicitly. Indeed,
differentiating the expression ay, () = et/ gy e 1Hot /N we obtain
.. d ,
in 3, Yo (1) = lako, Hol(@). (3.43)

To calculate the commutator, we write H in the momentum representation (3.38). Then Eq. (3.43) becomes

d
ih= ko (1) = (ek — ais (1).

Integrating the latter, we obtain

o (1) = ae e ERTIIN gl () = qf el (3.44)
Using formula (3.29), we write
1
s.(q) = 3 Z (aliTak'Fqu — alhak-“lsi) (3.45)
Kk

and 1
Sz (qa t) = 5 Z (al-L-Tak+qu — ai¢ak+q,¢)el(8k_8k+q)t/h,
k

Hence the commutator in formula (3.42) becomes

1 . .
[5:(@, 1), 52(-@)) = 7 Y oo'[af,axiqo Gy ar—qo | KT,
kk'oo’

where o is equal to 1, |, or 1. Using the anticommutation relations (3.12), it is easy to verify the general commutation rule

[aiau, aI/aur] = aIaM/c‘Swr — aI,aMSMrv. (3.46)
From the latter we have
1 T i p—
[s2(q. ). s ()] = 5 > (a4, a0 — af v iciqa ) e, (3.47)
ko

Recalling that w = w + 10T, we write (3.42) as

e wr
X2 ) = g°ug lim — / ([s2(@. 1) sz (@]} e“'e ™™ dr.
n—0+ f Jo

Substituting (3.47) and integrating, we obtain

x0@.0) = sgtup Y e = Pctac) (3.48)
k

1
2 Ek+q — &k — hw — 10T~
Here we used that (nk,) = (alz ~0ko ) 18 spin-independent, and summation over o gives the multiplier two.

For noninteracting electrons, the average number of electrons (n. ) is calculated explicitly. To do this it is convenient to

use the thermodynamic potential
Q=-ThS, E =Tre Mo/T, (3.49)
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The energy of noninteracting electrons is given by

MHy= > (eq — Wiy, (3.50)
q

where 714 is the number of electrons operator in the state ¢ = (q, o). From (3.50) and (3.49) it is easy to see that

32 Tr(ige /T
9 _Trtke ) _ (3.51)
oex Tre~ o/ T

To calculate the grand partition function =, we recall that the trace Tr is the sum of the matrix elements (P, e /T Ne)

over all determinantal states @y, :
oo

=Y Y@n.e oy,

Ne=0 @,

Q|

The exponential on the right-hand side can be written as the product

ef’Hb/T — l_[ef(sqfu)ﬁq/T’
q

because the operators 77, commute. Each @y, is an eigenstate of the number of electrons operator: 71, Py, = nyPy,.
Therefore, taking the orthonormality of @, into account, we have

g = Z l_[e—(sq—p,)nq/T.

ng=0,1 ¢q

The latter can be written as the product
=[] [1 n e—(eq—m/r] _
q

Substituting this in the thermodynamic potential (3.49) and using (3.51), we obtain

1

eler—m/T 4 ] = f(sk)7 (3.52)

(nk) =
where f (¢) is the Fermi function (Fig.3.1).

At T = 0 the Fermi function is given by the step function (dashed line at Fig. 3.1), where . = ¢ is the Fermi energy, and
the negative of its derivative is the delta function § (¢ — ¢p). For T > 0, the Fermi function deviate from the step function in
a neighbourhood of the order T around the chemical potential ;.. However, the step function is a good approximation for the
Fermi function in the temperature region 7 < e (for details, see [5]). In the ferromagnetic metals the Fermi energy ¢ is
about 10eV.

Fig. 3.1 Sketch of the Fermi -

: S 11!
function f(¢) (solid line) and the
negative of its derivative (dotted
line) for T > 0. Dashed line L
shows the limit of the Fermi w
functionat 7 = 0 s S
O 3
= S
|
0 0
0
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Applying the above result (3.52), we write the magnetic susceptibility (3.48) as

159
8 mng F(q, w), (3.53)

0
Xz (q, @) = >

where
Z f(ek) — f(ek+q)

F(q, ) =
((] w) 8k+q—8k—ha)

k
is called the Lindhard function. At ¢ = 0 and w = 0, we have

. J(ew) — flekeg) 0/ (k)
F(0,0) = Z e Z Sy

Then the uniform static susceptibility is

1 2 2 8f(<9k)'

0,0
X7z( ) = 2 8 MUB _ e

(3.54)

To convert the sum over the Brillouin zone into the integral over energies, we make use of the sum rule

Z...:N/...v(e)de, (3.55)
k

where {
v =+ Xk: 8(e — &) (3.56)

is the nonmagnetic density of states per site and spin. Formula (3.54) becomes

af (8)

x00.0) = 3£} / v(e) (3.57)

At low temperatures, replacing the derivative of the Fermi function —df (¢)/d¢ by the delta function localized at the Fermi
level ef (see Fig. 3.1), we finally obtain

S22 3.58
Xp =871 V(€F). (3.58)
where xp = XU (0, 0) is called the Pauli susceptibility.

As an apphcatlon of the above result, we calculate the magnetization induced in an electron gas by a static magnetic field
of the delta function type applied at the origin of the coordinates:

%4
H,(r) = —HS(r).
(1) N (r)
Then

1 . 1 .
(M=) = - P (Me@) e = - 5 x0(a, 0) He (@™
q

q
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Using (3.53) and
. H .
H — H qr — - qr
() =) Ho(et =) e
q q
we have

H

2.2
—F(r).

gMBN (r)

_122 H iqr _ 1
(M) = 28 np ;Fm, 0)er = =

For a free electron gas, the static Lindhard function at 7 = 0 has the well-known form (see, e.g. [5])

)

sin(2kgr) — kg cos(2kgr)
(2kgr)*

2 14+ x

1—x

1—x
4x

In

1
F(q,0) = v(er) <§ +
with x = g /(2kg). The inverse Fourier transform is given by

F(r) = 6mnev(ep)

3

where ne = N./N is the number of electrons per unit cell and h2k§ /(2m) = e (for details of the calculation, see, e.g. [8,
Appendix H]). Thus, a localized magnetic field produces oscillating magnetization within metallic electrons, which is called
the Ruderman—Kittel-Kasuya—Yosida (RKKI) oscillation.”
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Exact agreement with experiment... is, indeed, not attained; nor should it be, for it is known that the premises are an oversimplification. The
character of the agreement or disagreement may, however, give a valuable guide... Without such guidance, in view of the complexity of the total
problem, the most intensive theoretical efforts and computational labour may well be largely in vain. (E.C. Stoner, J. Phys. Radium 12, 372
(1951))

This chapter is devoted to applications of the mean-field approximation in metals. We confine the presentation to the Hubbard
model, which is relevant to the narrow-band metals. This way we avoid unnecessary technicalities and make a link with
further chapters. We start with explaining the idea of the Hatree-Fock method in the single-band case, which is used to obtain
the equations of the Stoner theory. Then we derive the uniform susceptibility and discuss implications of the Stoner theory

for metals. For a more extensive introduction to the mean-field approach and its applications to magnetism, see, for instance,
Refs. [1-6].

4.1 The Hubbard Model

The Hubbard model [7] is relevant if we consider narrow d bands of transition metals. The charge density of d electrons is
localized around the nuclei of the solid, making it possible to speak about electrons on a particular lattice site. For the sake
of simplicity, we consider the single-band case first. In this case the second-quantized Hamiltonian (3.35) reduces to

i 1 Pt
H = Zt”/aida,'/g + 5 Z Uiji/j/aio,ajo_/aj/a'/ai/a'.
ii'o i’ jj oo’
Following [7], we assume that electrons interact only at the same site:

Uiji’j’ = U5ij3ii’8jj’- (41)
Then the model is described by the Hamiltonian H = Ho + H], where the electrons energy Hy is
Ho = Z tiia; aig
ii'o
and H; is the single-site Coulomb interaction,
1 §
Hy = EU Z ;s Q; /Qig' i -
ioo’
Using the anticommutation relations (3.12), we have

oo 1 T i —
aisl;51%i0'ic = 4;;0icq; ./ dig’ — aigaicr’(saa’ = NjgNis’ — Nig'Sgo-
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Then 1 1
Hi= U Z nighior = U an. 4.2)
1o

ioo’

Since ";20 = n;s and n;4 and n;; commute, we write (4.2) as

1
Hi = EU;niani& = UZniwu,
1 1

where ¢ is the opposite spin to o.
There are several ways of expressing the local interaction by the atomic chargenj = njy+n, and spins; = %(n A=)
Using the simple identity

1 2 1 2
njpnjy = gy +nj) = s —nj)’,
we write

Hi=UY_ (%n? - (s§)2> . (4.3)
j

Taking into account (sf)2 = %s?, we obtain the spin-rotational form

1 1
Hi=U), (1"3 - 555) : (4.4)

Similarly, using the relation (sj)2 = (s;je j)z, where e; is an arbitrary unit vector, we come to

1
Hi=U)" (Zn§ — (s,-e,»)z) : (4.5)
j

In the momentum representation the interaction term Hj is given by (3.39). Substituting the expression for the Bloch
function (3.6) in formula (3.40) and taking the local interaction (4.1) into account, we have

U ,/_Eze—i(kﬂ—k’—l’)Rj
KT = 33 :
J

From the relation }; elkR;

we finally obtain

= Nk, it follows that Uyyy is nonzero iff the momentum is conserved: k + 1=k’ +1'. Thus,

1 - t
= EU Z “liaalo’“lJrq,o’“k—q,m (4.6)
klqoo’
where U = U/N. Recalling the expression for #( in the momentum representation (3.38), we write the Hubbard

Hamiltonian in the momentum representation as

| =

il 7 T
H = Z ekly, aks + U Z Ay, Oy A tq,0'0k—q,0 -
ko klgoo’
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Even in the simple Hubbard model, the magnetic susceptibility cannot be calculated explicitly without further

approximations. For the sake of further comparison with SFT results, we start with investigating the Hartree-Fock theory

of metallic ferromagnets [8, 9], often called the Stoner theory of ferromagnetism.

4.2  Stoner Mean-Field Theory

4.2.1 Hartree-Fock Approximation

The general idea of the underlying mean-field approximation is to simplify the Hamiltonian # = AB given by the product
of two operators A and BB using partial averaging:

Hmr = A(B) + (A)B — (A)(B). 4.7)

Here we write the last term to ensure the correct average: (Hmr) = (A)(B). The average is calculated self-consistently in
such a way that it minimizes the free energy

FMF =—TIn ZMF9 ZMF = Tre_HMF/T

(for details, see, e.g. [4]). To find the minimum, we consider the free energy as a function of the parameters A= (A) and
B = (B). Then the minimum satisfies the conditions

IR F
ME o, Ofwr _
9A B

Differentiating Fyp, we have

aFMF 1 —H T 8 1 —H T =
L T Me/T _—_qy — T Me/T (B — B,
0A ZMF ! <e ME ZMF ' (e ( ))

Thus, the mean-field average of B is defined as the canonical average with the mean-field Hamiltonian:

(B) = ZLMFTr (Be_HMF/ T) , (4.8)

and the same holds for A.!
We apply the above technique to the interaction term (4.6) by partially averaging different pairs of creation-annihilation
operators a, _ay/,’. The interaction part in the Hartree-Fock approximation consists of two parts:

H%VIF — H%—Iartree + szock_

The Hartree approximation gives the terms with the same spin (Coulomb interaction). Commuting the creation and
annihilation operators in Hj, we have

- . 1~
i i i
Hi= > > ), ax g0y Aiqo — SUN kzakgakg. 4.9)
(og

klqoo’

IStrictly speaking, use of the second-quantized representation implies that the grand canonical ensemble is employed. This requires changing
the free energy F by the thermodynamic potential §2 in the above procedure and yields essentially the same result as in (4.8) but with
Hf\,ﬂ; = Hmr — uNe instead of Hyr and the grand canonical partition function & = Tre=*Mme/T instead of the canonical one Z = Tre~ HMe/T
In this and the next chapters, we often omit the prime in the Hamiltonians where it does not lead to confusion.
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The last term on the right-hand side leads to a shift of the energy spectrum and can be ignored. Applying (4.7) to the first

term of (4.9), we obtain

| =

1~ - -

Hartree __ | I
HI = EU E (akgak_q,(,)ala,qu,J/ +
klqoo’ klqo o’

The terms on the right-hand side are equal, and hence

Hartree > il T
Hi =U Z <ala/al+qy0/)aka dk—q,0-
klqoo’

Here and hereafter we omit the scalar term in (4.7), because we already know the expression for the average (4.8).

> T T
v Z (g, a11q,07 )y Ak—q,0-

(4.10)

The Fock approximation gives the terms with different spins (exchange interaction). Similar to the Hartree term, we obtain

1 1~

Fock __ 5 ¥ T T T
Hi = 2 Z (akoaH‘LU/)alcr’ak_‘IvU - EU (“1a/ak—qsa>akaal+q,rr”

klqo o’ klqoo’

where the negative sign results from commuting alTU, and ayyq,0’- Since the terms on the right-hand side are again equal,

we write

Fock 7 T T
H* =-U Z (“ka“l+q,a’>‘lla/“k—q,a-
klqoo’

@.11)

As we show below, the exchange interaction implies that the energy of a pair of electrons with parallel spins is lower than
the energy of a pair of electrons with antiparallel spins. Since the exchange energy is of the same order as the transfer energy,
exchange interaction plays a dominant role in establishing the ferromagnetic ordering in metals, just as in the ferromagnetic

insulators.
In the spatially uniform situation, we have

ol ) = laf B

Then
H%—Iartree =U Z(NT + N*L)alto’ako-

ko

and
7—[{3001( =-U ZNﬁa;aakU’
ko
where .
Nf’ = Z(al'(oak‘7>
k

is the total number of electrons with the spin o. The interaction term finally becomes

~ = 1 =
’H%VIF =U Z(N¢ + Ny — Ng)a;igakg =U Z(ENC — 0S1>a;§aakg.
ko ko

(4.12)

(4.13)

(4.14)

(4.15)
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Here 1
Ne=N; + Ny, S, = E(NT—NQ (4.16)
are the total charge and spin.

Note that the Coulomb interaction leads to a uniform shift of the energy spectrum %U Ne. Therefore, the Coulomb
interaction does not have an impact on the uniform static susceptibility and can be ignored. It is the exchange interaction
contribution —o U S, that is responsible for the magnetism in metals, as we will see below. Thus, the mean-field Hamiltonian
is

Hyr = Ho+ HY'F =) exoay, axo. (4.17)
ko
where
Eko =8k—O‘USZ (4.18)

is the spin-polarized energy spectrum.

The Hamiltonian Hyr describes the system of noninteracting electrons, where each electron interacts with a static
exchange field created by all the other electrons. This exchange field acts on top of the Coulomb field of the crystal lattice.
Recall that our Bloch states are not just plane waves, as is the case in most of the textbooks (see, e.g. [3-5]).

4.2.2 Magnetization: The 72 Law

If we apply a uniform static magnetic field H in the z-direction, the electrons acquire an additional energy
Hm = —M; H,

where M, = —gupS; is the magnetic moment operator. By formula (3.20), we have

S, = / s.(r)dr = f Y (r)s; ¥ (r)dr.

Then, writing the field operators ¥ ' (r) and ¥ (r) in the Bloch basis (3.26), we obtain

1

i T
Se=3 D (g axp — ay ax).- (4.19)
k
Combining the magnetic energy
SMB i
HM = —THZ Z O’al}(aaka
ko
with the energy of electrons (4.17), we have
Hur = Ho+Hu +HF =Y exoa), axs. (4.20)
ko
where the spin-polarized spectrum now is
ko =sk+a%ﬂZ — U5, “.21)

(we omit the constant term %[] N just as before);
We now want to calculate the total mean spin S, given by (4.16). As soon as we know the energy spectrum ey, the average
number of the spin-up and spin-down electrons (4.15) is calculated by formula (4.8):

No =Y (o) =Y f(eko)- (4.22)
k

k
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Converting the sum over the Brillouin zone into the integral over energies according to (3.55), at H, = 0 we obtain
ng = / v(e)f(e —oUs;)de = / vo (e, T) f(e) de, (4.23)

where 7i, = Ny /N is the number of electrons with the spin o per site and 5, = S, /N is the single-site spin. Here v(e) is the
nonmagnetic DOS of d electrons (3.56) that corresponds to the Hamiltonian #, and

Ve (e, T) = v(e + o US,) = % PIICET (4.24)
k

is the spin-polarized DOS of electrons that is determined by the mean-field Hamiltonian +7—[%’IF. As temperature increases,
the mean spin 5, (7") decreases, thus shifting the spin-polarized DOSs v, (¢, T') towards each other. But the shape of the DOSs
is not changed. In the paramagnetic region, the spin-up and spin-down DOSs coincide: vy (¢, T) = v (e, T) for T > Tc.

So far we have obtained the system of two equations (4.23) with respect to the unknowns 714 and 72 or, equivalently, with
respect to

_ _ _ 1 _ _
ne =1y +ny, szzz(nT—ru), 4.25)

where n. = N/N 1is the (mean) number of electrons per site. In calculations it is more convenient to use canonical average
instead of the grand canonical average. That means, we consider the system with a fixed number of electrons N, and make
the chemical potential © an unknown. Thus, we solve (4.25), where

Ny :/v(s+oU§Z)f(£)ds,

with respect to the chemical potential ;« and mean spin s, at each temperature 7. The input data are the nonpolarized DOS
at T = 0, v(¢), and interaction constant U. This is usually called the Stoner model.

In the electron gas model, one can obtain a low-temperature expansion of magnetization as follows. Integrating by parts
the integral of an arbitrary function g(e) with the Fermi function, we write

0 s o0 8
/ g(e) f(e)de = [G(e)f(e)],oo—/ G(e) fig) £ (4.26)

where

G(e) = /8 g(eHde'.

—00
Since G(—o0) = 0 and f(oc0) = 0, the integrated terms on the right-hand side of (4.26) vanish. At temperatures much lower
than the Fermi level T < ¢f, the integral on the right-hand side of (4.26) can be expanded as

* a
—f G(e) f( )d =G + = G G”(M)T2 ; (4.27)

where the prime stands for the derivative. For the chemical potential we have (see, e.g. [3])

(T = o5 + ”——" ) g2
V(eF)

Then (4.27) becomes

2
—/ G()f(g)d —G(p)—i—F(G”(ep) G (ep) ((F))> 4. (4.28)
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If we take g(e) = v, (€), where v, (¢) is the DOS at T = 0, then G(¢) = N, (¢) is the number of states with the spin o
and energy less or equal to €. Using (4.26) and (4.28), we write (4.23) as

[e%e) 2 /
iy = / Ve (8) £ (&) de = Ny () + % <u[,(sF) _ UU(SF)@) T2 ...

—c0 v(eF)

Hence from (4.25) we obtain

5.(T) =5.(0) —aT? +- -

where o > 0 is a constant. The expansion is valid at low temperatures, 7 < €F.

4.2.3 Uniform Static Susceptibility

Next, we calculate the uniform static susceptibility

3 (M)
oH

80

X:

H=0

in the mean-field approximation. Using (4.21) and (4.22), we write the mean spin as

SZ:%Xk:[f( +%H Us) f(ek—%HJrUS)]

Differentiating this equation with respect to H, at H = 0 we obtain

3S. 1 0f(ex —oUS.) [ gus ~8S
ZREPY (- 75)

oH de 2 oH
ko
Thus,
0
= —""—0) (4.29)
20
===
8°HUp
where
0_ g Ky 1 0f (eko)
K=
ko
is the susceptibility of noninteracting electrons (3.57). Using the sum rule (3.55), we obtain
g? /L af (8 oUs )
L0 = _8Hs Zf p(e) L&~ 0Ys) (4.30)

The latter can be written as

1

LI guB/ e )LD g
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where

1 _ 1 1
v(e, T) = EZU(S-FO’USZ) = EZNZS@—%) 4.31)
o o k
is the total DOS at temperature 7" (per site and spin).

In the paramagnetic state, formula (4.30) for %9 reduces to (3.57). Formula (4.29) for x becomes

XP

XS_ 2U El
- ) 2XP
8"Up

4.32)

where xp = N~ ! %Y is the Pauli susceptibility (3.54) and xs = N ~!x is the Stoner susceptibility. In formula (4.32) the Pauli
susceptibility itself is much smaller than the Stoner susceptibility but is enhanced by the effect of the exchange interaction
(for an estimate in the free electron gas, see, e.g. [3]). The multiplier (1 —2U/ (g2 M%) )(p)_l is called the Stoner enhancement
factor.

At T = 0, using the expression for the Pauli susceptibility (3.58), we write the enhanced susceptibility (4.32) as

vep)  g2u3

T 1_Uv(ep) 2 (4-33)

XS

If Uv(er) > 1, then xs < 0, which implies that the paramagnetic state is unstable. Thus,
Uv(ep) > 1

gives the Stoner condition for ferromagnetism in metals. The Stoner condition is not a condition for ferromagnetism in a
rigorous sense because it is derived within the mean-field approximation, i.e. does not take correlations into account.”

4.3 Band Calculations in Metals

Description of exchange and correlation effects was improved by the density-functional theory (DFT) [10-13]. A review of
calculations using the Stoner model together with a realistic band structure of ferromagnetic metals is given in [14, 15].
The Stoner susceptibility (4.33) at T = 0 can be written as
_n(ep) &g
T 1—1In(ep) 2

XS (4.34)

where n(¢) is the DOS per atom and spin and [ is the Stoner parameter. Formula (4.34) can be obtained in the Hartree-Fock
approximation of the multiband Hubbard Hamiltonian that we derive in Chap. 8 (see also [6]). The corresponding Stoner
parameter is only weakly dependent on the wavevector thus giving a justification for the Hubbard model. However, the
Stoner parameter calculated in the DFT differs from the Hubbard constant, because some of the correlation has already been
taken into account in n(¢). The Stoner condition /n(¢r) > 1 serves as a useful qualitative measure of the magnetic tendency
of a metal (see Table 4.1).

Table 4.1 Stoner parameter and Metal |V |Fe |Co |Ni |Pd |Pt
Stoner condition in transition

metals calculated in the density 1 (V) 0.80/0.92/0.99|1.01 0.70|0.63
functional theory (from [16, 17]) In(ep)|09 1.6 1.7 |2.1 |0.8 |05

2Historically, by correlations one means the part of the electron-electron interaction that is not described by the Hartree-Fock approximation.
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Table 4.2 Curie temperature of
Fe, Co and Ni calculated in the

density functional theory [16] TCcal (K) | 4400-6200 | 3300—4800 | 2900
and observed in experiment [18]

Metal Fe Co Ni

TP (K) | 1044 1390 631

Attempts to describe femperature dependence of magnetic properties within the DFT do not lead to satisfactory results.
The Curie temperature 7.5¥, obtained from the condition that the Stoner susceptibility (4.34) diverges:

af (e, T
0=1—M@En9=1+1fn@yi%—9d&
£

is several times higher than the experimental one TCCXP (Table 4.2), and the Curie-Weiss law (2.59) is violated [16, 17]. These
facts are not surprising, because even with the realistic density of states the Fermi function is the only source of temperature
dependence in the Stoner model.

Above the Curie temperature, the Stoner model cannot explain the existence of the local moments in ferromagnetic metals,
which follows from the neutron scattering experiments (see, e.g. [19-22]).

At low temperatures the Stoner theory has a difficulty in describing magnetization. As it was shown in the previous
section, in the electron gas, the Stoner model predicts

M(T)/M(0) — 1 o T?.

Calculations for real metals also confirm these results (for details, see Chap. 10). Experimentally, however, the change in
magnetization is proportional to T3/2 (for a review, see [14, 15]), which implies the existence of spin waves in a metallic
ferromagnet. The presence of spin waves in metals has been firmly demonstrated by inelastic neutron scattering (see, e.g.
[22]). Spin waves do not appear within the Stoner theory, but they can be obtained in the random-phase approximation (RPA),
which we describe next.
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The next approximation... goes under a wide variety of names (random phase approximation, independent-pair approximation, self-consistent
field approximation, time-dependent Hartree—Fock approximation, etc.); in fact, there are almost as many names as there are ways of deriving
the answer. We shall arbitrarily refer to it as the random phase approximation, or RPA. (D. Pines, Elementary Excitations in Solids, Benjamin,
New York, 1964)

The random-phase approximation (RPA) has been widely used for studying linear responses to external perturbations and
describing elementary excitations (see, e.g. [1-5]). In magnetic systems, the static susceptibility of the electron gas in the
paramagnetic state was obtained by Wollf [6]. Dynamic longitudinal and transverse susceptibilities of the electron gas in the
ferromagnetic states were obtained by I[zuyama et al. [7]. Both [6] and [7] used the Hubbard model. In the electron gas model
with the real Coulomb interaction, various linear responses to electric and magnetic fields in the ferromagnetic state were
obtained by Kim et al. [8]. The band structure of real metals in the RPA was taken into account by a number of authors (see,
e.g. [9,10]).

In this chapter we calculate linear response to the space- and time-dependent magnetic field using the RPA. We obtain the
longitudinal and transverse susceptibilities. These results lead to a discussion of the spin-flip excitations and spin waves and
their effects on magnetization (see also [11-13]).

5.1 Magnetic Susceptibilities

Here we derive magnetic susceptibilities using the method suggested in [8] and simplified in [3]. This method can be thought
of as a generalization of the mean-field approximation. It allows to obtain the response to a space- and time-dependent
magnetic field. Instead of using formula (2.38) for the linear response susceptibility, we rather repeat some of the steps made
in its derivation. First, we use an equation of motion for the magnetization in presence of an external magnetic field. The
susceptibility is obtained by differentiating the magnetization and letting the magnetic field tend to zero.

5.1.1 Longitudinal Susceptibility

As usual we assume that the unperturbed state is ferromagnetic and the z-axis is aligned along the magnetization. To calculate
the longitudinal susceptibility, we consider the linearly polarized magnetic field applied along the z-axis with the wavevector
q and frequency w,

H(r, ) = 2H,(q) &' 4",

where 2 is the unit vector along the z-axis and H,(q) > 0 is the amplitude.! Then the external perturbation (2.36) is written as
Hext (1) = — f H(r, 1) M(r) dr = —H () M (—q)e ™", (.1

where

M, (q) = f M, (r) e 9 dr

1Use of the complex field rather than real one H(r, t) = ZH,(q) cos(qr) cos wt (see, e.g. [5]) largely simplifies the derivation.
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N. B. Melnikov, B. I. Reser, Dynamic Spin Fluctuation Theory of Metallic Magnetism,
https://doi.org/10.1007/978-3-319-92974-3_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92974-3_5&domain=pdf
https://doi.org/10.1007/978-3-319-92974-3_5

46 5 Random-Phase Approximation

is the spatial Fourier transform. According to (2.33) magnetization is given by

(Mz(q@)) = Tr(pwt (1) M:(q)),
where p(¢) is determined by Hioi(#) = H + Hext(¢). Using the equation of motion (2.30), we obtain
.. d . d
i a (M (@) =Tr (lh Eptot(t)Mz (‘D) = Tr([Hiot (1), prot(t)IM;(q)).

Taking the cyclic property of trace into account, we write

d
iha(/\/lz(q)) = Tr(prot[M:(q@), Hiot]) = ((M2(qQ), Hiorl).

The linear response occurs at the same frequency as the magnetic field, (M.(q)) = (M.(q, w)) e’ (see Sect.2.1.1).
Therefore,

ho(M(q) = (IMz(@), H]) + (IMz(@), Hext])-

Since the second quantization representation of M;(q) is given by

1
M:(Q) = ~gup3 ) 00y, akiq.0. (5.2)
ko
we consider the equation
ol aicsa) = (ol s 1)) + ([0l k. Henl]) 53

The latter can be solved if we replace the Hamiltonian H by its mean-field approximation (4.10) and (4.11), which reads

MF _ 77 T il 7 T T
H™ = Z (@114 07 )k Mgt 0 — U Z (T A G4
klq'oo’ klq'oo’

In the presence of the external field the system is not spatially homogeneous and requirement (4.12) is no longer adequate.
In the spin-polarized case, we assume that there are two kinds of nonzero averages:

<a£oakg) #0 and (aliaakJrq,g) #0.

Then, keeping only the terms with ¢ = 0 and q' = q and the same spins in (5.4), we obtain

HYE =0 (Ne — Noday,axo + U Y _(Ng — Noo)ay, ak—q.o- (5.5)
ko ko

where

Nq = Z(“ia“k+q,a)» Ngo = Z(“;aak+w)~
ko k

Now calculating the commutators, we have
i i i i
[ay, ak+q,0. Ho] = [akgak+q,a, > Ek/ak/a/ak’o’] = (Ek+q — K4y, dk+q.0 (5.6)
Ko’
and
T MF Il 7 T
[akgak+q‘m HI ] = |:akgak+q,(r’ U Z(Nq - chr’)ak/a/ak’—q,a/:|
Ko’

= U(Nq — ng)(aligakg — aqu’UalH_q,g). 5.7
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Here we used the fact that alt ,Ak+q,0 commutes with the first term on the right-hand of (5.5). Similarly, taking (5.1) and
(5.2) into account, we obtain

T —iwt EMB |+ 1t
[al'mak+q,a, Hext] = H (q)e ™ T |:ak(,ak+q,a, ZU Ay 519K —q,0’
k'o’

—iwt 84B

) (alioakg - alT(+q,aak+q"’)' (-8

= o H(q)e
Substitution of the commutators (5.6)—(5.8) back into Eq. (5.3) gives

holag,aiq.0) = (ektq — &), Akiq.0)

+ (0 g = Ngo) + o Hot@e ™ 22 ) (af, k) = (a1 gkt

Rearranging and summing over k, we come to

~ it §UB
Noo = ~Fo(@, ) (0Ng + 0 Ho(@e ™ 222 ). (5.9)
where ) — ( )
Nko) — (Nk+q,0
Folqqo)=) ———.
o4 Zk:5k+q_8k—hw
Solving the system of two linear equations (5.9) with respect to Ngq4 and Ng,, we obtain
, 1+ UF5(q,
Naw = —0Fy (@, ) Hy (e —— 0T @ @) gitn
1 —U?Fi(qw)F_(q0) 2
Finally, using the relation
1 .
(M:(@)) = —gu 75 (Nqt = Nqy) = Xz:(q @) He(q)e o (5.10)
(compare with (2.5)), we come to
Fi(q,0) + F_(q, ) + 20U F1(q, ) F-(q, ) (gup \*
Yoo (@ @) = 53 & L d (g : 5.11)
1 —U?F.(q, w)F-(q, w) 2

In the vanishing magnetic field we have (a:u7 axe) = f(eks), Where exy = €k — 0 U S‘Z (we omit the constant shift %f] N, just
as before). Hence

Fo(q, 0) = Z S eko) — f(gk-‘rq,cr)’ (5.12)

£ —ex — hw
K k+q k

where 0 = or 1,|.
In the paramagnetic state, we have F,(q, w) = F_(q, ) = F(q, w), and (5.11) becomes

F(qw) &ug
1-UF(q0) 2

Xzz(q, @) = (5.13)

The value N~! Xzz(0, 0) reduces to the Stoner susceptibility (4.32), and for noninteracting electrons (U = 0) it reduces to
the Pauli susceptibility (3.58).
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Expression (5.11) coincides with the one of [7] in units of g2 u% (it was obtained there by a different method, which we
discuss in the next chapter). To recover the result of [3, 8], we introduce the notation

ﬁg(q, w) = M
1-UF;(q, w)

Then formula (5.11) can be written as

_ Fi(q.0) + F(q.0)+4UF(q 0)F_(q. ) (gus )’
Xzz(qQ, @) = .

1+ UIF(q, ©) + F(q, )] 2
In the paramagnetic state, we have ﬁ+ (q,w) = F_ (q,w) = F (q, w), and (5.13) becomes

g2ui

xﬂ%@=ﬁmw)2

5.1.2 Transverse Susceptibility

In the previous section we dealt with a linearly polarized magnetic field. To create a spin wave precessing (anticlockwise) in
the xy-plane, we consider the circularly polarized magnetic field with the wavevector q and frequency w:

H(r, 1) = —H (X cos(qr — wt) — ysin(qr — wt)), (5.14)

where X and y are the unit vectors along the x- and y-axes, respectively, and H > 0. Using the circular components (2.14),
we write the external perturbation (2.39) as

Hext(t) = — / H(r, ) M(r)dr = —% /(H_ (r, )M (r) + Hy(r, t)/\/l_(r)) dr.

From (5.14) we obtain '
Hy(r,t) = Hy(r,1) £ iHy(r, 1) = —HeT@ o0,

Then in the momentum-frequency representation, we have

1 . .
Hext(1) = —E(H—(q)/\/lju(—(I)e*““’ + Hi (M- (@), (5.15)

where H_(q) = Hy(—q) = —H. Since the two terms on the right-hand side of (5.15) are Hermite conjugate to each other,
it suffices to consider only one of them; we keep the first one,

1 .
Hexi (1) = _EH_ (M (=" (5.16)
Analogously to the longitudinal susceptibility, we write the equation of motion
.. d
1h5<M—(q)> = (IM_(@), Hiot])-

Since (M_(q)) = (M_(q, ®)) e, we have

ho(M_(q)) = ((IM-(@), H]) + ((M—_(q), Hext]),
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where M_(q) = —gups—(q) and M4 (—q) = —gups+(—q). Using (3.29), we write

s+(—q) = Zalmk—q,u s—(q) = Zalzﬂkﬂn-
K k

Therefore, we consider the equation

hw(altiakﬂlﬁ) = <[a§¢ak+q,¢, HO]) + <[alt¢ak+q,T’ H%/[F]) + ([aliiakﬂlm Hext])' G.17)

In the presence of the external perturbation (5.16), we assume that

<al-£crak°') # 0, (alt¢ak+q,T> # 0.

Then, using (4.10) and (4.11), we write the interaction term in the mean-field approximation as
HYE =0 Y (Ne = N g, awer — Us—(q)s4(—q). (5.18)
Ko’
By adding the first term on the right-hand side of (5.18) to Ho, we replace the spectrum gk by the spin-polarized spectrum
&ko - Therefore, substituting (5.16) and (5.18) in (5.17), we obtain
hw(alhakﬂﬁ) = [a1t¢ak+q,T’ Z ek/(,/al@a,ak/g/]
Ko’

+ (%H‘(q)e%t - ms—(‘l))) [af aksq 1> 54 (-] (5.19)

Taking (3.46) into account, we calculate the first commutator

+ . .
[ak 1k+q. 1 Z Sk/a'al'(/a/ak'a} = (fktq.t — €k})ay 19k+q. 1

Ko’

Similarly calculating the second commutator

[alﬂkﬂm s+(-@)] = aliﬂki - “lqu,TakJrq,T’

we write Eq. (5.19) as

(ekrq.t — eky — ho){ay dicq,1)

= (-SSR H-@e T + Ul @) ((af, 1) = (o pakcrat)-

Rearranging, we obtain
F_1(q ) gus

_ — H_ ( )e—iwt ,
I—OF p(qa) 2 0

(s—(@) =

where
(nk}) — (nk+q,1)

8k+q,T — €&k| — f"la)'

F—+(qv w) = Z

k
Using the relation (2.40), we have

1 .
(M_(q)) = —gup(s—(q) = 7 X+ w)H_(q)e .
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From this we come to

F_(q,w) 2.2
—+(q0) = ——=———8 I3, (5.20)
X—+q l—UF_+(q,a))g B

where _
Foo(qo) = Z Sfleky) — f(ek+q.1)

k

(5.21)
8k+q,T — &k} — hw
is the transverse Lindhard function.

The other transverse susceptibility y4_(q, ®) is obtained simply by swapping the spin subscripts in (5.20) and (5.21):

Fi_(q,w) 2 2
X+-(q, 0) = —————g"ug, (5.22)
! 1-0F_(qo) "

where

Sfexy) — f(ek+q,))

Ektq,) — €kt — ho

Fi (q0) = Z

k

(5.23)

In the paramagnetic state, we have F,_(q, ) = F_;(q, w) = F(q, w) and

1

1
EX—-F(q’ w) = §X+—(qv (1)) = XZZ(qv a))

5.2  Magnetic Excitations

Singularities of the transverse susceptibility determine magnetic excitations of two types: spin-density waves and spin-flip
excitations (see, e.g. [3]).

5.2.1 Spin-Density Waves

According to the classical spin-wave theory [14, 15], at low temperatures the magnetization of ferromagnets with localized
spins follows the 73/ law:
M(T) = M©O)(1 — a3 T¥?).

In itinerant ferromagnets, the T3/2 law was obtained for the electron gas model [16]. Here, following [3, 17], we give a
detailed derivation of the spin-wave spectrum and 7/2 law in itinerant ferromagnets without any assumptions about the
electron spectrum.

The divergence of the transverse susceptibility (5.22) implies that spin-density wave with a frequency w and wavevector
q can persist without a magnetic field. This is an excitation mode of the spin system with an energy ¢ = hw and wavevector
q. We obtain the spin-wave spectrum in a metal from the poles of the transverse susceptibility x._(q, ).>

By formula (5.22) the condition

Xr—(q, @) = 00

is satisfied if

1-UF,_(q, ) =0. (5.24)
Using formulae (4.18) and (5.23), we obtain
Fi(qo)=)Y Ferp) = fErrad) (5.25)
K Ek+q —€k+2USZ —hw

2Poles of x_,(q, w) give an equation that corresponds to the spin waves precessing in the opposite direction.
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Our goal is to find the relation between w and q such that (5.24) is satisfied. At q = 0 formula (5.24) becomes

— - =0. 5.26
* 355t ;[f(ew fex))] (5.26)

Using (4.16) and (4.18), we have
1
S [ o) — flew)]-
k

[\

Substituting the latter in (5.26), we see that @ = 0 for ¢ = 0. The unenhanced susceptibility F_(q, w) is invariant with
respect to the inversion ¢ — —q, just as the enhanced one (2.8). Therefore, for small q the spin-wave spectrum equation
(5.24) has the form

ho = (q, Aq), (5.27)

where (q, Aq) is a quadratic form with the matrix A.

To derive an explicit expression for the right-hand of (5.27), we expand (5.24) keeping only linear term in w and quadratic
terms in q. Other terms: qw, w?, etc., have higher order in q when /iw = (q, Aq), and can be ignored. We begin by writing
the unenhanced susceptibility (5.25) as

-1
ho 5k+q — €k
Fi(q,0) = [( — ) fexr) — fektq,y) ] (5.28)
* 5. Xk: 205, 208, (f et +a.)
For small q such that L o
ho =(q, AQ) K 2US;, lek+q — &kl K 2U S,
we expand the fraction in (5.28) as a geometric series: (1 — DT =14+x4+x24, x| <1 Retaining the second partial

sum of the series, we obtain

1 hw
Fi (q,0) = 205 {(1 + 205 ) Z[f(SkT) — f(eksq,1)]

2

" 205, — e[ f(exr) — f(exkrqy)] (5.29)

1 2
+ —= ho — (ex+q — €))7 f (exr) — f ek ,)}.
05,)? ;( +q ) [f 1) = f(ek+q,) ]
In the first term of the expansion (5.29), we have

> [fewy) = Flenrq )] = D[ (ery) — flex))] = 28.. (5.30)

k k

In the second term of expression (5.29), we rearrange the sum as
D (errq — e[ ) = FEnrq )] =D (ekrq — e F(Ext) + Y (ek—q — &1 f (k).
K Kk k
Using the Taylor expansion of the energy spectrum &xq up to quadratic terms in q:

1
fktq = ek +qVek + S (@V) ekt (5.31)

where V = (d/dky, d/0k>, 3/0k3), we have
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D (ekrq — 8 [f (Ext) — f(Ekiq. )]
k
1
=) (Ve[ flexy) — flex)] + Y = (@V)2er) [ fexp) + f(ex))]- (5.32)
2
k k

From the inversion symmetry of the energy spectrum gx = e_k it follows that Ve_g = —Vegy. Then the first sum on the
right-hand side of (5.32) vanishes, and we obtain

1
Dt — @[ exn) = flenpq D] = 3 S (@0 [ f(ext) + f(exp)]- (5.33)
k k

Finally, we transform the sum in the third term of expression (5.29). Using the expansion (5.31) up to quadratic terms in q
and taking iw = (q, Aq) into account, we have

> (1 — (ekq — e0) [ err) — Fler—q)] = Y @Ver*[ f o) — flew))]- (5.34)
k

k

Substitution of (5.30), (5.33) and (5.34) in (5.29) yields

1 how 1 1
Fim(q.) = 5(1 +t565) " a6 G g (@ el e + e

* 503 )3 > @Ve’[fexp) — fex))]- (5.35)

Substituting the latter in (5.24), we write the spin-wave spectrum equation (5.27) as

1

1
ho = 25, & 5(((1V)2€k)[f (exp) + /(e

Gk )2 > @Ve[f(exr) — f (k)] (5.36)

Usually the quadratic form in the spin-wave spectrum equation (5.36) is replaced by a spherically symmetric one:

hw = Dq?, (5.37)

where the coefficient D is called the spin-wave stiffness constant. Then, the spin-wave limit of the unenhanced susceptibility
(5.35) is

1 hiw — Dg?
Fi (q o) = 7(1 n —) (5.38)
i U 205,
and the enhanced susceptibility (5.22) takes the form
1 1
X+-(q, ) = (— l> Ui
AN AV S S A
1 2U S, 2 9
= == _1 , 5.39
U<Dq2_hw )guB (5.39)

3This simple form of the spin-wave spectrum is in good agreement with neutron scattering experiments (see, e.g. [18]).
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where o stands for @ + i0T. Using the Sokhotsky formula (A.44) and delta function property 8(ax) = 8(x)/|a| (see
Appendix A.2.1), we have )
Imy,;(q, ®) = 28, 78(hw — Dg*)g>u3. (5.40)

Energy dissipation is proportional to Imy4_(q, ®) (see, e.g. [19]). Therefore, dissipation takes nonzero values for q and w
such that fiw = Dg?. Vice versa, the excitation energy /i = Dq? creates a spin wave with a wavevector modulus ¢.

5.2.2 Magnetization: The 73/2 Law

The magnetization is related to the local moment and local fluctuation. Indeed,
(M@DM®I)) = (ME@D)ME)) + (AMIDAM®T)),
where AM(r) = M(r) — (M(r)). Integrating r and r’ over a Wigner-Seitz cell, we obtain
mi = m? + Am?>.

At low temperatures, we use the standard assumption that the magnetic field changes the orientation of spins but does not
change their magnitude. Then, discarding the longitudinal fluctuation, we write the local magnetic moment as

mi =m?+ Am?. (5.41)
Here
Am?} = // (AM (@AM (X)) + (AM, (1) AM, () drdr’ (5.42)
WS

is the local transverse fluctuation, where both integrals are taken over the same Wigner-Seitz cell.
In the momentum representation, the square of the transverse spin fluctuation (5.42) is given by

1
aml = -5 ) ((AMA@AM (@) + (AM, (@AM, (-@).
q
Using the fluctuation-dissipation theorem (2.52), we come to
2 1 1 h
Am7 = N2 Z 7| ehoiT —q Im (Yxx(q, @) + xyy(q, ) do. (5.43)
q
Recalling relations (2.38), (2.41) and (2.42), we have

1
Xax (@ @) + Xy (Q @) = F[x—+(q, @) + x1-(q, )] (5.44)

Therefore,
1 1 h
2 _ E
AmJ_ = —2—]\,2 q ; / m Im (X_+(q, C()) + X+_(q, Cl))) dw. (545)

Next, we use the long-wave approximation, i.e. assume that the main contribution to the sum over the Brillouin zone
comes from the terms with small . Hence we can replace the transverse susceptibilities by the spin-wave expression (5.40).
Using formula (5.40), we write

i Dg*\ ,
Imys_(q, w) = 2SZE(S <a) - T) g 1z (5.46)
By the property (2.44), we obtain
qu

-
Imy (g, ®) = =250 (a) + T) 2ug. (5.47)
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Substituting (5.46) and (5.47) in (5.45), and using the property of the delta-function (A.36), we have

) 1
Aml =58~ ) [B(DG?) — B(=Dg?)], (5.48)
q
where B(g) = (e?/T — 1)~ is the Bose function. Using the identity B(g) — B(—¢) = 2B(e) + 1, we obtain
2 2 2
Am3 =m-Ogun {1+ 3 BDG |,
q

where m,;(0) = gups;.
Finally, we replace the sum over the wavevector by the integral over the Brillouin zone, which is approximated for
simplicity by the sphere of the same volume. Hence the fluctuation takes the form

47 4B 1
A 2 = 0 l 2’ 2d '
m| =mz(0)gup < + _QBZ/O exp(Dg?/T) — 1 q q)

where §2pz is the volume of the Brillouin zone and gp is radius of the equal-volume sphere. Changing the variable to
x=(D/ T)%q and setting the upper limit of the integral equal to infinity (at low temperatures), we come to

2 _ 2 LAY
Am? = m(0)gup (1+ QBZ:(S/Z)( =) ), (5.49)

where ¢{(3/2) ~ 2.612 is the value of the Riemann zeta function. Using 27 = (27'[)3 /$2ws, where £2ws is the volume of
the Wigner-Seitz cell, we obtain

Am% = m_(0)gup + 2m>(0)az T2 . (5.50)
Here the coefficient a3; is given by
BS2ws _3
sy = SEBYS 130y (4m D)3 (5.51)
mz(0)

Since the square of the local magnetic moment (5.41) remains constant with temperature:
m2(0) + Am? (0) = m2(T) + Am? (T),

from (5.50) we obtain
m2(T) = m2(0)(1 — 2a3,T/?).

At low temperatures, we come to the T3/2 law

mz(T)
m(0)

=1 —a3/2T3/2. (552)

Note that at T = 0 the square of the transverse spin fluctuation (5.50) is given by
As? =3,

Taking formula (5.41) into account, we have sﬁ = 53 + Asi. Hence, the square of the local spin in itinerant-electron magnets
at 7 = 0 is written as
st =56, + 1), (5.53)

just as for ferromagnets with localized spins. But here the value of the mean spin 5, can be noninteger.
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In localized spin magnets, the quant of spin waves is a spin one quasi-particle, called magnon (see, e.g. [3,5,20]). Then,
at low temperature, magnetization is written as

M (T) = M;(0) — gug ) _(iig),
q

where (f1q) is thermal expectation of the number of excited magnons. The same result holds for itinerant electron magnets
(see, e.g. [3,21]). In the case of noninteracting magnons, the average is described by the Bose statistics, and one obtains the
T3/% law. When interaction is present the situation becomes different. In particular, when electron—phonon interaction plays
an important role, the T3/% law can fail [3).

5.2.3 Stoner Spin-Flip Excitations

The spin waves are not the only magnetic excitations that are described by the transverse susceptibility. The Stoner excitations
are determined by singularities* of the numerator of the enhanced susceptibility (5.20):

Fi_(q, w) = o0.
Indeed, applying the Sokhotsky formula (A.44) to (5.23), we have

ImF, (g, @) =7 ) (f(ekp) = f(ekrq ) 8o — ekiq,) + Kp)-
k

The right-hand side is nonzero at energies such that
ho = Ek+q,| — €kt (5.54)

By its definition, an excitation is the addition of a discrete amount of energy to a system that results in its transition from a
state of lower energy to one of higher energy (excited state). Since the Fermi function is monotone decreasing (Fig. 3.1), the
energy (5.54) is positive if and only if

fexy) — f(ektq,y) > 0.

At low temperatures the Fermi function is close to the step function, and the latter inequality reduces to

ekt < U, fktq,| = €kt T hw >,

where u is the chemical potential (see Fig. 3.1). In other words, the excitation removes a spin-up electron from the inside of
the Fermi surface and puts it outside of the Fermi surface with the spin reversal. This single-electron spin-flip excitation has
the same effect on the magnetization as the spin wave, i.e. magnetization is decreased by gug.

The Stoner excitations have energies in a large range of values for each ¢, unlike the spin waves that have only one
energy corresponding to each g. We briefly illustrate the picture in the electron gas, where e = (%k2)/2m. Recalling that
ko = €k — oU S‘z, we write relation (5.54) as

h? -
ho = S (2kq + q%) +2US.. (5.55)
m

If, for simplicity, we replace the Brillouin zone by an equal-volume sphere of radius gg, then k lies in the range O to ¢gp, and
the scalar product kq satisfies the inequality
—qBq < kq < gBq.

“4These singularities are called the branch cuts (for details, see Appendix A.2.4).
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Fig. 5.1 Sketch of the spin-wave hw hw
spectrum (dashed line) and
Stoner continuum (grey area) at
temperatures close to 7 = 0 (left)
and higher temperatures (right)
for the parabolic energy spectrum

0 bas
0 q

The domain bounded by two parabolas (5.55) with kq = £gpgq is called the Stoner continuum (Fig.5.1). There is an energy
gap for Stoner excitations at ¢ = 0, which is equal to 20 S.. For small temperatures and small wavevectors, spin waves
require less energy (Fig. 5.1, left), and hence we observe the 73/% law for magnetization. As temperature increases, the mean
spin S, decreases. Therefore, the Stoner continuum absorbs larger part of the spin-waves dispersion curve iw = Dg?, and
the 72 contribution becomes dominant (Fig. 5.1, right). As we show in Chap. 12, the switching temperature in metals is rather
difficult to locate.

At the g-point where the spin-wave spectrum curve merges with the Stoner continuum the spin waves attenuate. This
process, referred to as Landau damping, remains an open problem both from the experimental and the theoretical point of
view (see, e.g. [3,13,18,22,23]).

Above the Curie temperature, the peak of the imaginary part of the transverse susceptibility in iron [24] and nickel [25]
was attributed to the damped spin waves (paramagnons). But this interpretation has been criticized, because the height of the
peak and its width are about equal [26,27]. The RPA cannot be applied here because it was derived at low temperatures. In
SFT [22] it was shown that well-defined “sloppy” spin waves can arise in itinerant ferromagnets above the Curie point in a
limited range of wavevectors. We will come back to this question later in Chap. 15.

The Curie temperature calculated from the poles of the RPA longitudinal susceptibility is lower than the one in the Stoner
theory, because the spin-wave excitations require less energy than the spin flips in the Stoner theory (for details, see Chap. 12).
But the Curie temperature in the RPA is still too high compared with the experimental one. All this indicates that one should
consider spin fluctuations beyond the Stoner theory and RPA.
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What I cannot create, I do not understand. (R. Feynman)

The Green functions is an indispensable tool for studying interacting particles. The usefulness of the Green functions will
be shown in the succeeding chapters. Here we give a brief self-contained introduction to the Green functions, their basic
properties and applications. A comprehensive treatment is given in a number of well-known textbooks such as [1-7]. A
readable introduction to the subject from a somewhat different perspective than ours can be found in [8, Chap. 10 and 11],
[9, Chap. 8] and [10, Chap. 8 and 11]. We consider two types of Green functions: the fermion-type Green functions that
describe propagation of electrons and boson-type Green functions that describe correlations of the spin density.

6.1 Fermion-Type Green Functions

We use fermion-type Green functions to obtain the density of states, mean charge and mean spin of interacting electrons
at finite temperatures. There are two different kinds of the Green functions: the real-time and temperature Green functions.
The former are related to observed characteristics and the latter can be calculated either by the diagram technique or by the
functional integral method. We present both real-time and temperature Green functions and explain how they are linked to
one another.

6.1.1 Real-Time Green Function

General Properties
First we introduce the retarded real-time Green function

i
5
Glirger (t,1) = - ({ajo®,aj, @H})o -1, 6.1)
where 6(¢) is zero for t < 0 and is unity for 7 > 0. Here
(=87 MITy, W =H—uN.,

is the grand canonical ensemble average and

aj:g (t) — elH t/ha;o_eflﬂ t/h, ajo (l) — elH f/hajo_efl’l"[ l‘/h
are the Wannier creation-annihilation operators in the Heisenberg representation (for simplicity of notation we omit the
energy band index). The Green function (6.1) is called retarded, because it represents the response at the time 7 of a system

to a perturbation applied at the time ¢’ < .
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. . . . . r N . .
For a time-stationary system, it is easy to show using the cyclic property of trace that ij,w, (¢, t") is a function of t — ¢":

Lieer(t —1) = _}l_l ({ajot =1, a;,a,})e(t —1).

Therefore, it is convenient to consider the Fourier transform with respect to time,
[} ) i 00 ; )
T _ T 1wt _ . T 1wt
Gt (@) _/ Gljrge (D df = — / ({ajo @), aj, })e'" dr.
—00 0
The inverse transformation is given by
r 1 —iwt
ij’ga’(t) = E ij/aa’(a))e do.

To ensure that G;.j,m,(t) = 0 for ¢ < 0, the function G;.j,(m/(a)) must be analytic in the upper half-plane of the complex
w-plane (see Appendix A.2.4).

If the system is translationally invariant, the Green function depends only on the distance between the electrons j — j'.
Then, using the spatial Fourier transformation, we have

oo ) = = (e 00 al o0

If the Hamiltonian is spin-independent, then the Green function is spin diagonal and its diagonal element is

o () = == ({ao (). af, 00, (62)

Equation of Motion
A direct method of calculating the Green function is to solve the equation of motion. For a single annihilation operator,
we have

d
ihaaka () = [ako, H'1(0). (6.3)

Differentiating both sides of (6.2) with respect to ¢ and using Eq. (6.3) and property d6(¢)/dt = 8(¢), we have

d i _
ihaGfm(t) = —% ({[ako» H') @), a0 @) + ({axo (1), a) 1S (0). (6.4)

Taking into account the property f(¢)§(¢) = f(0)§(¢) and anticommutation relation {ak,, a:{ »} = 1, we obtain

; |
ih -Gy () = = ({[awe. 700, al, 10) +500). (6.5)

In the general case, the first term on the right-hand side will give us a more complicated Green function, which is an average
of four creation-annihilation operators. The time derivative of this new Green function will give averages of more creation-
annihilation operators, etc. An approximate solution can be obtained by truncating this chain of equations of motion (for the
boson-type Green functions, this will be shown in Sect. 6.2 when calculating the RPA susceptibility).

In the case of noninteracting electrons with the Hamiltonian g, the equation of motion (6.5) can be solved explicitly.
Indeed, using the anticommutation relations for the creation-annihilation operators just as in Sect. 3.4, we write the right-hand
side of (6.3) as

[aks, Hpl(1) = (ex — wae (1). (6.6)
Substituting the latter in (6.5), we have

. d r0 10
i GR(1) = (ex = IGY() +8(0). 6.7)
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Applying the Fourier transformation, we obtain

1
GO(w) = 6.8
k(@) ho + 1 — e + 10T (6.8)

(the appearance of the term i07 is explained in Appendix A.2.5). Thus, poles of the Fourier transform of the Green function
determine the energy spectrum. Taking the inverse Fourier transformation, we get the Green function itself:

GR(r) = —ie {E=Mig(p), (6.9)
For interpretation of the Green function G{(O(t) as the probability amplitude of the electron propagation, see, e.g. [3,6].
Spectral Function

Following the same argument as in Sect.2.1.3, we obtain the relation between the real and imaginary parts of the Green
function:

ReGl, () = —P / IMGies @) 4, (6.10)
o —w
. ReGp, (@) .,

where P means the Cauchy principle value. Using (6.10), we can write G} (0) = ReG| (») +ilmG| _(w) as

e
Gi (@) = —7> / m—(co)da)/—}—iImew(w).

Taking into account the Sokhotsky formula (A.44):

/ﬂ_x)_dx/:??/ SO o g imf o),
X — X

x' —x £i0*
we have | MGt (@) A (@)
r m kaw / ko \@W /
=— | ————do' = | —————do', 6.12
ko (@) n/a)/—w—i0+ @ /a)—a)/+i0+ @ 6.12)
where

A} = —lI Gy
ka(w) - T m ka(w)

is called the (retarded) spectral function. In particular, for noninteracting electrons, writing the Green function (6.8) as

8(e' + p — ex)

r0 I
=) ——d
Gl f ho — & +i07

and using (6.12), we obtain
AR (w) = §(hew + 1 — k). (6.13)

Similar to the retarded Green function we introduce the advanced Green function
Glirper (1) = ({a],,(t) al, 1) (=1). (6.14)

Doing as above, we prove that its Fourier transform

O .
G (w) = / G (e d

—0o0
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satisfies the following relations:

1 ImG
ReG_ () = ——P/M , (6.15)
T o —w
ReG
MG () = —79/ ReGio @) 4, (6.16)
o —w
Hence
Ay (o)
Gy (@) = / — 7 4o (6.17)
where |
Ag, () = ;Imew (w). (6.18)
Comparing the results for the retarded (6.12) and advanced (6.17) Green functions, we see that
Giy (@) = G (@ —107), Gy () = Gio (@ +10™),
where ,
A
Gio () = / ko (@) 4, 6.19)
— W

is an analytic function except on the real axis. Thus, the Fourier transforms of the advanced and retarded Green functions are
just complex conjugate of each other:
Gio (@) = (G, (@)™ (6.20)

The Green function of the interacting electrons in a crystal can be written as

1
Gro (2) = : 6.21
S TrE—— ©21

where Yy (z) is called the self-energy. The meaning of the self-energy becomes clear if we look at formulae (6.17) and
(6.18). Indeed, for noninteracting electrons, similar to (6.8) we have

1
G w) = , 6.22
k (@) Aw + u — ex —i0t ( )

and the spectral function is given by a single delta function peaked at ex — w, just as in formula (6.13). Comparing with
(6.21), we readily see that
ReZ) (w) =0, ImZp (w)=0",

where X%w) = X%w — i01). For interacting electrons, Xk, (w) is a nonzero complex quantity, and the spectral function is
given by

A @) Lo ) 1 ImZy, (@)
= —1m = — .
ko 00 ke N o + 1 — ek — Re Do ()2 + (I Dy (1))

Thus, the delta function peak of a one-electron excitation becomes spread out over an energy interval. The location of the
peak is shifted by ReX and (ImX)~! determines the finite life-time of the electron’s state (see, e.g. [9, 10]).
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6.1.2 Temperature Green Function

Relation with Charge and Spin Density
The temperature Green function' for fermions is defined by

—(aja(f)a;,(,/(r’)), T> 17,

al) (Nais (1)), T<T7. (6.23)
jo J

Gjjoor(t, ) = —(Tr a ja(r)a'j‘i,a,(r/))

Here (.. .) is the average in the grand canonical ensemble, a j, and a;,g, are the creation-annihilation operators of the Wannier

states and the T-dependence means the “Heisenberg” representation aj, (1) = eM't/hyg jo e H'T/h with respect to the “time”
T € [0, i/ T]. If we take T = it, we come to the usual Heisenberg representation. Therefore, 7 is often called the imaginary
time. This link between 7 and ¢ is not quite incidental. As we show later in this section, the temperature and real-time Green
functions are related to each other in a very similar way.

The Green function (6.23) allows to obtain local characteristics such as the mean values of charge and spin at a site. To
show this, it is convenient to introduce the local density matrix p; with the elements

Pivor = ajia,a io- (6.24)
As a Hermitian 2 x 2 matrix, p; can be expressed in the form (for details, see Appendix A.1.4)

1
pj=rjo’+p;0, P =38p@"pp),  p=0,xy1 (6.25)
where oY is the unity 2 x 2 matrix, 0% (¢ = x, y, z) are the Pauli matrices, and Sp denotes the sum of diagonal elements
over the spin indices.> From formulae (6.25) it immediately follows that the scalar component in the expansion p? is equal
to one half of the local charge operator:

1 1 1, ¥ 0
5n]~=§(rz,¢+nj¢)=E(ajTa,-T+aNcm)=,oj, (6.26)
and the vector component p; is equal to the local spin operator: p; = s;. Indeed, if we use the second-quantized

representation (3.20) of the « = x, y, z component of the spin operator §; = %a, then taking (6.25) into account, we

write
s
= Zs;?‘w/ajgajo/ = Zs;’-‘(m,pja/,, =Sp (s;?‘,oj) =pf. 6.27)
O.O./ !

oo

~.Q

The Green function G 6/ (7T, T +07) is equal to the average local density matrix {p joo’)- Indeed, by the definition (6.23),
for T < t/ we have
Gijioo (1, 7) = (a}, (T ajo (T), (6.28)
so that

Gjjoo' (T, T +07) = (al ., ajo) = (pjoo’) (6.29)

Introducing the Hermitian 2 x 2-matrix G j; with the elements G 50/ (T, T + 07), we can write

!
Gjj =) Gjjo",  Gl=35(Gj0"),  u=0xyz (6.30)
w

! Also called Matsubara Green function since they appeared in the seminal paper [11].

ZHere by p'‘o* we mean the operator tensor product pjf ® ot (for details, see Appendix A.1.5). For brevity, we omit the tensor product notation
throughout the book.
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From relations (6.26) and (6.27) we have

— 1 -
=0 =
G?j =§(nj), G’j‘j a:(s;‘), a=x,Yy,z. (6.31)
Summing (6.30) over spins and taking into account Spo# = 2§,,9, we obtain
SpG ; = SP(Z G, a“) — 3G spot = 26", (6.32)
Iz Iz

Then, taking relations (6.31) and (6.32) into account, we can express the average of the total number of electrons operator
Ne=>" jo jo and average of the total spin operator S = > jo Sjo as follows:

T w T
Ne= TG, §=_TiG", (6.33)

where

BT
w6 =Y [ 6o, (6.34)
= JO
J

TrG = E / SpGjj(tr, T + 07)dr.
- JO
J

From Eq. (6.29) we see that G’;j (t, T 4+ 07) is independent of j and 7.

Relation with the Real-Time Green Function
Due to translational invariance of the system in space and “time”:

ij/(‘C, ‘L'/) = Gj,j/(‘L' — ‘L'/),
the spatial Fourier transform of the Green function is k-diagonal:
Gy (1) = Gk (T) gy,

where |
Gj('f) = ﬁ Z Gk(f)elka, Gx(t) = Z Gj(T)e_lkRj,
k j

The Green function Gk () satisfies the following relation
Gk(t —h/T) = —Gk(7), >0 (6.35)
(for the proof, see Appendix C.2, where Gy(7) is the same Green function of interacting electrons; the use of the bar in
this context is explained in Chap. 8). Hence the function Gy (7) can be expanded in the odd thermodynamic “frequencies”>
wp, =Cn+D)nT/h, n=0,%1,%£2,...:
Gu(r) = — > Gliwy)e "
h - n )

where the Fourier coefficient is calculated as

n/T ‘
Gx(iwp) = / G(r)e' " dr
0

3The thermodynamic “frequencies” are also called Matsubara frequencies.
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(for details, see Appendix C.2). Therefore, in the momentum-*“frequency” representation we write (6.34) as
TrG* = lim Y G (iw,) €T, 6.36
im > Gy (ieon) (6.36)
kn
For brevity, we will often write
TeG" =) G (iwy).
kn
The temperature Green function Gk (iw,) can be analytically continued from the points z = iw, to the whole complex

z-plane except for the real axis. At z = w £ 10" the result coincides with the real-time Green function G (w) (see, e.g. [9]).
Shortly,

G (iwn)| =Gi(w),  Gxliwy)|. = Gi(o).

iwp—>w+i0t iw, —w—i0t

In particular, using (6.22), for noninteracting electrons we have

1

G = 6.37
k(lwn) 1w, + 1 — &k ( )

Introducing the operator G(z) with the matrix elements Gﬁ(z), we can write
G'(2) = (hz +p —Ho) ™. (6.38)

If we apply a time independent external field, the Hamiltonian becomes Ho + V, where in the second-quantized form

A +
V = Z ka/gakgak/g.
kk'o

Then the (operator) Green function is written as
G@) = (hz+upu—Ho— V)"

Note that a scalar relation like (6.37) is not valid anymore, because the matrix Vjy, is generally nondiagonal in k, and so is
Gy« - However, if the external field is spatially uniform, we have

Gko (2) = (6.39)

hz+u—8k—Vg'

6.2 Boson-Type Green Functions

In the linear response theory the dynamic susceptibility xqg(q, ) is given by the Fourier transform (2.46) of the function

Xap(Q, 1) = %([AMa(q, 1), AMp(—@)1)6 (). (6.40)
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The latter is called the boson-type retarded Green function, because each spin operator consists of two creation-annihilation
operators. The boson-type Green function is defined by the commutator instead of the anticommutator in the fermion-type
Green function (6.1).*

As we have already shown in the previous chapters, dynamic susceptibility (6.40) has a multitude of applications. In
particular, it describes the spin-density correlations in metals (see Chap. 2). The spectrum of the longitudinal susceptibility
determines the magnetic phase transition and spectrum of the transverse susceptibility determines magnetic excitations such
as spin flip and spin waves (see Sect. 5.2).

In Sect. 3.4 we showed how to calculate the dynamic susceptibility for noninteracting electrons directly from expression
(2.38) in the linear response theory. Here we obtain the dynamic susceptibility from the same expression (2.38) but for
interacting electrons using the equation of motion method, just as in [12]. By applying the Hartree-Fock approximation to
the right-hand side of the equation of motion, we obtain the same RPA solution that was calculated in Sect. 5.1.

6.2.1 Dynamic Susceptibility

Longitudinal Susceptibility
We need to obtain the Green function

i

Xzz(qQ, 1) = h([AMz(qv 1), AMZ(_q)]>9(t)'

The latter reduces to (for details, see Appendix A.1.2)

Xer(q, 1) = %([Mz(q, 1), M. (=@)1)0(1). (6.41)

Here the magnetic moment operator M (q) can be written in the second-quantized form as
1 i i
Mz(‘l) = _g“’BE Z (akTak+q,T - ak¢ak+q,¢)-
k
We calculate (6.41) by writing the equation of motion for the Green function

Xzz(Ko, q. 1) = —gus %([(a;{,ak+q,a)(t), M:(=q)])6®). (6.42)

Differentiating (6.42) and taking df(r)/dr = 5(r) into account (see Appendix A.2.1), we obtain
. d )
lha)(zz(kd, q,1) = SMB([(akgak+q,a)(l), MZ(_(])DS(I)

. q .
- gMB% <|:iha(a|:mak+q,a)(t)’ Mz(—Q)D 0(t).

Recall that the Heisenberg representation A(t) = eiM1/h g e=THI/h of an operator A satisfies
. d
1haA(t) = [A, H](®). (6.43)

Taking the property f(¢)5(t) = f(0)5(¢) into account, we obtain

d o+
ihaxzz(ko', q, t) = g’uB([al‘{aak+q,da Mz(_Q)])a(l‘)

~ suny ([1af axsa0 HIO, Me(-0)])000). (6.44)

4We use the opposite signs for the fermion- and boson-type Green functions, just as in [9].
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Using the general commutation rule (3.46), we calculate the first commutator

t 1 ]
[akgakJrq,n, Mz(_q)] = —8MUB |:a;;gak+q,m 5 Za/allra/ak’—q,a’:|
k'c’
1

+ ¥
= _gMBUE(akgako - ak+q,rrak+q,a)-

In the second term on the right-hand side of (6.44), we have H = Ho + H;. Similar to (6.45) we obtain

i i i i
[akaak+Q~0’ HO] = [“ko“kﬂm Z ‘Sk’ak’o"’k’ﬂ’:| = (ek+q — €k, Aktq.o-
Ko’

If we discard the interaction term Hj altogether, then equation of motion (6.44) reduces to

.d 1
maxg (ko,q, 1) = —gzuéoz(f(ek) — fextq))8 () + (extq — e A (Ko, q, 1).

Carrying out the Fourier transform with respect to 7, we write

1
(hw — extq + e 12 (Ko, q, ®) = —82M123§U(f(8k) — f(ektq))-

Summing over k and taking into account
1
(@ o) =5 3 (k1 q,0) = 4 (K 1, g, 0)),
Kk

we come to expression (3.53):
1 S (ex) — f(ek4q)
X?z(‘L w) = _Z q gz 2

B.
2 Ek+ —Sk—h(,()
k q

For interacting electrons, we obtain (for details, see Appendix D.1)

N =

¥ 5 ¥t
[akaakJrq"”HI]: U( Z Ay A1 o1 Ok +p,0" Ak+q—p.o

k//po.//

ToF il il
- Z Ay Ay o/ k+-q+p, 0 Ak —p,o’ T Z o7k —p,o W' —p,0' Ak+q,0

K'po’ K'po’

i i
- Z “k+p,a“k"a”ak”+p,a”ak+q,a)-
k//po.//
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(6.45)

(6.46)

(6.47)

(6.48)

Clearly, substitution of this expression in the equation of motion would lead to averages of six creation-annihilation operators.

Their time derivatives would give averages of more creation-annihilation operators, etc.

To split up the chain of differential equations we apply the mean-field approximation to the right-hand side of (6.48).

Calculations lead to

[aliaak+q,a’ Hi] = Uiko — fikiq.0) Zaﬂ/(—,akurq,&-
k/

Substituting (6.45), (6.46) and (6.49) in (6.44), we come to

. d 1 _ _
in— Xez(ko, q, 1) = —gzuéozmka — fiktq,0)8(1)

(6.49)
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i
— ghn(eicrq — &0 3 {[ (@ aicrar) 0. M=) )00

~ _ i

—gupU (ke — nk—&-q,a)g <|:Z (al/gakurq,&)(t), Mz(_q):| > 0(1),
k/

or briefly,

d 1 _ _
lhaXzz(kov q,1) = _gzﬂzBUE(nka — Nk4q,0)3(t)

+ (kg — €0 Xz (koL 4 1) + U ke — fikrqo) Y X K'G, g, 1), (6.50)
k/

Making the Fourier transform with respect to #, we write (6.50) as

(hw — ek4q + €K) X2z (Ko, q, @)

_ _ 1 ~ _
= (iiko — fktq.0) (—0 S8+ 0 x K, q, w)) :
k/

Summing over k, we obtain

1 ~ _
m@m@=%@w%%f%—UMW&w0, (6.51)
where Flexo) — f(Ekrqo)
Eko ) — J (€k+q,0
F;(q, = . 6.52
o (q, ) Zj&ﬂ_&_m (6.52)

k

Here we used ng, = f(€ko), Where exe = ek — oU S‘Z. Solving the system of two linear equations (6.51), we have

1 Fr(q0)(1+UFs:(q,®) 5 ,
XZZ(Gv q, C()) = z0 ~ B
21— UZFJ(q, w) F5(q, o)

Using
1
X2z (q, ) = E(XZZ(T, q, 0) — x:({, q, w)),
we obtain the RPA expression (5.11):

1 Fi(q, ) + F-(q, @) + 2UF1.(q, 0) F-(g, ) 2,2
4 1 — U2F,(q, 0)F-(q, ») -

Xzz(q, w) =

In the paramagnetic state F.{ (q, ) = F_(q, ®) = F(q, w), the latter reduces to

F(q, w) 2 2

1
2(q, ) = = = -
Xzz\q 21— 0F(q o) B

Transverse Susceptibility
We now apply the above method to calculate the transverse susceptibility (2.41). Consider the corresponding Green function

i

x—+(q. 1) = g([/\/l_(q, 1), M (=)o),

where by formulae (3.29) we have

Mi(qQ) = —gus Za,'mamq,@ M_(q) = —gus Za&amqm-
k k
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Differentiating the function

Xtk q. 1) = —guB%([(a.i Laktq 1) (), My (—=@)])0 1),

we obtain the equation of motion
. d
1hEX—+(k, q,t) = gﬂB([(dﬂiqu,T)(l), M+(_q)]>3(,)

if[..d
- glLBE <|:lha(al¢ak+qﬁ)(f), M+(—Q)]>9(l)-

Taking the property f(¢)6(¢) = f(0)é(¢) into account and using Eq. (6.43), we have

d
ih 4 x—+(k q,1) = gin{[ay, aiceq 1. Mo () ])5(1)

- guB% ([[ak, axra s H]0). My -0]) 0.

The first commutator is
[agy airq.1: 54 ()] = [aﬂwkmm Zaliwak’qw} = aﬁwu - ali+q,¢“k+q,T-
k/

In the second term, the commutator with H is given by

[“li¢ak+q,% Ho] = [“lﬁﬂkﬂm Zek’a:«a/“k’o’] = (ek+q — 8k)“11¢“k+q,T-

Ko’

The commutator with Hj is written as (for details, see Appendix D.2)

il ot
[aki,ak+qu’ HI] = §U< Z akiakuanak”+p,o”ak+q—p,T
K'po”

i Pt
- Z | A1 Atq+p. 1 Ak —p.o” T Z oY —p, | 9K —p.o' Ak+q.1

K'po’ K'po’

i i
- Z ak—t—P,iak”(r”ak”‘i'l’ﬁ”ak'i'Q»T)'
k//po.//
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(6.53)

(6.54)

(6.55)

(6.56)

To split up this chain of differential equations we apply the mean-field approximation to the right-hand side of (6.56).

Calculations lead to

[afyaxrq.1. Hi] = =U Gk, = fikeq.1) Y ay arq.r + U N, = Npay airq p-
k/

Substituting (6.54), (6.55) and (6.57) in (6.53), we finally obtain

_d o
X+ (K Q1) = —g* g ik, = Tkt q,1)3(1)

+ (eirqt — )X+ (K, Q. 1) — Uk, — iikrq) Y x—+ (K, q, 1),

K

where €| = ek + l~/N¢ and ek yq,p = Ekiq + l~1N¢. Using (4.16), we write

1~ ~ -
Eko =€k+§UNe—O’USZ.

(6.57)

(6.58)
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Omitting the spin-independent term %0 N., we have gy, = g — o US,. The Fourier transform of Eq. (6.58) is

(ho — exiq.t + k) X—1 (K, @, ©) = — (i) — fiktq.1) (gzpc%, +0) x+(K.q w)) :
k/

Summing over k and using ng, = f(€ks), We obtain the equation

X—+(q, ®) = F_1(q, ®) <82M123 +Ux—+(q. w)) :
where
Sfleky) — f(ek+q,1)

8k+q,T — &k| — hw ’

F—+(q1 w) = Z

k

Hence
F_1(q, w) 2 2

(@, @) = —=H L@ 20
O O g S

For noninteracting electrons (U = (), we obtain

x%.(q,0) = F(q, 0) g* 1}, (6.59)

6.2.2 Thermodynamic Susceptibility

In the previous subsection we used the equation of motion method to calculate the RPA susceptibilities in dealing with the
interaction effects. To go beyond the RPA in the following chapters, we use the notion of the boson-type temperature Green
function. This leads to an auxiliary function of the imaginary time called the thermodynamic susceptibility. In this subsection,
first we relate the thermodynamic susceptibility to the thermodynamic spin correlator. Then we show how the thermodynamic
susceptibility is related to the real-time susceptibility. The relation between the two susceptibilities is illustrated by explicit
calculation of the thermodynamic susceptibility for noninteracting electrons.

Relation with the Spin Correlator
As we will see in the next chapters, in calculations it is more convenient to use the boson-type temperature Green function

Xap(Q, T, ) =(T; AMy(q, T) AMp(—q, )

_ [ {(AMu(q, 1) AMg(—q, 7)), ©>T/,

- { (AMp(—q,T) AMy(q. 1)), ' >, (6.60)

where (.. .) is the canonical average, AM(q, T) = ehe/n AMy(q) e HT/M is the “Heisenberg” representation with respect
to the “time” 7 € [0, i/ T] and T; is the “time”-ordering operator.> Due to the cyclic property of trace in formula (6.60), the
temperature Green function depends only on the “time” difference,

Xep (@, T, T') = Xap(q, T — 7). (6.61)
Moreover, the following relation holds:
Xep(d, T = 1/T) = Xap(q, T)

for T € [0, i/ T]. Therefore, the Fourier coefficients are nonzero only for even thermodynamic “frequencies” w,, = 2amT /h
and are given by

BT )
Xap(Q, iwy) = /0 Xep(q, T) "t dt (6.62)

>In the fermion-type temperature Green function (6.23) the “time”-ordering operator had the minus sign. Here the “time”-ordering operator gets
the plus sign because each A M, (q, T) consist of two creation-annihilation operators.
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(the proof is similar to the one for the fermion-type temperature Green function, see Appendix C.2). Recalling My (q) =
—guBSy(q), we write (6.60) as

h/T ]
Xap (@, i0p) = g1} fo (Asa(q, T) Asg(—q)) " dr. (6.63)

Calculating the spin correlator in the momentum-“frequency” representation, we obtain

n/T

T .
(Asq(q, ia)m)Asﬁ(_q, —iwp)) = E /(; (Asq(q, T)Asﬂ(_q» et dr, (6.64)

where the Fourier transform is defined as

T (T 4
1 = 1w, T
Asq(q, iwy) = E[ Asq(q,T)e dr.
0

Using (6.64), we write the thermodynamic susceptibility (6.63) in the form [13]

Xop (@ i0m) = 7 (A50(Q, iom) Asp(=q, —iom)) Sud. (6.65)

Relation with the Dynamic Susceptibility
Now we establish the relation between the functions xqs(q, ®) and xqs(q, iw,;) using the analytic continuation method (see,
e.g. [1,10]). First, we derive an expression for x,(q, ) in the energy representation. Using (6.40), we have

i . B E
Xo[ﬁ(qv t) — gZMZBﬁ(ZelEkl‘/h(Asa(q))kk/e iE) t/h(Asﬂ(_q))k/ke Ey/T
kk'

B A ’e- Sa / i e )
> (Asp(—q),, €5 (Asa (@) 7 E Ek/T)Q(t)
kk’

where Ej is an eigenvalue of H and ( . ) i denotes the matrix element. Interchanging the indices k and k" in the second
sum, we come to

Xep(q, 1) = 82“123%(Z(Asa(q))kk’(Asﬂ(_q))k/k (e_Ek/T - e_Ek,/T)ei(Ek_Ek,)[/h) 0.
Kk

Calculating the Fourier transform (2.46), we finally obtain

Xap (@, @) = 82MZB,%Z Y (Asa(@)  (Asp(—@) oy (€7 5/ T — e E/T)
kk’

o0
% lim ei((Ek—Ek/)/ﬁ-i-w-‘rin)t dr
n—0*tJo
e—Ek/T _ e_Ek’/T

h
2,2 _
= —g'ui %;(Asa(q))kk/(ﬂsﬁ( Ny Y s 12 (6.66)
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Similarly, we write the temperature Green function (6.61) in the eigenbasis of the Hamiltonian H:
1 - —Ey
Xop (4 ) = §1E — D (A5 @)y (Asp (—@) €™ /T B0,
kk'
Calculating the Fourier transform (6.62), we have

e—Ex/T _ o=Ey/T

Kk By — Ep + ihoy,

h
Ko @ iom) = =215~ D (A5a(@) o (Asp(—)) (6.67)

kk’

Expressions (6.66) and (6.67) are special cases of the function x4s(q, z), which is analytic in the upper half-plane Imz > 0.
Thus, (6.66) is obtained from (6.67) by the analytic continuation

Xap (Q, iom)|. = Xap(q, ®). (6.68)

Wy —> w+i0t

Noninteracting Electrons

We illustrate the analytic continuation formula (6.68) by considering noninteracting electrons. The real-time susceptibility of
noninteracting electrons x?z (q, ) was calculated in Chap. 3. Let us calculate the thermodynamic susceptibility x?z (q, iwy).
Using (6.65), we write the inverse Fourier transform of X?z (q, iwy) as

x2(q, T) = g2uB(Tr Asy(q, T) Asy(—q))
= gzﬂlzg (T7 52(q, T) s:(—=q)) — (s:(q, 7)) (s5:(=Q))) ,

where (...) is the canonical average with the Hamiltonian Ho. Averaging formula (3.32), we obtain (s;(q, 7)) = N5;340.
Now, using the expression for the spin operator (3.45), we have

1 _
ng(q, T) = g’uj 1 Z oo'(T: a;io (r)ak+qyg(t)a;i,g,ak/,q,g» — N2s128q0 . (6.69)
kk'co’

The problem now is to evaluate the thermal average of four creation and annihilation operators (77 a:w (Mais(7) ali,a/ayg/)
appearing in the integrand. Wick’s theorem tells us how to reduce this average to a sum of products of pair averages
(T, altg (t)ars) (see, e.g. [9]). Using Wick’s theorem, we obtain

(T afy (Dakiq.o (1) @l ax—q.0r) = (ag, (Dakiq.o (D)), a0 —q.07)

—(Tr af_(Daw —q.o)Tr @), a0 (D). (6.70)

In the second term we had to swap the creation-annihilation operators three times, which gives us the minus sign; in the first
term no swaps were needed. Substituting (6.70) in (6.69) and taking the translational invariance (4.12) into account, we have

1
180, 7) = & (z%o > olal,as) Y o'laf,aw)
ko Ko’

1 .
S v, T g D) - N%z(sqo) .
ko
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The first and last terms on the right-hand side cancel. In the second term, the operators can be treated as commuting, because
they are acted upon by the operator 7;. Hence, using the cyclic property of trace, we write

1
X%@ 7 = =g iy D (T o (0 )T ka0 (Do)
ko

Since for noninteracting electrons the averages are spin-independent, by the definition of the Green function (6.23), we have
K@, ) = =g’ Z Gp(=T)Gp, (D).
Performing the inverse Fourier transform of the Green functions by the formula (C.31), we obtain
x2(q, iwm) = —g* 1} ZG (i0n) Gyl (0n + iom). (6.71)
iz ’ m B 2 h n k+q n m .

Summation over the odd “frequencies” w, in expression (6.71) leads to (for details, see Appendix A.2.5)

2,2 1 Z( f(ex) N f (ektq — 1hom) )

Bo T\ &k — fk+q +ihwyn  ekyq — 1wy — &k

x2(q, iom) = —g

Taking into account the Fermi function property f (e — ifiw,,) = f(¢), we obtain

S (ex) — f(ek+q) _1

2° Pl b — ek — iy 2

x2.(q, iwm) = 2UB F(q, iwm). (6.72)

Replacing iw,, by w + i0T in the expression (6.72), we come to the real-time unenhanced susceptibility (3.53). Here the
analytic continuation consisted in just replacing iw,, by w +i0™, because the right-hand side is a rational function (a fraction
of analytic functions). If the function is not rational, one has to approximate it by a rational function (e.g. by the Padé
approximation).

Summation Rule

In the DSFT we deal with local characteristics, such as magnetization or local moment, and it suffices to use a particular form
of the analytic continuation known as the summation rules. Here we derive the summation rule for the boson-type Green
function (magnetic susceptibility). Summing (6.64) over the “frequencies” and taking into account (T/h) }_,, et = §(1),
we have

nT
3 (Asa(@, i) Asp(—a, —ieon)) = /O (Aso (@), 7) Asp(—@)3 (1) d

= (Asa (@ Asp(—q)).

Using (6.65), we come to
8% g (Asa (@ Asp(—q)) = Z Xap (Q, iom). (6.73)

In particular, the local spin fluctuation is given by

1 T .
- Z Xaa (Q, 10p,).

(As9) N22A3a<‘1>ma< V=22 nNh L

On the other hand, taking ¢ = 0 in the fluctuation-dissipation theorem (2.51), we have

1 i *
Pulan@as@) = - [ i D @.0) = (xpua. ) Jdo, (6.74)
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Comparing (6.73) and (6.74), we write

T . 1 ih
E ; Xap(Q, i0y) = g / m[){aﬂ (q, w) — (Xﬂa (q, 60))*] dw.

In particular, for « = g, we have

T . 1 A

7 D Kew(@ i) = —— [ —om— M (g, ©) do. (6.75)
m

As we have shown, imaginary part of the susceptibility is an odd function of frequency (2.10). Therefore, changing variables

® — —o in the integral (6.75) and using (2.10), we obtain the sum rule over the even “frequencies”:

T . 1 h
E %: Xaa (q, 10p) = ; f m Imyee(q, ®) do.

Measurement and Calculation Methods

Closing this chapter, we briefly discuss methods for measuring and calculating the magnetic susceptibility (Fig.6.1).
Experimentally the magnetic susceptibility xqg(q, @) can be obtained from the neutron scattering measurements, which
we discuss in Chaps. 14 and 15. One method for calculating xs(q, w) is the equation of motion method. In practice the
equation of motion method is rarely used beyond the RPA (for ferromagnets with localized spins, see, e.g. [14, 15]). Instead
of the dynamic susceptibility x4s(q, @), we can calculate the thermodynamic susceptibility xqs(q, iwy,) and use the analytic
continuation (6.68). There are two general methods of calculating the thermodynamic susceptibility xqs(q, iwy,). The first
method is the diagram technique and the second one is the functional integral method.

The diagram technique is a perturbation method based on Wick’s theorem (see, e.g. [3,8—10]). It has been used for weak
ferromagnets, which have small Curie temperature compared with the Fermi energy (Tc < ¢p). In weak ferromagnets one
can go beyond the RPA by applying the Fermi liquid theory [16] or self-consistent renormalization (SCR) theory [17] and
their generalizations (for a review, see, e.g. [18-20]); both approaches are phenomenological. In magnetism of metals at
finite temperature these theories are insufficient.

To obtain a quantum-statistical description of metallic magnetism at finite temperatures the functional integral method is
applied. The method is based on the Stratonovich-Hubbard transformation (see Chap. 8), and diagrams are used solely for
pictorial purposes.
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Theories come and go, but examples stay forever. (LM. Gelfand)

Here we illustrate spin fluctuation theory in the example of the Ising model (see, e.g. [1,2]), where spins are treated classically
and the free energy has a simple analytic form. In spin fluctuation theory, we replace the pair interaction by the interaction of
spins with a fluctuating exchange field. The calculation of magnetic characteristics, such as magnetization or local moment,
is carried out in two steps. Firstly, we calculate the magnetic characteristic in the system of noninteracting spins with a
fixed exchange field configuration. Secondly, we average over all possible field configurations with the probability density
given by the free energy. Calculating the averages over field configurations requires an approximation of the free energy. The
simplest one leads to the mean-field theory, which neglects the feedback of the spin fluctuations on the mean field. The effect
of spin fluctuations on the mean field leads to a reduction of the Curie temperature. When the fluctuations become strong,
a discontinuous first-order phase transition can appear in the Gaussian approximation. By taking into account higher-order
terms of the free energy, we obtain the second-order phase transition, which is experimentally observed in metals (for details,
see [3,4]).

7.1 Spins in the Fluctuating Field

The Hamiltonian of the Ising model is

1
H:—EZJJ,SJS,, (7.1)
i

where §; = +1/2 is the spin at the site R of a three-dimensional crystal lattice and J;;» = J;_ j: is the interaction coefficient
(Fig.7.1). Using the cyclic boundary conditions, we write Hamiltonian (7.1) in the Fourier representation:

1 2
H:—mijjq|sq| , (7.2)

where q is the wavevector taking values in the Brillouin zone, N is the number of lattice sites, and the discrete Fourier
transform of an arbitrary function f; is defined by the formulae

. 1 :
Ja= 1R f= D Sl a3
Jj q

The partition function is given by
Z = Ze_H/T = Tre_H/T,
S
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Fig. 7.1 Sketch of a unit cell in
a three-dimensional crystal lattice
for the Ising model

where S = (Si, ..., Sy) is the spin configuration and Tr denotes the sum over 2"V possible spin configurations of the system.
Using representation (7.2) of the Hamiltonian # as a sum of squares, we write the partition function as'

J
Z = Tr]_[exp<2N—"T|sq|2). (7.4)
q

To calculate the partition function (7.4) we use the Stratonovich-Hubbard transformation [6,7], which consists in replacing
the pair interaction of spins with the interaction of spins with a fluctuating field V.= (Vy,, ..., Vg, ). The key element of the
Stratonovich-Hubbard transformation is the identity

A? a 2
expl — ) =,/— exp(—ax + 2Ax) dx, (7.5)
a bid
which is valid for any real A and a > 0. Applying identity (7.5) witha = 1/2 and A = %Sq, /Jq/(NT), we obtain?
Z = /exp —ZM dz 71Tr /exp —ZM—F AZSL dz (7.6)
= 2 — 2 VT 4T

(for details, see Appendix B.3.1). Introducing the new variable Vi = zq,/NT Jq, which has dimensions of energy, we finally
come to

-1
7 — < f e~ FoV)/T dV) / e~ (Fo+FI(V)/T gy 1.7)
Here,
1 Vel
Fo(V) = — N 7.8
OEETDD T (7.8)
q
is the energy of the field and
Fi(V) = =T InTre tW/T (7.9)

is the free energy of the system of the noninteracting spins in the field V, where
1
HV) = - Xq: SqV_q (7.10)

is the Hamiltonian of this system. Since the spins are now independent, the free energy F1(V) can be calculated explicitly.
Rewriting Hamiltonian (7.10) in the site representation

HV)==> "8V, (7.11)
j

!'Similar results in the Heisenberg model require additional approximations in the functional integral method [5].
Here, the Fourier coefficients Jy are real. They can all be made positive by shifting energy of the system (7.2) by a constant amount, which is
proportional to } [Sq1%.
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we calculate the trace on the right-hand side of (7.9):

H(V)/T Z eXp(Z

S)-T1 % ep(%)

i Si=£172

Thus, free energy (7.9) is given by

Fi(V)=—-T Zln(Zcosh(%)). (7.12)

J

In spin fluctuation theory, an observable (A) = Tr(A e~ "/T)/Tre="/T is calculated by

(A) = / A(V) p(V)dyV, (7.13)
where the quantum-mechanical average A(V) in the system of independent spins in the presence of the field V is defined as
A(V) = Tr(A e  HV/T) [ Tre=HVI/T

and the probability density p(V) is given by
p(V) ccexp(=F(V)/T), F(V) = Fo(V) + F1 (V). (7.14)

One of the main advantages of spin fluctuation theory is the possibility to express the mean spin and spin correlators in
terms of the mean field and field correlators. The mean spin

§S=z7'Te(s;e M)

V= (/ e_F(V)/TdV>_1 f Vie FWIT gy

are related by the formula V= JQS’ , where Jy is the zeroth Fourier coefficient, and the spin and field correlators are related
by the formula

and mean field

1 NT
(1ASq%) = — (|AVy?) — —.
2 Jq

where ASq = Sq — (Sq) and AVy = Vyq — (Vq) (for details, see [8, Appendix A]). Calculating partition function (7.7) and
mean values (7.13) in practice requires the Gaussian approximation.

7.2  Approximations of the Free Energy

7.2.1 Quadratic Part of the Free Energy

The Gaussian approximation of the fluctuating field V with probability density (7.14) is defined as follows. The function
F (V) is replaced with the translation-invariant quadratic form

FOV) = ZAV Aj_jpAVjy = ZAVquAV_q,
ii’

which determines the Gaussian fluctuating field with the probability density

POV = 1 ro W/T 7@ _ [ & FPVIT gy,
72
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The simplest Gaussian approximation is given by the saddle-point method (see, e.g. [9]). The mean field V is obtained
from the local minimum condition, and the value of Aq is determined by the second derivative of the function F (V) at the
mean field:

FV) _ o, L PFWY

, =—— " 7.15
v, 17 29V40V_g4 7.1
Using formula (7.12) in the first relation of (7.15), we obtain the mean-field equation
— Jo 1%
V = —tanh|[ — |. 7.16
2 <2T) (7.16)

At small T this equation has a stable nonzero solution V > 0, which corresponds to the ferromagnetic state. Paramagnetic
solution V = 0 always exists, and it is stable at high 7. At the phase transition from the ferro- to paramagnetic state,
the two solutions merge. That means that the functions on the left- and right-hand sides of Eq. (7.16) are tangent to each
other at V = 0. From the tangency condition, the phase transition temperature in the mean-field theory is TCMF = Jo/4.
For fluctuating field integral (7.13), the saddle-point method gives (A) = A(\_’), where V = (V, ..., V) is the mean-field
configuration. The mean-field value is the leading term in the asymptotic expansion of the integral (7.13) as T — 0.

The optimal Gaussian approximation [10—12] of the fluctuating field is applicable in a wider range of temperatures. The
parameters V and Aq of the optimal Gaussian approximation are obtained from the system of nonlinear equations (see

Appendix B.4.2)
<8F(V)> =0 Aq = l<m> 7.17)
Wy lg 12\ 0VdVeq/ o)

where the mean values are calculated by the formula

() = /(. pP (V) av.

In the Ising model, system of nonlinear equations (7.17) can be written as

. F 1 /1 ’F
. _J0<a 1(V)> A= _(_+<3_1(2V)> ) (7.18)

where the mean values are independent of the index j.

7.2.2 Higher-Order Terms of the Free Energy

At a high temperature, it is necessary to consider the fourth-order terms in the expansion of the function F(V), as is done in
the Landau phase transition theory (see, e.g. [13, 14]):

5 IF (V) 1 32F (V)
F(V)~ F(V) + AVg+ = ) ————AVqAVy
Zq: Vg 2! % IVgd Vy
1 *F (V)
AVpAVy AVq AV, (7.19)

4 V9V 0 Vqd Ve
pPaq’ PP qvrq
where AVy = Vq— Vq. Since the Gaussian integral are the only ones that can be calculated in practice, we need to incorporate
the fourth-order terms into the quadratic approximation.
We use the Gaussian decoupling, which is based on Wick’s theorem (for details, see [3]). As a result, expansion (7.19) is

written as
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F(V) ~ Z 3F(V)Avq

— 9V
Ly~ (250 ] 9*Fi(V)

2 WVedVe 4 AVyAV_ AV AV 790

+ 2 %(3‘@3‘/}1/ + Z 3Vp3V—p3Vq8Vq,( P p>(2)> a4 Vy ( )

To obtain the parameters of the renormalized Gaussian approximation, V and Aq, we use Eq. (7.17). The first equation in
system (7.17) gives the same first equation as in the optimal Gaussian approximation (7.18). In second equation in (7.17),
we obtain an additional term that depends on the 4th derivative

3*F1(V) Z I Fi(V)
AVpdV_pdVgdV_q  N* av4 '

Substituting the latter in (7.20), from Eq. (7.17) we finally obtain
- dF(V 1 /1 2 F(V D [3*F(V
V= —Jo< 1( )> . Aq= —(— + <#> + —<#> ) 7.21)

where the mean values are independent of the index j, and the local (single-site) fluctuation D = (A ij)(z) is given by the
formula

1
D= gz Z(|AVq|2)(2). (7.22)
q

7.3  Local Fluctuating Field

The Gaussian field V is completely determined by the mean field V and coefficients Ayg, or alternatively by V and mean-
square fluctuations (|AVq|2)(2) = T/(2Aq). But calculating those N + 1 quantities for each 7" is an unnecessary complicated
procedure for calculating the average magnetic characteristics such as the magnetization and local magnetic moment.
Because these characteristics depend only on the mean field and the local fluctuation, the average (... )() in the equations
of the optimal Gaussian approximation (7.18) is replaced with the average with the probability density function

)2
exp(—u). (7.23)

p(Vj) = D

1
N2m D

As aresult, the fluctuating fields at different sites become independent and identically distributed, but their parameters V and
D are functions of all mean-field fluctuations (|AVq|2)(2). Taking (7.18) and (7.22) into account, we have

Z Jq<1 + Jq < ) ;“/(ZV) >) . (7.24)

Because we are interested in the qualitative character of the temperature dependence, a reasonable simplification is achieved
if we replace the interaction coefficients Jq in (7.24) with a mean value J (we thus avoid the summation over the Brillouin
zone). The values of V and D are then determined by the system of equations

ARV B >RV \\™!
V= —J0< v > D= JT(I + J<3—V12>) : (7.25)

where the average (... ) is calculated with probability density (7.23). Similarly, we find the second equation in system (7.21)
for the renormalized Gaussian approximation:
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PR V) Dla*FV)\\ T
D:JT|:1+J < ‘(2 )>+—< 1(4)> ] . (7.26)
8Vj 4 3Vj

7.4  Magnetic Phase Diagrams

We write the equations of the optimal and renormalized Gaussian approximations in an explicit form, using free energy
formula (7.12). System of equations (7.25) is written as

7 = 2 [tann( Y p=yr(1-_" n2 (Y - 727
—7<a“ (ﬁ»’ - (‘ﬁ<°°s (ﬁ»)’ 727

and for Eq. (7.26) we have
J 74
D=JT{1——|(cosh™? | —
4T 2T

e

(For brevity, we omit the index j here and hereafter.)

The ratio 0 < J/Jp < 1 determines the character of the fluctuations. When the interaction is independent of the distance
between spins (J;_;» = Jo/N), using formula (7.3), we obtain Jq = Jodqo and J = Jo/N (weak fluctuations). When
N — oo, we have J/Jy — 0, and the limit case J = 0 corresponds to the mean-field theory. In contrast, when only
nearest-neighbouring spins interact, we have J;_ ;» &~ Jod; ;». Hence, using formula (7.3), we find that Jq ~ J and therefore
J/Jo = 1 (strong fluctuations).

As can be seen in Fig. 7.2, by taking fluctuations into account in the optimal Gaussian approximation, we decrease the
phase transition temperature compared with the mean-field theory. But in the case of weak fluctuations J/Jy = 0.4, the
qualitative behaviour of the temperature dependence V (T') still has the second-order phase transition.

In the case of strong fluctuations J/Jy = 0.8, the solution of the system of the optimal Gaussian approximation becomes
nonunique (Fig.7.3a): in addition to the ferromagnetic and paramagnetic solutions, an intermediate solution appears at
high temperatures. Hence, as the temperature increases from zero, a discontinuous first-order phase transition from the
ferromagnetic to the paramagnetic state occurs. With the reverse change of temperature, a jump from the paramagnetic up to
the ferromagnetic state occurs at a smaller temperature value, and hence we have a temperature hysteresis. In this temperature
interval the mean field V is used as a parameter, and the system of nonlinear equations (7.27) is solved with respect to the

1,0 4 <><><><><><><><><><><><><><><><><><><>¢<><>%<> g 1,0-00000000000000%%
Ooo%%o °<>
0,8 %%% i 0,8 -
Ooo
<
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0,4 ‘- 0,4 -
0,2 - %:- 0,2 A
9
0,0 T T T T ¢ 0,0
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a) Ty b) Ty

Fig. 7.2 The mean field V and local fluctuation D as functions of the reduced temperature 7'/ TCMF in (a) the mean-field theory and (b) the optimal
Gaussian approximation in the case of weak fluctuations, J/Jy = 0.4
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Fig. 7.3 The mean field V and local fluctuation D as functions of the reduced temperature 7'/ TCMF (a) in the optimal and (b) in the renormalized
Gaussian approximations in the case of strong fluctuations, J/Jo = 0.8

local fluctuation D and temperature 7'. There is only one solution (D, T) of the system at each V (for details of the numerical
methods see [8]).

Finally, the fourth-order terms in the renormalized Gaussian approximation eliminate the hysteresis in the case of strong
fluctuations J/Jp = 0.8 and give the second-order phase transition (Fig. 7.3b).

Analyzing Eqgs. (7.25) and (7.26), we can explain the appearance of the first-order phase transition in the optimal Gaussian
approximation and its disappearance in the renormalized Gaussian approximation.? Indeed, in the presence of a homogeneous
magnetic field / (in energy units) the mean-field V = JyS is oriented in the opposite direction to /. Hence, S depends on
h — V (h), and the mean-field equation becomes

V(h) = JoS(h — V(h)).

Differentiating both sides with respect to &, we obtain the enhanced magnetic susceptibility:

dS
_ - _X (7.28)
where
98 92F (V)
__9 — [ty 7.29
X0 =00, < ov? 72

is the unenhanced magnetic susceptibility (with constant V) of noninteracting spins. At the Curie temperature T¢, the
enhanced susceptibility (7.28) tends to infinity, and the condition for the phase transition from the ferromagnetic to the
paramagnetic state becomes

1 —Joxo=0. (7.30)

To find the order of the phase transition, we investigate the derivative dV /dD as T approaches Tc from the left.
Differentiating mean-field equation (7.25) with respect to D and taking (7.23) and (7.29) into account, we obtain

dv Jo <83F1(V)> (7.31)

dD ~ 20— Joxo)\ oV}
To find the average of the third derivative of the free energy, we write fluctuation (7.26) in the form

JT
D=— "
I1—=Jd+mxo

3For magnets with itinerant electrons, see [11].
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where 7 is the higher-order correction coefficient. Differentiating this expression with respect to V and taking (7.23) and
(7.29) into account, we obtain

2 3
dD J2(1+ T <a Fl(V)> 732

v T A—Jd+mxr\ av;

Equating (7.31) and reciprocal of (7.32), we finally obtain

av Jo  (1=J+mxo) (7.33)
dD 2(1—Joxo) JSA+mT '

In the case of weak fluctuations J < Jy, at phase transition point (7.30), we have

d\_/_ c

— = = 00, c>0. 7.34
dD V1 —Joxo ¢ )

Therefore, V continuously decreases to zero as T approaches Tc from the left, and a second-order phase transition occurs.
In the case of strong fluctuations, J & Jy, the situations in the optimal Gaussian approximation and renormalized Gaussian
approximation differ.
Consider the Gaussian approximation (n = 0) first. At the phase transition point, expression (7.33) becomes

dv _ 1 — Joxo _0
dD 200Tc

As a result, the mean field remains at a nonzero level as T approaches T¢ from the left. At the point T = T itself the
mean-field jumps to V = 0, and we have the first-order phase transition.

In the renormalized Gaussian approximation (n < 0), the fluctuations are weakened by the fourth-order terms, i.e. 1 —
J (1 4+ n) xo is nonzero in formula (7.33), and we come to expression (7.34). This leads to the second-order phase transition,
which is experimentally observed in metals.
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The functional integral method has won us some ground in the long struggle to understand the magnetism of iron and nickel... Present theories
could be improved by a proper treatment of the multi-orbital aspect of the d band. (J. Hubbard, in Electron Correlation and Magnetism in
Narrow-Band Systems, Springer, Berlin, 1981)

To go beyond the RPA in spin fluctuation theory we use the functional integral method. The method is based on the
Stratonovich-Hubbard transformation, which requires a special form of the model Hamiltonian. In Sect. 8.1, we introduce
a multiband Hubbard Hamiltonian and express it in terms of the atomic charge and spin [1]. In Sect.8.2 we explain
the functional integral method itself. In Sect. 8.3 we obtain expressions for the free energy, mean spin and spin-density
correlator.

8.1 Multiband Hubbard Hamiltonian

The main assumption about the model Hamiltonian is that d electrons interact only at the same site. The first model of
this kind was the tight-binding model with intraatomic exchange interaction, known as the Stoner model [2, 3]. A single-
band version of this model, called the Hubbard model [4], was described in Chap. 4. In the static single-site spin fluctuation
theory [5-9], the tight-binding approximation of the one-electron part was replaced by a model density of states but still the
single-band Hubbard Hamiltonian was used (for an overview, see, e.g. [10]). In the DSFT we use the real density of states to
describe the one-electron part and multiband Hubbard Hamiltonian to describe the interaction part.

8.1.1 Intraatomic Interaction and Hund’s Rule

In the interaction part of the Hamiltonian Hj, we keep only the intraatomic Coulomb U and exchange J interactions (the
same for all degenerate d bands).! Our goal is to express H; in terms of the atomic charge and spin operators:

1
_ i - . - i )
nj= E a,i,avje = E Nyjo s S; = E (§a>w,awaawgu 8.1)
Vo Vo /

Voo

We consider the second-quantized form of the interacting electrons Hamiltonian (3.35). As the first step, we neglect all
the interaction coefficients (3.37) but the Coulomb interaction

2

U=Ur" = / lw,; (0) [ |w; ()] drdr’ (8.2)

r —r'|

! Although the interatomic terms are not necessarily negligible, this simplification should make subsequent theoretical treatment exceedingly simple
without losing the most essential parts of the physics (see the discussion in [10]).
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and exchange interaction

J = Ul”l‘l’l”” // wy (D w}; (r)| |wvl(r)ww(r) drdr’.

Then the second term on the right-hand side of (3.35) becomes

1 ot 1
— § i TooT
Hy = EU a,icioAvic’ Avic + EU E AicyigWio' Qvic
viogo’ v/
ioo’

1 to
+§J Zavigavri(,/avig’av’ia-
v#£/

ioa’

(8.3)

(8.4)

Using anticommutation relations (3.12) as in the single-band case (4.2), we write the first term on the right-hand side of (8.4)

as
1 g 1
EU E A,igyig' i’ Qvic = EU § NyicNvic»

vioo’ vio

where & means the opposite spin to o. Similarly, the second term on the right-hand side of (8.4) becomes

1 o 1
EU E ALicyigWic'Qvic = EU E NyicNy'io’
v v#£Y

ioo’ ioo’

The third term of (8.4) is transformed as follows:

1 S dlyal Sl

5‘] Aigyig Aic' W'ic = __J Ayigvio’ av’la/a”/ia
v#£y/ v#r/
ioo’ ioo’

v£V o

Using the spin-flip operators
+_ T . -_f )
Spi = Gyip il Spi = Gyi it
we have

i . )
Zaviaavmav’i&av’m w vt +Swsv1
o

Since s ;and s for v # v’ commute, we write (8.7) as

1 . 1
T _ . .
EJ E aviaav,w,avia/a\,/m——i.l E Nyichyic — J E sWUl.

vy vAV io V£V i

ioa’

Substituting formulae (8.5), (8.6) and (8.8) in the right-hand side of (8.4), we obtain

Z_Uznvmnuza"‘ U - J)Z NyicNyic — J Z SW Vi

w'io v#V io PESVIN)

+ —
The operator s, S

2 : T T
__J vloa‘)wav icWio + av,'gaviéav/i&av/io)~

(8.5)

(8.6)

8.7

(8.8)

(8.9)

v # 1/, flips spins of two electrons in different bands, keeping the total spin of the atom s; unchanged.

Since the charge n; and spin s; of an atom are the only variables we are going to consider, the simultaneous spin flip is

neglected. Then
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1 1
HI = EU Z nvjanv’jc_r + E(U —_— J) Z nngnv/jg. (810)

w'jo V£V jo

Formula (8.10) can be interpreted as follows. If on the average there are two electrons at the site j in the bands v and v/
with the opposite spins o and &, then the average of their interaction energy

1
EU”lvjanv’jc} + EUnv’jénij

is equal to U. Similarly, if on the average two electrons at the site j in the bands v and v’ have the same spin o, they
contribute to the average of the interaction energy (8.10) only if the bands are different: v # V' (in full agreement with the
Pauli exclusion principle). In this case, the average of their interaction energy

1 1
E(U — J)I’lngnv/jg + E(U - J)”v’jo”vja

is equal to U — J. This leads to a Hund’s rule of coupling the spins at the same site: parallel spin configu-
rations have lower energy than antiparallel. Thus, the intraatomic exchange correlation favours large local spin
in metals.

In ferromagnetic metals and alloys, the 3d shell holds 10 electrons as a maximum. According to Hund’s rule, the first 5
electrons with the same spin tend to populate all 5 different d bands. The rest of the 3d electrons must have the opposite
spin. Therefore, the magnetization (per site) is equal to 10 minus the average number of 3d electrons. For iron this is about
10 — 7.3 = 2.7. A similar calculation gives 1.3 for cobalt and 0.6 for nickel. These numbers are in reasonable agreement
with the experiment (see Table 10.2). The above rule regarding magnetization holds remarkably well for the whole series of
ferromagnetic binary alloys of iron, cobalt and nickel, and some neighbouring elements [11, 12].

8.1.2 Atomic Charge and Spin Density

The first term on the right-hand side of (8.10) appears already in single-band SFT models [5-9]. Indeed, using the notation

Nje = Y, Nyjg, We come to
1 1
EU E nngnv/j;,:EU E njohjz = U E njn;,.
w'jo jo j

The second term in expression (8.10) can be written as

1 1
E(U -J) Z Ryjony jo = E(U -J) Z(njanjd - vajo'nvjd)a
V£V jo jo v
Approximating
1 1
vajdnvja ~ Fd Z”vjrrnu/jc = Fd”jdnj(n
vy’

v

where Ng = 5 is the number of degenerate d band in the ferromagnetic metals, we obtain

1 1 Ng—1
SV =) 3 nvjenvie = SU—=D—=% > njonjo.
V£V, jo d jo

Hence the interaction term (8.10) becomes
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1 Ng—1
’HI=UanTnN~I—§(U—J) N n,. (8.11)
j

jo

There are several alternative forms of expressing Hy as a sum of squares of the charge and spin operators. The first form
is obtained using the equalities

1 1
njynj, = Zn? - (Sf)z, Zn%a = En% + 2(s§)2, (8.12)
o

which follow from the expressions

1 2 1 2 2 1
an = Z(”m + ”ji) + 5”./'?”/%
1 1
(55 = 5y +n5)) = Snjnjy. (8.13)
Substituting equalities (8.12) into formula (8.11), we come to
uo
Hy = Z(Znﬁ - uz(s§)2), (8.14)
j
where
@2Ng— DU — (Ng — 1)J U+ (Ng—1DJ
Uy = , Uy = ———. (8.15)
Ny Ny
In the ferromagnetic metals we have Ng = 5, and the value of the interaction constant
U+4J
u; = 5 (8.16)

turns out to be about 1 eV (see Table 8.1).
To obtain a spin-rotationally invariant representation of #j, we need an expression for the square of the spin density
operator s?. Calculating (s}‘)2 and (s; )2 similar to (8.13), we obtain

2 __ 242 Z + =
sj = 3(sj) + 88y
v#/

Discarding the last term just as in formula (8.9), we come to the approximate relation (sf)2 ~ %s? From (8.14) we
immediately obtain

Table 8.1 The Coulomb interaction U and exchange inter-
action J constants used by Kakehashi and Patoary [13] and
interaction constant u, calculated by formula (8.16) in the
ferromagnetic metals

Metal U (eV) J (eV) u; (eV)
Fe 2.30 0.90 1.18
Co 3.33 0.94 1.42

Ni 3.01 0.90 1.32
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u u
Hi = Z(Z‘)nﬁ - ?Zsﬁ). (8.17)

J
Similarly, using the approximate relation (sf)2 A (sje j)z, where e; is an arbitrary unit vector, we come to

Hy = Z(%‘)n; —uz(sjej)z). (8.18)

J

In the single-band model, approximate formulae (8.14), (8.17) and (8.18) reduce to (4.3), (4.4) and (4.5), respectively.

An exact evaluation of the partition function must always give the same result, no matter which particular form of the
interaction part we choose. But the exact solution is neither possible nor desired, because we start with an approximate
Hamiltonian and seek for a generalization of the Stoner theory (see, e.g. [14, 15]).

Due to approximations in the SFT, formulae (8.14), (8.17) and (8.18) lead to different results. Expressions (8.14) and
(8.18) are not spin-rotationally invariant. In the latter, the rotational invariance can be restored by integrating the partition
function over all directions of each e; (see, e.g. [5, 6, 14]). However, even after that, the form (8.18) does not allow one to
perform Gaussian integrals in the DSFT.> We use the rotationally spin-invariant form of the multiband Hubbard Hamiltonian
(8.17). At T = 0 this form leads to the Stoner equation with # = u,/3 instead of u,, just as in the single-band case [5, 14].
Therefore, in SFT the value of u is often obtained from the Stoner equation with the known magnetic moment m_(0) at
T=0.

8.2  Functional Integral over Fluctuating Fields
8.2.1 Thermodynamic “Time” Dependence
Recall that the thermodynamics of the system is determined by the grand partition function (2.25):
E=Tre /T, U =H)+Hr (8.19)

In classical statistical mechanics, 7-[6 and Hj are ordinary functions and hence e M/T — ¢=Mo/Te=Hi/T Then we could
apply the Stratonovich-Hubbard transformation to e HU/T just as we did in the Ising model.

In quantum statistical mechanics, the operators H;, = Ho— N, and H1 do not commute, therefore the exponential e H/T
—Hy/T

in expression (8.19) cannot be transformed to the product of the exponentials e and e /T One can overcome this

difficulty by making use of the “time”-ordering trick (for details, see Appendix B.1):

69

, 1T
=Tr [e—“f‘o/ T'T, exp (— Hi(t) dr>i| , (8.20)
0

where
Hi(r) = eo” Hye ot (8.21)

is the “interaction” representation with respect to the “time” 7 € [0, 1/T] (from now on we set i = 1 unless the contrary is
explicitly stated). The “time”-ordering operator T; rearranges operators in the product in such a way that the “times” of the
operators decrease from left to right. Then the “time”-ordered exponential can be understood as the limit [16]

1T

T, exp(— A Hl(t)dr> = Nh_r)noo exp(—Hi(tn) AT) ... exp(—Hi(t) A1),

2Instead of I1 j DV in the functional integral (8.25), which we obtain using (8.17), the form (8.18) leads to [ | j (1/ VJ.Z)DV j- This form is tractable
only in the single-site static approximation that does not require the Gaussian approximation.
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where 1, = n/(NT) and At = 1/(NT). Thus, it is the quantum nature of the system that brings in the dynamics. The
classical approach in the functional integral method leads to the static approximation.

8.2.2 Electrons in the Fluctuating Field

In the Stoner mean-field theory the interaction between electrons is understood as the interaction with a spin-dependent
exchange field. This leads to a rigid shift of spin-up and spin-down electron DOSs. The nature of the exchange field postulated
by the Stoner model is illustrated schematically in Fig. 8.1, left. The exchange field is the same at all sites, has its maximum
value at T = 0, decreases as T increases and finally becomes zero at and above the Curie temperature Tc.

The SFT recognizes that the exchange field at a site depends upon the spin at that site, which is a vector quantity. Therefore,
the exchange field can vary both in direction and absolute value from site to site [5, 6, 14]. This opens up the possibility that
above T¢ the exchange fields may not vanish but produce a zero magnetization (Fig. 8.1, right).

The picture presented at Fig. 8.1 corresponds to a classical treatment of spins as vectors in the three-dimensional space.
Due to the quantum nature of spin, the exchange field depends on an additional “dynamic” variable. As a result, in the DSFT
the exchange field fluctuates both in space and in “time”. This leads to important differences with the static (classical) SFT,
as we show in the following chapters.

We introduce the fluctuating exchange field by using the Stratonovich-Hubbard transformation [17,18]. The latter is based
on the following identity for an arbitrary operator .A:

2
exp(%) = \/g/exp(—ax2 + 2Ax) dx, a> 0. (8.22)

We expressed the interaction term Hj as a sum of squares of the local charge and spin. If the exponential of a sum of operators
could be represented as a product of exponentials, we would apply the above identity to each exponential in the product. As
we showed in the previous section this is generally not the case, because the operators in the sum usually do not commute
with each other. Therefore, we apply the Stratonovich-Hubbard transformation to the “time”’-ordered exponential.

Similar to the single-band case (6.24), we introduce the local density matrix o; with the elements

T
Pjoo’ = Z avjo./avja-

v

From formulae (8.1) it immediately follows that the scalar component ,0? in the expansion (6.25) is equal to one half of the
local charge operator, and the vector component p ; is equal to the local spin operator:

1
P} =

Fig. 8.1 Sketch of the exchange
field configurations in the Stoner T =0
model and in SFT at different
temperatures
T<TCIIIII //j\\l
T>Tc e e e o o ] / \

Stoner theory SFT

\//

3By saying the “exchange field at a site” in the itinerant electron model, we mean the integral value of the exchange field over the Wigner-Seitz
cell centered at this lattice site.
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just as in formulae (6.26) and (6.27).
The interaction term 7 is expressed as a sum of squares of the operators p;.‘ . Using the relations for the local density
matrix (8.23), we write expression (8.17) as

2
Hi = Z(uo(p?) - u/ﬁ),
J
where u = u. /3. Substituting the latter in the grand partition function (8.20), we obtain*

/T
—H! 2
e~ Hy/T T, exp —fo E (uo(p?(r)) —up?(r)) dr
J

@

I
=

) 1/T

e Mo/T Toexp [ Y / <uo(ip,°-(r>)2 + up%(r)) de (8.24)
N 0 ’
J

Il
e

, T 5 /T
= Tr | e Ho/T T; l_[exp <u0/ (i,o?(r)) dr) exp <u/ p?(r) dr) ,
. 0 0
J

where the “time”’-dependence means the “interaction” representation (8.21). Applying the Stratonovich-Hubbard transfor-
mation to the squares of the operators i,o?(t) and p j (7) in the Hamiltonian (8.24), we obtain [5,6, 19]

T /1 1 -1
o _ 12 L2 _ _
5= (/ T, exp( Z/O (uvj(z)+ uo@j(r)> dr) H[DV,(r)D@,(r)D
J J
x/exp —Z/I/T lVz.(r)Jriqbz.(r) dz ) Tr| exp(=Hy/T) (8.25)
—Jo u J uy 4 0 ’
T
T, exp(—/o 3 2V (@0 (@) + 8 (0)%(0)) dr)]n[DVj(r)DcDj(t)]
J J
(for details, see Appendix B.3.2). The integration variables V() and @;(z) are called the exchange and charge fields,

respectively.
Next, introducing the notation VJQ(‘L') = i®;(t), we join the charge and exchange components into one 2 x 2 matrix

Vi(r) = Vl(.)(r)cro + V;(7)o. Then the grand partition function (8.25) can be rewritten as the functional integral

—il
g = ( / e~ FoV)/ TDV) / e~ W+ V)/T py, (8.26)

Here DV =[] i [DV;(r)DV jo(r)] indicates the functional integration over V ; (t) and V](-)(T) on the “time” interval [0, 1/T1,
VT 1o L oo, \\2
Fo(V)=T Y =Vi@m) = —=))?)dr (8.27)
0 ; u uop

is the energy of the fluctuating field V = (Vi (1), Va(7),...) and

“4The operators pj.‘ (t) can be treated as commuting as long as they are under the 77 sign.
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T
21(V) = —T1nTr|:TT exp(— H (V) d‘l,'):| (8.28)
0
is the thermodynamic potential of electrons in the field, where
H (V) =H)+2 Z(Vj(t)pj(r) + vj‘.)(r)pj?(r)). (8.29)
J

Rewriting the latter as
H (V) =Hy+ Y Sp(Vi(t)p,(1))
J

and substituting afaa jor for pige, we see that H'(V) = H; + V is the Hamiltonian of noninteracting electrons in the
“time”’-dependent external field
V=2 Vieo(Da), (D)ayjo (7). (8.30)

vjoo'

8.2.3 Charge Fluctuations

Charge fluctuations possess high energy and hence have a small probability. Therefore, the integrals over the charge field in
formula (8.26) can be evaluated by the saddle-point method (see, e.g. [20,21]). Namely, taking the functional derivative with
respect to V]Q(r) of the integrand in (8.26), we obtain (for details, see Appendix B.2)

0
0 RtV T _ (2VJ @ ng(v)> e~ (F(V)+21(V)/T (8.31)
uo

BVJQ(r)

where
1/T

PV = Tr|:T, P2(0) exp/ (91 ) — H/(v)) df/]
0

Equating the functional derivative to zero, we come to the equation

V(@) = uop)(V). (8.32)

(Note that both sides depend on V](-)(‘() here.) To calculate the grand partition function (8.26), one needs to solve equation
(8.32) with respect to the charge field VJQ(‘L') and then substitute the result, as a function of the exchange field V;(7), in
integral (8.26). Thus, our formulation of the theory takes into account both charge and spin fluctuations. However, the
characteristic time of the charge fluctuations is substantially smaller than that of the spin fluctuations and, upon averaging,
their contribution to magnetic characteristics is not significant. Moreover, the interatomic interaction, which is neglected in
the Hubbard model, leads to a considerable effective screening of the charge fluctuations. Therefore, here we take the charge
field V](.)(t) to be equal to its average value

VO =uo (o] (V).

Recalling that p;.)(V) =n;(V)/2and (n;(V)) = (n;), we obtain

—0 uop uo
P = SR = S
J
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where 7. is the number of d electrons per atom.’ Substituting the mean value VO for VJQ(t) in (8.25), we have
/T 1 2 1 7042
5= (f T, exp(—/ Z(—Vj(r) — =Y )dr) DV>
0 I u uo

T; exp| — v E le —i 02
T €Xp j(f) (V5" )dr (8.33)
0 | u uo

1/T _
><Tr[Tt exp(—/o (7{/0 +2 Z[Vj (Dp;(r) + Vop?(r)]) dr)] DV.
j

-1

It is easy to see that

2) V) = VO nj(r) = VON(D).
j j
Moreover, the operators

Ne = vaka: H6 = Z(Sk — WNyke

vko vko

commute, so that NVa(7) = e?0? M. e o™ = A. Therefore,

2 Z ‘_/0,0?(1') = ‘_/ONe’
J

and we can write the partition function (8.33) as

1 rUT ) - 1 ruT s
= (/exp(—;/o ZVj(r)dr> DV) /exp(—;/o ZV]-(‘L')dl')
J J

1T
X Tr|:TT exp(—/ (H’O + VOAL +2 § Vj(r)pj(z')) dr>i| DV.
0 X
J

1

o

The term VON shifts the chemical potential in the original Hamiltonian Hy:

H6 + ‘_/OA/'e = Z(Sk —u+ ‘_/O)al—kgavk(r-

vko

So, redefining the Hamiltonian H;,, we can assume V].O(t) = 0. In the absence of the charge component, the energy of the
fluctuating field (8.27) becomes

T 1/T 5
AW = [ X Vo
J

1 T 1
= T Sp(VZ(1))dr = Tr(V?), 8.34
SuNe fo ij P(Vi(D)dr = 5 Tr(v?) (8.34)

and Hamiltonian (8.29) of the noninteracting electrons in the field V' is given by

SIn [5, 6] the charge and spin fluctuations were separated for the first time, and the dominant role of the spin fluctuations was emphasized. The
charge field VJQ was determined from the charge neutrality condition p?(V) = (p?(V)), as a function of the exchange field V.
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H(V)=MHy+2> Vip;). (8.35)
j

It is now easy to verify that the grand canonical average
1 _H//T
(A) = —Tr [Ae ]

of a physical quantity described by the operator A can be calculated in two steps. First, we calculate the quantum-statistical
average A(V) in the system of noninteracting electrons in the field:

T
Tr|:A T, exp <— H (V) dr)]
0

AV) =

/T
TrT, exp (— H (V) dt)
0
T
= Tr|:AT, exp/ (21(V) — H’(V)) dt]. (8.36)
0
Then we average over the fluctuating field configurations
(A) = / A(V)p(V)DV = (A(V)), (8.37)

with the probability density

p(V) = (f e~ (Fo(V)+21(V)/ T DV) e~ (Fo(V)+21(V)/ T

8.3  Exact Relations
8.3.1 Field-Dependent Thermodynamic Potential

In order to determine the thermodynamic potential £21(V'), we need to consider the fermion-type temperature Green function

~ + —{ay ‘a(f)a#, /(T/)>, T >,
Grjjioo (T, T) = —(Tr ayjo ()a. ,_,(t))) = (@, vj'o
vjjloo ( ) < T v]o( ) vj'o ( )) <azj/(,/(f/)dvja(f)>, r <1

Here (. ..) is the grand canonical average of interacting electrons, ai jo (7) and a,j, (7) are the Wannier creation-annihilation
operators in the “Heisenberg” representation and v € [0, 1/T]. Note that this is the same Green function of interacting
electrons as (6.23) but with the additional band index. The reason why we use bar in the DSFT is the following.

According to formula (8.37) the Green function G can be expressed as the average of the Green function of noninteracting
electrons in the field G(V) over the fluctuating field configurations [22,23]:

Gjjioo(t, 7)) = /ijj’zw’(f, T, V) p(V)DV = ((Gyjjioo (T, T))V),

or briefly G = (G(V)), where
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/ Tr[Trau,-m)aZ,vg,(r’)Tz exp(— fo! T H V) dr”)}
ijj’aa’(fv T,V)=-

TrT, exP<_ fOI/T H (V) dw)

—(Teavjo (®)al (), - (8.38)

In particular, the Green function in the absence of the fluctuating field (zeroth Green function) is

Tr[TTav jo(Dal,, (@) e o/ T]

0 no_
Gjjie (T T) = Tre—Ho/ T

= —(Travjo (D)a) 1, (7). (8.39)

The Green function G (V) satisfies the integral equation [22]

Grjjioo' (T, T, V) =G, (1,750

vjj'o

- / Y G e (T T Wineor ()G jiorg (7, 7', V) dt”,
Jo

or in a compact operator form
G =G"+Ga, (8.40)

where G = G(V) and V is the diagonal matrix with the elements
Viigo! (T, ) = Vigor(0)8;8(t — T').

Equation (8.40) is sometimes called the Dyson equation. (A simple derivation of the Dyson equation for a static field V is
given in Appendix A.1.1.)
A method to relate £21(V) to the Green function G(V) is to vary the strength of the field V (see [24] and references
therein). We consider the Hamiltonian
H'(\) = Hy + AV, (8.41)

where the interaction V is given by (8.30) and parameter A increases adiabatically from O to 1. Then H'(0) = #,, and
H'(1) = H'(V). The thermodynamic potential corresponding to H’ (1) is given by

1T
210 = —TlnTlr[Tt exp(— H (L) dl’>:|.
0
The derivative of the potential with respect to A is
3821 (A e
1) _ T/ vdr) , (8.42)
A 0 A

where the average (... ), of an arbitrary operator O is defined as

Tr((’) T; exp(— fO]/T H' (L) dr))
(0), = G - (8.43)
Tr(TT exp(— o' H'(W) d‘L’))

Substituting (8.30) in (8.42), we have
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901 (1 1/T
31/\( = <T /0 (X Viewalj, (aner () dr>

vjoo' A
1/T +
=T / > (Vioo (Dl (Daver (), ) dr.
0 vjoo'

Introducing the Green function
Gl (7. T) = ~{Tranjo () ay, (T +01)),

we write (8.44) as
9821 (2)

oA

= TTr(VGh).

Integrating over A between 0 and 1, we obtain
1
£21(1) — £21(0) = / TTr(VG)‘)dA,
0

where £21(1) = £21(V) and £21(0) = —T InTr exp(—H,/T).
The Green function G satisfies the equation similar to (8.40):

G* = G* + .GV G*.

Solving this equation for G* yields
G* =1 -1G"v)"1GY.

Substituting in (8.45), we obtain

1
21(1) — £2,(0) = TTr/ 1-=2G"v)"'G% ax
0

1
d
- —TTr/ o In(1 — AG°V)dr = —TTrIn(1 — G°V).
0

From (8.46) at A = 1 we have 1 — G°V = G°(G(V))~!. Substituting and using formula (A.20):
Trin(AB) =Trln A + Trin B,
which is valid for any Hermitian matrices A and B, we finally obtain [24]

21(V) = =TInTre "/T — TTrInG° + TTrIn G(V).

(8.44)

(8.45)

(8.46)

(8.47)

(8.48)

Now, we proceed to the canonical ensemble, replacing the grand partition function (8.26) by the canonical partition

function

—1
Z= (/ e_FO(V)/TDV> /e_F(V)/TDV,

(8.49)

where F (V) = Fo(V) + F1(V). Using formula (2.26) that relates the thermodynamic potential with the free energy, in place

of (8.48) we have

Fi(V)==TInTre /T — TTrInG® + TTrIn G(V).

The canonical ensemble average can be calculated by the same formula (8.37):

(8.50)
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(A) = /A(V)p(V)DV = (A(V)). 8.51)

Here

Tr|:.A Teexp(— o/ H(Y) dr)]
A(V) =

1/T
T T = Tf[«“ T exp / (Fi(V) = H(V)) dr] (8.52)
T, exP(— o HWV) dr) 0

and the probability density of the fluctuating field V is given by
p(V)=Q e FVIT (8.53)

where

0= /e—F<V>/T DV

is the normalizing factor.

8.3.2 Mean Spin and Spin-Density Correlator
The functional integral formalism allows to relate the mean and correlators of the spin density with the mean and correlators

of the fluctuating field, respectively [1]. We start with the mean-field equation

1
5.=——V., (8.54)
u

which relates the mean spin 5; = (sf) with the mean field
V.=0! / V/.Z(r)e’F(V)/TDV. (8.55)

Due to translational invariance both 5, and V, are independent of the site j, and the right-hand side of (8.55) is also
independent of the “time” t.
We carry out the derivation of (8.54) in the momentum-“frequency” representation. Consider the average

IF (V AF|(V
< 8‘1/1 )>: —1/ 8‘1/(0‘ ) B (VR (V)T by
qm qm

Rewriting the latter as

aF (V 0
< axlf(a )>=_TQ_]/C_FO(V)/TBW (e_Fl(V)/T>DV
qm qm

and integrating by parts, we obtain

ORI\ _ 71/ R (V) —rvy+F /Ty — [ 9FoV)
Ve, Ve, v, |
That means SE(V SV SF (v
V) _ o(V) n 1(V) _o. (8.56)
v, v, v,

Note that relation (8.56) is independent of a particular form of the functions Fo(V) and F (V).
To obtain the explicit form (8.54), we start with the first term in (8.56). Using the Fourier transformations (C.19) and
(C.29), we write the energy of the field as
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_ Z vr 2 _ E o (2
Fo(V) = — A > Viydr = - >V (8.57)
j

qmo
Differentiating and averaging, in the ferromagnetic state we obtain

dFy(V) 2N -
<W> = V28q08m00az- (8.58)

Next, we transform the second term in equation (8.56). According to (8.28) and (8.29) the free energy in the field V is

given by the expression
1T

Fi(V)=—-TIhTrT; exp <— ’H(V)dr) , (8.59)
0

where the Hamiltonian is
H(V)=Ho+2)_ VED)s9 ().
jo
Using the Fourier transformations (C.16) and (C.18), we come to

F1(V) = =T InTr exp (—% (7—[0 +2 Z Vé‘msfq_m)) . (8.60)

qma

Differentiating and averaging, we obtain

<3F1(V)

Sy > = 25. N8q08m0dus.- (8.61)
qm

Substitution of (8.58) and (8.61) in (8.56) gives the mean-field equation (8.54).
Similarly, for the spin-density correlator we prove the relation

1 1
(Asj‘(r)Asf,(r’)) = ;(AVJQ(r)AVf,(r/)) -5 8118(t — )8up, (8.62)

where As;?‘(r) = s?‘(t) — 5 and AVJ‘?‘ () = V]f"(r) — V, (for details, see Appendix C.4). Integration of relation (8.62) with

respect to “time” yields the equation for the single-site spin fluctuation ((As;?‘)Q) = <As§),

1 T
(as2) = u—2<AVa2) — 5 (8.63)

where
(av2) = 07! /(AVJ‘?‘(I))ze’F(V)/TDV

is the mean-square fluctuation of the field.
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Check for
updates

The only form of functional integrals we can evaluate is the Gaussian quadrature... (N.N. Bogoliubov and D.V. Shirkov, Introduction to the
Theory of Quantized Fields, 3rd edn., Wiley, New York, 1980)

In this chapter we describe the Gaussian approximation of the fluctuating field in the functional integral method. First, we
present the simplest Gaussian approximation based on the saddle-point method. This approximation leads to the Stoner
mean-field equations and RPA dynamic susceptibility. The optimal Gaussian approximation in the DSFT utilizes a quadratic
approximation of the free energy based on a variational principle, which we describe in a rather general form here. The
optimal Gaussian approximation allows to take both quantum nature (dynamics) and spatial correlation (nonlocality) of
thermal fluctuations of the electron spin density.

9.1 Motivation

The task of SFT is to evaluate the partition function (8.49) and averages of the form (8.51). The integrals in (8.49) and
(8.51) depend on the sum F(V) = Fy(V) 4+ F1(V) of the energy of the field Fp(V) and free energy of noninteracting
electrons in the field (V). Using formulae (8.34) and (8.50) and omitting the V-independent term, which is unimportant, we
can write

F(V)= (2uNd)’1TrV2 +TTrinG(V). 9.1

Formally, the Green function G (V) can be expressed in terms of G® and V by means of Eq. (8.40):

GV)=6%1-vGhH L 9.2)

However, the matrices G” and V cannot be diagonalized simultaneously in either the site-“time” or momentum-“frequency”
representations. Indeed, in the site-“time” representation, the exchange field is diagonal and the zeroth Green function is
translationally invariant,!

Vii(t,t) = Vi(0)8;y18(r — '), G () =G)_,(x —1). 9.3)
In the momentum-“frequency” representation it is the opposite,

0 0
Vik'nnw = Vk—k’,n—n” Gkk’nn’ = G, Ot Onn' 94

i.e. the exchange field is translationally invariant and the zeroth Green function is diagonal (for details, see Appendix C.2).
Thus, practical use of the functional integral method requires a suitable approximation of the exact expression (9.1).

n the DSFT we omit the band index v in the Green functions, because we consider Ngq degenerate d bands.
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If the fluctuations AV = V — V around the mean field V are not too large, we can utilize a quadratic approximation
F® (V) of the function F (V). This implies that the probability density function p(V) oc e~ F)/T of the fluctuating field V
is reduced to the Gaussian probability density

PAOW) e FOWIT, (9.5)

Due to the space and “time” translational invariance, the quadratic form F® (V) can be written in the momentum-
“frequency” representation as
FOW)y= Y ave,Agmav?

qm —q—m>

9.6)
qmaf

where A is the Hermitian matrix of the quadratic form. By the translational invariance, the matrix A is diagonal in momenta
q and “frequencies” m but is not diagonal with respect to «, 8 = x, y, z (for details, see Appendix A.3.3).

9.2 Saddle-Point Approximation

By formula (8.51), an observable (.A) is determined by the functional integral
/A(V)p(V)DV x /A(V)e*”V)/TDv, 9.7)

where the function A(V) is given by formula (8.52). As we already mentioned in Chap. 7, the simplest approximation of
the integral is obtained by the saddle-point method. The underlying idea of the method is as follows. At low temperatures,
the main contribution to the integral (9.7) comes from the neighbourhood of V that minimizes F(V) (see, e.g. [1]). The
minimum is obtained from the condition that the linear part vanishes:

AF (V)
Vv

AV =0. (9.3

Near V the function F(V) is replaced by the quadratic part of its Taylor series,

- 102F(V)
F(Z)(V) — 5 2 AV2

9.9)

(we omit the unimportant field-independent term). If T is small, the probability density (9.5) is close to the delta function
(A.36), and the functional integral is approximated as

/A(V)p(z)(V)DV ~ A(V).

To write Eq. (9.8) explicitly, we linearize expression (9.1). Using the expansion (A.14), we write (9.8) as

VAV -
TTr( + G(V)AV> =0. (9.10)
uNgT

The Green function G(V) = (z + u — Ho — V) ™! is diagonal in the momentum-“frequency” representation. Choosing the
z-axis along the direction of the mean field: V = V<o?, we have

1
iwn+u—8k—0‘_/z’

Gkno(‘_/) = (9.11)

where 0 = +1. Using G*(V) = 0 and G¥ (V) = 0, we rewrite (9.10) as
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(uNg) ' Tr(VEAV?) + TTr(G*(V)AV?) = 0. 9.12)

Since the mean field has only one nonzero Fourier coefficient I_/(fm = VZ 8q09m0, the first term on the left-hand side of (9.12)
reduces to
WNQ) ' Tr(VFAVE) = i~ 'V, AVE,. 9.13)

Using relations (9.4), we can write the second term of (9.12) as
Te(GX(V)AV?) = Na Y Gy, (V)AV . = (TrG (V) AV, (9.14)
kn

Substituting (9.13) and (9.14) in (9.12), we come to

V, = —us,, 9.15)
where the mean spin s, is given by
5.=N"T"NgT ) G5, (V) (9.16)
qn

(cf. with the single-band case (6.33) and (6.36)). The condition that the total number of electrons is conserved leads to the
chemical potential equation
Ne=TTrG(V). 9.17)

Calculating sums over the thermodynamic “frequencies”, we obtain the Stoner mean-field equations
_ Ng 1
=05 Xka(sM) — flery), (9.18)
Ne=Na ) (f(exy) — f(ex))), (9.19)
k

where ex, = ex — ous; (for details, see Appendix A.2.5). In the single-band case, Egs. (9.18) and (9.19) reduce to (4.16).
Now, we write explicitly the quadratic form (9.9) that approximates the function F (V) = Fy(V) + F1(V). Using (8.57),

we write the first term as ! ]
Fo(V)y= =3 Vaul® = = > Vau Ve

qma qma

where &7 = u/N is the Fourier transform of the effective interaction constant u. Taking the second derivative of F(V), we
obtain

J 0
FOw)y=3Y" Avgm<%ﬁ - quﬁ>Aqu_n1, (9.20)
qmof

where _
g 1 PF(V)

Xgn = —3 (92])
2 9ve,avP,

is the unenhanced (zeroth) susceptibility in units of gz,u%/ 2. Expanding the free energy F1(V) = TTrin G(V) up to the
second order (see Appendix A.1.2):

Fi(V) = TTe(G(V)AV) + %TTr(G(V)AVG(V)AV) +-e,

we write formula (9.21) in the form _ B
owp _ T 2Tr(G(V)AVG(V)AV)

qu - ﬁ
4 Vg, 0V

—q—m

9.22)

Since the Green function G(V) is diagonal in the momentum-“frequency” representation (9.11), we have (see Appendix C.2)
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Tr(G(V)AVG(V)AV) = Ny Z Sp(Gin (V) AV Gx—q, n-m (V)AV_g_m).
qkmn

Using the expansion of the 2 x 2 matrices G, (V) and Vgm in terms of the Pauli matrices and taking into account the axial
symmetry (G*(V) = 0 and GY (V) = 0), we calculate (9.22):

0 Ng - -
xoof = -5 7 ZGl};(V)Gf_q,n_m(V)Sp(aVla"‘anaﬁ), (9.23)
kny1y

where y = 0, z. Using formulae (A.22) for trace of the Pauli matrices, we obtain

Oxx Oxy 0

Xqn = _Xq;;;y X((l)zx 0 , (9.24)
0 0 XOzz

in full agreement with the general form of the susceptibility tensor (2.13) in a system with axial symmetry. In Sect. 10.4, we
show that the enhanced susceptibility in the saddle-point approximation has an RPA form.

9.3  Free Energy Minimum Principle

The approximation of the functional integral in the DSFT is based on a variational principle, which we describe in a rather
general form here. Let Fipoq(V) be the “modelling” free energy, which approximates the free energy F' (V). Then the identity

/C—F(V)/T DV = /e—<F<V)—Fmod(V)>/T e~ Fnoa(V)/T py
can be rewritten as

-1
(f o Froa(V)/T DV) /e—F(V)/T DV — <e—<F<V>—Fmod<V>>/T>

9
mod

where the average is defined by

—1
(' . )mod = (f emeod(V)/T DV) / L emeod(V)/T DV.

Applying the inequality (exp f) > exp(f) with f being a real function and taking the logarithm, we come to the upper
bound for the total free energy:

F < Faod +{F(V) = Fnoa(V) (9.25)

mod’

where?
F= —Tln/e*”V)/T DV,  Fiod = —Tln/e*FmodW)/T DV. (9.26)

2By formula (8.49) the free energy F = —T In Z should be written as
F= Tln/e*‘%(V)/TDV - Tln/ e FMITpy,

and the same first term should appear in Fpoq4. Since the extra terms cancel in (9.25), we omit them for brevity.
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Formula (9.25) was obtained by Feynman [2] and is sometimes called the Feynman inequality (see also [3]). An operator
formulation of the free energy minimum principle and a proof, based on the Peierls variational principle [4], are given by
Tyablikov [5].

By the optimal approximation we call the one that minimizes the right-hand side of inequality (9.25) in a certain class
of functions Fyda(V). Using the “modelling” function of the form Fpoda(V) = > j fi(V;), where f;(V;) is an arbitrary
function of a single variable V;, and applying the free energy minimum principle, one obtains the local approximation of
SFT [6,7].

Dynamic nonlocal approximation of SFT is based on the optimal Gaussian approximation of the fluctuating field, i.e.
the “modelling” function Fipog(V) is chosen from the class of quadratic functions. In the paramagnetic region the optimal
Gaussian approximation was obtained in [8,9] and applied to iron with a model density of states in [10]. In the ferromagnetic
region, the optimal Gaussian approximation was applied in [11,12]. For an arbitrary magnetic ordering, the optimal Gaussian
approximation was obtained in [13].

9.4  Optimal Gaussian Approximation
9.4.1 General Formulation

In the optimal Gaussian approximation the parameters V and Af;m of the quadratic form (9.6) are evaluated from the system
of nonlinear equations

AF(V 1 2F(V
(a) _o, A% -1 —(ﬁ) , 9.27)
IV 2\ovg,avEh .,

where the average (...) is calculated self-consistently with the Gaussian probability density (9.5) (Eq. (9.27) are derived in
Appendix B.4.2). The optimal Gaussian approximation is quite general and can be used to describe not only ferromagnets
but also antiferromagnets or ferrimagnets (see, e.g. [14, 15]).

In the ferromagnetic state, the mean field V is independent of site and hence its Fourier transform has only one nonzero
coefficient: Vém = VZ(SqoBmo. Therefore, we need to consider the first equation in (9.27) only at ¢ = 0 and m = 0. In the

paramagnetic state the first equation in (9.27) is redundant, because the mean field vanishes, but the coefficients Azg, remain
and the second equation in (9.27) must be written for all q and m, just as in the ferromagnetic state.

Note that the first equation has the same form as (8.56). The only difference is the form of average. The second equation
in (9.27) is specific to the Gaussian approximation. The optimal Gaussian approximation (9.27) should be contrasted to the
saddle-point approximation:

AF (V) wp 1 PF(V)
ave — 0 A =3 P
qm Vg V.

—q—m

(9.28)

where both derivatives are taken at the mean field and there is no feedback from the field fluctuations.

9.4.2 Ferromagnetic State

We now develop the equations of the optimal Gaussian approximation (9.27). Similar to the saddle-point approximation, we
write the first equation in (9.27) as

V, = —us;. (9.29)
Here the mean spin is given by
§.=N"'NaT > Gg,. (9.30)
qn

where the mean Green function G is calculated using the optimal Gaussian average. The quadratic form (9.6) of the optimal
Gaussian approximation (9.27) is given by
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8 0
FOw) =Y Avgm<%ﬁ - Xq$ﬂ>Aqu_n1, 9.31)
qmap

where the unenhanced (zeroth) susceptibility is

2
doaf 1<—8 A > (9.32)

Xqn = —3
2\ave,ovl
Expanding the free energy F1(V) = TTrln G(V) up to the second order,
- 1 - ~
Fi (V) =TTr(G(V)AV) + ETTr(G(V)AVG(V)AV) +oee,

and replacing the mean of a product of the Green functions G (V') by the product of the mean Green functions (G (V) =G,
we write formula (9.32) in the form _ B
g T *Te(GAVGAV)

Xgm = 7 (9.33)
4 avg vl
Similar to the saddle-point approximation, we obtain
0 Ny ~vi A
Xl = 5T D GG qunSp(c7 0% 00 "), (9.34)

knyiyz

where y = 0, z. Using formulae (A.22) for trace of products of the Pauli matrices, it is easy to check that the unenhanced

susceptibility tensor X((l)m has the form (9.24), as it should be in a system with axial symmetry.

In the diagonal approximation [11, 12, 16] of the unenhanced susceptibility: ng,(,ﬂ = )(3,‘;‘,50[/3, the quadratic form (9.31)

becomes
FOw) =Y avg, (ﬁl - x&ﬁi) AVE

qma

Then the mean-square fluctuation (A V(;"mAVE‘qu) = (|AV(;"m|2) of the Gaussian distribution (9.5) can be written down
explicitly (see Appendix A.3.3):

(NN o pp—— 935)
ol =T g |
The condition that the total number of electrons is conserved (6.33) leads to the equation
Ne =TTrG. (9.36)

9.4.3 Self-Energy Equation

As we showed in Chap. 6, it is convenient to consider the Green function of interacting electrons G = (G(V)) as a function
of a certain “effective medium” so that the following relation holds (see, e.g. [17,18])

G =G+pu—Ho— @), (9.37)

where X (z) is the self-energy. Due to translational invariance, the matrices of #, G and X depend on the difference of the
site indices j — j’. Hence in the momentum representation all of them become q-diagonal, and the diagonal element of the
Green function (9.37) is

Gq(2) = (z+pu —eq— Zq) "

To calculate the self-energy X', we apply the quasistatic approximation. This means we deal with G (V) as if the fluctuating
field V was static but the average (G(V)) is calculated with the probability density that takes into account contributions from
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different momenta (nonlocality) and “frequencies” (dynamics). In this approximation it is easy to see the physical meaning

of the self-energy X.
In the presence of the static exchange field V, the Green function of noninteracting electrons (8.38) reduces to

GWV)=@+pu—Ho— V)", (9.38)
where V is independent of z. Using (AB)~! = B~ A~!, we can write (9.38) in the form
GV)=[l-G+u—Ho— ) '(V-ID]"'c+u—Ho— 2",

or shortly,
G=(1-GV-x)"G. (9.39)

Multiplying both sides by (1 — G(V — X)) from the left and rearranging, we come to
G=G+G(V - X)G. (9.40)
Substituting (9.39) in the right-hand side of (9.40), we obtain the equation
G=G+GTG, 9.41)
where the scattering 7-matrix is defined by
T={V-201-GV-x)"
Averaging both sides over V and assuming that the average of the 7 -matrix is zero (see, e.g. [19]), we come to the equation
T=(V-2(1-GV-x)')=o0. (9.42)
Similarly, averaging both sides of (9.39), we see that
(-G -xn)=1. (9.43)
Next, we develop the second-order perturbation theory. Introducing AV = V —V and AY = X — V, we write Eq. (9.42)

as
((AV —Aax)(1 -GV —ax) ) =o0.

Taking (9.43) into account, we obtain .
A =(AV(1 -GV —ax)™!). (9.44)

Expanding (1 — G(AV — AX))~! in the geometric series (see Appendix A.1.1), we come to
AZ =(AV(1 +G(AV — AZ) +--4)). (9.45)

The term linear in AV vanishes because (AV) = 0. Thus, in the second-order perturbation theory with respect to AV, we
have B
AY = (AVGAV). (9.46)

In the momentum-“frequency” representation, taking into account

Gxiwnn'oo’ = Gkno Skk/(snn/acrcr/s

ka/nn/ao’ = kak/,nfn/,a‘smr/v

we obtain
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AXy = Z(A Vk—k’,n—n’ Gk’n’AVk’—k,n’—n)-

KkK'n’
The latter is finally written as
ASky = ) (AVenGrqn-mAV-g-m), (9.47)
qm
where
Gin = (iwn + 10— ex — oV, — AZi) ™. (9.48)

Thus, the optimal Gaussian approximation yields the system of nonlinear equations (9.29), (9.35), (9.36), (9.47) and (9.48)
with respect to ©, V and (|AV(;"m 7). However, calculation of all the fluctuations (|AV;‘m 1) is an excessively complicated
procedure since magnetic characteristics, like the magnetization and local magnetic moment, use only their sums over q
and m.
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Anything that begins well, ends badly. Anything that begins badly, ends worse. (Murphy’s Law)

The starting point of SFT is the Hubbard Hamiltonian, which relies on the assumption that the electron—electron interaction is
local. Therefore, it seemed quite logical at the beginning to assume that the local spin fluctuations dominate [1-5]. However,
the static single-site SFT has a number of problems, which we mentioned in the Introduction. We can do better than treating
the fluctuations as purely local. The idea is to consider the local fluctuating field whose mean value and mean-square
fluctuations are calculated self-consistently and depend on a/l momenta and “frequencies” [6, 7]. Application of this idea
to real metals requires elaborate approximations. In Sects. 10.1-10.3 we develop the DSFT in detail. In Sect. 10.4 we show
how to calculate various magnetic characteristics in the functional integral method. In Sect. 10.5, we calculate temperature
dependency of magnetic characteristics in the ferromagnetic metals and compare results of different approximations in the
DSFT.

10.1 Coherent Potential Equation

Electron—electron interaction generates fluctuations of the charge and spin density both at 7 = 0 and at finite temperatures.
The DSFT separates the zero-point fluctuations (ground-state fluctuations) and thermal fluctuations. We assume that
correlation effects caused by zero-point fluctuations are already taken into account in some way in the calculation of the
electron DOS at 7T = 0 and in the renormalization of the interaction constant u. It remains for us to consider only the
temperature-dependent part of the correlation effects, in other words the thermal fluctuations (for details, see [8—11]). The
thermal fluctuations possess low energies fiw,, [6,12]. Therefore, we can write Gk,q,n,m ~ kaq,n in Eq. (9.47). Then

ASKR) =) (AVgnGr—q(D)AV_g-m). (10.1)
qm

Two extreme estimates are usually used to calculate the sum over the Brillouin zone in Eq. (10.1). The first type of
estimate: Gk,q (z) ~ Gk(2) implies that the main contribution comes from the quasihomogeneous fluctuations with g ~ 0.
This is the so-called long-wavelength limit (see, e.g. [6, 7]). The second type of estimate assumes that the Green function
Gk_q (z) is replaced by the single-site Green function

1 -
8 = Zk: Gk (2). (10.2)
Then (10.1) becomes
AZ() =) (AVgn () AV_g-m), (10.3)
qm
where |
@ =52 5. (10.4)
k
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The approximation (10.2) assumes that excitations with any q are roughly the same and is called the disordered local moment
approach [1, 2]. The self-energy X'k (z) reduces to the coherent potential X (z), which is uniform in space. The single-site
Green function g(¢) and coherent potential X'(¢) in Eq. (10.3) are spin-diagonal matrices,

_(&1(e) 0 ) :<2T(s) 0 )
g(e) < 0 ge) 2 (e) 0 5,) (10.5)

The single-site Green function can be expressed in terms of the electron DOS. Indeed, substituting (6.17) in (10.2), we
obtain'

8o (e) = f wds’, (10.6)
E—€

where ¢ = ¢ —i0" and

1
Vo (e) = - D Aks (6)
Kk
is the spin-polarized DOS (per band, site and spin). Taking (6.18) into account, we write
1
vy (€) = ;Img(7 (e). (10.7)

In particular, for noninteracting electrons in the presence of the exchange field o V,, the Green function Gy (¢) is given by
(6.39). Therefore, (10.2) yields

0 1 1
E: _ 10.
8 (&) N k 8—.5;:k—O'VZ’ (10.8)

where & = ex — i, and (10.7) is written as

W(e) = —1m<;2;>.

Using the Sokhotsky formula (A.43), we have

1«1
W2(e) = NZ—I = —Z(S(s — &Ko), (10.9)

= e—ék

where &g, = &k + o V,. This is the Hartree-Fock DOS (4.24) but written in the grand canonical ensemble.
For interacting electrons, replacing the self-energy Yk, (z) by the coherent potential (10.4) in formula (6.21), we obtain

1 1 1
Vo () = —Im <NZ—8 5 Z},(e)) .

k

As we explained in Chap. 6, the self-energy smears the delta-peaks of the DOS (10.9). Using (6.21), (10.2) and the definition
of the delta function, we have (see, e.g. [13])

1 1 _1 5(8 _Sk) /
go(e) = Zg_gk_z(g) Z/s—s—Z(S)dS.

Finally, we write

"Henceforth we deal with the advanced Green function and omit the superscript.
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_ )
ga(s)_/a—a’—z’o(s) de’, (10.10)
where
v(s):llm lE ! =i§ 5(e — &) (10.11)
T N =& —& N 4 '

is the nonmagnetic DOS at T = 0 (per unit cell, band and spin) in the grand canonical ensemble.

10.2 Single-Site Gaussian Fluctuating Field

As we see from formula (10.10), the primary task is the calculation of the coherent potential X (¢). Taking the matrix
expressions (10.5) into account, we write the coherent potential equation (10.3) as

AT, (e) = g5 (e)(AV]) + g5 (6)(AV]), (10.12)
where AV = AV?2 + AVyz. Here
(AvhH =>(1aveP).  a==x.y.z (10.13)
qm

is the mean-square fluctuation of the fluctuating field

V, = Z Ve, (10.14)
qm

Using the Fourier transformation (see Appendix C.3), we can verify that
Vo = V]‘-"Zo(t =0)

is the single-site Gaussian fluctuating field independent of site and “time”.
Instead of the fluctuation (10.13), we consider

(avyy =Y (lave 1. (10.15)
qm

where (|AV(‘;‘m|2)’ = (|Ang|2) — (|AVé"m|2)o is the mean-square fluctuation (9.35) minus the intrinsic mean-square
fluctuation of the field
[1ave, PePMITpy g7

[eRWITDY 2

The latter is independent of q and m, and gives no contribution to observable characteristics (see [11,12]). Then, using (9.35),
we write (10.15) as

(1AVE P

aT i xXgn
(Aavyy =3y 71—)(%' (10.16)
qm qm

Obtaining computational formulae for the single-site fluctuation (10.16) is not an easy task. First, the calculation was
carried out in the static (w,, = 0) long-wave (q = 0) approximation for paramagnets [6, 7] and ferromagnets [14, 15]. The
dynamic nonlocal approximation (DNA) was developed and applied for paramagnets in [12] and for ferromagnets in [§—10].
The sum over the even “frequencies” w,, = 2mmT is replaced by the integral over the energy variable using analytic

continuation (6.75) (for details, see Appendix A.2.5):
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DAV, = Efoo B(¢) +l ImN;ds, (10.17)
~ an T Jo 2 1 —dixd>(e)

where B(e) = (exp(e/T) — 1)~! is the Bose function. The second term in the integral describes the contribution of the
zero-point fluctuations that should be discarded. Using the Tailor expansion xg"‘ (e) = xg"‘ (0) + ipge and approximation

1 [ T/e, e < 0= (n*/6)T,
ee/T _ 1 {07 &> &0, (10.18)
for the Bose function, we come to
o |2y/ ] u(pa‘JTZT
> 1AV, e o arotan — 2o —, (10.19)
m q
where 0
dlmy % (¢e)
A= 1—iix " (0), ol = d—" ) (10.20)
€ e=0

The approximation (10.18) not only reproduces the behaviour of the Bose function B(g) with respect to thermal energies,
but also has the same first moment fooo eB(e)de = (wT)?/6, which essentially defines the upper bound &y. Thus, the
approximation (10.18) is well justified. Its another advantage is the possibility of the straight-forward proceeding to the
static limit at high temperatures, when the argument of the arctangent in (10.19) is much larger than unity.

The function Ag is calculated by the formula [9]

A =08+ (8 = A8q? /g% (10.21)

Here
A =1—ux(0), (10.22)

where the local unenhanced susceptibility Xﬁ“ (0) is defined as

1 1
0 = 5D X0 = 5 34" 0). (10.23)
J q

and ? =N"! Zq g? is the average of g2 over the Brillouin zone. For simplicity the function ¢q 1s approximated by its
mean value Nof, where pf = N2 2 q%-

The summation over q is carried out by the integration over the Brillouin zone, approximated for simplicity by the equal-
volume sphere of the radius gg. Using (10.19), (10.21) and g2 = O.6q§, for the single-site fluctuation (10.16) in the DNA
we finally obtain [9]
ul (! 1 2 Ca

AV = — | —— Z arctan ——>———3k> dk, 10.24
Vel =23 |y e "M e e (1024)

where k = ¢/qg, g = (3/(47)8282)'/3, and
a2 =A% /A%, b2 = (1 —a2)/0.6, co = ugl T T/(615). (10.25)

An approximate formula for evaluating the integral (10.24) is given in Appendix H.4.

The quantities Ag in formula (10.21) are calculated as follows. In the absence of magnetic anisotropy, any small external
magnetic field causes rotation of the large spontaneous magnetization of the ferromagnet, i.e. the enhanced susceptibility
x5 (0) = X(())a (0)/1g diverges. Therefore, we assume that A (0) are infinitesimal at 7 < Tc. In the paramagnetic region
(T > Tc) the quantities Ay and A are equal to each other, and the static uniform susceptibility ng (0) is obtained by the
numerical differentiation of the spin 5, with respect to the magnetic field / (in energy units):
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@ N _EZ(Ah/Z) — 5;(—=Ah/2)

~ 10.26
oh Ah ( )

X0 (0) = —

10.3 Mean Single-Site Green Function

To calculate the local susceptibility XB”‘ (e) = XB"‘ (0) + igf'e, we replace the mean Green function Gk (z) in (9.34) by the
mean single-site Green function g(z), just as we did in the coherent potential equation (10.3). Using (10.2) and (10.23), we
rewrite (9.34) as

N,
XE“(iwm) = —TdT ; };/2 g" (iwy)g" (iw, — iwm)Sp(oV]o“UVZU“). (10.27)

Replacing the sum over the “frequencies” w,, = (2n 4+ 1) T by the integral over the energy variable (see Appendix A.2.5),
we obtain

X% (2) = —iv—; Z / Im(gy1 (e)(g7% (e — 2) + g7 (e + 2))

Y1y2

x Sp(a”10%a"0%)) f(2) de, (10.28)

where f(g) = [exp((e — u)/T) + 117! is the Fermi function, g(¢) is the mean single-site Green function in the canonical
ensemble and ¢ = & — i0™. By formulae (10.5) the 2 x 2 matrix g(¢) is spin-diagonal. Hence g*(s) = 0 and g”(g) = 0. The
two nonzero components are given by

1 1
L) = E(gT(E) +g,(8), g(e) = E(g¢(8) —g1(8)).

Calculating the trace of products of the Pauli matrices by formula (A.22), we obtain

N,
x5 (0) = —fflm(ngi)fds, (10.29)
x—&/I I ( %>d (10.30)
N,
XEZ(O) = —ﬁ /(Img% + Imgi) f de, (10.31)
N, 9
o = ﬁ /[(ImgT)z + (Img¢)2] (-%) de. (10.32)

A general numerical method for calculating integrals with the Fermi function was developed in [16] and a simple method for
calculating integrals with the derivative of the Fermi function was given in [10] (see Appendices H.2 and H.3).

Similarly, replacing the summation over the “frequencies” w, = (2n + 1) T by integration over the energy variable, we
rewrite the mean field (9.29) as

N
V. = _uz_d/Im(gT —g))fde (10.33)
T

and the electrons number conservation equation (9.36) as

N,
%zf/m®+&ﬁm (10.34)

In the canonical ensemble the single-site Green function g, (¢) is given by the same formula (10.10):

_ v(e) ,
8o (&) _/—8—8/—2(,(8) de’,
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where the electron DOS v(¢) and coherent Potential Y5 (e) are in the canonical ensemble (for details, see Appendix E.1).
Representing the self-energy as X, (¢) = oV, + A X, (¢), we finally have

v(e) ,
(&) = _ 10.
80 () /S—UVZ—AZ‘G(S)—S’ de (10.35)

(for numerical calculation of the integral (10.35), see Appendix H.1). The fluctuational contribution to the self-energy
AX,;(¢) is obtained from Eq. (9.44) using the single-site approximation:

AY =([1—-(AV —AD)g1 ' av). (10.36)

In the second order with respect to AV and infinite order with respect to V,, we have (for derivation, see Appendix E.2)

e)(AVz2Y
Ay (e) = M +2g5 (8)(AVXZ)/, (10.37)
1420V, gs5(¢)
where & = —o. This result is slightly more general than the second-order approximation (10.12) of Eq. (10.3).

To calculate ng (0) by formula (10.26), we use the same expression for s, as the one on the right-hand side of Eq. (10.33):

N,
5.(Ah)2) = z—j;iflm(gT —g))f de, (10.38)

but the exchange field o V, in formula (10.35) is replaced by a small magnetic field A% /2 (in energy units).

Thus, we obtain a closed system of equations in four unknowns: the mean field V,, mean-square transverse (A VXZ)’ =
(A Vyz)’ and longitudinal (AV?2)’ fluctuations, and chemical potential 4. In particular, when (AV2)" = 0, Egs. (10.33) and
(10.34) turn into the Stoner mean-field theory equations. This gives an opportunity to obtain the effective constant u by
solving the system of Eqgs. (10.33) and (10.34) at T = 0 given the magnetic moment m.

In other approximations of SFT, only Eq. (10.24) for the spin fluctuations is modified [10]. In the static local approximation
(SLA) we have

uT
AVESIA = 10.39
(AVy)sLA 2 ( )
in the static nonlocal approximation (SNA) we have
(AV2)enn = AL L g
o/ SNA T e [ a2 + 2K
uT 3 by
=——| by — tan — |, 10.40
ZAﬁb(i(a aaarcanaa> ( )
and in the dynamic local approximation (DLA) we have
T2
(AV2in = o = arctan cq. (10.41)

20

10.4 Basic Magnetic Characteristics

As we showed in Chap. 8, the functional integral formalism reduces the canonical average to the average over configurations
of a fluctuating field (8.37). In particular, the mean spin 5, = (s?) is related to the mean field by (8.54) and the single-site

2In practice, sufficient accuracy is achieved if one uses formulae (10.12) or (10.37) for A ¥, (¢) with the single-site Green function gg calculated
by (10.35) without A X, (¢).
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spin fluctuation (Asg) = ((As;’.‘)z) is related to the mean-square fluctuation of the field by (8.63). For magnetization we
immediately obtain m = gugV,/u.

The local magnetic moment is defined as my, = gupsy, where sﬁ = (s]2> Rewriting relation (8.63) as
2y Ly 10.42
(Asg) = ;(AVQ) : (10.42)
and using <s]2) = §z2 + (Asjz), we have
st =u"H(V2+(Av?E), (10.43)

where (AV?2) = Do lA Vaz)’ is the total mean-square fluctuation given by (10.15). Then the final computational formula is

sL=u" (V2 (AVE +(avE) +(avEy)'”, (10.44)

In the static approximation, we come to [9]

1{ o2 2 2 2 3uT\'?
SL=u" (VZ +(AVX)+<AV),)+(AVZ)—T> .

In the presence of a static magnetic field H;, magnetic susceptibility is easily obtained as follows. The original
Hamiltonian H gets the additional magnetic term Hy = — 3, M;H; = 23 °;s;h;, where M; = —gugs; is the
magnetic moment operator, and h; = %g usH; is the magnetic field in energy units. If we now carry out the Stratonovich-
Hubbard transformation in the static approximation, the magnetic field h; adds up to the exchange field V;, and we write the
Hamiltonian of the noninteracting electrons in the field V as

H(V)=Ho+2) (V;+h))s;. (10.45)
j

The mean magnetic moment can be obtained by differentiating the total free energy (9.26) at the vanishing field h = 0:

oF dF (V
(M) = — =_< 1(V)

-~ = —2(s;),
oh; v > ;)

in units of wp. Similarly, the enhanced susceptibility X;?‘;‘,‘/ = B(M‘}‘) /0 Hj?“,/ can be written as

w1 2F _ leFl(V) 2
2 9h%oh%, 2

vo! ) = Z(AsYAsY), 10.46
X v T< 54 s]) ( )

in units of % gZMZB. This choice of units allows to treat the exchange field V and magnetic field 4 on the equal footing in

formulae (10.45) and (10.46).
In the presence of a dynamic magnetic field, the susceptibility xgq,, is given by formula (2.38). Transforming the relation
between the spin and field fluctuations (8.63), in the momentum-“frequency” representation we have

1 T
a 2\ a |2
(1Asgul?) = = (1AVe ") = o=

(for details, see Appendix C.4). Using relations (6.65) and (9.35), in units of % gz,uzB we obtain

XOot
o _ qm
qu - 1— ﬁX((l)a ’ (1047)
m
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with the same enhancement factor as in the RPA. The critical difference between DSFT and RPA lies in the way the
unenhanced susceptibility Xg,% is calculated. In terms of the functional integral method, the unenhanced susceptibility in
the RPA (9.21) is completely determined by the mean field V:

1 32F (V)
RPA 2 IVgnoVe

—q—m

Oc
Xqm

In the optimal Gaussian approximation of the DSFT, the right-hand side is averaged over all field configurations:

L[ _PRW)
=2\ avg,ave ‘

—q—m

In the paramagnetic state, linear interpolation of the uniform static susceptibility g (0) yields the effective magnetic
moment meg and paramagnetic Curie temperature @c in the Curie-Weiss law (2.59). In the DSFT the static uniform
susceptibility y (0) is measured in units of % gz,u%, therefore its relation to the Curie-Weiss susceptibility (2.62) becomes

Xew = N5 0 58715

10.5 Application to Ferromagnetic Metals
10.5.1 Iron

As the initial DOS, we take the one of nonmagnetic iron, calculated in the local-density approximation (LDA) by the
Korringa-Kohn-Rostoker (KKR) method with a self-consistent potential [17]. The extended “tails” and the constant sp
background were eliminated from this DOS, so that the area under the curve was equal to 2Ny = 10 (the number of d
states per atom). This yields the d bandwidth W = 7.42eV. The DOS is slightly smoothed out by convolution with the
Lorentzian function of halfwidth I = 0.01 W to remove nonphysical sharp peaks (for details, see Appendix A.2.3). The
peaks always appear in energy-band calculation, because it entirely ignores single-particle state damping due to electron—
electron scattering. The smoothed DOS is then normalized to one state (per atom, band and spin), see Fig. 10.1. The number
of d electrons per atom is n. = 7.43. The effective interaction constant u determined from an experimental value of the
magnetic moment my = 2.217 up [18] is equal to 1.08 eV.

The results of the calculation [10] of the basic magnetic characteristics of iron in the Stoner mean-field theory and
in various approximations of the SFT are represented in Table 10.1 and Figs. 10.2, 10.3 and 10.4. All characteristics are
expressed in units of their experimental values given in Table 10.2.

Fig. 10.1 The DOS of the d 4
band of nonmagnetic iron,
calculated by the KKR method — 3.5
with a self-consistent potential ::
(solid line) and that smoothed out [0} 3
by convolution with Lorentzian 8
function of halfwidth I" = 0.01 E 2.5
(dashed line). The energy ¢ and 0
halfwidth I are in units of the 9 2
bandwidth W = 7.42¢eV. The ©
vertical line indicates the position 4(7’) 1.5
of the Fermi level g —
@ 1
” 0.5
0
0 0.2 0.4 0.6 0.8 1
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Table 10.1 The ferromagnetic
Tc and paramagnetic ®¢ Curie
temperatures, and the effective
magnetic moment m.fr in the
mean-field theory and in various
approximations of the spin
fluctuation theory

Fig. 10.2 Magnetization m/mg
(solid line: calculation, circled
line: experiment [18]), the
mean-square fluctuations (A VX2)
(dash dot dot dashed line) and
(AV?2) (dashed line) in units of
the square of the mean field VZ2 at
T = 0, the reciprocal
paramagnetic susceptibility x ~
(dash dot dashed line) in units of
kg TéXp//ﬁB, and the local
magnetic moment mp,/mg (dotted
line) of iron, calculated in the
SLA as functions of the reduced
temperature 7'/ TSXP

1

Fig. 10.3 As Fig. 10.2, but
calculated in the DNA

Metal | Magnetic
characteristic | theory | SLA | SNA| DLA | DNA

Fe

Tc/ TSP
Oc/ TP
Meii/ Mgy
To/TE?
Oc/ TP
et/ Mg
Tc/ TSP
Oc/ TP

exp
Meft/ Mg

117

Stoner | Spin fluctuation theory

5.84 |1.280.76 | 2.45 | 1.49
5.82 |1.24/0.77 |2.29 | 145
0.86 |0.660.98 | 0.80 | 1.30
361 |0.55/032 123 |0.63
3.60 |0.54 /034 122 |0.68
0.84 0.41/0.56 | 0.58 |0.92
4.04 135086 |2.80 |1.54
4.03 134090 |2.78 | 1.60
0.85 10.640.86 |0.81 | 1.51

T/T.°

As can be seen from Table 10.1, in the Stoner mean-field theory the temperature dependence of the magnetization is very

weak and the calculated Curie temperature is almost six times greater than the observed one.

When the spin fluctuations are taken into account, the situation is substantially different. Let us start from the static
local approximation (SLA), in which the fluctuations are calculated from formula (10.39). In the SLA, as can be seen from
Fig. 10.2, the Curie temperature is close to the experimentally observed one, Tc = 1.28 TSXP. However, a noticeable decrease
of the magnetization, ~ T, is seen over a wide temperature interval, because the spin fluctuations increase linearly with
temperature. In general, the paramagnetic susceptibility follows the Curie-Weiss law, but the effective magnetic moment
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Fig. 10.4 Spin-polarized DOSs T T T T T T
of iron in the ferromagnetic

(T =0, solid curves) and
paramagnetic (T = I.STSXp s
dotted curves) states calculated in
the DNA. The vertical line
indicates the position of the

chemical potential p

Vo (€) [states/W/cell/spin]
(@]

Table 10.2 Experimental values

exp exp exp
of fundamental magnetic mo ~ (up) [18] Tc * (K) (18] meg (up) [19)

characteristics of iron, cobalt and Fe 2217 1044.0 3.13
nickel Co 1.753 1390.0 3.13
Ni 0.616 631.0 1.616

megr is only 0.66 of its experimental value. The paramagnetic Curie point @c, obtained by the linear extrapolation of y ~!(7')
to zero, is nearly coincident with the ferromagnetic one.

In the static nonlocal approximation (SNA) the magnetization should decrease faster than in the SLA. The reason is that
the fluctuations (A VO%)SNA = g\, are greater than the fluctuations ¢g; , at any temperature. Indeed, taking into account that
0 <a’?<1,b>=(1—-a*/0.6and 0 < arctan(b/a), from formula (10.40) we have

3 b 3 3x0.6
ISNA/SSLA = F (b — a arctan ;) > b_2 = m >1.8.
The calculations show that indeed in the SNA the decrease of the magnetization m(T') is too fast.

In the dynamic local approximation (DLA) the situation is the opposite. The fluctuations ¢7; 4 calculated by formula
(10.41) are smaller than the fluctuations §§‘L A at any temperature ({pLa/{sLa = (2/m)arctanc < 1). The calculations
confirm that in the DLA the magnetization m (T") decreases too slowly with temperature.

Only in the dynamic nonlocal approximation (DNA), as the temperature increases, the fluctuations ¢y, first increase
slowly (~ T?), just as in DLA, and then increase quickly, as in the SNA. As a result, at low temperatures, the magnetization
is proportional to T2 in good agreement with the experimental curve (Fig. 10.3). At the same time, the calculated Curie
temperature Tc is equal to 1.49T5Xp. The paramagnetic susceptibility follows the Curie-Weiss law, but the effective
magnetic moment is a little greater than the experimental one: meg = 1.3m:ffp . Figure 10.4 shows the mean DOSs
Vo (€) = m~'Img, (¢) in the ferromagnetic (7 = 0) and paramagnetic (T = 1.5T5Xp) states. In contrast to the results of
the Stoner mean-field theory, as the temperature increases, the functions v4 (¢, T') and v (¢, T') become noticeably smoothed
when they shift towards each other.

10.5.2 Cobalt

As the initial DOS, we take the one of nonmagnetic fcc cobalt from [17]. The constant sp background is eliminated from it,
just as in iron. After convolution with the Lorentzian function of halfwidth I = 0.01 W and normalization to one d band
of unit width, we obtain the DOS represented in Fig. 10.5 by a solid curve. The bandwidth is W = 7.50 eV. The number of
d electrons per atom is equal to 8.47. The electron—electron interaction constant # = 1.25eV is determined at 7 = 0 from
the magnetic moment my = 1.45up. We are not able to find the constant # from the experimental value m(e)Xp = 1.753up
because for cobalt the magnetic moment mSXp is comparatively large and the Fermi energy is close to the band edge. To



10.5 Application to Ferromagnetic Metals 119

Fig. 10.5 Spin-polarized DOSs — T T T T T T
of cobalt in the ferromagnetic E. ot -
(T = 0) and paramagnetic %
(T = O.64Té”‘p) states, calculated ~
in the DNA (the notation is as for :: 1} 4
Fig.10.4) (o}
O
=
< 0
0
Q
s
o Thr i
0
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obtain m " it is necessary to move the DOSs v4(¢) and v, (¢) so far apart that the sum 4 + n, becomes less than 7. In
our opinion, the discrepancy between v(g) and m(e)Xp for cobalt is connected not with the fact that at 7 = 0 cobalt has an hcp
structure, because the DOS curves of hep and fcc cobalt are very similar (see Fig. 5 in [19]), but rather with the fact that,
in addition to the spin magnetic moment of the d electrons, m(e)Xp includes the spin magnetic moment of the s electrons and
the orbital magnetic moment, which, generally speaking, do not compensate each other (see, e.g. [19-21]). The results of
ab initio spin-polarized calculations of Fe, Co and Ni presented in [17,22] also give evidence in favour of the chosen value
mo = 1.45ug. For iron and nickel the calculated spin magnetic moments mgal are close to the experimental ones. If this is
also the case in fcc cobalt, then we should have mg = 1.54 = 1.56u5. The value m(cfll = 1.56up for fcc Co was also obtained
in [23].

The results of the calculations of the basic magnetic characteristics of cobalt within different approximations are listed in
Table 10.1. Just as in iron, the best one is the DNA. As we see from Fig. 10.6, at low temperatures the calculated magnetization
m(T) is in good agreement with the experimental one. However, at high temperatures, m (T') decreases too quickly and, as a
consequence, we have Tc = 0.63 TSXP. The paramagnetic susceptibility satisfies the Curie-Weiss law with meg = O.92m:)f‘fp.
Thus, in spite of some disagreement with experiment, the theoretical description of the magnetic properties of cobalt may be
considered quite satisfactory.

The mean DOSs v, (g, T) in the ferromagnetic (7' = 0) and paramagnetic (T = 0.64T£Xp) states are shown in Fig. 10.5.

As the temperature increases, the curves v, (¢, T') behave just as for iron, but are smoothed more noticeably.



120 10 Single-Site Gaussian Approximation

Fig. 10.7 Spin-polarized DOSs

of nickel in the ferromagnetic 5
(T = 0) and paramagnetic o 2T ]
(T = 1.55Té”‘p) states, calculated 8
in the DNA (the notation is as for ::
Fig. 10.4) o 1F i
O
~
=
~ 0
o)
o
I
L -1rF .
0]
© ,t 1
©
> 1 1 1 1 1 1

e[W]
Fig. 10.8 Magnetization m/my, T T T, T
the mean-square fluctuations 1.4 + LT
(AVXZ) and (A sz), the reciprocal | e .
paramagnetic susceptibility x ! 1.2 e _

and the local magnetic moment

my,/mo of nickel, calculated in

the DNA (the notation and units

are as for Fig. 10.2) 0.

10.5.3 Nickel

Just as for cobalt, the initial nonmagnetic DOS was taken from [17]. After elimination of the sp background, convolution
with the Lorentzian function of halfwidth I” = 0.01 W and normalization to one d band of unit width, we obtain the DOS
represented in Fig. 10.7 by a solid curve. The bandwidth is W = 6.13 eV, and the number of d electrons per atom is ne = 9.35.
The electron—electron interaction constant u = 1.16eV is determined from the experimental value of the magnetic moment
of nickel m, " = 0.616 g [18].

The results of the calculations of the magnetic properties of nickel in various approaches are listed in Table 10.1. The
quantitative characteristics are similar to those for iron. On the whole, the best results are obtained in the DNA. As can
be seen from Fig. 10.8, in the DNA the spin fluctuations have the proper temperature behaviour and, as a consequence, the
shape of the magnetization curve is in agreement with the experimental one. Note that in the ferromagnetic region, in iron
the transverse fluctuations dominate, while in nickel the longitudinal fluctuations dominate and in cobalt the intermediate
situation is realized: the transverse and longitudinal fluctuations are close in magnitude (see Figs. 10.3, 10.6 and 10.8).

10.5.4 Comparison with Other Studies

Now let us compare our results with the results of other calculations of the magnetic properties in Fe, Co and Ni [24-27] that
also use the real (not model) band structure. Some results of these works are in better agreement with experiment than our
results. However, good agreement, as a rule, is achieved only for several magnetic characteristics. For instance, in the paper
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[24], for all three metals good agreement with experiment for the Curie temperature 7¢ is obtained. In the paper [25], for
Fe good agreement with experiment is obtained for the Curie temperature: Tc = 1015 K, but not for the effective magnetic
moment: mer = 1.96 up; for Ni, in contrast, the Curie temperature is almost one third smaller than the experimental one:
Tc = 450K, but the effective moment is fairly close to the experimental one: mefr = 1.21up. A similar situation is observed
in the paper [26]: the Curie temperature for Fe is in good agreement with experiment, whereas for Co and Ni there is a
discrepancy of about 30%. Moreover, for all three metals the slope of the reciprocal paramagnetic susceptibility is almost
twice as large as the experimental one. Finally, in the paper [27] a reasonable value of the Curie temperature for Ni has
been obtained in the Stoner approximation but with the use of an additional experimental information. At the same time, the
temperature behaviour of the calculated magnetization curve remained static-like. As for our results for the local magnetic
moment in the paramagnetic region, they agree with the results of all above-mentioned spin fluctuation calculations, except
for those of [25], where the local moment of Ni above T¢ appeared to be zero. Naturally, the same value of the local moment
is obtained in the Stoner-like calculation in [27]. However, this result is so far debatable.
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Here must all distrust be left behind; all cowardice must be ended. (Dante Alighieri, The Divine Comedy, Inferno, Canto IlI; transl.
by J.D. Sinclair)

As we showed in the previous chapter, the DSFT gives good agreement with experiment over a wide temperature range,
which includes room temperatures. In this chapter, we demonstrate that at high temperatures, the temperature dependence
of magnetic characteristics in the DSFT can become unstable and even discontinuous (first-order-like). We show that this
type of behaviour is not an artefact of a numerical method. Same as in the simple Ising model (Chap. 7), the discontinuous
jump and hysteresis behaviour in temperature dependency appear as a result of the Gaussian approximation when spin
fluctuations become large. We show that proper temperature dependence of magnetization and second-order phase transition
can be restored if we take into account higher-order terms of the free energy of electrons in the fluctuating exchange
field.

11.1  Problem of Temperature Dependence
11.1.1 Discontinuous Jump of Magnetization

Calculations [1-4] showed that temperature behaviour of the DSFT solution can be unstable at high temperatures, well below
the Curie temperature 7c. It is especially pronounced in Fe and Fe-Ni Invar, where spin fluctuations increase sharply in this
region. Most often the instability takes the form of a discontinuous change of magnetic characteristics with temperature (the
first-order-like transition). However, the discontinuous jump is usually too far from 7¢ to be interpreted in the framework of
the critical phenomena.

First-order magnetic phase transition in the critical region was observed in various versions [7—10] of the self-consistent
renormalization (SCR) theory developed for weak ferromagnetic metals. In the SCR calculations, the jump in magnetization
was usually explained by the character of the approximations. In the phenomenological theory [7] it was related to not taking
into account the critical fluctuations, in [8] to the approximative character of the theory [7] itself, even after its improvement
by going from a scalar field for the spin density to a vector field, which is more realistic. In the theory [9] the first-order
transition at Tc appeared in a simplified model for the longitudinal susceptibility x;;. When the x| was treated properly,
this discontinuity was eliminated. Finally, in [10, 11] the problem of the fictitious first-order phase transition at 7¢ has been
solved by taking into account the zero-point spin fluctuations in the SCR theory.

In the DSFT the origin of the instability was discussed in [12—14]. Unlike the SCR theory, the DSFT is developed for the
strong ferromagnets and uses the functional integral method [15, 16]. What is more important, the DSFT and SCR theory
consider instability in different temperature ranges: over a wide range below 7¢ and in a narrow range near 7c, respectively.
As is known [9], in the phase transition region the long-wave fluctuations play a dominant role. The nonlocal approximation
[1] takes this fact into account, but insufficiently. Therefore, here we do not discuss the temperature dependence in the close
neighbourhood of T¢.

For the theory of the critical region, see, e.g. [5,6].
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In this section, we study the discontinuous jump in the temperature dependence of magnetic characteristics in the DSFT
by the example of Fe and Invar alloy Fe( ¢5Nig 35 (for more details, see [12]). First, we demonstrate that the instability is not
an artefact of the calculation method. To this end, we show that the coordinate bisection method used in [1-4, 17-21] gives
good agreement with the multidimensional minimization over a wide range of temperatures. Second, through the calculation
with the forward and backward changes of temperature, we demonstrate the hysteresis behaviour of magnetic characteristics.
Using methods of the catastrophe theory [22], we examine the effect of parameter changes on the temperature dependence.
We show that the discontinuous temperature dependence can be smoothed out by small changes of the input data. Possible
improvements of the DSFT approximations [1] are discussed in the next sections.

Finally, the choice of the disordered Invar alloy Feg ¢5Nig 35 is not accidental. First, this alloy has a large content of Fe,
and thus exhibits all the problems connected to a sharp increase of the fluctuations at high temperatures. Second, and most
important, Feg ¢5Nig 35 is the alloy that, in our opinion, can explain the Invar problem per se (for a review see [23-26]).

11.1.2 Instability Through Multiple Solutions

As we explained in the previous chapter, the DSFT calculation of magnetic properties in metals at finite temperatures is
reduced to solution of the system of four nonlinear equations with respect to four unknowns: the chemical potential ©, mean
single-site spin 5%, and mean-square fluctuations ¢* = (A sz)’ and ¢* = (AVZ2)’ :

(pl(,u,Ez,g",;“z)EnT +ny —ne =0, (11.1)
o2, 5°,8%,8%) = (ny —ny)/2 -5 =0, (11.2)
¢3(I’L’ EZ’ é‘x’ é‘z) = MT/(Z)\.i)IX - é‘x = 07 (113)
@a(, 55,85, 85 =uT /X)) IF = ¢* = 0. (11.4)
Here N
ny = ;d/ImgU(e)f(e) de (11.5)

is the number of electrons with the spin projection o =1, |, or £1, and the function /¢ is calculated by the formula

1
1 2 Ca
1= ——  Z arctan —2___3k2 dk, 116

/oag+bgk2nar°anag+bgk2 (11.6)

where a,, by and ¢, are given by (10.25).

Temperature dependence of a solution to the system of equations (11.1)—(11.4) is usually obtained by increasing
temperature from 7 = 0, where the fluctuations vanish and solution is the easiest to calculate. Changing temperature in
small steps one finds the solution at each 7' by a numerical method taking the solution from the previous step as the initial
guess. Following this algorithm, one assumes that the solution changes continuously with temperature. Close to the point,
where the derivative with respect to T becomes infinite, the solution can become unstable, i.e. the method convergence can
slow down and the result can differ considerably from the initial guess.

Instability of the solution method appears at the point where the determinant of the Jacobi matrix vanishes:

(1, ©2, 93, ©4)
a(/./l/, EZ? é‘x’ CZ)

det

‘ —=0. (11.7)

An explicit check of condition (11.7) in the DSFT is difficult, because finite-difference approximation of the gradients leads
to considerable loss of precision. An alternative approach is to demonstrate that the solution to the system of equations
(11.1)—(11.4) is nonunique (for details, see [12]).

‘We can show that the system of equations (11.1)—(11.4) has multiple solutions by obtaining a temperature hysteresis loop.
The hysteresis in one of the variables, say 5%, manifests itself in a jump down at a certain 7> as T increases, and a jump back
up at a smaller value 77 as T is changed in the reverse direction (Fig. 11.1). Hence the curves 5%(T"), obtained through the
forward and backward change of temperature over 71 < T' < T5, form a closed contour. In this case, we have three solutions
at the interval 71 < T < T»: two stable and one unstable in between of them. At T = T and T = T, two adjacent solutions



11.1 Problem of Temperature Dependence

Fig. 11.1 Sketch of the
instability through the multiple
solution. The projection of the set
of all degenerate solutions (red
dotted line) separates the domains
with three solutions and one
solution on the parameter plane

125

/y/
I

7
//,;///
7
7,

@

7
.
1)
//

7
%,
W
.
5
o
7,
2,
7,
)

N

\
SR\
SRR
i)
I iaaaeaxd
SRR
= &@::&&%%{\&“‘%\‘};\\\

= = .. \\\\\\ =
SRR
Ssrirrrsssssssee ——
S=S=S——————
KSSSSS

merge into a degenerate one, i.e. condition (11.7) is satisfied. For T < T; and T > T>, the system has only one solution,
which is stable. At T = T1 and T = T» we have first-order-like transition points, i.e. discontinuous jumps between two

branches of solutions.

Consider now the effective interaction constant u# as an additional parameter to the temperature 7' (Fig. 11.1). Changing
u over an interval of its admissible values, we can make the hysteresis loop smaller. If, at a particular « value, the hysteresis
loop eventually collapses to a point, we obtain the temperature dependence with the second-order-like transition. Decreasing
u yet further, we obtain a temperature dependence without degenerate solutions. The projection of the set of all degenerate
solutions (11.7) separates the domains with three solutions and one solution on the parameter plane (for more on bifurcations,

see, e.g. [22]).

11.1.3 Temperature Hysteresis

Temperature dependence of the solution to the DSFT system of nonlinear equations is investigated first by the example of the
Invar alloy Feq ¢5Nig 35. The initial nonmagnetic DOS v(¢) (Fig. 11.2) is formed from the two spin-polarized DOSs obtained
from the self-consistent calculation for the disordered Feg ¢5Nig.35 [27]. A detailed description of v(e) formation is given
in [4]. The experimental value of the spin magnetic moment per atom mSXp = 25°(0)up = 1.75uB, used to determine the

effective interaction constant u, is taken from [28].2

The results of the calculations of the basic magnetic characteristics of the Feq ¢5Nig 35 Invar obtained by the coordinate
bisection method are represented in Fig. 11.3. Since the most important physical parameter in the Invar problem is not the
magnetization m(T) = 2ups*(T), but the local magnetic moment my (T), calculated in the DNA by the formula (10.44):

mp(T)/m(0) = [(u5*(T))? +2¢* + ¢%) /w5 (0))*]'/2,

it is also shown in the figure.

The investigation was carried out with the temperature Ty ranging from O to 0.01 (T is the temperature in units of the
bandwidth W = 9.70eV ~ 1.1 x 10° K). First the temperature step is selected to be relatively large (ATy = 0.001), but as
the values of 5%, ¢% and ¢* start changing considerably, the program switches to a smaller step size (ATw /20 = 0.00005).
Calculation accuracies in the variables u, 5%, {* and ¢* for one-dimensional bisections are selected so that the relative errors

are approximately of the same order, 1074,

As can be seen from Fig. 11.3,at 7 < 0.68 TceXp a gradual increase of fluctuations and a smooth decrease of the magnetic
moment are observed: during one small step in temperature the reduced fluctuations ¢*(7)/(V, (0))? and cX(T)/(V, (0))2
increase by 0.001-0.01, and the reduced magnetic moment s%(7")/5%(0) decreases by 0.002-0.02. The picture changes at

2 Note that the experimental value m(e)xp cited in [28] is equal to 1.77ug, but it includes a small (<0.1ug) positive contribution of the orbital

magnetic moment [29].
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Fig. 11.2 The DOS of the d 4 T T T T
band of nonmagnetic
Feg.65Nig.35, obtained from [27] 3.5 F E
(solid line), and the one
smoothed out by convolution
with the Lorentzian function of
the halfwidth I" = 0.001 (dashed
line). The energy ¢ and halfwidth
I' are in units of the bandwidth
W =9.70eV. The vertical line
indicates the position of the
Fermi level e

v(g) [states/W/atom]

Fig. 11.3 The magnetization 1.2 . . . .
m(T)/m(0) (solid line:
calculation, circled line:
experiment [28]), the mean ) N s Eerereeeneeeeen
square of spin fluctuations ¢~
(dashed line) and ¢* (long dashed 0.8 F ]
line) in units of the square of the

mean exchange field at 7 = 0,

the reciprocal paramagnetic 0.6
susceptibility X*l (T) (dash dot

dashed line) in units of 0.4
kg Té’xP / ;leg, and the local

magnetic moment my (T)/m(0) )

(dotted line) of the Feq g5Nig 35 0.2 r f A 7
Invar calculated in the DSFT with
mSXp = 1.75up through forward 0 " gessontiite———" O\, ="
and backward changes of 0 0.2 0.4 0.6 0.8 1
temperature

temperatures 7 > 0.69 TCeXp . First an abrupt change in fluctuations and a jump down in the magnetic moment are observed,
then the change in this quantities fails to be smooth. However, the preset accuracy of the solution to the system of equations
(11.1)—(11.4) is retained at all temperatures.

It was the problem of instability of the solution to the system of equations (a jump down in the magnetic moment and
abrupt change in fluctuations) that urged us to use the multidimensional minimization (coordinate descent method) as a test
for the results of the coordinate bisection method (for details, see Appendix I).

The calculation in the coordinate descent method was performed with the same initial data and at the same temperatures
as in the coordinate bisection method. In the coordinate descent method the accuracy was chosen such that it guarantees the
relative errors in 5%, {* and ¢? to be nearly the same as calculated by the coordinate bisection method, i.e. within 1073—107%.
At temperatures 7 < 0.68 TCeXp, the results obtained by the coordinate descent are in close agreement with those obtained
by coordinate bisection (to the prescribed precision of 3—4 significant digits). However, starting from 7 = 0.69 TéXp, the
desired accuracy of the minimized function cannot be reached, although a monotonic decrease of the magnetic moment and
a monotonic increase of the fluctuations still persist.

It is important to note that the values of 5%, ¢* and ¢* obtained by the coordinate descent practically coincide with those
obtained by coordinate bisection over a wide temperature range (see Table 1 in [12]). This is a strong indication that the
instability at high temperatures is related to the system itself rather than the solution method.

To demonstrate that the numerical instability at 7 ~ 0.69TgXP is caused by the degeneracy of the system of equations
(11.1)-(11.4), we investigate a possibility of the hysteresis behaviour of the solution. The calculation with the forward and
backward changes of temperature shows that, contrary to the experiment, the curves 5%, ¢* and ¢ have a small hysteresis loop
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Fig. 11.4 As Fig. 11.3, but 1.2
calculated with mgXp = 1.70up

-- —

(Fig. 11.3). However, with the admissible initial magnetic moment mgxP = 1.70up (see footnote 2), the effective interaction
constant u is equal to 1.10eV (instead of u = 1.13 eV for mSXp = 1.75uB), and the hysteresis loop disappears (Fig. 11.4).
The curves 5%, ¢* and ¢* obtained with the backward change of temperature almost replicate those obtained with the forward
change of temperature, except for the instability region, where we have small deviations but without strictly vertical sections.

In order to reduce the fluctuations ¢ one should take into account the higher-order terms in the expansion of the free
energy Fi(V). Instead, we can reduce the fluctuations ¢* implicitly by decreasing the effective interaction constant u in
formula (10.22) to uo = cu, where c is a parameter (slightly less than one) estimated from experience. With ¢ = 0.985 it
is possible to obtain full agreement with experiment for the Curie temperature: Tc = 1.01TceXp , for the paramagnetic Curie
point: O¢c = 1.06TéXp and for the effective magnetic moment: meg = 0.97m:?fp . But overall the curve for the magnetization
does not fit the experiment well enough. Qualitatively the calculated curve m (T') stays similar to the one obtained with ¢ = 1
(Fig. 11.4), i.e. it still has a snake-like form. The reason is that the above change of the constant u yields a uniform change
of the fluctuations, while to remove the “snake” one has to account for the interaction between the fluctuations that becomes
more intense with an increase of temperature.’

In the SCR-calculations [9], the first-order transition at 7¢ was eliminated entirely when the X|T1 was approximated by

Xll (the case n = 0 in (3.18) in [9]). However, in our calculation with ¢ = ¢¥, the temperature behaviour represented
in Fig. 11.4 remains. In [10, 11], to avoid the fictitious first-order transition in the SCR theory, a single equation for the
longitudinal yj and transverse y susceptibilities was suggested. The relation that couples x; and x, is based on the
assumption that the total local spin fluctuation, i.e. the sum of the zero-point and thermal spin fluctuations, is conserved.
This is the case in the Heisenberg local moment theory, and may be somehow justified for weak ferromagnets. In our case,
the two equations for the fluctuations ¢* and ¢* are coupled to each other, as well as to the other two equations of system
(11.1)—(11.4). However, system (11.1)—(11.4) is obtained using the quadratic approximation of the free energy, which does
not account for the higher order interactions (the anharmonicity of the fluctuations). Apparently, the coupling of the {* and
¢% in the system (11.1)—(11.4) is insufficient.

Note that the temperature hysteresis is observed not only in the Fe-Ni Invar, but also in the elemental Fe, i.e. it is a
general problem for strong ferromagnets with sharply increasing spin fluctuations. In Fe, as the initial DOS we use the same
nonmagnetic DOS as in Sect. 10.5, which is calculated in the LDA by the KKR method with a self-consistent potential [30].
Then the DOS is smoothed out by convolution with the Lorentzian function of the halfwidth I" = 0.001W (W = 7.16eV is
the bandwidth) and normalized to one d band of unit width. The smoothed DOS of the d band v(e) used for calculation is
represented in Fig. 11.5. The number of d electrons per atom is ne = 7.43, just as before. The effective interaction constant
u determined from mgxP =2.217ug [31]is 1.06eV.

As can be seen from Fig. 11.6, which shows the results of our calculation for the magnetic characteristics with the
forward and backward changes of temperature, in Fe the hysteresis loop is even larger than in the Fe-Ni Invar. However, the

3The reduction of the fluctuations with the help of 5 is formally equivalent to replacing the A(q, w) in the expression for the dynamic susceptibility
(4.19) in [8] by a constant.
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Fig. 11.5 The DOS of the d 4 T T T T
band of nonmagnetic Fe,
calculated by the KKR method
with a self-consistent potential
(solid line), and the one
smoothed out by convolution
with the Lorentzian function of
halfwidth I = 0.001 (dashed
line). The energy ¢ and halfwidth
I" are in units of the bandwidth
W = 7.16eV. The vertical line
indicates the position of the
Fermi level ef

v(e) [states/W/cell]
N

Fig. 11.6 The magnetization 1.2
m(T)/m(0) (solid line:
calculation, diamond: experiment
[31]), the mean square of spin
fluctuations ¢* (dashed line) and
¢* (long dashed line) in units of
the square of the mean exchange
field at T = 0, the reciprocal
paramagnetic susceptibility

X —1(T) (dash dot dashed line) in
units of kg TéXp / u%, and the local
magnetic moment my,(T")/m(0)
(dotted line) of Fe calculated in
the DSFT with m® = 2.217up
through forward and backward
changes of temperature

T/TS™?

temperature behaviour of magnetization near the jump in the Fe-Ni Invar and Fe is qualitatively different (compare Figs. 11.3
and 11.6). In the former, the magnetization does not jump down to zero, i.e. the switching-over to the paramagnetic state does
not occur. Therefore, in Fe-Ni Invar, a small change of the initial data only smears the discontinuous jump into a smooth curve
with an inflexion. In contrast, in the case of Fe, the smoothing could transform the first-order transition to the second-order
one.

Finally, as an alternative attempt to eliminate the discontinuous jump, we carried out calculations for Fe and Fe-Ni Invar
with only the longitudinal or only transverse fluctuations. As should be expected, the switching-off of the transverse or
longitudinal fluctuations leads to a Curie temperature almost twice as large as the experimental one. Worse agreement with
experiment is achieved in this case for other magnetic characteristics as well. Most importantly, the use of models with a
one-dimensional fluctuating field does not solve the problem of temperature dependence for Fe and Fe-Ni Invar. In particular,
in the model that takes only longitudinal fluctuations into account, the magnetization decreases too slowly with the increase
in temperature, and the discontinuous jump (first-order transition) turns out to be too sharp. In the model that takes only
transverse fluctuations into account, the magnetization decreases faster and agreement with experiment at low temperatures
is achieved, but singularities of the magnetization curve remain.

Thus, calculations of the magnetic properties of Fe and Fe-Ni Invar in the DSFT showed that the coordinate bisection
method is quite applicable to practical calculations at finite temperatures. The instability at high temperatures is connected
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not with the solution method—two different numerical methods gave well-agreed results—but with the system of nonlinear
equations itself.

The problem is that in Fe and in alloys with a considerable content of Fe, like Fe-Ni Invar, the spin fluctuations at high
temperatures increase sharply, which means that A{ = 1 — u x{* (0) tends to zero. Consequently, there is a strong dependence
of the solution to the system of nonlinear equations (11.1)—(11.4) on the accuracy of the effective constant u and the static
local susceptibility x{* 0).4

Note that the problem of temperature dependence is connected not only with the system of equations, but also with the
initial parameters of the real ferromagnet (the DOS v(e), the number of d electrons n., the effective interaction constant u,
etc.). Each particular set of data yields its own solution to the system of nonlinear equations (11.1)—(11.4). For example, in
Co and Ni no instabilities were found at all (see, e.g. [2]). Even in the case of Fe and Fe-Ni Invar, reasonable changes of
the initial data and/or the system of equations can either remove or at least reduce considerably the effect of the instability.
Finally, as our calculations show, if only longitudinal fluctuations are taken into account the discontinuous jump near T¢
only increases, i.e. taking into account both transverse and longitudinal fluctuations does not worsen the situation, as stated
in [33], but improves it.

Apparently, for transition metals and alloys with strong spin fluctuations and large magnetization, the approximations [1]
of the DSFT should be improved to be equally applicable at high temperatures. It is necessary to go beyond the quadratic
approximations for the fluctuation contribution to the self-energy A X and for the free energy of electrons in the fluctuating
exchange field F1 (V). Quite possible, a more consistent account—not only in the derivation of formula (11.6)—of the short-
range magnetic order is necessary. As we will show in the next section, damping of the sharp increase in the fluctuations
allows not only to eliminate the instability of the solution but also, what is more important, to improve the agreement with
experiment at high temperatures.

11.2 Beyond the Gaussian Approximation

As we have shown, for spin fluctuations with large amplitudes, the Gaussian approximation (GA) of the DSFT becomes
insufficient to properly take the interactions into account and yields a jump phase transition to the paramagnetic state
[1,34]. In papers [35-37] the jump in temperature dependencies was eliminated and a proper second-order phase transition
was obtained in the DSFT by taking into account higher-order terms of the free energy of electrons in the fluctuating
exchange field. In the final computational formulae, the third-order term renormalizes the mean field, and fourth-order
term renormalizes the susceptibility. The main novelty in the treatment of the higher-order terms by Reser et al. [35] and
Melnikov et al. [36] is that the ferromagnetic state is changed self-consistently and an interpolation between local and long-
wave limits is used (for treatments of the fourth-order term in the paramagnetic state, see [8,38—40] and references therein).
The renormalized Gaussian approximation (RGA) was enhanced further by taking into account uniform fluctuations (UF) in
the single-site Green function [37].

11.2.1 Renormalized Gaussian Approximation

We briefly recall the main steps of the renormalization, suggested in [35] and developed in [36,37]. We start with the fourth-
order series expansion of the free energy (9.1) in powers of AV = V — V (for details, see Appendix A.1.2):

+G(V)AV ) + 1TT AV?
— r
2 NgT

UiNg

F(V) = TTr( vav

bt 2
WNiT +(G(V)AV) )

+ %TTr(G(V)AVf + %TTr(G(\?)Av)“, (11.8)

where V is an arbitrary value of the exchange field. First, we carry out the partial averaging of the cubic and quartic terms:

AV3 X~ 3AVAV AV, AV¥ X~ 6AVAVAV AV, (11.9)
| I— | I—

“4High sensitivity of the local magnetic characteristics of iron to the value of u at high temperatures is well illustrated in [32].
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where the prefactor is the number of all possible pair combinations, and the underbrace denotes the averaging with a Gaussian
probability density p® (V), which we have to construct. Applying (11.9) to the right-hand side of (11.8), we obtain

F(V) = TTr( vav +G(V)AV + G(\?)AVG(\?)AVG(V)AV)
uNgT [

2
+ lTTr< AV +G(V)AVG(V)AV + 3G(\7)AVG(V)AVG(V)AVG(\”/)AV>. (11.10)
1

2 uNgT

Next, we apply the Gaussian approximation (9.27) to the modified free energy (11.10). Henceforth we use the average
(-++)(2) and omit the subscript. Replacing averages of products of the Green functions G (V) by the products of the averages
G = (G(V)) we come to

1 AVZ L _ - _ _ _
FOw) = 5TTr( Tt GAVGAV ~|—3GAVGAVGAVGAV>. (11.11)
uNg [

Here AV = V — V, and the mean field V = (V) is derived from the condition that the linear term annihilates:

VAV L
TTr +GAV +GAVGAVGAV | =0. (11.12)
uNgT [

Further simplification of (11.11) and (11.12) is carried out through the splitting formula

_ _ _ T _ _ _ _
Tr(GAVGAVGAV) ~ n—Tr(GAVGAV)Tr(GAV) = nTr(GAV), (11.13)
[ 2NgNW [

where the factors Ny UN-UaT /W and 1/2 appear due to partial averaging in band, site, “time” and spin, respectively (for
details, see Appendix E.3). Applying (11.13) to the linear term (11.12), we have

TT £4 +(1+n)NGAV ) =0
I = U.
UNT 7

Splitting the correction due to the quartic term of the free energy in a similar fashion, we rewrite (11.11) as

2

AV
FOwW) = TT <

1+30GAVGAV ).
NdT+(+ ) )

In the momentum-“frequency” representation, we obtain the same mean-field equation (9.29) as in the GA but s, is now
given by
S.o=(+mMN'NaT Y G5, (11.14)
qn
Similarly, the fluctuation (|AV(;"m|2) is calculated by the same formula (9.35) as in the GA but the unenhanced dynamic
susceptibility XO"‘ becomes

1] 2FP V)
O _
Xam =~ 2<W (1>

—q—m

= ——(1+3r;) NaT )Y GL.GY i wSP(07 0% 0%).
kn 12

The condition that the total number of electrons is conserved leads to the same equation on the chemical potential (9.36) as
before.
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Thus, the RGA yields the same system of nonlinear equations (9.29), (9.35) and (9.36) as in the GA but with mean spin
(11.14) and susceptibility (11.15) renormalized self-consistently.

11.2.2 Local and Uniform Fluctuations

Just as in the GA, we introduce the single-site fluctuation (A Vaz)’ using formula (10.15). Calculations of the sum over q and
m follow closely those in the GA and give essentially the same result (10.24) but with the renormalization prefactor 1 4 37
in the local susceptibility.

The higher-order correction coefficient n, which appears in (11.14) and (11.15), is calculated as

v N
1= N 2 OAVgY (11.16)
o

where )‘(EO‘ (0) is the static local susceptibility in the GA (n = 0). At low temperatures, the effect of the higher-order
renormalization is small. At high temperatures, we have )‘(E"‘ (0) ~ u~!, and hence (11.16) is proportional to the sum of
the mean-square fluctuations: n ~ —z (uNgW)~! Za(AVaz)’.

Note that the mean-square fluctuations (10.15) take into account both spatial correlations and interaction of different q-
harmonics due to the interpolation of the susceptibility xq(¢) between the local x1(¢) and uniform xo(g) susceptibilities.
However, the local susceptibility xi (¢) is determined only by the site-diagonal part of the mean Green function: G jim =
g(iwy)djj.

We improve the effect of nonlocality by taking into account uniform fluctuations (UF) of the mean field in (10.35) as
follows:

g =(g%6e -V —AZ(E V), (11.17)

where the average is taken over the single-site Gaussian field V. Here

Qe = [ e,
8 f—

8/

where v(¢) is the nonmagnetic DOS at T = 0. To simplify the calculations, we approximate the fluctuating field 1% by a field
that takes only two values £V, so that (11.17) is reduced to [37,41]

8o (e) = ) Pogig(e —0'v = AXo (e, 0"v)), (11.18)
(7/
1 oV,

PUU/:E 1+U’v ’

172 (for details, see Appendix E.4).

where v = (V2 + (AVZ) + (AV?) + (AV2))

In the RGA+UF, we still solve a system of four equations in four unknowns: the mean field V., mean-square fluctuations
(A sz)’ = (A VVZ)’ and (A VZ2)’, and chemical potential p, with temperature as a parameter. But the difference of the
RGA+UF systeni of equation from the one in the GA is that the mean field (11.14) and unenhanced susceptibility (11.15) are
renormalized self-consistently, and the uniform fluctuations are explicitly taken into account in the single-site mean Green
function (11.18).

Similarly, the final expressions for most of the magnetic characteristics, such as magnetization m, = gups, and enhanced
susceptibility (10.47), stay the same but the way they are calculated in the RGA or RGA+UF is different from the one in
the GA. In particular, the local magnetic moment my, = gugsL is calculated in the RGA+UF as follows. We improve the
effect of the uniform fluctuations on the square of the local spin moment (10.43) by averaging over the single-site field
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V: 5& = u‘z(VZ + (A V2)/), just as we did for the single-site mean Green function g(¢) in formula (11.17). Using the
approximate fluctuating field V that takes two values +V,, we come to the final expression

L= (V2 4208V + (AVYY + av2))'

(11.19)
Thus, in the RGA+UF formula (11.19) the total mean-square fluctuation is multiplied by the factor two as compared to the
DSFT expression (10.44).

11.2.3 Application to Fe and Fe-Ni Invar

Iron

The extended DSFT allows to eliminate the first-order phase transition, which is observed in the GA of the DSFT. To
demonstrate that, we consider bcc iron and take the same initial data as in Sect. 11.1.3 (the DOS is shown in Fig. 11.5). The
number of d electrons per atom r. is equal to 7.43. The effective interaction constant u, determined from mSXp = 2217 up
[31],is 1.06 eV.

The RGA calculation gives good agreement with experiment for the effective magnetic moment meg = 1.08m:ffp (mszp =
3.13 up [42]) and for temperature dependence of the local magnetic moment my (7). However, for the Curie temperature,
the RGA yields Tc = 2.23T5° (I5F = 1044 K [31]).

In the RGA+UF the fluctuations increase and this yields Tc = 1.56T5Xp. A sharp increase of the fluctuations and
sharp decrease in magnetization at high temperatures, which occurred in the GA of the DSFT (Fig. 11.7), disappear in
the RGA+UF (Fig. 11.8). The temperature dependence of magnetization calculated in the RGA+UF gives a fairly good fit to
the experimental one. The local magnetic moment calculated in the RGA+UF by formula (11.19) does not strongly depend
on temperature as it must be (for details, see [43]).

Calculations in the GA+UF for Fe, Co and Ni were carried out and discussed in [34]. They give a smaller Curie
temperature than the GA calculations but have the same first-order-like phase transition in Fe as the GA calculations [1,2].

Fe-Ni Invar
Now the extended DSFT is applied to the calculation of the magnetic properties of the Feg ¢5Nig.35 Invar alloy at finite
temperatures [37,44]. The choice of the Fe-Ni Invar for demonstrating the possibilities of the extended DSFT is motivated
by the problems of temperature dependence that were found within the quantum-statistical treatment of this Invar [3,4,12,45].
It is known that the Fe-Ni Invar is a complex disordered system (see, e.g. [46,47] and references therein). However,
comparison of the calculation results for the disordered alloy Fep ¢5Nig 35 [4, 12] and the ordered compound Fe3Ni [3,45]
showed that the effect of disorder in the filling of sites with Fe and Ni atoms on the magnetic properties of the Fe-Ni
Invar is not critical. This conclusion agrees with earlier results for the ordered and disordered Feg 72Ptg g Invar (see, e.g.

Fig. 11.7 The magnetization 1.2
m(T)/m(0) (solid line:

calculation, circled line:

experiment [31]), the

mean-square fluctuations

(AV2Y(T) (dash dot dot dashed 0
line) and (AV2)'(T) (dashed )
line) in units of the square of the

mean exchange field V(0), the 0.
reciprocal paramagnetic

susceptibility x =1 (T") (dash dot 0
dashed line) in units of :
kg TCexp / ;LzB, and the local

magnetic moment my,(T")/m(0) 0.
(dotted line) of the bee iron

calculated in the GA of the DSFT

as functions of the reduced

temperature 7'/ Tcexp
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Fig. 11.8 As Fig.11.7, but 1.2 T T T
calculated in the RGA+UF of the
DSFT

T/TSF

Table 11.1 The ferromagnetic (7¢) and paramagnetic (©¢) Curie temperatures,
effective (mefr) and local (mp (Tc)) magnetic moments of Feges5Nig 35 Invar,
calculated in three approximations of the DSFT

DSFT Tc/TS | Oc/TEY  me/myd  mu(Tc)/my(0)
GA 0.83 0.90 0.89 0.94
RGA 1.47 1.48 1.18 0.85
RGA+UF 1.07 1.15 1.01 0.65

[25, table 10-1]). The weak influence of the atomic disorder on the magnetic properties of the Fe-Ni Invar at finite
temperatures is explained by the integral dependence of the SFT equations on the electronic energy structure. The details of
the initial DOS do not exert the decisive effect on the results of the calculations.

We use the same initial nonmagnetic DOS v(¢) as before (see Fig. 11.2). The number of d electrons per atom ne =
2Ny f(f Fv(e) de (sF is the Fermi energy) is equal to 7.66. The effective interaction constant # = 1.1eV is determined from
(10.33) to (10.35) at T = 0 with the experimental value of the spin magnetic moment per atom mSXP = 1.7 up [28].

Note that here we neglect the fine effects of the atomic and/or magnetic short-range order (see, e.g. [46,47] and references
therein). Moreover, the magnetic moment mSXp and the DOS v(¢) represent the values per averaged atom. However, as we
have mentioned, even with these initial data one can calculate the temperature dependence of the magnetic properties of an
alloy in the DSFT.

Figure 11.4 and Table 11.1 present basic magnetic characteristics for the Feg ¢5Nig 35 Invar calculated within the GA of the
DSFT. All the characteristics are represented in units of their experimental values TCeXp = 520K [28] and mzxffp = 3.3 up [48].
Clearly, at high temperatures, the calculated magnetization curve m(T) = gus;(T) does not fit the experimental one well
enough. For the Curie temperature, we obtain 7c = 0.83 TSXP. But most importantly, the calculated curve m(7") has an
inflection (see the discussion in [12]).

The situation improves when we take into account higher-order terms in the expansion of the free energy F (V) using
expression (11.16) for the correction coefficient n. The calculation results are represented in Fig. 11.9 and Table 11.1. As
can be seen from Fig. 11.9, a sharp increase of the fluctuations and sharp decrease in magnetization at high temperatures,
which occurred in the GA of the DSFT (Fig. 11.4), disappear in the RGA of the DSFT. On the whole, the curve for the
magnetization fits the experimental one. However, there is no full quantitative agreement.

Finally, the RGA of the DSFT with g, (¢) calculated by (11.18) gives good agreement with experiment at all temperatures
(Fig. 11.10). In particular, the RGA+UF gives nearly full agreement for the Curie temperature: Tc = 1.07 TSXP; for the
paramagnetic Curie point: @c = 1.15 TéXp; and for the effective magnetic moment: meg = l.Olmz)f(fp (Table 11.1).

As can be seen from Fig. 11.10, the local magnetic moment my (7)) /my (0) calculated by formula (10.44) strongly depends
on temperature: with temperature increasing from zero to TéXp, the local moment decreases by 35% (Table 11.1). This
change is considerable and quite sufficient for an explanation of the Invar effect. The assumption that the volume change
of the Fe-Ni Invars is connected with the temperature variation of the local moment but not the magnetization was first
made in [49] from an analysis of the experimental data. The subsequent SFT calculations [50,51] confirmed this assumption.
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Fig. 11.9 As Fig. 11.3, but 1.2 T T T T T T T
calculated in the RGA of the
DSFT 1

Fig. 11.10 As Fig. 11.3, but 1.2 T T T T T
calculated in the RGA+UF of the
DSFT

We use our calculated value my (Tc)/mp(0) = 0.65 and experimentally estimated value Dy/B =~ 10_6(emu/g)’2 in the
approximate formula (5) of [52] for the magnetic volume change: w,, (T) = (Dgy/ B)Mg[(mL(T) / m1.(0))% — 1], where Dy
is the magneto-volume coupling constant for ¢ = 0, B is the bulk modulus and M, is the uniform magnetization at 7 = 0 K.
For Fe 65Nig 35, which has My >~ 170 emu/g [25], we obtain w,, (Tc) = —0.017, in good agreement with the experimentally
estimated value —0.019 [53, 54].
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Check for
updates

Everything should be made as simple as possible, but not simpler. (A. Einstein)

At low temperatures (T < T¢), magnetization in metals follows the 73/2 law. In Chap. 5 this was shown theoretically using
the RPA. At finite temperature, the RPA does not give good agreement with experiment, because it neglects the feedback of
the spin waves on the thermal equilibrium state. The spin fluctuation theory [1-6] allows to calculate the magnetization of
the transition metals and alloys at all temperatures. However, at low temperatures, none of the approximations to the SFT fits
well the experimental data. The static approximation [1-5] gives a too rapid decrease of the magnetization, m(7T) « T, and
the dynamic approximation [6] gives a too slow decrease, m(T) o TZ2. The reasons for the disagreement with experiment
are different [7]. The static SFT does not take into account the quantum nature of the spin fluctuations. In the DSFT the 72
law results from the diagonal approximation of the dynamic susceptibility tensor [6].

In Sect. 12.1, we show that the transverse susceptibility reduces to the RPA form and magnetization follows the 73/2
law if we use the DSFT without the diagonal approximation for the dynamic susceptibility tensor [8,9]. Then we study the
temperature interval where the 73/ law agrees with experiment. In Sect. 12.2 we present a simple low-temperature version
of the DSFT that has only local transverse fluctuation (for details, see [10]), and compare its results with the ones of the
RPA. The results are demonstrated by the example of the elemental Fe and disordered Feg ¢5Nig 35 Invar, where a proper
explanation of the low-temperature excitations is still missing [11, 12].

12.1 Low-Temperature Region
12.1.1 Transverse Dynamic Susceptibility

In the linear response theory, the transverse dynamic susceptibility (2.41), expressed in units of % gZMZB, is given by the
formula ~

Xq_+(w) = Zi/(; ([s(;(t), sfq]>ei“” dr,
where s* = s* % is¥. By means of the analytic continuation @ + i0T — iw,, the dynamic susceptibility is related to the
thermodynamic susceptibility (6.65). For the transverse thermodynamic susceptibility, we write

) 2 _
Xq o) = T(Sqmsfq_w (12.1)

(also in units of % gZMZB), where the spin correlator is given by (6.64). Comparing formulae (12.1) and (6.65), it is easy to
check that
Xam =2 +1Xam)s  Xam = 2Xam — ixqm)» (12.2)

in full agreement with relations (2.16).
In the functional integral formalism, the spin correlator (sfl‘msf q_m) is related to the field correlator (Vé"m Vf q_m) by
formula (C.44). For the circular components we obtain
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_ I, _ T
(Sqns T q-m) = ﬁwqm Vi) = i
where qun = Vgn £ iVgm. As a result, the susceptibility (12.1) becomes
o Ly v ! 12
qu = %<qu V—q—m> — E . ( 3)

Further calculation of the transverse susceptibility (12.3) is carried out in the optimal Gaussian approximation (see
Sect. 9.4.2) but now without the diagonal approximation. Namely, the function F (V) = Fy(V) + F1(V) is replaced by
the quadratic form (9.31):

FOW) =Y AVg AgnAVE, . (12.4)
qmaf

where AVg, = Vg, — v, 3q09m0da 1s the deviation from the mean field V,, and
-3
5 .
2\ovg,avh, .,

1
Fo(V) == Vgl

qmo

Since Fy(V) is the quadratic form

we obtain
Aaﬁ _ (Saﬂ OB

qm—ﬁ qm >

owp _ L[ PR
Yo =72\ gve gvP
qn® V¥V —q—m

where

is the unenhanced susceptibility. Taking axial symmetry (9.24) into account:

Oxx Oxy 0

0 qu qu
0
X = | i 0 0 |-
0 0 ngnz
we have |
Oxx Oxy
xy ==X —Xqm 0
e A o 1o
Agn = | Agn Ag;n Agn | =|  Xan =~ Xgn O
AZ)C A AZZ 1
qm “iqm Cqm
0 0 - —x
Then the quadratic form (12.4) is written as
l O 5
FOw)=>" [A gm<§ - ng)Aqu_m — AVE Xam AV
qm
y ,Oxy v (1 0. y
+ Aququ Aqu_m + Aqu <E - Xq,xnx>Aqu

i

I
+ AVE, (= - ng;)Aviq_m} .
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Changing the variables by the formulae

1 _
Vin = 5(\/;1 + Vam)»

we obtain
1 11 1 o1
@ — - 0—+\y/+ + 0+—\y—
FOW = (3 (G - 300 Ve + 3% (5~ 34 ) Ve
qm
1

+ AVém(E - Xg,ﬁf)Aqu_m}, (12.5)

where
_ .0 — . Oxy
Xom T =20en" —ixgn )s X = 2(Xem" +ixgn) (12.6)

are the transverse unenhanced susceptibilities.'
To obtain a formula for the enhanced susceptibility, we need to calculate the field correlator on the right-hand side of

(12.3). The quadratic form of the optimal Gaussian approximation (12.5) can be written as

FOW) =" AVgnAqnAV_qm,

qm
where AV = (Vg Vs AVE,) and
1,1 1

o B 0 _(T - —X0_+) 0

Agn Aq,,f Agn 101, 2\a 279"
Aan = | Agw Agt Agi | = | 5(3 - 2x5) 0 0

AZT AT A2 2\u 2 1

qgm “tqm ““qm 0 0 5 _ X((l)rznz

The correlator of the Gaussian field is given by the formula (see Appendix A.3.3)

o B T —1 pa
AV, aVE ) = 3 (4gn) (12.7)
where «, 8 = —, +, z. Calculating the inverse matrix
2
1 1 1 ! 1 lan™ 0
—Iy—— (A—Iy—F (A—1\—z 7~ 2Xqm
-1 (Agr'f)+— (A‘ﬂl)++ (Agnf)ﬂ 2 ” 0 0
(Agn)®*™ (Ag)™t (A& w274 |
0 0 1 0zz
7 Xgm

by formula (12.7) we obtain

10ne could notice that the sign in the formulae for the unenhanced susceptibility (12.6) differs from the one in the formulae for the enhanced
susceptibility (12.2). This fact is merely a matter of defining Ag,, and Xgm in the DSFT. They are defined in such a way that the second equation

of the optimal Gaussian approximation looks as in (9.27) and unenhanced susceptibility is given by (9.32).
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T +- T ul
+ _ -1 _ _
<qu V—q—m) - 5 (Aqm) -1 1 0—+ -

Then the enhanced susceptibility (12.3) becomes

XO +
—t qm
L L — (12.8)
qm 1— éuX((l)m—i_

12.1.2 Spin Waves and 73/% Law

To study the spin waves in the DSFT, we need explicit formulae for the transverse susceptibilities (12.6). From expression
(9.34), using formulae (A.22) for trace of the product of the Pauli matrices, we obtain

Oxx _ _ °'d Yiav2 VI X V2 X
qu - T ZGknGk q,n—m (G g oo )
kny1ya

TZ G G- qn-mSp@ ") - Gi, Gy qn-mSP(@*0 ‘0%07))

~0
= _NdTZ Gkn k—q,n—m GZ Gi q,n— m) (12.9)
kn

N,
xf.),’éy = —TdT Z:GVl Gy an— 2Sp(c" ¥ c"a?)

knyiyz
N, -
= _TdTZ(ngGlZ( q.n— mSp(O'x ) GZ Gﬁ q,n— msp(azaxay))
=1NdTZ (CrGiqnm = GG qnm)- (12.10)

Hence by (12.6) the transverse susceptibility is equal to

Xt = 20085 — ixgn)

__2NdTZG Gk q.n—m GIZ( q,n— m)
= —2N4T ZGkT(iw,,)Gk,q,i(iwn — iwm), (12.11)
kn

where G¢ G+ G*and G L= G% — G*. Here the mean Green function is given by
G@=G+u—Ho— 2@,

where X (z) is the self-energy and  is the chemical potential. The mean Green function G is calculated self-consistently and
takes into account thermal excitations with arbitrary wavevectors and “frequencies”. At low temperatures, the fluctuational
contribution AYX = ¥ — V becomes small and can be neglected. Then

1 1
z—i—u—Ek—UVz _Z‘i‘ﬂ_gka.

chr (2) =
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Replacing the sum over the odd “frequencies” w, in formula (12.11) analogously to (A.63), we obtain

O H (i) = —2Ng Z ) = f(Ekql) (12.12)

SkT—Sk ql_lwm

Switching to k' = k — q and making the analytic continuation iw,, — ® + 10T, we have

Sflewy) — few+q.1)

Ek'+q,p — K] — @

Xq (@) =2Nqg = 2NaF-4(q, @), (12.13)

k/

where F_, (q, w) is the transverse Lindhard function (5.21). Using formula (12.8), we write the enhanced susceptibility in

the form ONLF
2g H@) = 2 @) (12.14)
1 —uNgF_1(q, ®)

Recalling that DSFT susceptibilities are expressed in units of g> /LzB /2, we see that the low-temperature susceptibility (12.14)
is equal to the single-band RPA susceptibility (5.20) times the number of bands.

Now we introduce the spin-wave dispersion relation by (5.37). Deriving the low-temperature asymptotic expressions,
similar to (5.38), we have
| e+ Dq2>

2N
0—+

= — 12.15
@O ="(1- = (12.15)

where D is the stiffness constant. Hence the low-temperature expression for the enhanced susceptibility (12.8) is given by

2N/ 2us
) = T —= — 12.16
ta O =" pa ) (12.16)

where ¢ = ¢ +i0T. Using the Sokhotsky formula (A.44), we obtain
Imx(l_+(s) = —4N5,78(hw + Dg?). (12.17)

Following the argument of Sect.5.2.2, we obtain the local transverse fluctuation (5.49) and the 73/? law for magnetization

in metals:
m;(T)

m:(0)

=1- 03/2T3/2, T « Tc,

where a3,; is given by (5.51).

First, the above low-temperature limit of the DSFT is illustrated by the example of iron. The lattice constant a of the bcc
Fe is equal to 2.866 A [13], the magnetization at 7 = 0 is m(0) = 2.217 up [14], and the spin-wave stiffness constant is
Do = 311 meV AZ [15]. Substituting these values to expression (5.51), we obtain a3/, = 2.87 x 10-° K_%. The numerical
results for the spin-wave approximation (SWA) of the magnetization (5.52) are presented in Fig. 12.1. The temperature in
Fig. 12.1 is given in units of the Curie temperature TCexp = 1044 K [14].

For comparison, Fig. 12.1 shows the low-temperature magnetization m(7') calculated in the Stoner approximation (STA)
and two approximations of the SFT: SLA and DNA. (Recall that the approximations SLA and DNA differ in the DSFT only
by expressions (10.39) and (10.24) for the fluctuations (A Vaz)’ , o = x, z.) The initial data of the calculation, the value of the
magnetic moment m (0) and the first-principles DOS v(¢) at T = 0, are the same as in Sect. 11.1.3.

As can be seen from Fig. 12.1, the decrease of m(T) in the STA is negligible. In the SLA the magnetization decreases
too fast (x 7). Only in the DNA good agreement with the experimental data is obtained. As for the SWA, it gives a better
agreement with experiment, as compared to the DNA, in the interval from zero to 0. 2TexP ~ 200 K. However, the SWA is
not sufficient with increasing temperature. Indeed, the DNA gives a better agreement at ﬁnlte temperatures, including room
temperatures. This is quite reasonable since in the DNA both transverse and longitudinal fluctuations are taken into account
but not only transverse ones, as in the SWA. At low temperatures, the DNA fluctuation (10.24) has the asymptotic behaviour
~ T2, while in the SLA the fluctuation (10.39) increases only linearly. Note that, near T = 0, the DNA curve m(T') should
go higher than the SWA curve, which has the asymptotic behaviour ~ 7/2. In Fig. 12.1 this temperature interval is too small
so that the DNA and SWA curves merge there.
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Fig. 12.1 Magnetization of Fe 1 -
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Fig. 12.2 The experimental

data [14] for 1 — m(T)/m(0) of
Fe in the logarithmic scale, at the
interval 0 < T < TSXP (filled
squares) interpolated by the line
with the slope 2 (blue) and 3/2
(red). The insets show the
experimental data [14] for
magnetization m(7T)/m(0) vs. T2
(blue) and T3/2 (red) at the

exp

interval 0 < T < 0.45T

In (1- m(T) / m(0))

3 2 -1 0
In (T/T&P)

In Fig. 12.2, we plot the relative change of magnetization 1 —m (7") /m(0) versus temperature 7 in the logarithmic scale. As
can be seen, at low temperatures, the (red) line with the slope 3/2 gives the best agreement with experiment. This conclusion
is confirmed by a number of measurements [14, 16, 17]. Figure 12.2 also shows that, in a large range of higher temperatures,
the (blue) line with the slope 2 gives a better fit to the data. The crossover point from the 73/2 to T2 law is ambiguous (see,
e.g. [18]). As can be seen from the insets of Fig. 12.2, both 73/2 and T2 dependencies of the experimental magnetization
m(T)/m(0) produce almost a straight line over the temperature interval 0 < T < 0.45 TgXp . The T3/? law has an asymptotic
character and holds at least up to the temperature 32 K [16], which is equivalent to 0.03 in the reduced temperatures 7'/ TgxP.

Next, we apply the low-temperature limit of the DSFT to the disordered Fe-Ni Invar, which has been studied in detail
experimentally [19-22]. The lattice constant of the fcc Feg g5Nig 35 Invar is a = 3.59 A, the magnetization at 7 = 0 is
m(0) = 1.7 up, and the spin-wave stiffness constant is Dy = 140.0 meV A2 [20]. Substituting these values to expression
(5.51), we obtain a3, = 12.18 x 10-0K~2. The results for the magnetization in the spin-wave approximation (SWA)
are presented in Fig. 12.3. As in iron, the results of the SWA are compared with those of the STA, SLA and DNA. The
temperature is given in units of the Curie temperature Tcexp = 520K [23]. As the initial DOS for the SFT calculations, we
use the DOS of the d band of nonmagnetic Feg 65Nig 35, which is obtained from two spin-polarized DOSs calculated in [24].

As can be seen from Fig. 12.3, the decrease of m(T') in the STA is negligible and in the SLA it is too fast (o< T'), just as
in pure iron. The SWA gives good agreement with experiment over the temperature interval from zero to 0.1 TSXP ~ 50K,
which is approximately four times smaller than in iron. This fact agrees with experiment and is usually attributed to the Invar
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Fig. 12.3 Magnetization of 1 Bm—
Fep.¢5Nig.35 calculated in the
SWA (red), STA (blue), SLA
(green) and DNA (black). Filled
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anomaly [19,22]. Note that, in alloys with atoms that are different by their chemical nature (and local magnetic moment),
our DSFT should be modified. Namely, atoms of each sort s should be characterized by their own intraatomic interaction
constant ug, which is determined by me P (0), and their own initial DOS vy (¢). In other words, atoms in the alloy should not
be averaged, as they are now.

The calculated value of the coefficient a3, in the Feg ¢5Nig 35 Invar is approximately four times larger than in iron. The
resulting decrease of magnetization in the Feg ¢sNip 35 Invar is substantial and is in good agreement with the Invar effect.
However, the magnetization in the SWA decreases slower than in experiment. The DNA results are in better agreement with
experiment since the DNA takes into account longitudinal fluctuations, which are neglected in the SWA. Just as in iron, the
DNA curve (x T?) merges with the SWA curve (o< T3/2) near zero.

The DNA calculations at the interval from zero to 0.3 TSXP show that in Fe the longitudinal fluctuations are about ten times
smaller than the transverse fluctuations, and in the Fe ¢5Nip 35 Invar the longitudinal fluctuations are about five times smaller
than the transverse ones. However, this is not always the case in metals at finite temperatures. For instance, the longitudinal
fluctuations are comparable with the transverse ones in Co and are larger than the transverse ones in Ni (see Sect. 10.5).

12.2 Beyond the Spin Waves
12.2.1 Low-Temperature DSFT

The simplest low-temperature version of the DSFT is the one with only transverse spin fluctuations (TDSFT), (A VZZ)/ = 0.
An important difference of this theory from the spin-wave approximation and some versions of the SCR theory for weakly
ferromagnetic metals [26] is that conservation of the local spin is not assumed. For better comparison with previous results,
the transverse fluctuation is calculated in the diagonal approximation: (A VJZ_)’ =2(A VXZ)/ . Thus, in the TDSFT, the problem
is reduced to solving the system of three equations (10.24), (10.33) and (10.34) with respect to three variables (A sz)/ , \_/Z
and u, for each temperature 7T'.

Calculation of the local fluctuation (A Vf)’ by formula (10.24) even in the TDSFT is based on a fairly complicated chain of
approximations. We obtain a simplified formula for the fluctuation (A Vf)’ from expression (5.49), which was derived from
the low-temperature approximation of the transverse susceptibility (12.15) in the previous subsection. Namely, discarding
the zero-point fluctuations in formula (5.49) and using (A Vf_)’ = uz(Ast_), we have

2= 3
(AVE) = 2;;; £(3/2) (%)2 T3/2. (12.18)
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In this analytic expression, we calculate the mean spin 5. and spin-wave stiffness D self-consistently.” Averaging expression
(12.15) over the Brillouin zone, we obtain

D= 2;‘_251 (1- 54 ).

where XE_+(8) =N"? Zq Xg’Jr(e) is the local susceptibility and q_2 =N"! Zq g%. Approximating the Brillouin zone by

the equal-volume sphere, we have g2 = O.6q§, just as before. The local susceptibility X8_+(O) is expressed in terms of the
single-site mean Green function g(¢). Using formula (12.11), we obtain

2N,
xH0) = —Td / Im(gy (e)gr () f(e) de,

where g, (¢) is given by relations (10.35) and (10.37). The mean spin 5, is calculated by the formula 5, = —V, /u, where V,
is given by Eq. (10.33).

Thus, in the low-temperature DSFT (LDSFT), we solve the system of three equations (10.33), (10.34) and (12.18) with
respect to three variables V., u and (A Vf)/ , for each temperature 7. Both in LDSFT and TDSFT, the initial data of the
calculation are the first-principles DOS v(¢) at T = 0 and the value of the magnetic moment m(0) = gups,(0), which is
used to obtain the interaction constant u.

12.2.2 Application to Fe and Fe-Ni Invar

We apply the above theory to calculate the temperature dependence of magnetization, Curie temperature and spin-wave
stiffness. First we test the theory on a clean system such as elemental Fe, and then we consider the disordered Feg ¢5Nig 35
Invar.

In Fe the magnetization at 7 = 0 is m(0) = 2.217 up [14] and nonmagnetic DOS of Fe is presented in Fig. 11.5. The
lattice constant a of the bce Fe is equal to 2.866 A [13] and hence the volume of the Wigner-Seitz cell is 2ws = al /2 =
11.78 A3,

The numerical results for magnetization calculated in the LDSFT are presented in Fig. 12.4. The temperature is given in
units of the Curie temperature TSXP = 1044 K [14]. For comparison, we present the temperature dependence of magnetization
m(T) calculated in Stoner approximation (STA), two approximations of the DSFT: static local (SLA) and dynamic nonlocal
(DNA), and TDSFT.

As we have already mentioned, the decrease of m(T') in the STA is negligible, and in the SLA magnetization decreases too
fast (o T'). The DNA gives excellent agreement with experiment at the interval from zero to about O.45Tgxp ~ 450 K. The
calculation without the longitudinal fluctuation (TDSFT) changes the results of the DNA very little. This is quite reasonable
since the transversal fluctuations in Fe are almost 10 times larger than the longitudinal fluctuations at this interval. The
LDSFT results are different from those of DNA but are still within a 1.5% error, compared to experiment, over the interval
from zero to 0.6Té’XP ~ 600K. Note that, this interval is almost 20 times larger than the interval 32 K [16], where the
experimental curve for the magnetization m(T') follows the T3/2 law.

Numerical results for magnetization of the Feq ¢5Nig.35 Invar calculated in the LDSFT are presented in Fig. 12.5. The
temperature is given in units of the Curie temperature Tcexp = 520K [23]. The magnetization at T = 0 is m(0) = 1.7 up [7,
23]. As the initial DOS for the DSFT calculations, we use the DOS of the d band of nonmagnetic Feg ¢5Nig.35, which
is obtained from two spin-polarized DOSs calculated in [24]. The lattice constant of the fcc Feg¢sNig35 Invar is a =
3.59 A [20], so that the volume of the Wigner-Seitz unit cell is 2ws = a’ /4 = 11.56 A3. The results of the LDSFT are
compared with those of the STA, SLA, DNA and TDSFT. Magnetization in the DNA is in good agreement with experiment
over the interval from zero to 0.6Tgxp ~ 300K (which includes the room temperatures). The neglect of the longitudinal
fluctuation (TDSFT) has a larger effect on the results, as compared to Fe, since in the Feg ¢5Nig 35 Invar the longitudinal
fluctuations are only five times smaller than the transverse ones. The results of the LDSFT are close to those of the DNA at

2This method is similar to the use of a simple analytic expression for the Hartree-Fock exchange potential in the band calculations [27,28].
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Fig. 12.4 Magnetization m(T') 14 T 7
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the interval from zero to O.4TCeXp ~ 200 K. At this interval both LDSFT and DNA agree with experiment within a 5% error.
This difference in the Feg ¢5Nig 35 Invar should be attributed to the “hidden excitations”, whose nature is still unknown.?

For the spin-wave stiffness at T = 0, our calculation in Fe yields Dﬁi‘l = 200meV A2, which is in reasonable agreement
with the experimental values ng’ = 270 and Dﬁép = 280 obtained from magnetic [17] and neutron-scattering [30]
measurements, respectively. The calculations in the adiabatic approximation of the LDA+DMFT [31, 32] give the value
Dﬁgl = 250meV AZ. In the FegesNig 35 Invar, our calculated value Dfrf‘(l) = 110meV A? is in good agreement with the
experimental values ng = 110 and Dsgp = 140 obtained from magnetic [33] and neutron-scattering [25] measurements,
respectively. (As is known, the experimental values Dﬁg’ and Dre]ép, which coincide for most of ferromagnetic materials, are
different for Invar alloys [22].)

Note that estimation of the spin-wave stiffness constant Dy is a complex problem both experimentally and theo-
retically [34, 35]. The experimental values ng obtained from the magnetization measurements [17, 33] depend on
the temperature interval where one fits the data on magnetization with the 73/% law. Since the 7%/? law has only an
asymptotic character, the exact temperature interval is unknown. The neutron-scattering measurements [25,30] and numerical

calculations [31,32] have a similar problem of choosing the energy interval to fit the spin-wave spectrum ¢ = Dg?. The

3For an explanation based on phonons, see [29, p. 218].
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Table 12.1 Spin-wave stiffness Dl RG el [ 7o

Dy and Curie temperature 7¢c of (U 5 o 2 C c

Fe and Feg g5Ni 35 Invar (meVA~) (meVAY) [(K) [(K)
Fe 200 2702, 280 | 1654 | 1044¢
Feo.65Nig 35 | 110 1109, 140° | 546 | 520f

4Magnetization measurements of Pauthenet [17]
PNeutron-scattering measurements of Mook and
Nicklow [30]

“Crangle and Goodman [14]

dMagnetization measurements of Nakai [33]
°Neutron-scattering measurements of Ishikawa et
al. [25]

lcCrangle and Hallam [23]

results of the numerical calculations [31,32] of Dﬁgl also depend on the estimation procedure for the exchange parameters
Jij in the Heisenberg Hamiltonian.

Finally, the LDSFT calculations give reasonable values for the Curie temperatures: Téal = 1.58 TSXP for Fe and chal =
1.05 Té’Xp for Feg ¢5Nig 35 Invar. The calculated and experimental values of the spin-wave stiffness Dy and Curie temperature
Tc are summarized in Table 12.1.

Thus, we have shown analytically that the LDSFT becomes accurate in the low-temperature limit, exactly reproducing the
T3/2 law for the magnetization. At the same time, the calculated magnetization in Fe is in good agreement with experiment
over the interval from zero to 0.6TCeXp ~ 600 K. This interval is about 20 times larger than the interval where the 73/2
law is valid. The calculated spin-wave stiffness Dy and Curie temperature 7¢ for Fe are found in reasonable agreement
with experimental data and results of previous calculations. For the Fep¢sNig35 Invar, we obtained Dy = 110 meV A?
and Tc = 546K, which are in excellent agreement with experiment. Reliable calculations of these characteristics for the
Fep.65Nig 35 Invar are not available. We argue that the present theory can be successfully applied to other ferromagnetic
metals and alloys, where the longitudinal fluctuations are small compared to the transverse ones.
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®

Check for
updates

Don’t look for the meaning; look for the use. (Ludwig Wittgenstein)

In this chapter we study spin-correlation effects in metals at finite temperatures. We start with qualitative estimates of the
correlation effects on the magnitude and relaxation time of a single-site spin [1]. Then we apply the DSFT to calculate local
magnetic characteristics such as the transverse and longitudinal susceptibilities, dynamic spin correlation function and local
magnetic moment [2]. Finally, we calculate temperature dependencies of nuclear spin-relaxation rates [3].

13.1 Temporal Correlation Function

In Chap. 3 we introduced the single-site spin s; in an itinerant electron ferromagnet as the integral of the spin-density over
the Wigner-Seitz cell (3.30). The dynamics of the single-site spin is described by the Heisenberg representation

S? (1) = ei?—[t/hs?efi’}-tt/h’

where a = x, y, z. To quantify the coherence of spins at different sites and time moments, we introduce the spin correlation
function

[ 1 o
Filw) = S (s, s O)),

where the braces denote the anticommutator of operators and angle brackets denote the canonical average. Using the relation
(s%(1)s50)) = (X ONs5O) + (457 (1) A (0)),

we write
Fi(0) = (s9o)sh ) + A%0), (13.1)

where the first term is time-independent and is equal to (s;?‘) (sfi ), and

«, 1 o
AT = S (As5 (), A O)))

is the oscillating part. Since at large times the spin fluctuations As; () and As;/(0) become uncorrelated, A‘;j,(t) tends to
zero as time goes to infinity. The frequency spin correlation function is given by the Fourier transformation,

Fj‘f (@) = / F]i‘;.‘? (t)el dr. (13.2)
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By formula (13.1) we have
Ff(0) = 2m(s2)(s5)8 (@) + A%, (@), (13.3)

where §(w) is the delta function and Aof'.g, (w) is the Fourier transform of A‘;ﬁ ().
We define the susceptibility in the site representation by

po v 1 B | idR;~R;)
X = = D 16 @R,
q
Then using (2.38) and (3.32), we obtain
“ () = Oo([ﬂ(r) sP1) el di
X]]/ - h 0 j 9 .

The fluctuation-dissipation theorem relates the function A‘;ﬁ (w) to the susceptibility. Namely, the Fourier transformation of
(2.53) gives

« _ ih hw af Ba *
Ajj(w) = —3 coth <ﬁ) [xjj,(a)) - (ij/ (w)) ]
In particular,

h
A% (@) = hcoth <§) Imy 5 (@).

The spatial correlations will be considered in Chap. 15. In this chapter, we consider the local spin moment and temporal
correlations of the single-site spin.
We define the single-site temporal correlation function as

1
F(t) = Y Fi ) = 5 ((s;(0). 5;,0)). (13.4)

o

Then from (13.1) it follows that
F(1) = (s))” + AQ®),

where

1
A@) = ;A‘;;*m = 5 {14s;(1), 45, (0))).
Since A(t) tends to zero at large ¢, we have

F(t = 00) = (s;)* =52,

and the function A(#) describes the characteristic time of the spin fluctuations.
The Fourier transform of the temporal correlation function is obtained by formula (13.3). Recalling that s ; = %(n A=),
we come to

2
Flw) =27 <”T ;’”) 8(w) + Aw), (13.5)

where n, is the average number of electrons with spin o and
— heoth (1 ac 3.6
A(w) = hcoth - > Imy ¥ (). (13.6)
o

Since Im XJD.‘;X (w) is an odd function of w, it follows that A(w) is an even function. Recalling the relations (3.22) and (3.23),

we have :
1G5 @) + X7 (@) = S0 @) + x5 (@]

Using X;ﬁ (w) = (X;“j*(—a)))*, we write formula (13.6) as
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hw 1 — — * 2z
A(w) = hcoth (5) Im [5 (ij () + (X; (—w)) ) + X5 (w)] ) (13.7)

Taking the inverse Fourier transform of (13.5), we obtain the temporal correlation function

2 o
Ft) = (u) +%/O A(w) cos(wt) do. (13.8)

To compare the calculation results with the ones of the polarized neutron scattering experiment, we introduce the effective
local spin in a frequency interval [—w, w] by the formula

Y / / 12 ny—nj g 1L [e / / 2
sp(w) = (—/ F(w)dw) = (—) + —/ A(w) dw . (13.9)
T Jo 2 T Jo

Clearly, the effective local spin in the infinite frequency interval is equal to the square root of the temporal correlation function
(13.8) at zero:
sL(@=00) = (F(t = 0)'/2.

By the definition of the temporal correlation function (13.4), the value (F(t = 0)/2

the spin operator, i.e. the local spin:

coincides with a root mean square of

sL(w = o0) = (s]2<)1/2 = SL.

Note that the second term on the right-hand side in formula (13.9) does not vanish at 7 = 0 due to zero-point spin
fluctuations.

13.2 Qualitative Analysis of Spin Correlations

Spin-density correlation in metals at finite temperatures can be described by SFT but the results in different modifications of
SFT can differ quite substantially (for a review, see, e.g. [4,5]). The question naturally arises: when does the correlation make
a major contribution and when does it merely lead to more or less important corrections to the band calculations? Indeed, the
self-consistent potential, used in the band calculation, already takes some of the “Hund interaction” into account, and so the
question is to what extent the remaining part is important in a particular case.

For the mean square spin at the jth site (s?), we can take results of the one-electron calculations in the paramagnetic
state as a lower bound of any SFT result. This estimate implies that the correlation leads to a Hund’s rule, which leads to an
increase of the local moment, because each site tends to collect electrons with the same spin (see the discussion at the end of
Sect. 8.1.1). On the other hand, if we consider only correlations at nonzero temperatures, and the Stoner ground state is a good
approximation for the true ground state of a metal, then the one-electron calculation of local moment in the ferromagnetic
state at T = 0 gives an upper bound for a SFT calculation of (s?) (here and hereafter, the site index j is omitted for brevity).

Notice that the value of (s) is not necessarily small even in the absence of correlations. In fact, even in the simplest
case of one nondegenerate band with the mean number of electrons per site equal to n, the value of (s?) will be equal to the
product of the square of the electron spin by the probability that there is one and only one electron at a site (for details, see
Appendix A.3):

2 _ 3 n ny_3 _
(s>_125(1—§)_8n(2 n). (13.10)

So at the half-filling (n = 1) the mean square spin in a metal will be only half the one in a dielectric with one electron at a
site. In the case of several independent bands, it is easy to show that, instead of (13.10), we have the expression

Ny

() =2 Y m@2—mn), (13.11)

v=1
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where Ny, is the number of bands; n, is the number of electrons per site in the v-th band; )", n, = n. If all the bands are
identically occupied, i.e. n, = n/Np, the mean square spin reaches its maximum value

5 3 n(2Ny — n)
(s7) = 8 M (13.12)

Let us examine another limiting case—a dielectric with n electrons (holes) per site, which occupy with equal probability
any of the Ny (Np > n) orbital states that are doubly degenerate with respect to the spin projection. This case is obtained
from the previous one by totally suppressing charge fluctuations, i.e. if there is no intersite electron hopping. It is easy to
show that if the n electrons occupy n different orbital states and both of their spin states are equally probable, then the mean
square spin of the system will be equal to %n.l Now taking into account the possibility that an orbital state is occupied by
a pair of electrons (total spin is zero), for n electrons in N, orbital states, it is easy to show that the mean square spin is
2Np/(2Ny — 1) times larger than the value (13.12). Thus, it is only in the s band that the suppression of charge fluctuations
alters the mean square spin substantially (by the factor of two). Already in the d band this effect is no more than ~10%
and falls as the orbital moment increases.? Finally, recalling that the maximum possible value of the square of the spin in a
system of n electrons is equal to %(% + 1), we conclude that, with a small number of electrons (holes) per site, the mean
square of its spin can easily reach values close to half the maximum, even in the absence of correlations. Thus, inclusion
of the electron—electron interactions should mainly result in slowing down of the spin “rotation” at each site, rather than in
growth of its mean magnitude.

Next we analyse the single-site spin relaxation time #y, i.e. the time that is necessary for a spin at a site to “forget” its
initial magnitude and direction. In the absence of the electron correlation, the spin relaxation time is about the electron
lifetime 7y >~ tw >~ A/ W s (W is the bandwidth). Indeed, the spin direction of an electron arriving at a site is not correlated
in any way with that of the electrons that were already present at this site. As a result, in the absence of correlation, the
characteristic spin relaxation time of a 3d transition metals with d bandwidth W ~ 5 eV would be 7y ~ 10716 s (for details,
see [6]).

The above estimate of the spin relaxation time in the absence of the electron correlation is a qualitative one. The result
could be affected by large groups of electrons with energies close to the Fermi level er. The existence of such groups is
associated with flattening of ¢ (k) in certain regions of k-space (small Vie), which produces sharp singularities of the density
of states. The characteristic energy width of such singularities is one order less than the width of the d band, and that could
have a strong effect on the estimate of [6] and similar ones.

The electron correlation leads to a Hund’s rule. On the one hand, this leads to growth in the magnitude of the spin
at a site, and on the other hand, the arrival of electrons with a spin direction different from the spin of the site becomes
energetically unfavourable and, therefore, less likely. So the spin relaxation time ¢y grows. The single-site spin relaxation
time is determined by the intersite exchange energy. If the correlations are very strong, the situation becomes similar to
Heisenberg magnets with localized spins, where the characteristic energy of the exchange interaction is about the Curie
temperature: tg ~ #/(kpTc). For 3d metals with Tc ~ 1000 K this leads to the estimate, ty ~ 10~14 5. The difference
between the latter and band calculation estimate can be attributed to correlation effects.

13.3 Spin Correlations in the One-Electron Approximation
13.3.1 Unenhanced Susceptibilities

To calculate the temporal correlation function (13.8) and its Fourier transform (13.5), we calculate the transverse and
longitudinal susceptibilities of the noninteracting electrons:

X @ =2 /0 (Isf (). 7 O)]) " dr. (13.13)

IThis is simply the sum of squares of electronic spins in different orbital states, since in these conditions the mean value of the scalar product of
spins of different electrons is zero. The same argument applies in the derivation of (13.11).

2These results are valid only in the case of non-interacting electrons.
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0zz _ i * z z iwt
xji (@) = 7 ([s3(2), s3(0)]) e dr, (13.14)
0
expressed in units of gz,u%. Similar to (3.31) the single-site spin-flip operators are defined by
st=[ viomymd, s = y/@ymdr,
J 9. 1 J o, ¥
J J

where £2; is the Wigner-Seitz unit cell centred at the jth site, and W; (r) and ¥, (r) are the field operators. Using formulae
(3.26), we write

Z M alporaky,  5; = Z Mva Ty @kt (13.15)
vv’kk’ vv’kk’
Here
Myse" = / P () Prko (r) dr, (13.16)
2

J

and the eigenfunctions ¢,k (r) of the Hamiltonian

Ho = ngkaazk(ravka (13.17)

vko

are assumed to be normalized per unit cell. Clearly the absolute value of the matrix element (13.16) is site-independent.
Using expressions (13.15) and calculating the commutator in (13.13), we obtain

va
1 M, (f (evky) — fevier))
x?f_(w)=m Z .| = A (13.18)

el Evkt — &k + Ao

where f(¢) = [exp((e —n)/T) + 177! is the Fermi function.
Similarly, we introduce

- / Y (1) o () i,
2

so that sj = %(S]T — s}). Then we write the longitudinal susceptibility (13.14) as

1
X?fz(w) 1 [X”T(a)) }jT (@) — X}ji(w) + x}ji(a))] . (13.19)

where e
’ 1 ’ .
X ) = /0 ([57.0), 57 O e dr.

Calculation yields

/ 1 U, (f(8 ko ) f( /k/(l/))
Ooo vko v 81}
X// ( ) N2 v; / vk’ e, 7 fefed ( )

Thus, iji(a)) = xjw(w) =0, and

1
1@ = 7 [ @ + 10 @)
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13.3.2 Computational Formulae

We start with the Fourier transform of the temporal correlation function (13.5). We substitute the unenhanced susceptibilities
(13.18)—(13.20) in formula (13.7). Then taking into account that coth(hw/(2T)) = 1 at T = 0 and applying the Sokhotsky
formula (A.44), we obtain?

- —ny T lo—o'l/2 | 3 yv'K's’
F(a))_2n< . > 8w )+ Z 2 ‘M (13.21)

vko
/k/ !’

X [f(evko) (I = flevwor)) — flevio) (1 — fEvke))] 8 <0) -

EvK'o' — Evko
—l"'l .

There are two special cases when (13.21) can be largely simplified. Firstly, when the overlap of Wannier functions of
Ko’

neighbouring sites can be neglected (“tight binding”), we have the already mentioned case of independent bands: ‘M Y
38,y . In that case, using (3.55) and (4.24), we have

F(w) =2r (%) )+ T8 Y 20 / o (&) g (& + o)

voo'

x [f(e) (1 = f(e+hw)) — f(e+ hw) (1 — f(e))] de, (13.22)

where 1,4 (¢) is the density of states in the v-th subband with spin projection o. Then, the mean square single-site spin

() =F(t=0)= %/m F(w)dw

—00

is written as )
ny —ny 3 3 1
“2):(7) +Z"‘§Zv ”5+§Zu (ot =) e

Here n, is the mean number of electrons with the spin o in the v-th band (pet site) and n = ZU o Mvoe = Ny +ny. In the
nonmagnetic case (1,4 = n, ) expression (13.23) naturally coincides with (13.11).

The second case is the constant matrix element approximation: |M1‘jkl;” |> = C. It is clear that the latter can hold

approximately only when a limited number of bands Ny, genetically related to the site states of the same type (such as five d
bands, for example), is used in the calculation. Then the value of C can be determined from the completeness condition:

> Gike ) Puks () = N 8(r — 1), (13.24)
vk

Calculating ) |M‘fl;';/“,|2 with the help of that condition, we obtain C = 1/Ny,. So in this case (13.21) can be written in
the form

2
ny —n 2nh ,
Fley=2m (TTi) Y@t Ny Zm,/ 2o / o () g (& + )

x[f(e) (1 = f(e 4+ hw)) — f(e + hw) (1 — f(e))] de, (13.25)

31f detailed calculations of the generalized susceptibility x (q, w) were available, the Fourier-transform of correlator (13.21) could be obtained by
only triple (rather than sixfold) integration over the Brillouin zone. Indeed, by the fluctuation-dissipation theorem (2.56), we have

F(w)  coth(Bhw/2) / Imy (q, ) dq.

However, calculations of x (q, ) are usually given only in a few symmetrical directions of q (see, e.g. [7]), and so this formula cannot be used.
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where n, (¢) is the total density of states for electrons with the spin o. For (s?) from (13.25) we find

o (1 L) (o), 3 n@Ne—n)
(s>_(1+2Nb>( 5 >+8 N (13.26)

Clearly, (13.26) coincides with (13.12) in the paramagnetic state and is temperature independent. Moreover, if all the bands
are identically occupied at any temperature, so that n, = n/Ny, (13.26) will also coincide with (13.23).
In numerical calculations with a specific spectrum and wave functions, we ignore the thermal broadening of the Fermi
function, using the approximation
f(e) =0(ep —¢), (13.27)

where 6(x) is the step-function, equal to zero for x < 0 and unity for x > 0. Then, for @ > 0,* formula (13.21) is easily
transformed to

2
ny —ny 2mh e ’
F(o) =27 (T) S(w) + < § 2l [ (w), (13.28)

vo

Vol

’ ! 1 d "N A~
quaa (w) = P // ‘kaka
25, d(hw) vke

Evko =EF

2
dK’ dk, (13.29)

€k ¢! = EF
/K ¢! —Evko <hw

where the integration with respect to k and k' is performed in the Brillouin zone of the volume $2g7.
The calculation of spin correlators by formulae (13.28), (13.29) and

Ft) = %/Ooo F (o) cos(wt) do (13.30)

involves four computational problems. The first one consists in calculating one-electron states and is not considered here.
We only mention that the energy spectrum &,k, and wave functions ¢,k (r) are calculated by the KKR method [8].

The second problem consists in calculating the matrix elements M “)’l;lg”,. We represent (13.16) as the sum of two integrals:
over the Slater sphere [9] and over the remaining part of the Wigner-Seitz cell. Since the contribution from the second integral
is small for d wave functions, it can be neglected, thereby the wave functions is normalized in the Slater sphere. Putting the
expression for the wave function in the KKR method [10] into the first integral and integrating in spherical coordinates, we
have

"N~/ rS / N, ~!
MyXT =" /0 RY(r, ko) RY (7, euieo) 12 dr Y (chK? ) ke, (13.31)
1 m

where c;’n';" are the coefficients of the expansion, R} are the bounded at zero solutions of the radial Schrédinger equation; rs

is the radius of the Slater sphere.

The third problem is to calculate the integrals (13.29). The difficulty of numerical integration over the Wigner-Seitz cell
is that it is necessary to calculate many sixfold integrals with a complex domain of integration, while the number of points k
and K’ at which the integrand is known is relatively small. We represent the sixfold integral (13.29) in the form of two triple
integrals (in k and k") and apply the tetrahedral method [11] to each of them.

Finally, the last computational problem involves the approximate Fourier transformation [12]. Without going into detail,
we note that the computational formula for the numerical cosine Fourier transform of the function F(w) is obtained as
follows. Using the uniform grid with the step 4, we interpolate the function F'(w) by a second-order polynomial at each
segment of the length 24, then analytically integrate by parts (see also Appendix H.5).

In the approximation of a constant matrix element, we calculate F (w) by the formula

2
— 2 h , eF
F(w) =2m (%) S(w) + » 2loelz / N (8) Ny (e + ho) de, (13.32)

8va ep—hw
oo

4The function F () is even.
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which can be obtained from (13.25) using (13.27). In this case the calculation of the spin correlators simplifies substantially,
because the calculation of the wave functions, matrix elements and sixfold integrals is no longer necessary.

13.3.3 Band and Model Calculations

The energy spectrum &€,k, and wave functions ¢, k. (r) of ferromagnetic (F) and nonmagnetic (N) bce iron are calculated by
the KKR method with the self-consistent potentials given by Moruzzi et al. [13]. The number of states N, (¢) and density of
states n, (¢) were calculated by the hybrid tetrahedron method examined in detail in [14]. The results for N, (¢) and n, (¢)
are in good agreement with [13]. The values n, are obtained as values of N, (¢) at & = ¢F.

The Fourier transform A(w) of the oscillating part A(¢) is calculated for the F- and N-iron in two modifications: (1) with
a vko -dependent matrix element and (2) in the approximation of constant matrix element with N, = 6. The results for A(w)

and its integral over the interval [0, w]:
1 w
D(w) = —f A(w)) do/, (13.33)
7 Jo

are shown in Fig. 13.1. The character of A(w) is mainly governed by the form of the density of states n(¢) (see, e.g. [15]).
So in the ferromagnetic case the curve A¥(w) is formed of three substantial contributions at fiw ~ 2.4, 4.6 and 5.5 eV due to
transitions from the three occupied peaks nF (¢) to the fourth one situated above eg. In the nonmagnetic case the curve nN(e)
contains three peaks, one of which is close to ¢, and so there are three sharp peaks of AN(a)), at hiw >~ 0.6, 3.2 and 4.6eV.
On the whole, the A(w) curve shifts towards lower energies and slightly contracts when iron changes from the ferromagnetic

to nonmagnetic state.

Fig. 13.1 The Fourier transform 1.4
A(w) and integral Fourier
transform @ (w) of the spin 1.2
correlator of ferromagnetic (a)
and nonmagnetic (b) bec iron: —_ 1
with vko -dependent matrix T
element (solid line) and with % 0.8
constant matrix element (dashed —
line = 0.6
) S
= 04
0.2
0
a)
2
1.2 S _
I\ -7
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Lr 115
ToosHAL
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Fig. 13.2 Spin correlator F () T T T T T
of ferromagnetic (a) and
nonmagnetic (b) bee iron: with
vko -dependent matrix element
(solid line) and with constant
matrix element (dashed line)

Fy

a) 1 [fs]

F()

1 1.5 2 2.5
b) ¢ [fs]

As for the spin correlator F(¢) presented in Fig. 13.2, its constant part is equal to 1.18 in the ferromagnetic case and is
equal to zero in the nonmagnetic case. The oscillating part behaves similarly in both cases: it is equal to 1.75 and 1.55 at
t = 0 and declines to zero during 79 ~ 2.7 x 1076 and 3.3 x 10716 s for F and N-iron, respectively.> The difference between
the 7y values for F and N-iron is due to the difference in the behaviour of their densities of states near eg: when the peak of
nN(e) gets close to ep the number of transitions with small e increases. It is clear from Figs. 13.1 and 13.2 that calculation
with vko -dependent matrix element results in the growth of A(w) for small values of w and to its decline for large w values.
As a consequence, the decay of F(¢) is delayed, i.e. the relaxation time of spin fluctuations increases. However, this effect is
not large enough in iron, because the electronic states at all the peaks of the density of states are genetically related mainly
with the atomic 3d states, and hence the matrix elements decrease slowly as iw = €,k — €)ks INCTEASE.

Results of a band calculation of the mean square single-site spin for F and N-iron are given in Table 13.1. For comparison,
we also present the values of (s) obtained in the model with independent equally occupied bands and in the localized-states
model.

Experimental estimates of the mean square single-site spin are obtained as follows. In the ferromagnetic state, by applying
formula (5.53), we have (s?) = s.(s, + 1) at T = 0. Using the experimental value mSXP = 2.2up, we obtain s, = 1.1 and
(s?) = 2.3. In the paramagnetic state, if we consider iron as a purely localized-spin magnet with a completely frozen orbital

>Since the calculations with vko-dependent matrix element and with constant matrix element yield similar results, for brevity, we give numerical
results only for the former case.
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Table 13.1 Mean square
single-site spin (s?) in the band
and model calculations of

Calculation method | Approximation F-Fe | N-Fe

Band calculation vko -dependent matrix element | 2.93 | 1.55

ferromagnetic (F) and Constant matrix element 3.18 | 1.79

nonmagnetic (N) iron Independent bands | d bands n=3Ny=5 291 | 158
model dandsbands [n =4, N, =6 [3.31 | 2.00
Localized states d states n=3 Ny,=5 |255 | 1.75
model dandsstates |n =4, N, =6 |2.40* | 2.18
*It is assumed that the values s = sSmax and § = smax — 1 have
different probabilities a and b that correspond to the experimental value
moy = 2.2up, i.e. they are obtained from the system of equations

aSmax + b(smax — 1) = 1.1anda+b =1

moment, we have me = ZMB\/(ST) (see, e.g. [16]). Using the value mz)f? = 3.12up, obtained from the experimental
susceptibility, we find <52> = 2.4. This is, of course, a rough estimate, but a better one is probably unavailable.

The calculation for the F and N-iron gives (s*) =~ 2.93 and 1.55, respectively. As we explained in the previous section,
these values are the upper and lower bounds of (s?). The calculated values differ from the experimental estimates by about
30%. The values calculated by Hasegawa [17] using the two-field method (s?) ~ 3.6 and four-field method (s?) ~ 1.12
are too high and too low, respectively. The underestimated second value can be associated with the use of the approximate
formula (4.20) in [17].° which underestimates the contribution to (s2) at high energies. The overestimated first value of [17]
is due to other approximations.

As for the lifetime #( of the spin fluctuations, the value obtained in the band calculation is somewhat larger than the lower
estimate i/ W ~ 10~1° s but considerably smaller than the upper estimate of //(kgTc) ~ 10~'4 s. In order that 7y may
increase without any substantial loss in (sz), the A(w) curve must increase for low w and decrease for large w, but in such
a way that the area under the curve remains roughly the same. In the one-electron approximation, this can only happen if
the wave functions of states close to the Fermi surface—or, equivalently, corresponding matrix elements (13.16)—differ
substantially from those of other states.

The correlation effects on the function A(w) can be estimated from the neutron scattering experiment [18]. Comparing
(13.9) and (13.33), in the paramagnetic state, we have @ (w) = sﬁ(a)). In the experiment with the energy window up to
2~ 0.1 eV, the atomic magnetic moment my, = 2ust, is about 1.3 up. Therefore,

@ (hw = 0.1) = st (ho = 0.1) = 0.4.

It is clear from Fig. 13.1b that, in the absence of correlation, this value can be achieved in the N-iron only when integration
is performed over an energy range ~ 2 eV. This value is one order greater than the value 0.1 eV used in the experiment.

13.3.4 Interim Conclusions

The values of mean square single-site spin (s%) obtained in the band calculations and model calculations differ from the
experimental value <52)exp 2~ 2.3-2.4 by not more than 30%; the calculated results are lower than the experimental one in
N-Fe and higher in F-Fe (Table 13.1).

Calculation of the spin correlator with constant matrix element gives a quite satisfactory agreement with the results of the
calculation with vko -dependent matrix element (see Figs. 13.1 and 13.2). During the transition from F to N-iron, the change
of (s?) is mainly due to disappearance of the long-range order term (59)28 (w) in (13.21). If that term is excluded the values
(s?) in F and N-Fe are almost equal, being >~ 1.7 and ~~ 1.6, respectively.

As long as the correlation is taken into account only at 7 # 0 and the ground state is well approximated by the Stoner
state, the value (SZ)F =~ 2.9 is the upper bound and (s2)N ~ 1.6 is the lower bound for (s2) in iron at all temperatures
(Table 13.1).

A similar expression can be obtained from the formula given in the footnote 3 using the Kramers-Kronig relation for i < kgT.
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In the paramagnetic state, correlation should lead to a very sharp and narrow peak of A(w) near w = 0 (of width >~ 0.1 eV
and with area under the peak close to 0.4). Explanation of that peak in the Hubbard [19, 20] or Hasegawa [17] models is
unclear. We will demonstrate the appearance of such a peak in the following sections using the DSFT.

13.4 Magnetic Properties in the DSFT
13.4.1 Local Magnetic Characteristics

As we discussed in Chap. 4, magnetic properties of ferromagnetic metals at zero temperature are fairly successfully described
[13,21-25] in the framework of the local spin-density approximation (LSDA) to the density functional theory [26-29].
However, attempts to describe temperature dependence of magnetic properties within the LSDA do not lead to satisfactory
results. Here we apply the DSFT to calculations of the local magnetic characteristics such as the transverse and longitudinal
susceptibilities, dynamic spin correlation function and local magnetic moment of Fe, Co and Ni (for details, see [2,30]).

In Sect. 13.3 we showed that calculations with constant matrix element (13.16) give a good approximation to the ones
with vko -dependent matrix element. Substituting |M1‘jl;1§"/|2 = 1/Ng in (13.18), where Ny is the number of (degenerate) d
bands, we see that Xl?ff(w) is equal to the unenhanced local susceptibility

_ 1 _
W (w) = WZX(T (@),
q

where X((1)+_ (w) is the transverse Lindhard function (5.23) times Ng.’ Analogously, X})}T (w) is equal to the unenhanced local
susceptibility

1
@) = 75 D xg” (@),
q

where X((l)" (w) is the function (5.12) times Ny. In this case, the imaginary parts of the unenhanced local susceptibilities can
be written as

Imx£+_(a)) = Ngm / F@r(e)vy (e +hAw) — v (e)vr(e — hw)]de, (13.34)
Imxgg (w) = Ngm / f(&)vs(e)[ve (e + hw) — vy (6 — hw)] de. (13.35)

Here |
Vo (¢) = —Img, (¢)
b4
is the spin-polarized DOS (per band, site and spin), where g, (¢) is the mean single-site Green function (10.35). The latter is

calculated self-consistently in the DSFT.
We obtain the enhanced susceptibilities at low energies Zw using the RPA. Replacing the susceptibilities Xgaﬁ (w) by

xgaﬂ (w) in the RPA formulae (5.11) and (5.20), we come to

04—
gy = M @ 13.36
ot 0} ot 0)
Xi(w) _ lXL (w) + XL (w) + ZMXL (a))XL (w) (13.37)

0 0
4 1 — w2y M @) (o)

In calculations, we take the same initial DOSs for Fe, Co and Ni as described in Sect. 10.5. The results of the calculation
of the effective constant u for Fe, Co and Ni are given in Table 13.2. In the same table, for comparison, we present the values

7Use of the constant matrix element approximation is the same as setting the form-factor (3.28) to unity.
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Table 13.2 Results for the

. . Fe Co |Ni
effective interaction constant u of
Fe, Co and Ni, compared to the Reser [2] 1.08 | 1.25 | 1.16
corresponding results for the Gunnarsson [21,22] 0.92 1 0.99 | 1.01
g’t‘Chan)ge'Correiaﬁ(l’n éetffEC‘cilV? Andersenetal. [24] | 091 | — 0.99
oner) parameter / obtained in
LSDA (all values are in units of Janak [25] 0.92 10.98 | 1.01
eV) Ma and Dudarev [31] | 1.0 - -
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of the effective Stoner parameter /, obtained in the LSDA calculations [21,22,24,25,31]. The deviations of our values of u
from the corresponding ones of I are not considerable.®

Let us illustrate the behaviour of the imaginary part of the local susceptibilities by the example of the zeroth and enhanced
longitudinal susceptibilities of iron represented in Figs. 13.3 and 13.4. As can be seen from Fig. 13.3, the temperature
dependence of Im)(BZ (w) = % > o Im XE” (w) is weak. (Since Imxf” (w) is an odd function, the calculations of Imxgz (w)
and Im;’ (w) are performed only for @ > 0.) According to the formula

Imxg" (w) ~ JTNdvg (W)hw

resulting from (13.35) at low Aw with neglect of the temperature broadening of the Fermi function, the linear dependence
of ImXEZ (w) is retained in a sufficiently large energy interval and, in full accord with the behaviour of the DOS at the
chemical-potential level (see Fig. 10.4), Im XEZ (w) increases with increasing temperature. From comparison of Fig. 13.4 with
Fig. 13.3, it is seen that the enhancement of the susceptibility due to electron—electron correlations occurs mainly in the
region iw < 2eV. As for the temperature variations, they are qualitatively similar to those of the zeroth susceptibility, but
quantitatively they are considerable. Besides, with the increase of temperature the enhancement increases. This is due to the
fact that, with the increase of temperature, the real part of the zeroth susceptibility in the energy region fiw < 2 eV increases
considerably. Due to the formula

i 2
1 1+ uReXOG 0)

Imy*(w) = T Nghaw— S g g ’

XL (@) Y 2 (1 — u?Rex (0)Rex” (0) o

[

which comes from (13.37) at small fiw, the growth of Re X{"_’ (0) leads to the sharp increase of the enhancement factor.

8In the DSFT we use gzué/Z units. If we come back to gzu% units, one can see that

XO

X= 1—2ux®’

and the Stoner constant / must be compared with u (see (4.32)).
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Fig. 13.4 The imaginary part of
the enhanced longitudinal local
susceptibility of iron (the
notation is as for Fig. 13.3)

Fig. 13.5 The effective local
spin s (w) in a frequency interval
[—w, w] for iron (the notation is
as for Fig. 13.3)

Fig. 13.6 The effective local
spin sp,(w) in a frequency interval
[—w, w] for cobalt at

T/Tc = 0.0 (dotted line), 0.78
(dashed line) and 1.0 (solid line)
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The results of the calculation of the effective local spin sp (w) are represented in Figs. 13.5, 13.6 and 13.7. As can be
seen from the figures, the local spin in a wide energy interval varies only slightly with the increase of temperature. This
is due to the fact that a decrease in the first term in (13.9) is compensated by an increase in the second one. However,
in a small energy interval such a compensation does not occur. Here the local spin depends on the temperature strongly,
and the smaller the interval, the sharper the dependence. For Fe at T = T¢ = 1.49TéxP, the computed values 1.0 up and
1.3 up of the local magnetic moment my, = gupsy in the energy intervals fiw = 0.12 and 0.2eV are fairly well agree
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Fig. 13.7 The effective local 0.8 T T T
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Table 13.3 The local magnetic .
moment mp, for Fe, Co and Ni at Fe Co Ni
zero, near critical and at the Curie T m(T) | T m(T) | T mp(T)
temperatures (Tc is the Curie Tc m(0) | Tc m(0) | Tc mp (0)
temperature calculated in the 0.00 | 1.00 0.00 | 1.00 0.00 | 1.00

DNA and given in the last

column of Table 10.1) 0.93 0.98 0.78 | 1.06 0.88 | 1.06

1.00 | 0.99 1.00 | 1.14 1.00 | 1.12

with the experimental values 1.3 up and 1.55 up, obtained at 7 = 1.257"F in [18, 32]. Note that the value of the local
magnetic moment in the energy window 0.1V in the one-electron calculations [33] was only 0.36 up, which is much less
than the experimental value. Good agreement with the experimental data on the polarized neutron scattering is also obtained
for nickel (the experimental data for Co are absent from the literature): the values of mp (iw = 0.12eV) = 0.55 up and
my(hw = 0.2eV) = 0.7 ug, computed at T = T¢c = 1.54TCeXp, are in good agreement with the values 0.6 up and 0.9 ug,
respectively, measured at T = 2TCexp [5].

The results of the calculation of the local magnetic moment in the infinite energy interval, mp,(T)/my,(0), of Fe, Co and
Ni by formula (13.9) are given in Table 13.3. As can be seen from Table 13.3, the local moment in the infinite energy interval
depends on temperature only slightly, being almost constant for Fe, and slightly increasing for Co and Ni. The fact that
(mf)l/ 2 only slightly changes with temperature is supported by experiments on magnetovolume effect (see, e.g. [34—37]
and references therein). Note that for Fe the weak change of the local magnetic moment with increasing temperature was
obtained in other theoretical calculations as well. However, for the values of mp (Tc)/my (0) in Ni, none of the calculation
results cited in [37] are close to unity.

The results of the calculation of the temporal correlation function F(¢) for Fe, Co and Ni are represented in Figs. 13.8,
13.9 and 13.10. As can be seen from Fig. 13.8, the square of the local spin sE = F(t = 0) for iron at T = 0 equals 3.22,
which almost coincides with the value 3.18, obtained in the one-electron calculation [1] using the constant-matrix-element
approximation. At T = T, the square of the local spin of iron varies insignificantly and reaches the value 3.16, which
is close to the value sﬁ ~ 3.6, obtained by Hasegawa [17] in the two-field method at T = 1.1Té’Xp. For Co and Ni, the
computed values of sﬁ(TC) are equal to 2.20 and 0.81, respectively. The latter substantially differs from the value sf ~ 0.2,
obtained by Hasegawa [38] for Niat T = 1.1TSXP. However, as can be seen from Table 13.4, our values for sﬁ(Tc) are in
better agreement with the experimental values, obtained from the relation megr = gup+/s(s + 1) for the effective magnetic
moment than those of Hasegawa [17,38]. Clearly, estimating the square of the local spin in the paramagnetic region by the
formula sf =s(is+1)= mgff/ (gup)? for ferromagnetic metals is fairly rough, but a better estimate is unavailable.

As for the temporal correlation function F(¢) at ¢ # 0, its oscillating part A(¢) is large enough also beyond the main
maximum, determined by the bandwidth. For example, in iron at T = 0, A(¢) calculated in the one-electron approximation
vanishes during 7y ~ 0.3 fs, but A(¢) calculated with the account of spin fluctuations vanishes during 4 fs. With an increase of
the temperature, the damping time of the local spin increases. This is due to the increase of the Fourier transform A (w) in the
low-frequency region. According to (13.6), the temperature dependence of the function A(w) is determined by two factors:
the hyperbolic cotangent and the sum of the imaginary parts of the susceptibilities. At the temperatures under consideration,
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Fig. 13.8 Time-dependent spin
correlation function F'(¢) for iron.
The horizontal line indicates the
asymptotic value of

[(ny — "l)/2]2 (the notation is as
for Fig. 13.3)

Fig. 13.9 Time-dependent spin
correlation function F'(¢) for
cobalt. The horizontal line
indicates the asymptotic value
[(ny — nl)/Z]2 (the notation is as
for Fig. 13.6)

Fig. 13.10 Time-dependent spin
correlation function F'(¢) for
nickel. The horizontal line
indicates the asymptotic value
[(ny — 1”)/2]2 (the notation is as
for Fig. 13.7)
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Table 13.4 Calculated and ;
. Fe Co Ni

experimental values of the square

of the local spin for Fe, Co and Hasegawa [17,38] |3.6 - 0.2

Ni at the Curie temperature Reser [2] 3.16 220 |0.81
Experiment [39] 245 1245 |0.65

the hyperbolic cotangent differs from unity only in the low-energy region: iw < 2T ~ 0.1 eV. Outside of this energy region,
the temperature dependence of A(w) is determined by the sum of the imaginary parts of the susceptibilities, whose behaviour
is similar to Im;’ (w) represented in Fig. 13.4.

To conclude, the numerical investigation of local magnetic characteristics of Fe, Co and Ni at finite temperatures using
the DSFT has shown that the correlation effects significantly change the local characteristics, especially at low energies. The
values 1.0 and 1.3 up of the local magnetic moment m, in Fe at T = T¢ obtained in the energy windows 0.12 and 0.2 eV,
respectively, are in good agreement with values 1.3 and 1.55 up, obtained in polarized neutron scattering experiments at
T = 1.25Tc [18, 32]. Thus, the results of the calculations have predictive character for future experiments on neutron
scattering for Fe, Co and Ni in a sufficiently large energy window.

The value of mp,(Tc)/my(0) for Ni (as for Fe and Co) is near unity in full agreement with experimental data on the
magnetovolume effect, whereas in previous treatments it was substantially smaller (see Table 1 of [37]).

The calculated damping time for the spin correlation function is one order greater than the one-electron hopping time, but
is still less than the characteristic value, determined by the Curie temperature: r ~ /i/Tc ~ 10~ s.

The papers [40—-42] present calculations of temperature dependence of the local magnetic moment in Fe-Ni Invar alloys,
which are of great interest (for discussion see, e.g. [43—48] and references therein).

13.4.2 Nuclear Spin Relaxation Rates

It is well known that in the ferromagnetic metals the contact hyperfine interaction gives the main contribution to the nuclear
spin relaxation (see, e.g. [49, 50]). While a theoretical explanation of the temperature dependence of the relaxation rates
for simple and nonmagnetic transition metals is available [51-53], for ferromagnetic ones it is absent even at a qualitative
level. For example, according to Moriya’s estimates [54] (see also [55-57]), the largest contribution to Tl_1 for Fe, Co and
Ni comes from the orbital (not contact) interaction. In our opinion, this result is a consequence of the fact that the spin
fluctuations increasing sharply with increasing temperature were not taken into account in [54]. We believe that only correct
account of the spin fluctuations permits one to explain the temperature behaviour of the relaxation rates in ferromagnetic
metals properly. We emphasize that by ferromagnetic metals we always mean the strongly ferromagnetic metals Fe, Co and
Ni. As for the weakly ferromagnetic metals, a quite satisfactory treatment of the temperature dependence of the relaxation
rates based on the SFT is available (see [5] and references therein).

Note that an attempt to take into account the effect of the electron—electron interaction on the nuclear spin relaxation
in metals was undertaken in [58], but within a very simplified model: the wavelength- and frequency-dependent magnetic
susceptibilities were calculated within a model of a free-electron gas with interaction of a delta function type. As follows
from the arguments in [58], the relaxation rate Tl_l is enhanced by the electron—electron interaction. However, detailed
comparison between the theory and the experimental data is absent from [58]. Moreover, at that time, experimental data
were available only for multidomain Fe, Co and Ni [59, 60], since they were obtained in zero applied field. (The high-
field rates which are two-to-three times less than the low-field ones [61] are intrinsic relaxation rates for ferromagnetic
metals.)

Finally, calculations of the relaxation rates Tl_1 for most elements as impurities in ferromagnetic iron using the
KKR-Green’s function method [62] revealed that almost all of the calculated rates are smaller than the experimental
ones. Observing a systematic tendency for theory to underestimate the experimental rates, including those of FeFe, the
authors of [63—65] suggested that an important relaxation mechanism was missing in the one-electron theory [62]. The
contribution of spin fluctuations is a reasonable candidate for providing the missing rate as we demonstrate below (for details,
see [3,60]).

The usual quantum-mechanical consideration of the contact hyperfine interaction (see, e.g. [49]) gives the following
expressions for the longitudinal (Tl_l) and transverse (Tz_l) nuclear spin relaxation rates:
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1 5/°°<{As.+(z) As7(0)}) e dr (13.38)
T 2 ) JN R ’ )

Ti =+ / (As3 (1), ASSO))) €0 dt, (13.39)
2

where ({As"‘(t) As’3 (0)}) is a single-site electron spin correlator and wy is the nuclear magnetic resonance frequency. The
expressions (13 38) and (13.39) are derived under the assumption that the hyperfine magnetic field at a nucleus is proportional
to the total spin at a site, and that the constant B effectively depends on the magnitude of the nuclear spin (not necessarily
equal to 1/2). Applying the fluctuation-dissipation theorem (2.55), we obtain [67,68]

L Bhcoth ™ Imy~ (wo. T)

_— = CcO — 1M 5 )

T o AL 0

1 1 hao

= oar + Bficoth —Imx “(wo, T),

where X]j“ ~ and x[° are the transverse and longitudinal local susceptibilities expressed in units of gz,u%, and T is the
temperature in energy units. Since the energy fiwy is close to zero (fiwg ~ 107*-1073 eV), we use coth(fiw/2T) ~ 2T /fw.
Then

1 Imy; ™~ (wo, T
— = 2BhM7 (13.40)
T hwo

1 11 Imy*(wg, T
—=———|—2ma. (13.41)
T 2T\ T hwg

As we see, at a fixed temperature, the relaxation rates are defined by the slopes of the imaginary parts of the local
susceptibilities near zero energy.

At small energies, taking into account the expansion XBO‘ (e) = x{’“‘ (0) + ip{ e and keeping only linear terms in & = fiw,
from (13.36) and (13.37) we obtain [3]

. —L 13.42
my, () = (1 — 2ux X(O))Z | |

! 1+ ux° (0) ’
o 7 i 13.43
myi () 84;(1—u2X80(0)X80(0)> " o

(o0 =7, ) or £1, and & denotes —o). Substituting (13.42) and (13.43) in (13.40) and (13.41), respectively, and expressing

all susceptibilities in units of é gzu%, we finally obtain

1 207
S CL ¢ = Bh, (13.44)

TT (1 —uy™(0)?
_ 2
1 11 1 1+ ux?(0)/2
— = ——— 4 c¢— Z o L 05 q)E (1345)
DT 2T 44\ 1—u2x > 0)x> (0)/4

In particular, for u — 0, i.e. without the enhancement, we have

T c2¢, — == +c¢f, (13.46)

where ¢f = %((pﬁ + (/)ﬁ).
At first sight, the final expressions for relaxation rates (13.44) and (13.45) appear to have an approximate character,
because they are based on the linear approximation of the local susceptibilities. However, in numerical calculations the
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formulae (13.44) and (13.45) are preferable to the initial formulae (13.40) and (13.41), because the calculation by the
formulae (13.40) and (13.41) reduces, in fact, to numerical differentiation, which is known to be an ill-posed problem.
In addition, it is very difficult to carry out the self-consistent calculation of local susceptibilities with a small e-step.

Here we study the temperature dependence (not numerical values) of the relaxation rates. Therefore, for simplicity, the
constant ¢ in the formulae (13.44)—(13.46) is set to unity.

We calculate the relaxation rates of Fe, Co and Ni with the zeroth and enhanced susceptibilities in the SLA and DNA of
the DSFT. The calculation results are presented in Figs. 13.11, 13.12, 13.13, 13.14, 13.15 and 13.16. As can be seen from
the figures, the relaxation rates have qualitatively similar behaviour for all three metals. The quantities (7;7)~" and (T,7T)~!
calculated without the enhancement of the susceptibility depend only slightly on temperature, which is consistent with the
well-known Korringa formula [51] for the nuclear spin-relaxation rate for simple metals. If the enhancement is taken into
account, the quantities (777)~! and (7>T)~! increase considerably and manifest significant temperature dependence in the
ferromagnetic region. The increase near 7¢ is monotone and similar for both rates, just as in the experiment [69]. For Fe and
Ni near Tc, the longitudinal and transverse relaxation rates completely coincide: Tl_1 = Tz_1 ; for Co they are close.

As can be seen from Figs. 13.11, 13.13 and 13.15, in the SLA the quantities (737)~" and (7>T)~! depend on temperature
too strongly. This is explained by the fact that the spin fluctuations in the SLA increase linearly with temperature (see (10.39))
and hence the magnetization decreases too rapidly over a wide temperature interval.

Let us now analyse the results obtained in the DNA (Figs. 13.12, 13.14 and 13.16) in more detail. We begin with the
ferromagnetic region. In agreement with experiment [69], at low temperatures the temperature dependence of the quantities
(T17)~" and (T>T)~! is weak, it is more pronounced at room and higher temperatures and sharply increases in the critical
region. On the whole, the temperature dependence of the quantities (7;7)~" and (757)~! is similar for all three metals.
However, for Fe the curve (777) ! is well above the (7>T)~! curve; for Co these curves get close, and for Ni they change
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places. This is connected with the fact that in Fe the transverse fluctuations dominate, while in Ni the longitudinal fluctuations
dominate, and in Co the intermediate situation takes place: the transverse and longitudinal fluctuations are close.

The strong temperature dependence of the relaxation rates is principally due to resonance behaviour of the imaginary
parts of the enhanced susceptibilities (13.42) and (13.43) at low energies. This behaviour was analysed in detail in [68] by
the example of iron.
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Fig. 13.16 The temperature 6 : : : : : : :
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It should be noted that near T¢ the calculated relaxation rates, particularly for Co, do not increase as sharply as those in
[69]. This is possibly due to the single-site approximation, which insufficiently takes into account the spatial spin-density
correlations.’

In the paramagnetic region, the computed quantities (777)~! and (7>T)~! are equal to each other. They slowly decrease
with the temperature increasing. The experimental data for Co and Ni [69, 70] confirm this temperature behaviour. (The
data for paramagnetic iron are absent from the literature.) However, the fact that over a wide range of temperatures the
computed quantities (777)~" and (757)~! remain on a level with the critical ones attracts our attention. This is connected
with the fact that in the paramagnetic region the imaginary part of the local susceptibility Imy (w, T) decreases too slowly
with temperature increasing. Such behaviour of Imyy (w, T) is observed in all local models of the SFT (see, e.g. [5] and
references therein).

Thus, the principal results here are as follows. The temperature behaviour of the nuclear spin relaxation rates in
ferromagnetic metals is determined by the electron—electron correlations and these correlations can be adequately described
within DSFT. The DNA gives a qualitative agreement with experimental data [69, 70], over a wide range of temperatures.

Note that, in addition to relaxation due to the electron spin fluctuations, there are important nuclear relaxation mechanisms
due to the crystal imperfections, e.g. the relaxation due to the magnetic impurities [71]. Moreover, the experimental data
themselves differ in the ferromagnetic metals (see, e.g. the data for Ni in Fig. 5 of [70] and Fig. 8 of [69]).
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On the pragmatic view the only thing that matters is that the theory is efficacious, that it “works” and that the necessary preliminaries and
side issues do not cost too much in time and effort. (B.N. Brockhouse, Nobel Lecture, 1994)

Neutron scattering is one of the main methods to study magnetic properties of metals and alloys. Firstly, neutron is an
uncharged particle with spin and, secondly, slow neutrons have energies (<1eV) of the same order as most of magnetic
excitations. So, inelastic neutron scattering allows to analyse fluctuations of the spin-density.

Results of neutron scattering experiments are expressed in terms of cross-sections (Sect. 14.1). The basic problem, with
which this chapter is concerned, is to derive expressions for these quantities. An authoritative and comprehensive treatment
of neutron scattering can be found in [1-5]; for a readable introduction, see [6].

In magnets with localized spins, an expression for the nuclear scattering cross-section was obtained in [7] and expression
for the nonpolarized magnetic scattering cross-section was obtained in [8]. In the papers [7, 8] the magnetic scattering cross-
section was related to the spin correlator. Calculating the spin correlator for the electron gas in the RPA, the paper [9]
explained the possibility of magnetic neutron scattering in metals above the Curie temperature.

In this chapter we consider neutron scattering in magnets with itinerant electrons [10, 11] (see also [12]). In Sect. 14.2, we
obtain an expression for the cross-section of neutron scattering by an arbitrary potential, which can describe the interaction
with nuclei, orbital currents and spins. In Sect. 14.3, we study the correction factor in the scattering cross-section formula due
to the lattice vibrations. The coefficient that corresponds to the elastic phonon scattering is called the Debye-Waller factor
(DWF). We present a concise and simple method for calculating the DWF in the harmonic approximation and estimate the
effect of lattice vibrations in ferromagnetic metals above the Curie temperature.

14.1 Scattering Cross-Section

A neutron scattering experiment is set up as follows. A collimated beam of monochromatic neutrons is incident on a scattering
system (in our case, a crystal). As a result of the interaction, the neutrons are scattered with a certain probability in each
direction. A quantitative characteristic that describes this process is the scattering cross-section (see, e.g. [6, 13—-16]).

We assume that the incident neutrons are all in the same state with the wavevector k. Then the (doubly) differential
scattering cross-section is defined as

number of neutrons scattered per unit time
into a solid angle d§2’ with the final energy | , (14.1)
between Ey and Ep + dEy

o 1
d2’dEy — @ d2'dEy

where @ is the flux density of the incident neutrons defined as the number of neutrons through unit area per unit time, the
area being perpendicular to the direction of the neutron beam (here and hereafter the prime denotes a scattered quantity).

Let wi_, be the transition probability per unit time from the state k to the state k' and N (E/) is the number of states
k' scattered into the solid angle d§2’ with the energy less or equal to Ejs. Then wg_.)vdN (Ey ) is the numerator on the
right-hand side of (14.1). Defining the neutron density of states as

AN (Ep
n(Ep) = d(T]f), (14.2)
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we write the scattering cross-section (14.1) in the form

d’o n(Ep)
- . 14.3
AQdEy | ddg ek (14.3)

To include the magnetic interaction it is necessary to specify not only the wavevector k of the neutron but also its spin
state o. First, we consider the cross-section for a process in which the crystal changes from the state A to A’ and the neutron
changes from the state (k, o) to (kK’, o),

d%o n(Ey) (144)
[E— = —w IV .
ARAEg ) gy gy @ d2 KOTKA

In the first-order perturbation theory, the quantity wy, ) k/o’x’ 1S given by Fermi’s golden rule (see Appendix F.1)

27 IS 2
Wkor—Kk'o/2 = 7| (K'o'A'| V|kod) |"8(E) — Ex + Ex — Ep), (14.5)
where V is the scattering potential, and E, and Ej are the energies of the crystal and neutron, respectively. Then (14.4)
becomes
o = ZED | oV ko n) [28(E; — Ey + Ex — E 14.6
(dg/—dEk/>M_ww—7m|<U |V |kod)|"0(Ex — Ex + Ex — Ep). (14.6)
The next step is to calculate the matrix element (k| V |K), neutron density of states n(Ey/) and flux density @ in formula
(14.6). To do this we need to determine the neutron wave functions. In the Born approximation it is sufficient to use plane
waves |k) = V~1/2¢!Kr (see Appendix F.2), where V denotes the volume of the crystal to distinguish from the scattering
potential V. Then the matrix element (k’| V |K) is given by

1 o . 1
K|V k) = 9/6_1“ V(r) e dr = vv,,c, (14.7)
where

Ve = / V(r)e *Tdr (14.8)

is the Fourier transform of the potential and ¥ = k — K’ is the scattering vector.
For the neutron density of states (14.2) we have

dN(Ep) _ dN(K) dk'

E.) = = .
"E) = =g, dk dEy

(14.9)

Here dN (k') is the number of the wavevectors in d§2” with the magnitude between k” and k" 4+ dk’, which is the number of
wavevector points in the element of volume k> dk’ds$2’,

Vk'? dk'ds2’
ANy = ———— 14.10
) = =55 (14.10)
Differentiating the final energy Ey = i%k’>/(2m), where m is the mass of a neutron, we have
dEy B
K ) (14.11)
dk’ m
Substituting (14.10) and (14.11) in (14.9), we come to
Vk'mds$2'
n(Ep) = —2 (14.12)
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Finally, we obtain the flux density of the incident neutrons:

nk

= — 14.13
m’ ( )

di—ih Vit Y
—%(V’k Wk_wk Wk)

where 1k is the wave function of a neutron (plane wave). Substituting (14.7), (14.12) and (14.13) into (14.6), we obtain the
scattering cross-section in the Born approximation:

d*c

K ( m \*
— =—(— N V_p |oA) [28(E; — Ey + Ex — Epr). 14.14
d2dE, k<2nh2) | (0'A| Vi loA) |“8(E) — Ey + Ex — Ep) ( )

orl—o' )N

14.2 Scattering Potential Correlator

The cross-section (14.14) corresponds to the scattering from one specific state (k, o, A) to another one (K, o’, A’). Next we
obtain the cross-section d?c'/d$2’dEy defined in (14.1). By the law of total probability (for details, see Appendix A.3.2), we
have

Pioio = ) Puorsion Por, (14.15)
oA

where P,;, is the probability of the initial state (o, A). Summing (14.15) over the final states (', A’), we obtain the transition

probability from k to K':
Piow =) Piowo =Y Prorskon Por-
o' o’\ oA
Differentiation with respect to time leads to
Wkl = Y Y Wkoroko'w Por- (14.16)
') oA

Substituting (14.16) in (14.3), we have

d’o d’o
- = P, _— . (14.17)
d2'dEy ; 7 %dg/dEk/ Y
Finally, substituting (14.14) into (14.17), we obtain the general expression for the differential cross-section:
d%o K m \?
—=— | — P, "W V_i |oA) ?8(Ex — Ess + Ex — Ep). 14.18
7B, k<2nh2) D Por Y 1o'N| Vo loa) [*8(Ey — Ex + Ex — Ep) (14.18)

aA o'\

We now calculate the average over initial states o, A and sum over the final states o/, A" in formula (14.18) and thus relate
the nonpolarized scattering cross-section to the scattering potential correlator. We assume that the potential V (r) can be
expressed as

Vir) =W U, (14.19)

where W (r) is an operator acting on the neutron k states and crystal A states, and U is an operator acting on the neutron spin
states 0. Using the expression for the Hermitian 2 x 2 matrix U (see Appendix A.1.4)

1
U:ZU”G“, U”“:ESp(Ua“), uw=0,x,y,z2,
w
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where o0 is the identity 2 x 2 matrix and 0%, 0¥, o¢ are the Pauli matrices, we write (14.19) as

V(r) = Z VAT ot (14.20)

m

where V#(r) = U* W (r). A potential of this form describes an arbitrary neutron-crystal interaction including the interaction
of the neutron with nucleus and interactions of the neutron spin with electron spin and orbital current.
Independence of the o and X states leads to the following simplifications. First, the matrix element of the potential (14.20)
is factored as
(0N Vo lory =D (0N |V ot lor)y =D (V| VE M) (o' 0" |o) .
Iz ©

Second, for the probability, we have P;; = P, P). As a result, formula (14.18) becomes

d*o
d2'dEy - (27-[;-12) Z Z Py Z (AL VEI) V2 I

x8(E, — Ey + Ex — Ex) Z P, Z (c|o™ |6y ('] 6" |o). (14.21)

o o’/

Next we calculate the average over the spin states o and sum over the spin states o’ in expression (14.21). Using the
formula for a matrix product element, we obtain

ZPUZ(U|G"|G) (o'l |o) = ZP (o|otoV |o).
o o’

For the nonpolarized neutron beam, from Py = P, = 1/2 we have

Y Py (oloteV o) =8u,  @v=0,x,y,2.
o
Thus, (14.21) becomes
do ¥ ZZPZMV“W)(MV ) 8(E) — Ey + Ex — Ep). (14.22)
d2'dEy  k zymz * x o R R R '

m

Finally, we calculate the sum over A" and average over A. Using the inverse Fourier transform of the delta-function (A.41),
we write

1 . )
8(Ex— Ex +ho) = o— / elBEnt/hgior gp
where iw = E; — Ey is the energy transfer. Substituting the latter in (14.22), we have
dzo’ _ k' Z fZPA )\’| Vy, —iE,/t/h |)\’ ) <)\’ | Vll iE;t/h |)\‘> iwt dr.
dQ'dEy — k 27m2 2h ) =

Choosing X to be eigenstates of the crystal Hamiltonian,

HIN) = Ex|r), e Ty = e B/, (14.23)
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we obtain

Co K m V] | | .
A2dEy Kk (27,;-,2) > o / > P (a| ey T IR Y o) e dr. (14.24)
N )

Since P, = Z~'e £+/T | the sum over A is nothing but the canonical average in the interacting electrons system:

DRl A) = Z7Tr( e Ty = ().
A

Using the Heisenberg representation V,/' (1) = eHt/h it e=1HI/M e write the scattering cross-section (14.24) as

d’o K ({ m \? 1 :
_ In t
d2dEy ~ k <2nh2) 2 e f (Vi (O Vo dr, (14.25)
i
where u =0, x, y, z.

14.3 Neutron Scattering and Phonons

When we derived the scattering cross-section formula (14.25), we ignored the lattice vibrations (phonons). Taking lattice
vibrations into account leads to a correction factor in the scattering cross-section formula. The correction factor that
corresponds to the elastic phonon scattering is called the Debye-Waller factor (DWF).

In the harmonic approximation, an expression for the DWF was obtained separately for the nuclear scattering (see, e.g.
[4,6]) and magnetic scattering [10]. We present a concise, simple calculation of the DWF in the harmonic approximation
for an arbitrary scattering process in an itinerant electron ferromagnet. The canonical average of exponentials of operators
linear in the atomic displacements is calculated by the formula obtained in the paper [17]. This method allows avoiding the
cumbersome calculation of the mean-square atomic displacement (see, e.g. [6, 10]). Using the Debye model, we then derive
a computational formula that allows evaluating the Debye-Waller factor in real metals.

14.3.1 Lattice Vibrations

We now assume that each lattice site can be displaced by u; from the equilibrium position R;. Replacing R; by R; + u;,
we write the Fourier transform of the potential as

Vi = Z vl e i Rj+uj) v = / VH(r)dr, (14.26)
j @
where £2; is the Wigner-Seitz cell centred at R ;. With (14.26) taken into account, the correlator of the potential becomes
(V#(l‘) Vf,c) _ Ze—iK(R,——RJ—/) <VJH(I) e—ilcuj(t) le'f eilcl.lj/> ) (14.27)
ii’

Assuming that the lattice vibrations and interaction between the neutron and electron subsystem are independent, we factor
the average as

<V}‘ (e @y ei"“f’> = (VEOVE) <e_i"“f (t) ei"“f’) . (14.28)

For brevity, we introduce the notations A = —ik - u;(¢) and B = ik - u;/. Substituting (14.27) to formula (14.25) and taking
(14.28) into account, we have
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_Fo K (m zze—i'f(Rf—RﬂzL/(V%‘(;)V%‘><e"e3>ei‘*’fdz (14.29)
dQ'dEy ~ k \27h? 7 T 2mh R ‘ '

Let us transform the expression (e? e?). The displacement operator at the lattice site j(t) is given by formula (G.18):

B2 _ .
i) = —— b i(qRj—ws1) bT —1(qu—wSt)) , 14.30
o <2MN> Z@(Se thse (14.30)

where M is the atomic mass, N is the number of crystal lattice sites, bz and b, are the phonon creation and annihilation
operators, w; is the vibration frequency and e is the polarization vector of the normal mode s = (q, i) corresponding to the
wavevector ¢ and polarization i = 1, 2, 3. Taking (14.30) into account, we write the operators A and B as

= —12<a by+aib)).,  B=iy (Bb,+ b)) (14.31)
S
where 12 12
o = A K-e elaR; —ox1). B, = h K- e olaR;/ (14.32)
2MN Wy 2MN g

Since the commutator [A, B] = ), (ozs B —af ﬂx) is proportional to the identity operator, the following relation holds (see,
e.g. [6])
et el = eAtBeilAB] (14.33)

The displacement u; has a Gaussian distribution (see Appendix G.2). Therefore, the quantities A, B and A + B also have

a Gaussian distribution. A Gaussian random variable Q satisfies the relation (¢¢) = e%<Q2> . Then the canonical average of
expression (14.33) takes the form

(eA eB> _ e%((A-Q—B)Z)e%([A,B]) _ e%<A2>e%(B2)e(AB) _ <eA><eB>e<AB)_ (14.34)

B

Considering the contribution only from the elastic phonon scattering: e/A8) = 1 (for details, see [6]), we come to the relation

(et e®) = () (). (14.35)

In the harmonic approximation, the canonical average (eQ) with an arbitrary operator linear in by and b:: 0=> s(cgbg +

dy b?), is given by the formula [17]
h
< >—exp|: ch coth( ‘”)] (14.36)

We apply the latter to calculate the averages (e ) and (e ) in expression (14.35). Taking (14.31) into account, we come to

(eA eB> — exp [—% > (|ozsl2 + Iﬂslz) coth <2%>]

N

Substituting (14.32) for «; and B, we have

<eA B > — e 2, (14.37)
where 5
h (K - e) hawy
QW (1) = th( 22 14.38
W) = SuN ZS: P ( 2T ) (14.38)

Finally, substituting (14.37) in (14.29) and going back to Fourier transform of the potential (14.26), we obtain the expression
for the differential scattering cross-section
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d’o k' m \? w 1 .
=— 2WENT (VR VH el gt 14.39
d2'dEy & (27,;—12) ¢ ;mh /< e (Ve (14.39)

The exponential e 2W W j5 called the Debye-Waller factor (DWF). As can be seen from (14.38), the DWF depends on the
scattering vector and temperature.

14.3.2 Debye-Waller Factor
To evaluate (14.38) we relate it to the phonon density of states and make use of a simple assumption about the phonon

spectrum. First, we replace the multiplier (« - )2 by the average over the Brillouin zone (s = (q,i),i = 1,2,3).
Transforming the sum over q into an integral over the Brillouin zone,

1 1
v Xq: " @) [ aa

we obtain

1 1 £
3w )’ = 5 Zf(K e da
qi i

Replacing the Brillouin zone by the equal-volume sphere, we have

I 1
Y (keq)? = k7. (14.40)
3N & 3

Substituting the average K2 /3 for (k - e,)? in (14.38), we obtain

A2 1 hwg
2W (k) = ~ coth . 14.41
)= SmN Z P ( 2T ) (14.41)

This result may be written in a compact way as (for details, see Appendix G.3)
1
2W (k) = 5,c2<uz>.

Since the DWF in the cubic ferromagnets depends only on the frequencies of the normal modes and not on the polarization
vectors, it can be expressed in terms of the phonon density of states n(w). Transforming the sum over frequencies into the

integral, we write (14.41) as
2 1 hw
—coth | — | n(w) dow, (14.42)
6MN | w 2T

where [ n(w)dw = 3N is the number of the normal modes in the Brillouin zone. In the Debye model, the phonon density
of states is given by n(w) = INw?/ w% for 0 < w < wp, where hiwp = Op is the Debye temperature in energy units. Using
cothx ~ 1/x for x < 1, we have

2W(k) =

T > Op. (14.43)
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Table 14.1 Experimental Curie

temperature TCCXP, Debye — Fe Co Ni
temperature @p and atomic mass Tc P K [24] 1044 1390 631
M for ferromagnetic metals Op, K [23] 418 385 375

M, am.u. [25] 55.85 58.93 | 58.69

—2W
i 142 e i i 1 o 1

calculated using formula (14.43) 1.2 0.845 | 1.05 0.803 | 1.25 0.882
in the paramagnetic state at 1.3 0.833 | 1.1 0.795 | 1.5 0.860
K =3A"" 1.4 0.822 | 1.15 0.787 | 2.0 0.818

In experiments studying magnetic properties of metals, the characteristic range of the scattering vector modulus is from
0.1 to 10A~! [18]. In this range, the DWF in metals gives a correction of up to 10% at T = 0 [19], and this correction
substantially increases at finite temperatures. For instance, in Bragg neutron scattering, the DWF correction for Cu is about
2% at T = 10K and is about 18% at T = 1000K (see [6]). But theoretical estimates in most cases are available for only
specific values of the scattering vector, and experimental measurements of the DWF are absent from the literature.

We calculate the DWF e~2W®) for ferromagnetic metals as a function of the scattering vector modulus and temperature
[11]. The values of the Debye temperature @p are determined as follows.! The lattice heat capacity is calculated as a function
of temperature 7', using the phonon density of states obtained from experimental data, and is fitted to the heat capacity in
the Debye model (see, e.g. [21,22]). Then, assuming &p an unknown parameter, one calculates the “experimental” Debye
temperature G)EXP(T) for each T. In solids the variation of (H)EXP(T) with temperature is up to about 10% [21]. In our
calculations, ®p is the high temperatures value of @EXP(T) taken from [23]. The initial data are given in Table 14.1.

Table 14.2 shows the calculated values of the DWF in ferromagnetic metals above the Curie temperature. The DWF
is calculated using formula (14.43) at k = 3 A~!, which corresponds to the maximal value of the scattering vector in the
polarized magnetic scattering experiment [26,27]. The temperature values for Fe and Ni in the paramagnetic state correspond
to the experimental ones in [26,27]. As can be seen from Table 14.2, taking lattice vibrations into account by means of the
DWEFE, we obtain a correction of about 20% for all ferromagnetic metals. Our results are in good agreement with the correction
of 18% for copper [6] obtained at the same value of the scattering vector at 7 = 1000 K.

In Fig. 14.1, we present the calculation results for the DWF (14.43) in ferromagnetic metals above T¢ for a wider range
of « from zero to 4 A~!. This range corresponds to the polarized neutron scattering experiment described in the paper [28].
As can be seen from Fig. 14.1, the correction is up to 25-30% for all ferromagnetic metals.” At larger «, it is necessary to
take phonons into account in a more consistent way (see, e.g. [29]).

In the paper [11] we showed that the anharmonic contribution to the DWF can be appreciable above the Curie temperature
at large values of the scattering vector, but the anharmonic contribution requires cumbersome calculations, and the results
largely depend on the approximations used. The harmonic approximation gives satisfactory values of the DWF even outside
of the Brillouin zone [11]. These results can be used for estimating the DWF in various neutron scattering experiments (e.g.
Bragg scattering and magnetic form-factor measurements), and also in the X-ray and Mossbauer spectroscopy.

As can be seen from Fig. 14.1, the DWF gives an insignificant correction within the Brillouin zone. For example, for bcc
Fe the correction is not more than 4%.3 Therefore, the DWF can be ignored in calculation of the local magnetic moment
using results of the neutron scattering experiment (see, e.g. [26]). For the same reason, the correction from lattice vibrations
does not play an important role when calculating other magnetic characteristics that are determined by an integral over the
Brillouin zone, such as magnetization, local susceptibility, single-site spin correlator and nuclear spin-relaxation rates. It is
the thermal spin fluctuations that play a dominant role in describing magnetic characteristics in metals at finite temperatures.

UIn the book [20] the calculation formula for W («) is obtained from the Lindemann melting formula. This result can be used to estimate the DWF
using the melting temperature instead of the Debye temperature. However, the Lindemann formula can only give a qualitative estimate (see [21]).

2Strictly speaking, calculating the DWF for Co is applicable only up to the melting temperature T/ Tcexp ~ 1.27.

3Indeed, substituting the atomic mass M = 55.85 a.m.u. and Debye temperature @p = 464K of Fe, and gg = 1.71 A~! into formula (14.43), at
k=ggand T = T.", we obtain 2W ~ 0.037 and e 2V ~ 0.96.
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Fig. 14.1 The DWF e 2" for
ferromagnetic metals calculated
using formula (14.43)
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A mathematician may say anything he pleases, but a physicist must be at least partially sane. (J.W. Gibbs)

Inelastic neutron scattering measurements give the most direct experimental information on spin fluctuations (see, e.g. [1-4]).
In particular, the polarized neutron scattering analysis is one of the most important methods of investigating the spin-density
correlations and short-range order (SRO). Large SRO of about 20 A was obtained in metals above the Curie temperature
based on the spin-wave interpretation of the polarized neutron scattering experiments [5]. But this interpretation of the
experiment is controversial [6, 7]. Static spin fluctuation theories all support the existence of SRO, but there is no agreement
about the size of the SRO domain (see, e.g. [1]). The dynamic theories [8—10] are based on the local approximation and do
not allow to estimate the SRO quantitatively. The dynamic spin fluctuation theory (DSFT) [11-13] takes into account both
quantum nature and nonlocal character of the spin fluctuations. We use the DSFT to calculate the spin correlator and compare
the results with experiment [14—17].

15.1 Magnetic Neutron Scattering

In magnets with itinerant electrons, magnetic neutron scattering has been considered in less detail than in magnets with
localized spins.! We begin by deriving the formula for the nonpolarized magnetic scattering cross-section in the itinerant
electron magnets following our papers [16, 19].

The scattering of polarized neutrons allows to separate the magnetic contribution from both instrumental background and
nuclear scattering contributions. The integral of the magnetic scattering contribution over energies is explicitly measured in
the experiment [20]. We derive the expression for the magnetic contribution to the neutron scattering cross-section following
[16,21] and relate it to the squared effective moment (the Fourier-transform of the spin-density correlator).

15.1.1 Magnetic Interaction Potential

We are interested in the magnetic scattering arising from the interaction between the magnetic moment of a neutron
and magnetic moments of electrons in the crystal. In the ferromagnetic metals, the interaction between a neutron and
orbital current gives a small contribution to the scattering cross-section (see, e.g. [22]). The interaction potential between
an electron’s spin magnetic moment g; = —gups; at a point r; and neutron’s magnetic moment g at a point r
is given by

eh
Vi(xi) = —

e

si - Vi x A(Xp). (15.1)

Here m. and —e are the mass and charge of an electron, ¢ is the velocity of light and A = p x x; /|x;|? is the vector potential,
where x; =r; — .

IFor a brief introduction to neutron scattering in itinerant electron magnets, see [18].
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We first calculate the Fourier transform of the potential V; (x;) by formula (14.8). The integration variable may be changed
from r to x;, because r; is constant. Taking (15.1) into account, we obtain

Vi=—

e Wlig; . / Vi x A(x;) e dx;.

MmeC

The interaction potential V (x) is the sum of potentials (15.1) over all electrons in the crystal: V(x) = Zi Vi(x;). Using the
relation (see, e.g. [23, Appendix B])

/VXXA(x)ei"de=4—72r(lc X (xK) =41 (p— (& -p)K),
K

where kK = K/« is the unit vector, we have

V=) Vi= ek Dosic(m—@®-pyR)en.
i i

MmeC

The multiplier ) ; s;e T in the scalar product is equal to the Fourier transform s, of the spin density s(r) = > isid(r—r;).

Therefore,
dmeh

Ve =— Sc-(m— @& -pR).
Mmec
Rearranging, we obtain
4meh 5
Ve = ——— -5, (152)
MecC

where

Sc =8 — (K -8k

is the component of the vector s, perpendicular to the direction of k. The neutron’s magnetic moment u is related to its spin
S by the formula g = —yeh/(mc)S, where y =~ 1.913. Taking S = ¢ /2 into account, we have

_ 2myeh?

Ve = (15.3)

15.1.2 Nonpolarized Magnetic Scattering

To obtain the scattering cross-section, we substitute (15.3) in (14.25) and recall that the term with V,? corresponds to the
nuclear interaction, which we do not consider here. Then

d*o ye? K 1 o s it
— 5 [ gews dr,
dQ'dE’ (mecz) k 20,: 2mh / i (5= e

where o = x, y, z. Passing from S to s, by the formula

Sc 8o = Y (Bap — KORP)sEsP,
oB

we obtain

d%o )/62 2 K Ty 1 o B it
0B = wa) % Z(Saﬁ — KK )m (s ()sZ,.) e dt. (15.4)
e B
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Introducing the scattering function
1 :
S (k, w) = ImAN /(s,‘f(t)sfk) e'® dt, (15.5)

we write formula (15.4) as

d*c ye k/ N
azap =V (m 2 ) > Bup — &P S (e, 0).
af

In the paramagnetic case, S* (k, w) = S%(«, w)8yp, denoting S(k, w) = 35%(k, ) and taking N = V/$2ws into account (V
denotes the volume of the crystal), we finally obtain

2

d%o ve? \°1 VvV K
=) - S 15.6
d2'dE’ (mecz) 3 Gws & D @) (15.6)

In the experiment, a direct application of formula (15.6) is difficult, because it is necessary to separate the magnetic scattering
from the nuclear scattering background.

15.1.3 Polarized Magnetic Scattering

In polarized neutron scattering, we consider the cross-section
d%o
d2'dEy Z Z d.Q/dEk/

)

or—ao’'}

O'—)O'
where the state of the neutron beam changes from o to o’. Taking (14.14) into account, we obtain

d?o
d2'dEy

k' m
N k <27Th2) ZP)‘Z' o' M| Vo loh) |25(E)L — Ey + E; — Ep).
A/

o—ao’

Substituting expression (15.2) for the magnetic scattering potential V_,, we have

d?c
d2'dEy

= (m 62> — > Pl (0'N|S 8y lo4) P8(E). — Ex + Ex — Ep). (15.7)
og—o' IS%

We consider the uniaxial polarization analysis experiment, in which the spin of the incident neutron beam changes to the
opposite one in the scattering process (see, e.g. [24]). The polarized neutron scattering experiment allows to eliminate both
background and nuclear scattering contributions. To do this, one uses two polarization directions: along the scattering vector
k and perpendicular to it.

We choose the coordinate system such that the x-axis is oriented along the scattering vector k, i.e. K = k/x = (1,0, 0).
First, we consider the beam that is polarized along the vector k (P || k). Then all the incident neutrons are spin-up and
scattered neutrons are spin-down with respect to the x-axis. The corresponding spin states have the form (see, e.g. [25,26])

1 /1 N e
|0)=|Tx>=ﬁ<1>, |G>—N«x>—ﬁ<_l>- (15.83)
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Making use of
- 1 -
S-84 = 5 ZU"‘S&,
o

where o¢ is the Pauli matrix, we obtain

1 1 )
el S 8 Ite) = 2 D (el 0% 110) §2 = - (52, — i52,).

o

Hence formula (15.7) becomes
2ot
(d.Q/dEk/ ) I

2\2 7/
ye k o L ~ .~
= <m662> = ; Py (M55 050 ) (V]55, — 157, [\ S(Ey — Ey + E — E').

Calculating the average over A and sum over A as in Sect. 14.2, we have

ot LI Z |
— | = - F(H5E 203
<d.Q/dEk/)| (meCZ) k 2h / [<SK( )SZye) + (Sie (1)SZ,)

—(F20F ) — (52 (D55, )] e dr. (15.9)

Now we consider the beam that is polarized along the z-axis, i.e. perpendicular to k (P L k). In this case the incident and

scattered spin states are
1 0
lo) = [12) = (o)’ lo') = 14z) = (1> . (15.10)

1

1 )
(el 8 8 112) = 5 D (el 0% 112) 32, = S5, +i5,).

Hence,

Calculating the average over A and sum over A, we have

d2otd ye? 20 ;
—_— = — et t ~X ~y t ~y
(dSZ’dEk/)L (mecZ) k 2h / [0 05 + G (OF%)

H(EL(OF ) — GR35 )] e dr. (15.11)

In the chosen coordinate system, where £ = (1, 0, 0), we have §, = (0, sy, sZ). Then the cross-section (15.9) takes the
form

2ot R Z |
— | = - )s° Y )s?
(d.Q/dEk/>| (mecz) k 2mh [(S,C( IS ) + (S (D))

—i({sg(1)s”,0) — (sE (0)s%, )] e dt (15.12)

and the cross-section (15.11) takes the form

d?o Tt ye? Ko Yoy i
g9 ) - A s’ )el dr. 15.13
<d£2’dEk/) . <mec2) k 27h / (5ic (1)5— e (15.13)

In the paramagnetic region, for the isotropic crystal we have (sg (t)sf «) = 0, where o # B (see Sect. 2.1.2). As a result, the
cross-section (15.12) is written as
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d?o ye? K -
(dQ'—dEk’>| = <m 62> T [(sie (D)s20) + (st (t)sZ,)] e dr, (15.14)
€

in full accord with the fact that the third term in expression (15.12) is responsible for the chiral magnetic scattering (see, e.g.
[2]), which is absent in the isotropic crystal.

We now consider the difference between the scattering cross-sections P || k and P L k. Since nuclear scattering does not
depend on polarization, we are left only with magnetic contributions (15.14) and (15.13):

2ot 2ot 2N\? ) 1 .
(L> - (L) = ( Vez) ——/(sé(t)si,c)e‘w’ dr.
d$2’dEy ) | d2'dEv ) | Mmec k 2mh
Transforming to the scattering function (15.5), and taking S(x, w) = 35%(k, w) and N = V/§2ws into account, we obtain
2ot 2ot 2N v K
S ) (2 ) () S sk w). (15.15)
d2'dEy I d2'dEy ) | mec? ) 3 Q2ws k

In the neutron scattering experiment [5,27-29] the measured quantity is the paramagnetic spin-flip scattering cross-section
integrated over energies. Integration of (15.15) over energies Ey = Ex — fiw gives

d T‘L d Tl« 2 2 h V k/
) -5 ) =(E) 3ot /S(x,andw. (15.16)
ds2 I ds2 1 nmeC 3 Qws k

Inverting the Fourier transform (15.5), we have

1 .
W(s,‘f(t)sfk) =/S°‘(/<, w)e ! dw.

Using this expression at # = 0 and taking the Debye-Waller factor into account, we write formula (15.16) as

do 'tV dotV 2\2 1 k'
(%) - (57), = (55) s a0 M0 (15.17)
ds2 I a2’ /| MeC 3g Up 2ws k
where .
M? (k) = (h f S(k, ) dw) g Hp = (8eS) 87 1R (15.18)

is the square of the effective moment.

15.2 Spin-Density Correlations

The magnetic neutron scattering experiments in ferromagnetic metals above the Curie temperature have been mainly
interpreted using the spin-wave theory [5,27-33]. Analysing the peak of the scattering function, the short-range order (SRO)
of about 1520 A was obtained. This interpretation was criticized, because the peak height and width are about equal [6, 7].

Spin fluctuation theories of metallic magnetism all support the existence of SRO above the Curie temperature in the
ferromagnetic metals but there is no agreement about the extent of the SRO (see, e.g. [1]). The fluctuating-local-band theory
[34-38] is based upon the existence of very strong SRO well above ¢ but it is unlikely to apply to any real material [39]. The
static spin fluctuation theories [40-45] describe the paramagnetic phase as having no appreciable SRO outside the critical
region. The situation is similar in the dynamic theories [8, 10,46—48], all based on the local approximation.

In this section, we present theoretical results on the spin-density correlations in the DSFT and compare our calculations
with polarized neutron scattering experiments, which play a major role in testing the theory. Our theoretical results are
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demonstrated by the example of bcc Fe. We calculate the spin-density correlator as a function of distance and temperature
and calculate its Fourier transform (squared effective moment) as a function of wavevector and temperature in a systematic
way.> A number of magnetic characteristics, such as effective moment and local moment, are compared with experiment
over a large temperature range (for details see, e.g. [14-16,51]).

15.2.1 Spatial Spin Correlator

We begin with the spin-density correlator (s(r, 7) s(r’, t')), where (... ) is the canonical average and time dependence means
the Heisenberg representation. For a system with a time-independent Hamiltonian, the spin correlator is a function of the
time difference r — ¢'. If the system is translationally invariant, the spin correlator is a function of r — r’.

The equal-time correlation function or spatial spin correlator

(s(r)s(0)) = (As(r)As(0)) + (s(r))(s(0))

contains information about how much the spin densities at different positions are related (see, e.g. [52]). At small distances
spins have the strongest influence on each other. Therefore, the fluctuation term (As(r) As(0)) is the largest at » = 0 and
decays to zero as the distance increases to infinity. In the ferromagnetic metals, the decay with distance is usually monotone.
The second term (s(r))(s(0)) is constant; it is equal to EZZ / .Q\ZVS below T¢ state and zero above Tc.

To analyse the short-range order it is convenient to define the normalized correlation function

(s(r)s(0))

cry = SO
™) = 150 s0))

(15.19)

which varies between zero and unity.3 Figure 15.1 sketches C(r) as a function of distance r/a between the lattice sites (a
is the lattice constant). Most important are the values of C () at the nearest neighbours, next nearest neighbours, etc., of the
lattice site at the origin (see arrows in Fig. 15.1).

We first consider the spin correlator (s*(r)s*(0)), where « = x, y, z. The spatial Fourier transformation of the spin-
density operator (3.19) is defined by

. 1 .
Sq = /s“(r)e ar dgr, s4(r) = v ng e'dr,
q

where V = N £2ws is the volume of the crystal. Translational invariance of the system leads to

Fig. 15.1 Sketch of the
normalized correlation function
C(r), where thin horizontal line N T amde-
shows the long-distance value of
C(r) below Tc and arrows point
to the nearest neighbours, next
nearest neighbours, etc., for the
bec lattice N

below T

Cr)

2For selected temperatures, calculations of the spin-density correlator and its Fourier transform in static and dynamic approximations of spin
fluctuation theory were carried out by Hasegawa [49] and Grebennikov [11,50], respectively.

3In the Heisenberg model, this reduces to C; = {S;So)/(S0oSo), where the jth spin S; is a vector of the modulus Sy. Therefore, in the paramagnetic
region, C; is the mean cosine of the angle between the spins.
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1 .
(%@ (0) = 35 D (sgsZy) e (15.20)
q

(for details, see Appendix C.4). Transforming the sum into an integral over the Brillouin zone and replacing the latter by the
equal-volume sphere with radius g, we have

o sin(gr)
Rl LAV

qB
(s*(r)s*(0)) = mfo (qu_q -

(15.21)

The local spin s, is defined by the formula

st = /:/WS(s(r)s(r/))drdr/, (15.22)

where both integrals are taken over the same Wigner-Seitz cell. Replacing the integral by the value of the integrand at the
site multiplied by the cell volume, we write formula (15.22) as

st = 23,5(sS(R/)S(R))) = 2%5(s(0)s(0)). (15.23)
Passing to the limit in (15.21) as r — 0 and using sin(rg) ~ rq, we have

1

(s*(0)s*(0)) = 27N Ows

qB
/0 (585 ) q* dg. (15.24)

Substituting the latter into formula for the local moment (15.23) and taking into account 2ws = (27)3 /27, we obtain

4
NS2gz

g8
52 = / (Sq5—q) g% dq. (15.25)
0
In order to calculate the spatial correlator (15.21) and local moment (15.25), it is necessary to find the spin-density
correlator in the momentum representation (sa‘sfq). By the fluctuation-dissipation theorem (2.51), the spin correlator
(As(‘;‘ Asﬁq) is related to the imaginary part of the susceptibility. In the paramagnetic state, we have

(ses%y) = %fB(e)Imxg(e)ds, (15.26)

where X(‘i‘ (&) is the enhanced susceptibility in units of % g2;L2B and B(¢) is the Bose function.

15.2.2 Spin Correlator in the DSFT

In the DSFT, the enhanced susceptibility x(‘i‘ (e) is expressed in terms of the unenhanced susceptibility Xfl)"‘ (¢) using formula
(10.47):

Oa
xg () = - tq (©) (15.27)

—ixge(e)’
where u = u/N is the Fourier transform of the effective interaction constant u. Due to strong localization of the Bose

function at zero energy, we replace B(¢) and susceptibility Xg"‘ (e) by their Taylor series in ¢ (for details, see Sect. 10.2). As
a result, formula (15.26) becomes

T 2 AT
(s9s% ) = —— — arctan ——— |
"1 20 61%

where Ag =1 —u Xg“ (0) and g = d)(((l)“ (0)/de. The interaction of the modes is taken into account by interpolating the
static susceptibility Xg"‘ between the uniform susceptibility xgo‘ and local susceptibility (10.23). Thus, )Lg is calculated by
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formula (10.21). The function ¢g is replaced, for simplicity, by its mean value N¢y', where ¢ff = N -2 Zq ®q (0). The final
expression for spin-density correlator (15.26) takes the form (for details, see [16])

(559 ) NT 1 2 . Ca (15.28)
Sqsty) = —arctan ————— .
7Y 2ung a2 +b%(q/q8)* T ag +b3(q/qs)*
where ay, by and ¢, are given by (10.25).
15.2.3 High-Temperature Approximation
At T > Tc, we can use the high-temperature version of the fluctuation-dissipation theorem (2.57):
(sqs% >—Z q (0) (15.29)
Sq5%q) = 5 Xq (0 .

where X(‘i‘ is the enhanced susceptibility in units of % g’ u%. Expressing the enhanced susceptibility in terms of the unenhanced

one according to (15.27), we have

stg=l MO __T_ 1T
q 2 1—ax{*0)  2a 1—axd®0) 2’

—q
Neglecting the second term, which is responsible for the intrinsic fluctuations of the field (for details, see [13]), and using

formula (10.21), we obtain the Lorentzian function

_NT 1
2ur az +bg(q/q8)*

(s25% ) (15.30)

At distances r > m/gg, spatial correlator (15.21) is determined by small wavevectors ¢, thus the upper integration limit in
expression (15.21) can be extended to infinity [14]. Substituting (15.30) in (15.21) and integrating over positive g, we obtain
the Ornstein-Zernike correlator

B o
(s%(r)s%(0)) = —= e7'/7¢ (15.31)
qBr
which appears in magnets with localized spins.* Here By = 37T/ (4u.(2%vskﬁbg) and
r¢ = lbal/(laulg) (15.32)
is the correlation radius. In the DSFT, we have shown that . increases to infinity as 7 goes to T¢ and decreases as ro ~ 1/T
at high temperatures 7 > Tc [14].
15.3 Application toIron
15.3.1 Comparison of DSFT and Experiment
We demonstrate our theoretical results by the example of bcc Fe following [15,21]. The initial data of the DSFT calculations
are the magnetic moment per atom m(0) = 2.217 up [53] and the first-principles density of states at T = 0K. Here we

use the DOS from Fig. 11.5. The number of d electrons per atom is equal to 7.43. The effective interaction constant u,
determined from the DSFT equations at 7 = 0, is equal to 1.06 eV. The Brillouin zone is approximated by an equal-volume

“4For discussion of the Ornstein-Zernike correlator in the Ising model see, e.g. [18].
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Fig. 15.2 Square of the effective moment M 2 (g) for bee Fe calculated in the GA with the use of (a) exact formula (15.28) and (b) approximate
high-temperature formula (15.30)

sphere of radius gg = (3§2p7/ (47))'3 = 1.71 A=, All calculations are carried out in the Gaussian approximation (GA) of
the DSFT [13].5

Figure 15.2 shows the square of the effective moment (15.18). The temperature is given in units of the calculated Curie
temperature Téal = 1.65 TCeXp . The experimental Curie temperature for Fe is TCeXp = 1044 K [53]. As can be seen from
Fig. 15.2, (sa‘sfq) calculated by approximate high-temperature formula (15.30) (Fig. 15.2b) is in good agreement with
(sa‘siq) calculated by exact formula (15.28) (Fig. 15.2a) in a wide range of temperatures for all q from the Brillouin zone.

Comparing the effective moment M (g) calculated in the DSFT with the experiment [5,27-29], it is necessary to take into
account three circumstances. First, in the DSFT we consider the reduced spin density, which differs from the total one by the
magnetic form-factor F(q) (for details, see [16]). In papers [5,27, 28] values of the total effective moment M 2(q)|F (q)|2
are presented, where the value | F(g) |2 =~ (.81 is used for Fe (see [29]). The second circumstance is that taking into account
the atom vibrations we have the Debye-Waller factor e 2" in the formula for the magnetic scattering cross-section. But in
papers [5,27-29], just as in the DSFT, the Debye-Waller factor is ignored, so we set it to unity.® Third, in experiment the
transferred energy ¢ is finite and belongs to a certain interval [0, emax]. Therefore, in formula (15.26) we should also restrict
the integration to the same energy interval. As a result, we obtain

Emax
(s(‘;‘sfq) =3 ; B(e) Imx“;‘(s) de (15.33)

NT 1 2 EmacCa
Zarctan ————— |
2uAy a2 + b2 (q/q)? T a2 + b2(q/qs)?

where ¢, = ugy /Af.

In Fig. 15.3, we compare M?(q) calculated at T'/ Téal with experimental M>(q) [5,27,28] obtained at the same values
of T/ TSXP.7 As can be seen from Fig. 15.3, the calculation of the effective moment with the use of formula (15.33) with
the energy cutoff emax = S0 meV gives a good quantitative agreement with the experiment (for details, see [21]). The curve
M?(g) calculated with the use of exact formula (15.28) goes higher than the experimental values, because the energy interval

SCalculations in the renormalized Gaussian approximation with uniform fluctuations (RGA+UF) of the DSFT give close results [14, 16].

SWe consider only the spin contribution from the electron subsystem. The magnetic force arising from the orbital motion of electrons gives only a
small cross-section for the neutron scattering and may be ignored [22]. As for the phonon contribution, it is not the main one in the ferromagnetic
metals (see, e.g. [16,19]). In detail the phonon mechanism is discussed in [54].

7Experimental measurements up to the Brillouin zone boundary [29] confirm the results of [5,27,28].
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Table 15.1 Local magnetic moment mp, for bcc Fe calculated
in the GA with the use of exact formula (15.28), approximate
high-temperature formula (15.30) and formula (15.33) with the
energy cutoff epax = S0 meV

T/ TC“ll Dynamic, ug | High-temp., up 50meV, up

1.226 2214 3.060 1.120
1.322 2218 3.080 1.116
1.418 2222 3.097 1.047
1.514 2.228 3.114 0.993

is wider than in the experiment. The approximate high-temperature formula gives good agreement with the exact formula
uniformly at all temperatures in the paramagnetic state. From Fig. 15.3 we see that the value of M (0) calculated with the use
of exact formula (15.28) decreases and tends to the value of the effective moment in the Curie-Weiss law m:ffp = 3.13 up [55]
as temperature increases, in agreement with the theoretical result (2.62). Indeed, we have M(0) = 5.7ug at T = 1.51 chal
and M(0) = 40pup at T = 1.92 Téal. But the convergence is fairly slow, so one should be careful using mZ’f(fp instead of
M (0).

Table 15.1 shows the local magnetic moment my, = gupsy at the same temperatures as in [5,27,28]. Calculated values
with the use of the exact formula are approximately equal to the experimental value of the magnetic moment mg = 2.217 up
at T = 0 [53] and do not change much with temperature (second column). Calculations with classical Hamiltonians [56, 57]
give comparable results. In [56] my, decreases from 1.95 to 1.85 up over the interval 1.1—1.5T8Xp and in [57] my is about
2.2 up and is almost constant over the same temperature interval. Approximate high-temperature formula (15.30) gives
somewhat higher values of my (third column).

In order to compare the calculated local moment with the experimental one, we note that mp is proportional to the area
under the curve g2M?2(q). Indeed, substituting (15.18) in (15.25), we obtain

4

qB 9.9
o f q*M*(g) dq. (15.34)
Bz Jo

2 _
mL—

As can be seen from Fig. 15.4, the calculated curve sz 2(q) with the use of formula (15.33) with the energy cutoff e, =
50meV is in good agreement with the experimental points. Therefore, the numerical values of mp, presented in the fourth
column of Table 15.1, should also give a good approximation to the experimental ones.® Comparing the second and third
columns in Table 15.1, we see that, despite qualitative similarities, the exact and high-temperature formulae give different
quantitative results.

15.3.2 Short-Range Order Analysis

Next we calculate the correlation function (15.19). From formulae (15.20) and (15.18) we see that (s(r) s(0)) is obtained by
the inverse Fourier transform of M2 (k). Taking (15.21), (15.24) and (15.18) into account, we write the normalized correlation

function as |
qB - qB 1
Cr,T) = ( / szz(q)dq> / *M*(q) sin(gr) dg. (15.35)
0 0 qr

Note that the reconstruction of the spin correlator based on the experimental data alone can lead to ambiguous results
(see, e.g. [58]). Indeed, M 2(x) cannot be measured at small « (see, e.g. [5]), where it has a strong peak. The inverse Fourier
transform of M 2(/c), i.e. the spin correlator (s(r) s(0)), is unstable with respect to extrapolation of M 2(K) at small .2 One
way to overcome this difficulty is to obtain M?(0) from the static susceptibility by formula (15.29) and fit the experimental
data using the Lorentzian function (see, e.g. [29]). But, as we showed, the result of the high-temperature approximation
(15.29) for M?(0) can differ substantially from the experimental one because of the energy window used in the experiment.

8A slightly larger experimental value of my, = 1.3 up is obtained in [5,27,28] with the use of another measurement, and the value my, = 1.55 up
presented in [1] corresponds to the energy cutoff 200 meV.

9Roughly speaking, the higher the peak of M?(«), the wider the correlator, and hence the larger is the SRO domain (for details, see [21]).
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Fig. 15.4 Values of g>M?(g) for bee Fe calculated in the GA with the use of exact formula (15.28), approximate high-temperature formula
(15.30) and formula (15.33) with the energy cutoff enax = 50 meV compared with the experimental values [5,27, 28] at different temperatures

The spin-wave interpretation of the experimental results can be explained as follows. Assuming that g>M?(q) o 8(q —qo)
in formula (15.35), we obtain
sin(gr) do — sin(qor)
qor

This expression isoassociated with a (damped) spin wave of the wavelength 19 = 27 /go. From Fig. 15.4, at T = 1.21Téxp
we have 1o &~ 18 A. Arguments of this kind were used in [5,27,28] and other experimental papers to obtain an estimate for
the SRO domain of about 15-20 A. But the hypothesis that the spin waves persist above T¢ is controversial. Indeed, as one
can see from Fig. 15.4, the peak of the function ¢g2M?(q) is strongly spread out, its height and width being about equal at
T = 1.217:™®, and the width being larger than the height at T = 1.417:".

In the DSFT we are able to calculate the correlation function explicitly in a wide range of temperatures above Tc.
Good agreement of the DSFT calculation results for the effective moment with the experiment validates our results for
the correlation function.

Figure 15.5 shows correlator (15.35) as a function of distance r and temperature 7. As we see from Fig. 15.5, the
approximate high-temperature formula gives good agreement with the exact one at temperatures 7/ Téal = 1.5 and above.
The calculation results with the use of Ornstein-Zernike formula (15.31) do not differ much from the results with the use
of high-temperature formula (15.30) starting already from distances of 1-2 A, and are not presented here. Moreover, the
correlation radius in the Ornstein-Zernike formula (15.31) describes only the correlations at large distances. To describe the
SRO of a specific metal it is necessary to use other characteristics. In the paper [14], we introduced the halfwidth at half
maximum (HWHM) of the normalized spatial correlator C (r, T'), correlation halfwidth for short, as a measure of the SRO.

Figure 15.6 shows the halfwidth r;,2(T) of the correlation function (15.35) calculated in different approximations. As
can be seen from Fig. 15.6, the SRO domain is small, even if we take into account only energies up to emax = 50 meV. The
halfwidth of the correlation function is 2.0-3.5A at T/7&" = 1.05 and about 1.8-2.0A at /T = 1.6. As we showed
in paper [14], inverse correlation radius (15.32) varies linearly with temperature. From the inset in Fig. 15.6 we see that the
temperature dependence of the inverse halfwidth is also close to linear.

At temperatures l.chcal—l.Zchal, the correlation radius r. is substantially larger than the halfwidth r1/, and cannot be
used as a measure of the SRO [14]. For instance, at T = l.lTéal we have r. =~ 8 A . But as T increases the values of the
correlation radius and halfwidth approach each other, and starting from 1.6Téal they are almost equal.

Thus, the calculated correlation halfwidth in bee Fe is within 5 A.'0 The results suggest that the SRO in the ferromagnetic
metals above the Curie temperature is small and slowly decreases with temperature.

qB
C(r, T)=/0 3(q — qo)

10Correlation length of approximately 2a (a is the lattice constant) was reported by Tao et al. [59].
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Fig. 15.5 Spatial correlation
function C(r, T) for bcc Fe
calculated in the GA with the use
of exact formula (15.28),
approximate high-temperature
formula (15.30) and formula
(15.33) with the energy cutoff
Emax = S0 meV

Fig. 15.6 Halfwidth r1/>(T) of
correlation function (15.35) for
bee Fe calculated in the GA with
the use of exact formula (15.28),
approximate high-temperature
formula (15.30) and formula
(15.33) with the energy cutoff
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Check for
updates

We have given a detailed introduction to the quantum theory of metallic magnetism. Magnetism is a cooperative phenomenon,
and its study requires various many-body techniques such as linear response theory, fluctuation-dissipation theorem and
Green functions. Application of these techniques to magnetic susceptibility is given in the introductory chapters and
appendices. As a reference point, we presented two important early models: the Stoner mean-field theory and RPA. The
rest of the book is devoted to the dynamic spin fluctuation theory (DSFT).

The DSFT describes thermal spin fluctuations taking their quantum nature and nonlocal character into account. The spin
fluctuations are treated microscopically using the functional integral method. The essence of the method is to replace the
electron—electron interaction by the interaction with a fluctuating exchange field. Magnetic characteristics in the functional
integral method are obtained as averages over the fluctuating field configurations. Since the exchange interaction has a
purely quantum character, the fluctuating field is both space- and “time”-dependent. When the fluctuations are not too
large, calculation of the functional integral can be carried out using the Gaussian approximation. The simplest Gaussian
approximation is obtained by the saddle-point method and leads to the RPA magnetic susceptibility. But the RPA gives
reasonable results only at low temperatures, because it neglects the feedback of the spin fluctuations on the mean field.

The basis of the DSFT is the optimal Gaussian approximation of the fluctuating field. We have derived the formulae of
the optimal Gaussian approximation for any magnetic ground state. In ferromagnets we use these formulae to calculate the
mean field and mean-square fluctuations self-consistently. Application of the optimal Gaussian approximation to real metals
requires further approximations. The DSFT employs a single-site Gaussian fluctuating field, which is completely described
by the chemical potential, mean field and two fluctuations: longitudinal and transverse. Each fluctuation is a sum over the
wavevectors and “frequencies”.

For spin fluctuations with large amplitudes, the Gaussian approximation can be insufficient. The DSFT can lead to a first-
order phase transition to the paramagnetic state, contrary to experiment in metals. To obtain a proper second-order phase
transition in this case, we take into account higher-order terms of the free energy of electrons in the fluctuating exchange
field. In the computational formulae of the extended DSFT, the third-order term renormalizes the mean field, and fourth-order
term renormalizes the susceptibility.

In its final form the DSFT is not much more complicated than the Stoner mean-field theory. In the Stoner theory one has
to solve two equations with two unknowns—the mean field and chemical potential—for each temperature. In the DSFT we
have two extra equations and two extra variables: longitudinal and transverse fluctuations. In particular temperature regions,
we can predict which of the two fluctuations dominate. Based on these predictions one can further simplify the theory.

Results of the DSFT for metals are a clear improvement of the ones of the Stoner model and static single-site SFT. The
DSFT calculations are in good agreement with the neutron scattering, nuclear magnetic resonance and magneto-volume
experiments. The main conclusion that can be drawn from our numerical calculations is as follows. In ferromagnetic metals
the temperature behaviour of major magnetic characteristics, such as magnetization, local and effective magnetic moments
and nuclear spin-relaxation rates, is determined mainly by the electron—electron correlations. These correlations can be
adequately described within the DSFT over a wide temperature range including the intermediate temperature range. By
estimating the Debye-Waller factor within the Brillouin zone as a function of temperature, we show that the effect of phonons
on local magnetic characteristics is small.

© Springer International Publishing AG, part of Springer Nature 2018 195
N. B. Melnikov, B. I. Reser, Dynamic Spin Fluctuation Theory of Metallic Magnetism,
https://doi.org/10.1007/978-3-319-92974-3_16


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-92974-3_16&domain=pdf
https://doi.org/10.1007/978-3-319-92974-3_16

196 16 Conclusion

Clearly the DSFT has its limitations. The most important one, in our opinion, is the use of the Hubbard-type Hamiltonian,
which takes into account only local interaction of d electrons. Another serious simplification is the use of the nonpolarized
DOS of d electrons and interaction constant as the input data. These and other approximations seem to be justified when we
study local characteristics such as magnetization and local moment, but could become critical if we consider fine effects of
electronic structure on magnetic properties. In our defence we can say that all modern theories that try to describe metallic
magnetism based on detailed electronic structure have a largely simplified treatment of thermal spin fluctuations. A lot should
be done to reconcile the two approaches.

There is a long-lasting controversy about whether the localized or itinerant models should be used to describe magnetism
of metals. In this discussion the Heisenberg and Hubbard models are often contrasted to each other. The most important
advantage of the Hubbard Hamiltonian and its generalizations is that they allow to explain noninteger single-site spin in
metals. However, our results show that the assumption about the single-site interaction makes the results of the Hubbard
model in many respects similar to the ones of the Heisenberg model. Indeed, in the DSFT we obtain the low-temperature
T3/2 law, Ornstein-Zernike form for the spin correlator at high temperatures and Curie-Weiss law for the paramagnetic
susceptibility using the multiband Hubbard Hamiltonian.

The choice of the Hubbard-type Hamiltonian is decisive in SFT, e.g. it leads to small SRO and weak change of the local
moment with temperature. Various approximations in SFT have a secondary effect on the results. Therefore, it seems that
the progress in metallic magnetism requires two things. The first is reconciling the input data based on band calculations
of the ground state with the model Hamiltonian. Indeed, the DFT already takes into account some of the electron—electron
correlations which then appear in the interaction part of the Hamiltonian (the infamous “double counting” problem). The
second, and most important, is improving the approximation of the electron—electron Hamiltonian beyond the localized
interaction (such as the Hubbard or Heisenberg Hamiltonians) in a microscopic model.

One last remark. After carefully reading the text, we saw that some parts of the book could have been written more
concisely and clearly. But the timeline is strict, and one can only exclaim as Cinderella:

Goodness me, the clock has struck—
Alackday, and fuck my luck.

(Kurt Vonnegut, Slaughterhouse-Five, 1969)
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A mathematician proves, and a physicist convinces. (Author unknown)

A.1  Linear Operators and Matrices

Most of the texts on quantum mechanics, such as [1, 2], limit themselves to the basics of the operator theory (eigenvalues
and eigenvectors, Hermitian and unitary operators, etc.), leaving aside important topics like functions of an operator and
operator power series, which are necessary in quantum statistical physics. In this section, we collect some results about
linear operators that are used in the main text. For a more systematic overview of matrix analysis, we refer to [3-5].

A.1.1 Inverse Operator
The operator A~ is called the inverse of an operator A if
AAT = ATTA =1,
where 1 is the unity operator. The inverse of the product of operators A and B satisfies the equality

(AB)"'=B71Aa71. (A.1)

For an operator A we have a series expansion analogous to the geometric series':

1-A)"'=14A44+A%+... (A.2)
This can be verified as follows. Multiplying

S=1+A+A+ -

on the left by A, we obtain
AS=A+A2+ A +... =S—1.

Hence
(1—-—A)S=1.

This proves formula (A.2). An immediate corollary is

A(l—BA '=1-4AB)'A (A.3)
= A+ ABA+ ABABA+ - --

"Here and hereafter, we consciously adhere to the physical level of rigour. In particular, we consider formal series and do not discuss their
convergence, as is typical of quantum mechanics.
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In particular,
A'a-BA Y = -a"1B) 14!
=A"'"+A7'BAT AT BAT BAT 4+
As an example, we consider the zeroth Green function

G'@) =@ +pu—Ho)!

and the Green function in the presence of a static field V:
G@)=@+p—Ho— V)"

Then clearly

G=1[z+u—Ho)l—@+u—Hy) 'V
=(U—G@+pn—Ho) "V)'c+u—Hy™!
=(1-6"v)~'G°. (A4)

Using formula (A.3), we obtain
G=G"+GvG"+G'vGovGl + - -

From this we come to the Dyson equation

G=G’1+VG) or G=(1+GV)G".

A.1.2 Functions of an Operator

Note that the operator expansion (A.2) can be obtained by substituting the operator A to the Taylor series 1/(1 — x) =
1 +x + x% 4+ ---. Similarly, we can define f(A) for any function f (x) represented by its Taylor series

1 1
FO) = @ +Af @) F @@+ —d" (@) 4 (A5)

Here d" f(X) = f"™(X)(dx)" is the nth differential at the point ¥ = x + Ax, where dx is just Ax = x — ¥. We need an
analogue of the nth differential d” f (X) for an operator.

The (first) differential d f (A) is the linear part of f(A + AA) — f(A) with respect to AA. For example, the differential
of the inverse operator is the linear part of (A + AA)~! — A~!. The latter can be written as

A+ 2407 " — A" =AY AU + A4)" = 1).

Using property (A.1), we have
A+ 2407 ' —A ' =21+ 244a"H T - D).

Expanding (1 + AA A~")~! into the power series by formula (A.2) and leaving only the first-order term in AA, we obtain
A+ 2407 ' —Aa ' =a"1aaa + ...,

Thus,
dA™H =-Aa"1aaa"". (A.6)
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The nth differential d" f(A) is the nth-order term of f(A + AA) — f(A) with respect to AA. Analogously to the
Taylor series for ordinary functions (A.5), for the function of an operator f(A) we can write the Taylor series expansion
around A as

- - 1 - 1 ~
f(A) = f(A) +df(A) + 5<12f(A> +o b S d A

where A = A + dA and dA = AA.
As an application of the above formulae, let us calculate the expansion of the logarithm the Green function G = G(V) in
the field V. By formula (A.4) the Green function is given by

GV)=(0-G6"v)"'G°. (A7)

Then the differential is
dG(vV) = d((1 - G°v)~HGO. (A.8)

Using formula (A.6), we obtain

d(1=-6°vV"H =—-1-6"v)"'(=G%v)a - G'v)~!
=1-6"v)"'6%va -ac°v)l.

Substituting this result in (A.8) and taking (A.7) into account, we have
dG(V) = G(V)dVG(V). (A9)

Similar to the well-known formula from calculus:

d o1 d
™ nf(x)—maf(x),

we write the differential of the operator In G(V) as
dInG(V) = G~1(V)dG(V).

Taking (A.9) into account, we obtain
dinG(V) =dVG(V). (A.10)

Next, we calculate the second differential
?InG(V) =d(dInG(V)) = ddVG(V)). (A.1D)
The differential of the product of operators A and B is calculated as
d(AB) = (dA)B + AdB.
Applying this formula to (A.11) and taking d?V = 0 into account, we have
InG(V) = dVdG(V).

Using (A.9) again, we obtain
dInGV)=dVG(V)AVG(V) = (dVG(V))>. (A.12)

Repeating this procedure, for the higher-order differential we have

d"InG(V) = (n — DIAVG(V))". (A.13)
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The expansion of the operator In G(V) is written as

InG(V)=InG(V)+dInG(V) + zl!d2 InG(V)+ -+ nl!d” InG\V)+---
Using formula (A.13), we obtain

InG(V)=InG(V) +dVG(V) + %(dvc(?))2 +- %(dVG(V))n +-n,

Now we recall that for the independent variable dV is equal to AV = V — V. Therefore, the expansion is finally written as
InG(V) = InG(V) + AVG(V) + %(AVG(V))Z +oe
+%(AVG(\7))" +--- (A.14)
In statistical physics the increment A A of an operator A is often taken with respect to its mean value (A):

AA = A —(A). (A.15)

In this case the mean of the commutator [A, B] = AB — B A satisfies the relation
([AA, AB]) = ([A, B]). (A.16)

Indeed, using (A.15), we write the left-hand side of (A.16) as
([A = (A), B — (B)]) = ([A, B]) + ([{A), (B)]) — ([A, (B)]) — ([{A), B]).

The second term is equal to zero, because (A) and (B) are just numbers multiplied by the unity operator. Calculating the

third terms, we obtain
([A, (B)]) = (A(B) — (B)A) = (A)(B) — (B)(A) = 0.

Similarly, the fourth term is also zero. Thus, we have proved (A.16).
A.1.3 Trace of an Operator

The trace of an operator A is defined as
A=) Ai,  Ai =i, AY),
i
and does not depend on the basis ;. The trace satisfies the following properties:
tr(eA) = atrA, tr(A + B) = trA + trB, tr(BA) = tr(AB).

The latter immediately follows if we write the trace of the product:

tr(AB) = ZAikBk,- = Z BiiAix = tr(BA).
ik ik

As a corollary, we obtain the cyclic property of trace

tr(ABC...DF) =tr(BC...DFA)

(one needs to swap A with the rest of the product and use the previous formula).
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For a Hermitian matrix A the trace of f(A) is calculated by the formula

wf(A) =) fOu),

where A; are the eigenvalues of A. Indeed, for a Hermitian matrix A we have

A=UDU",

where D is diagonal and U is a unitary transformation: UU" = 1. Then by the cyclic property of trace we obtain

trA = t(UDU") = trD.

Since
A" =ubpU'UDUT...=UD"U",
~— ——
m
we have

trA™ = t(UD"U") = D"

For any analytic function

o0
) =) anx",
n=0
we obtain
o oo
f(A) = ZanA" = ZanUD"UT =Uf(D)UT,
n=0 n=0
and hence

trf(A) = tr(Uf (D)UY = tr f (D).

The latter gives us formula (A.17). For example, if f(x) = Inx, we come to
trin A = Zlnki = ln(nki> = Indet A.
i i

For noncommuting operators A and B, we have

eAeB £ oATB

This can be seen directly (see [6]). Using the expansion of e*, we have

1 1
eAeB:(1+A+—A2+---><1+B+—Bz+--

2! 2!

1
:1+(A+B)+5(A2+2AB+32)+~-~
On the other hand,

1
eA+B=1+(A+B)+5(A+B)2+---

1
=1+(A+B)+5(A2+AB+BA+B2)+--~.

)
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(A.17)

(A.18)

(A.19)
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The operators e4e? and e are different, because AB # BA. A more specific result is as follows. If the commutator is

proportional to the unity matrix: [A, B] = ¢ (here ¢ is a number), then

A+B

1
eAeB — oA+B3IAB]

(for a proof, see, e.g. [7, Appendix I]).

Analogously to relation (A.19), for noncommuting operators A and B, we have In(AB) # In A +In B. However, for trace
of the logarithm of Hermitian operators we obtain

trin(AB) =trln A + trln B. (A.20)

Indeed, equality (A.18) leads to

trin(AB) = Indet(AB) = In(det A - det B)
=IndetA +1IndetB =trlnA + trln B.

A.1.4 Pauli Spin Matrices

The Pauli spin matrices are given by
01 0 —i 10
X y _ Z —
o _<10>, o _<i O)’ o _<O—1>' (A.21)

tr(c'o®) = 28k,

Explicit calculation shows that

tr(c'o¥ol) = 26, (A.22)

tr(o’o*alal) = 2(8ik01j — 8i1dkj + 8ijoxr)-

Here i, k,Il, j = x, y,z and
gikl = [€; X eley

is the Levi-Civita symbol, where ey, ey, e; are the orthonormal basis vectors in the three-dimensional Euclidean space and
times stands for the vector product (see, e.g. [4, 8]).
Al A
A= (A1 A
A2 A

Any Hermitian 2 x 2 matrix
can be represented as a linear combination of the 2 x 2 unity matrix o and Pauli matrices:
A=Y Aol u=0.xy.z (A.23)
%

Using the explicit form of the Pauli matrices (A.21), this can be written as

A%+ AT AT —iAY
A= <Ax i a0 AZ) : (A24)

The scalar coefficients A* are obtained as follows. Multiplying (A.23) on the right by o™ and taking the trace, we come to

tr(Ac) = tr (Z A“a“a”) = Z Altr(oto™).

n I
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Calculating the trace by formula (A.22), we have

tr(Act) =) AF28,,0 = 24",
"

Hence, dropping the prime, we finally write

1
Al = Su(Ac™). (A.25)

A.1.5 Operator Tensor Product

The tensor product A ® B of am x n-matrix A = [a;x] and m’ x n’-matrix B = [b;/] is the mm’ x nn’-matrix

A®B=lcinl  (cjn = aubyy). (A.26)

where the index j denotes the running number of the pair (i, i) in the sequence (1, 1), (1,2), ..., (1,m"), 2, 1), (2,2),...,

(2,m’), ..., (m,m’), and the index & is the running number of the pair (k, k') in the analogous sequence (see, e.g. [4]). Note
that

(A B)(C® D)=ACQ® BD, (A.27)

tr(A ® B) = tr(A)tr(B). (A.28)

In (A.27) it is assumed that the number of rows in the matrix C is equal to the number of columns of A and number of row
in the matrix D is equal to the number of columns of B; and in (A.28) it is assumed that A and B are square matrices.
One-electron operators, such as the exchange field V, can be expressed as

V=WwWgU, (A.29)

where W is an operator acting on the space states (the Bloch functions v,k (r) or Wannier functions w,;(r)) and U is an
operator acting on the spin states . Using the expression for the Hermitian 2 x 2 matrix (A.23):

1
U=) Uroh, U* = Etr(UoM), w=0,xy,2,
"

we write (A.29) as
V= Z VE® ot (A.30)

2

where V# = U*W is an operator acting on the space states. Similarly, the Green function is written as

G=) G'"®d" (A31)
nw

where G" is an operator acting on the space states. Then, using formula (A.27), we can write
wr(VG) =Y (V@ c™)(G* ® ™)) =) tr((VIG*) ® (c"a™))
up wp

and using formula (A.28) we come to
wr(VG) = Y tr(VAG")tr(otoh).
wi
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Finally, calculating the trace of the product of the Pauli matrices by formula (A.22), we have

wr(VG) =2 tu(VAG"). (A.32)
"

For brevity, we omit the tensor multiplication sign ® throughout the book as is typical of the solid-state literature.

A.2  Functions of Real and Complex Variable

In this section, we collect some formulae from calculus and complex analysis that are used in the main text (for a more
systematic overview, see, e.g. [4,7,9]).

A.2.1 Dirac Delta Function

The function 6 (x) can be thought of as the density function of the probability distribution localized at the origin (for details

on random variables, see Appendix A.3). That means the average of a function of the random variable f(x) is equal to its
value at x = 0:

o0
/ F(x)d(x)dx = f(0), (A.33)
—0o0
and, in particular,
o
/ S(x)dx = 1. (A.34)
—0Q
These relations imply that
_]o, x #0,
§(x) = {oo, =0, (A.35)

so that §(x) cannot be a proper function. Nevertheless, the §-function is a useful instrument when one deals with integrals.
From formula (A.33), we obtain the §-function properties

/ fx)8(x — xp) dx = f(x0), (A.36)
and |
S(ax) = m&(x), a#0. (A.37)

In particular, from (A.37) it follows that §(x) is an even function: §(—x) = §(x). From (A.30) it is easy to see that

F@)8(x — x0) = f(x0)d(x — x0).

Another way of representing the §-function is the following. If 6 (x) is the step function, which is equal to zero for x < 0
and unity for x > 0, then

d
3(x) = a@(x). (A.38)

Indeed, if we substitute the latter in the integral on the left-hand side of (A.33), then, integrating by parts and assuming that
f(x) vanishes at infinity, we obtain f(0).

The 5-function can be obtained as a limit of the proper functions. This can be done in different ways. Let us consider
several examples. First, we consider the Gaussian distribution with the probability density function

1 2
0G(x) = S5y O (-%) (A.39)
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Fig. A.1 Sketch of the
Lorenzian function pr,(x) of the
halfwidth 2y

pL(x)

L/(my)

1/(2my)

-Y 0 Y x

The width of the peak at x = 0 is characterized by the root-mean-square deviation o. As 0 — 0, we have

/ J @) pc(x —xo)dx — f(xo).

Our second example is the density function of the Cauchy-Lorentz distribution (see, e.g. [10]), often called the Lorentzian

function:
) = — ! L_Y (A40)
xX) = — = — . .
Ay T o)~ w2412

Here the value y is the halfwidth at half maximum (HWHM). Indeed, the maximum of the Lorentzian function is attained at
x = 0 and is equal to 1/(sry). The value 1/(2my) is taken by the Lorentzian function at x = +y (Fig. A.1). If y tends to
zero, then

/ SX)pLx — x0) dx — f(xo0).

Yet another example of a delta sequence is given by the integral (see also Appendix F.1)

1 ko 1 eikox _ e—ikOX 1
_/ elkx dk = — ——— = —sin(kgx).
27 ko TX 21 TX

At large kg the right-hand side sharply peaks around x = 0, but the integral over x is equal to unity for all ky. Therefore, in
the limit k) — oo, we come to the well-known integral representation:

1 [~ .
S(x) = — ek dk, (A.41)
2 J_ o

which means that unity is the Fourier transform of the §-function.
In the three-dimensional Euclidean space, we define the §-function as

8(r) = 8(x)8(y)8(2),

so that (A.33) and (A.34) become
f f@)é(r)dr = f(0)

/S(r) dr =1,

where dr = dx dy dz is the volume element and the integration is carried out over the whole three-dimensional space. The
inverse Fourier transform of the three-dimensional §-function is given by

and

S(r) = / ek dk. (A.42)

1
@2n)?
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A.2.2 Sokhotsky Integral Formula

It is often necessary, particularly dealing with the Green functions, to calculate an expression of the form

fim [ L& de/w&dx

=0t J_oo X £in oo X Ei0T T

For a well-behaved function f(x) (in particular, continuous at x = 0) the Sokhotsky formula holds:

im [ L g [T 94 = im0, (A.43)
n—0% J _0o x:l:m oo X

where P denotes the principal value of the integral (for proof see, e.g. [11, Appendix III]). Clearly, for any fixed x(, we have

5 * f®)
1m

* fx) .
—_dxzpf 2L =" dx F imf(xo). (A.44)
n—0t J_oo X — X0 £ in 00 X — X0

The latter is often expressed in the compact form

1 1
= imd(x — xp).
x —xo £i0t Px—xo T o = xo)

A.2.3 Smoothing by Convolution

Consider the convolution of the functions f(x) and g(x) (see, e.g. [4]):

h(y) =/ fx)g(y —x)dx.

If g(x) is a smooth function, then so is #(y), even if f(x) is not. Indeed,

™ (y) = / F)g™ (y —x)dx.

We take a smooth function p(x) that approximates the §-function such as the Gaussian density function (A.39) with a
small o or Lorentzian function (A.40) with a small y. Then the convolution of a function f(x) with the function p(x) is a
smooth function. Moreover, if p(x) is even, then, recalling formula (A.36), we have

/ fX)p(y —x)dx = f(y).

That means the convolution with the function p(x) close to the §-function gives a smooth approximation of the original
function f(x).

Let us consider the following example. Nonphysical sharp peaks of the electrons density of states (DOS) v(e), which
appear in energy-band calculations (see Sect. 10.5), can be smoothed by the formula [12]

1 /!
vy(e) = —Im f V) g, (A45)
T e—¢ —iI’



A.2 Functions of Real and Complex Variable 209
Indeed, from the Sokhotsky formula (A.44), we have

!
v(e) = lim —Im & de’.
r—o+tm e—¢ —il’

Hence at small I" > 0 the smoothed DOS vg(¢) is close to the original one v(g).
The right-hand side of (A.45) can be written as the convolution. To see that we calculate the imaginary part of the integrand
and recall that v(e) is a real function. Then

vs(e) = / v(e)p(e —e')de,

where

1 1 r
p(e) = —1Im =
b4

1
e—ill 7 el+ 12
is the Lorentzian function (A.40) of the halfwidth I".

A.2.4 Singularities and Contour Integrals

Integrals of functions of a real variable appearing in the Green function theory can be evaluated conveniently by regarding
them as part of a contour integral in the complex z-plane (see, e.g. [11], Appendix VI; [9], Chaps. V and VI).
Recall that a function f(z) is called analytic in a circle centred at z = a if it can be expanded in the series of the form

f@ =Ao+Aiz—a)+ Az —a)> + -, (A.46)

where A; are constants. This is just the Taylor series for the function near z = a. A point at which a function fails to be
analytic is called a singular point or singularity for short.
An important tool for investigating a function f(z) near a singularity z = a is the Laurent series

f@) =Ao+ A1z —a)+ Az —a) +---
B B>
i—a GoaZ "

K]

where A; and B; are constants. If the series of reciprocal powers is infinite, the point z = a is called an essential singularity.
If the series takes the form

f)=Ao+Aiz—a)+ Az —a)> +---
By B> B,

T T T e

(A47)

where the number 7 is finite but nonzero, f(z) is said to have a pole of order n at z = a. If n = 1, the singular point is called
a simple pole. For example, a rational function

p()
f@)=—,
q(z)
where the polynomials p(z) and g(z) have no common factor, has poles at each zero of the polynomial ¢(z) = Q(z —

Z)™ .. (z — zi)™ (Q # 01is a scalar), and the order of the pole z; is equal to n;.

Whatever the value n > 1 is, the coefficient By of (z — a)~! is called the residue at z = a and is denoted res;—q f (2).
This applies to both poles and essential singularities. If z = a is a simple pole of f(z), the residue can be calculated by the
formula

B = Zliggl(z —a)f(2), (A.43)

which immediately follows from Eq. (A.47) withn = 1.
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Fig. A.2 The integration contour
and pole of the integrand on the
left-hand side of (A.52)

Im z

Re z

Cr

The most important fact about contour integrals, the residue theorem, is now formulated as follows. Let C be a closed
contour without intersections, and f(z) be analytic inside and on C except for a finite number of singularities z; inside the
contour, then

1
5 fc f()dz = Xi:reszzzi (2, (A.49)

where the contour integral is anticlockwise. If f(z) has no singularities inside or on C, the right-hand side of (A.49) reduces
to zero. In other words, if the function f(z) is analytic everywhere inside and on C, the contour integral is zero. This fact is
known as Cauchy’s theorem.

As an example, we apply the residue theorem to obtain expression (6.9) for the retarded real-time Green function of
noninteracting electrons. Taking the inverse Fourier transformation of expression (6.8):

1
G¥w) = lim ———, A.50
k(@) n—0t w — & +1in ( )
we have )
1 e—lwt
Gty = lim — [ ———— do, (A.51)

n—0t 2 C()—é:k—i-ll’]

where & = ex — u (for brevity, we put i = 1). The integrand of (A.51) is analytic everywhere except for the isolated
singularity z = & — in, where it has a simple pole. Using the residue theorem (A.49), we obtain

1 —izt e—izt
— i ———dz=res,—g i | ———— |, A.52
271 R—o0 Jo, 7 — &k +in =5 ln(z—5k+177> ( )

where the contour Cg is shown in Fig. A.2. As R — oo the integral over the arc of the circle tends to zero, because the
integrand

efizt efitRez etlmz
— = —, Imz < 0,
z—&+in z—&+in
vanishes exponentially for t > 0. Therefore,
) efizt 0 efia)t
lim —dz=— —— do, (A.53)
R—o0 Jop 2 — &Kk +1n —o0o @ — &k 17

when ¢t > 0. Here the negative sign results from the counterclockwise integration. Calculating the residual by formula (A.48),

we have )
e—lZI
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Fig. A.3 Graph of the
multivalued function

Inz = In|z| + i0 of the complex
variable z = |z] el for

—3m <0 < 3m. The
single-valued branch of In z
corresponding to — < 0 < 7 is
shown by colour
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Substituting this in (A.52) and taking (A.53) into account, we obtain
=) e it . .
/ ——dw = 2xie &I 5,
—0o @ — &k +17

When ¢ < 0, we need to consider the contour integral over the semicircle in the upper half-plane. Since this contour does not
contain any singularities, using the same argument, we obtain

oo efia)t
/ —— dw =0, t <O.
—o0 @ — &k +1in

Thus, the Green function (A.51) is given by
GR(1) = —ie 5 g(r).

Note that trigonometric, hyperbolic, integer power and exponential functions are all single-valued. However, their inverses
are multi-valued. For example, if we express z in polar form z = |z| e?, then Inz = In |z| 4 i6. The polar angle 6 is defined
up to 2mn. Different n give the same z but different values of Inz. So, at any point z, we have different branches of the
logarithm (Fig. A.3). To define single-valued branches of Inz we make a branch cut from zero out to infinity, e.g. along
the negative real axis. If we choose —7 < 6 < m, then clearly the one-sided limits at the points of the branch cut will be
different: Inz — In|z| £ iw as & — +£m (see Fig. A.3). A similar situation happens when we consider the integral

* fx)

A

F(z) = dx.

The function F(z) is analytic outside the real axis and has different one-sided limits at a point z = xp on the real axis where
f (xp) is nonzero. Indeed, the Sokhotsky formula (A.44) gives

F(xo £i0h) =7>/OO ACOR i f (x0).
0o X — X0
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A.2.5 “Frequency” Summation

In Chap.2 we used Cauchy’s theorem to derive the Kramers-Kronig relations (2.19)—(2.20). Here we apply the residue
theorem to carry out summation over the thermodynamic “frequencies”. We start with sums of a function with only simple
poles, which can be evaluated explicitly (see also [13—15]). Then we derive summation rules for a function with branch cuts
(see also [13, 14, 16]). Finally, we apply these summation rules to the DSFT.

Summation for a Function with Simple Poles

First, we apply the residue theorem to show that, in the case of noninteracting electrons, formula (6.33) for the total number

of electrons in terms of the Green functions reduces to a familiar expression, which follows from the Fermi statistics (3.52).
For noninteracting electrons, we must replace the Green function G by the zeroth Green function G° and write formula

(6.33) as

Ne = TTrG°. (A.54)
Here the trace is given by
0_ 15 0/: iw, T
TG = Tlin&r ; G (iw,) €7, (A.55)
n

where w,, = (2n + 1)z T are the odd “frequencies” and

Gr(z) =

A.56
& (A.56)

is the zeroth thermodynamic Green function.
The sum over the “frequencies”

> Ghlion) €T = hiion) (A.57)

is calculated using the Fermi function as follows. The function A(z) = Gﬁ(z) e*" is analytic everywhere except for the
isolated singularity z = &, where it has a simple pole. The Fermi function f(z) = (exp(z/T) + 1)~! has simple poles at
iw,.> Indeed, using formula (A.48) and L'Hopital’s rule, we have

. z—lwy , 1
reszzlwnf(z) = le)l;l;)” m = zll)IiB)” W =-T. (A.58)

Therefore, using the residue theorem, we can write

R—o0 21 C

1
lim — ¢ f(h()dz = res— (f () + Y 1es:—ia, (fA()). (A.59)
R n

where the contour Cr, is the circle of radius R centred at the origin. Since

T g7Rez | Rez < 0,

T __
f@e" = T 11 e {e(r—l/T)Rez’ Rez > 0,

and 0 < 7 < 1/T, the function f(z) e*" vanishes exponentially as |z| — oo. Therefore, the left-hand side of (A.59) tends to
zero as R — oo. Similar to (A.58) we calculate

res;—, (f (Dh(2)) = f (&)™, res;—iw, (f (2)h(2)) = —Th(iwy).

Then Eq. (A.59) reduces to
FEIERT =T Y hiiwy) = 0.
n

2Note the difference in the definition of the Fermi function f(z) in this subsection from the one in the main text (3.52). This definition of the Fermi
function simplifies intermediate steps.
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Thus, we obtain the sum over the “frequencies” (A.57):

Ty Gplio,) e™ = f(E)e™".

Finally, taking the limit T — 0% and summing over the wavevectors k, we write formula (A.55) as

TTiG’ = f (&0
k

The latter is the total number of noninteracting electrons.
As the next application of the residue theorem, we calculate the thermodynamic susceptibility of noninteracting electrons.
By formula (6.71), we have

. 1 . L
X iom) = =i 5T Y Gylion) Gy (ion +iom), (A.60)
kn

where Gﬁ(z) is given by formula (A.56) and w,, = 2nrmT are the even “frequencies”. We need to calculate the sum over the
odd “frequencies”

> GRGwn) Gy g lwn +iom) = Y h(iw,). (A.61)

The function
h(z) = GRR)IGy (2 +ion)

is analytic everywhere but at two isolated singularities z; = &k and z2 = &xyq — iwy,, where it has simple poles. Using the
residue theorem as above, we have

1
lim — h(z)d
A, o £, S0 4

=res.—, (f(2)h(2)) + res;—, (f (D)h(2)) + Z res;—ia, (f (2)h(2)), (A.62)

n

where the contour Cg is the circle of radius R centred at the origin. Since /(z) is proportional to 1/ z2 as |z| — oo, the
left-hand side tends to zero as R — oo. By formula (A.48) we calculate

res;—, (f(2)h(2)) = A res;—, (f (2)h(z)) =

&k — kg T o

f(ék—&-q — iwp)

gk-',-q — iy — %_k.
Using f(ék+q — iwm) = f(6k+q), We write (A.62) as

 fE) — f(Eirq)

§k+q — &k — iy

—T ) h(iw,) =0.
n
Taking (A.61) into account, we finally write the susceptibility (A.60) as

J (&) — f Ekiq)

Ekq — bk — iom (69

, 1
X (@ iom) = &g D
k

If we recall the difference in definition of the Fermi function here and in Chaps.2—6 (shift of energies by w), we see that
formulae (A.63) and (6.72) coincide.
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Summation for a Function with Branch Cuts
For the interacting electrons system, the zeroth Green function Gﬁ(z) in formula for the thermodynamic susceptibility (A.60)
must be replaced by the interacting electrons Green function Gk (2) (see formula (9.34)). Since the spectrum of G (2) cannot
be written down explicitly, another summation method should be used, which we describe below.
We begin with the summation rule over the even “frequencies” w,, = 2rmT . The Bose function B(z) = (exp(z/T)— 1)’1
has simple poles at iw,,. Using formula (A.48) and L’Hopital’s rule, we obtain
7 — lwy

reS;—iw, B(z) = lim

—— =1 —_—— = A.64
z—iom €/ T — 1 zﬁlf?om (I/T)GZ/T ( )

Let h(z) be analytic at the origin, analytic outside the real axis and have the one-sided limits at the real axis h(w 4 i0™).
Then, applying the residue theorem, we have

Jim_ zim ) B(2)h(z)dz = ;reszziwm (B(2)h(2)), (A.65)

where Cg is the contour in the complex plane that consists of the circle centred at zero of radius R with cuts along the real
axis (Fig. A.4). Since function A (z) is analytic at points iw,,, similar to (A.64), we obtain

I€Sz=iwy, (B(Z)h(z)) = Th(iom). (A.66)

If the contributions from the contour integrals over arcs can be neglected, we come to

T Zh(iwm) = 2%1 f B(w) (h(w +i0%) — h(w — i07)) do. (A.67)

If, additionally, &(z) is such that A*(z) = h(z*), we have

T Z h(iwp,) = % / B(w)Imh(w 4 i10") do. (A.68)

Similarly, we consider sums over the odd “frequencies” w,, = (2n + 1) T. Let h(z) be as above. Then, using the residue

theorem, we have
. 1
lim —— yg f@h(2)dz =) res—iv, (£ (2)A(2)), (A.69)
Cr -

R—o00 271
where Cg is the same contour in the complex plane (Fig. A.4). If the contributions from the contour integrals over arcs can

be neglected, we come to

Fig. A.4 The integration contour
and poles of the Bose function

Im 2

Re z
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. 1 . .
—Tzn:h(la)n) = ﬁ/f(w) (h(w +i0") — h(w — i0")) do

If additionally h*(z) = h(z*), then the following formula holds

T Zh(iwn) = % / f (@)Imh(w — i0") dow. (A.70)

“Frequency” Summation in the DSFT
First, we use the summation rule (A.68) in expression (10.16):

~ ~_ Oo
ul ux
(AVaz)/ = 5 1400 ~qua ) (A.71)
qm - Mqu
to convert the sum with the thermodynamic susceptibility an (wy) = qu over wy,, to an integral with the dynamic

susceptibility Xg"‘ (w) over w. Similar to relation (A.55) we should treat the sum over w,, as
E ...= lim ...eonT,
=07t
m m

Then by the same argument as in Appendix A.2.5, we show that the contour integrals over the arcs in formula (A.65) vanish
as R — oo. Using formula (A.68) to sum over w,, in expression (A.71), we obtain

., X2 (e)

(AV2) Z —— / B(e) Im Oa(g) de, (A.72)
where ¢ = ¢ +i0™. Taking Re X *(—g) =Re Xq"‘(e) and Im X *(—g) = —Im Xg"‘ (¢) into account, we see that the integrand
of (A.72) is an odd function:

iixg (&) 1 3 alm x 3% (e)
TTid@ T TT—axdi(e) | (I — aRe xJ%(e) + @Im 1 (e)?

Using the relation B(¢) — B(—¢) = 2B(e) + 1, we write (A.72) in the form

(Av2y Z f (B(e)—i— )Im u:(()a(s)

This proves formula (10.17).
Next, we use a summation rule over the odd “frequencies” slightly more complicated than (A.70) to obtain an expression
for the local susceptibility:

() = ——Z/Im (&) (g (e — 2) + 87 (e +2))
Y1iy2
x Sp(o710%00%)) f(e) de, (A73)

where g(¢) is the mean single-site Green function (in the grand canonical ensemble) and f(g) = (exp(e/T) + D~ s the
Fermi function. The result is derived as follows. In expression (10.27):
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Fig. A.5 The integration contour
and poles of the Fermi function

N,
X0 (iom) = —7“T ;ylzngw (iwn)g" (iwn — iwn)Sp(c”1a%a 20,

we need to calculate the sum

T Z Z g (iwn)g" (iwy — iwm)Sp(a 0% 0%) = T Z h(iwy). (A.74)

noyiy2

Here g7 (2), y = 0, z, are the components of the single-site Green function

g0 (0) = / RAC NN (A75)
Z— &

where v, (¢) is the polarized electron DOS. As we explained in the last section of Appendix A.2.4, the Cauchy integral (A.75)
has a branch cut along the real axis. Therefore, the function

h(z) = Z 8" (2)8"*(z — iwn)Sp(c" %0 20®) (A.76)
Yiy2

is analytic outside the horizontal lines Imz = 0 and Im(z — iw,) = 0, where it has one-sided limits. Therefore, applying the

residue theorem, we have
. 1
lim —¢ f@h(z)dz = Zreszziwn (f@h()), (A.77)
Cr n

R—o00 211

where Cp is the contour in the complex plane that consists of the circle centred at zero of radius R with cuts along Imz = 0
and Im(z — iwy,;) = 0 (Fig. A.5). Calculating the residues, we obtain

> res.mio, (f(Dh() = =T Y hiiw). (A78)
The functions g°(z) and g%(z) are given by

1 1
@) = E(gT(Z) +g,(2)), g () = E(gT(Z) - g1(2).

From expression (A.75) we see that g, (z) is proportional to 1/z as |z| — oo. Therefore, the product g¥' (z)g"2(z — iwy,) is
proportional to 1/ 72 as |z| — oo, and the contour integral over the arcs in formula (A.69) can be discarded. Therefore, the
left-hand side of relation (A.77) reduces to integrals over the branch cuts. Taking (A.78) into account, we obtain
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1
— (/ f(w) (h(a) +i0") — h(w — i0+)) dw
2mwi
+ / f(w+iwy) (h(a) + iwm +1i01) — h(w + iwm — i0+)) dw) =-T Zh(iwn). (A.79)
n
Taking f(w + iwy) = f(w) into account, we have

L. / f () [h(w+i0) — h(w —i0)
2l

+ h(® + iwy +i07) — h(w +iwy —i07)] do = —-T Zh(lwn) (A.80)

Changing the order of functions and using the cyclic property of trace in (A.76), we obtain

h(w+10%) =) g7 (0 — iwy +i07)g" (@ +i01)Sp(c20%67 6 %).
Yivz

Swapping the indices y; and y», we have

h(w+i01) = Z g (® — iy +i07)g” (@ +101)Sp(a”1a%020®).
Yiy2

= (h(w + iwy, — i0T)*.

Similarly, we prove
h(w +iwy, +107) = (h(w —i01))*.

Therefore, we can write (A.80) as
—— / f(@)Im[h(w —i0T) + h(® + iw, —i07)] do = —T Z h(iwy). (A.81)

Using the cyclic property of trace once again, we have
m[h(® —i07) + h(w + iw, —i01)]
- Z Im[g"" (& — i01) (g7 (@ + iwm —10T) + g7 (0 — iwy —i0))]
Y1y

X Sp(UV]UaUVZUa). (A.82)

Substitution of (A.82) in (A.81) yields (A.73). Shifting the integration variable by u in (A.73), we obtain formula (10.28).

A.3 Random Variables and Fluctuating Fields

Here we summarize necessary facts about random variables and fluctuating fields (for a more detailed discussion see, e.g.
[10]) and consider a number of examples.

A.3.1 Continuous Random Variables

Let x be a random variable with the probability density function p(x). The mean of the random variable is given by the
integral
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(x) = /OO xp(x)dx. (A.83)

—00

For brevity, this number is often denoted by x. Similarly, for any function f(x), we have
o0
(f () 2/ S () p(x)dx, (A.84)
—0oQ

or briefly, f (x). In particular,
((Ax)%) = ((x — (x)?) = (%) — (x)?

is the variance, or the mean-square deviation.

The generalization of formulae (A.83) and (A.84) to the multidimensional case is straightforward. The random vector
x = (x1, ..., X,) is determined by the probability density function p(x). The mean (x) is a vector, where (x;) is given by the
multiple integral

(xi) = / x; p(x) dx. (A.85)

The random variables x; are called independent if p(x) = p1(x1) ... pn(x,). The covariance is by definition the number
Cij = (Ax; Axj) = (xi xj) — (xi){x;),

where Ax; = x; — (x;), and C is called the covariance matrix. For the complex random vector z = (21, ..., Z»), the
covariance is defined as
Cij = (Az; AZ}),

where Az; = z; — (z)-

The most important example for us is the Gaussian random variable. In one dimension the Gaussian probability density
function is given by

=)’
= 202
px) e e , (A.86)

where the real numbers i and o > 0 are the parameters of the Gaussian distribution. It is easy to check that p is the mean:
(x) = p, and o2 is the variance: ((Ax)2) = o2.

In the multidimensional case, the Gaussian probability density function can be written as

1 1 1
PX)=—F—=——7 exp| —5 ) (i—u)X; (xj —pu;)|. (A.87)
det 2(27[)”/2 p 2 ; i 1 ij J J
where u = (i1, ..., iy) is a vector, ¥ = (X;) is an n X n symmetric positive definite matrix and % —1 its inverse. Then
(x;) = u; is the mean and covariance is given by
(Ax,' Ax.,') = E,'j, (A.88)

where Ax; = x; — ;. In the following paragraph we give an intuitive proof of this result (for alternative proofs, see [10,17]).

To derive formula (A.88), we make a linear transform that yields n independent Gaussian random variables, calculate the
covariance matrix (a trivial task in this case) and transform back to the original variables. The sum in the exponent of (A.87)
can be written as the inner product:

Yo — ) = ) = (= ), A = w),
ij

where A = X ~!. For the symmetric matrix A there exists an orthogonal matrix O (O OT = 1) such that
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A=0D0T or D=0TA0, (A.89)
where D is a diagonal matrix (see, e.g. [3]). Then, applying the orthogonal transformation x = OX, we have
(AX, AAX) = (A%, OTA0 AR) = (A%, DAX).

The matrix D has the eigenvalues of the matrix A = X ~! at the main diagonal; we denote them by 1 /al.z. Therefore, in the
new variables X, the density function (A.87) becomes

o 1 (& — )*
PN = e eXp<_z 207 )

i 1

_ ﬁ 1 exp (i - fii)?
i oiv 2w 201.2 '

So the random variables X; are independent, and each X; is a Gaussian random variable with the density function

1 up_@—mﬂ
oiV2m 207 '

C‘,’j = (A)El' A)E.,) = 01‘285/"

pi(xi) =
The covariance is given by

or, in the matrix form,
C=D"". (A.90)

Transforming back to the original variable x = OX, we have
Cij = (AxiAxj) = Y 00 (A%y A% ) = Y 04:Cirjr O],
['/j/ i'j

or, in the matrix form,
c=o0cCo".

Substituting (A.90), we have
c=o0Dp"'0o".

Inverting the relation A = ODOT and taking O~! = OT into account, we obtain
c=A""=3,

which is the matrix form of the necessary relation (A.88).
In the multidimensional complex case, the Gaussian probability density function can be written as

= —— ex = @ — ) I g — ) (A91)
p det ' p . i — Wi ij & — M : o
7
where u = (u1, ..., i) is a complex vector and I = (17;) is an n x n Hermitian positive definite matrix. Then (z;) = u;
is the mean and the covariance is given by
(Az; AZ)) = I, (A.92)

where AZ,‘ =Zi — M.
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The proof of formula (A.92) is similar to the one for the real multidimensional Gaussian distribution. In the complex case,
the sum in the exponent of (A.91) can be written as the inner product:

D @ =) T — ) = (-, Az — p),

ij
where A = I"'~!. For the Hermitian matrix A there exists a unitary matrix U (UU" = 1) such that
A=UDU" or D=U"AU, (A.93)
where D is the diagonal matrix (see, e.g. [3]). Then, applying the unitary transformation z = UZ, we have
(Az, AAzZ) = (AZ, U AU A7) = (AZ, DAZ).

The matrix D has the eigenvalues 1/ crl.z of the matrix A = I'! at the main diagonal. Therefore, in the new variables z, the
density function (A.91) becomes

—

. 12 — fil?
@D=————-¢exp|l—-) ————
P 012 c.olmh P Xl: aiZ

[T-1 e <_|zz~ - ﬁmz)
2 2 ’
i=1 o; T o;

So random variables Z; are independent, and each Z; is a complex random variable with the Gaussian density function’

- 1 |zi — l?
piE)=—=-exp|-——75—]-
Ui b Ui

The covariance is given by C~',~j = (AZ; AZ;.") = oi28,~j, or, in the matrix form, C = D~!. Transforming back to the original
variable z = UZ, we have

Cij = (Az; Az}) Z Uip U (AZp AZ3) = ) U,-ilé,-/jlu}j,

or, in the matrix form,
c=UCU"=UD'U".

Inverting A = UDU" and taking U~! = U into account, we obtain
c=A""=r,

which is the matrix form of the necessary relation (A.92).

3Note the normalizing coefficient appearing from the complex Gaussian integral

/e*m2 dz = // e~ gy dy =2n / e rdr = 7.



A.3 Random Variables and Fluctuating Fields 221
A.3.2 Discrete Random Variables

For a discrete random variable, the integral in (A.83) can be written as a sum. Indeed, suppose that x takes the value &; with
the probability p;. In this case,

px) =) pid(x —&).

Inserting into (A.83) and using the identity (A.36), we obtain
(xX) =) pi&i.
i

Similarly, formula (A.84) becomes

(f) =D pifG).

As an example of the use of a discrete random variable, we consider a simple case of one nondegenerate band with the
mean number of electrons per site equal to n. In the paramagnetic state, the probabilities of a spin-up or spin-down electron
occupying a site are equal, py = p; = p. Then the mean number of electrons per site is given by

n=p+2ps,

where
p1=2p(—p) (A.94)

is the probability that there is only one electron at a site and

p2=p*

is the probability that there are exactly two electrons at a site (other possibilities are prohibited by the Pauli exclusion
principle). From this we readily obtain p = n/2. Then, for the square of the local spin we have

oy L1
) =5(5+1)m

(if the site is occupied by two electrons with the opposite spins, (s?) is zero). Taking (A.94) into account, we obtain the final

result (13.10):
3 n n

(s2)=Z2§(1—§)=§n(2—n).

Analogously, in the ferromagnetic state with the magnetic moment s = %( Pt — py), we obtain that the square of the local
spin becomes larger by %sz.

Let us consider a complete set of outcomes A for a discrete random variable. Let A’ be an outcome of another discrete
random variable. Then the law of total probability says that

P(A) =) P(A'|A)P(A), (A.95)
A

where P(A’|A) is the conditional probability of A" given the outcome A.
As an example, we apply the law of total probability to the scattering process. Let A label the states before the scattering
and A’ the states after. Then the conditional probability P(A’|A) is just the transition probability P4_, 4, and (A.95) becomes

Py = Z PsPs_a.
A
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A.3.3 Fluctuating Fields

By a fluctuating exchange field V we mean a family of random variables V; (t) depending on the parameters j and 7. Here
Vi(t) =3, cr"‘Vf‘(r), where o¢ are the Pauli matrices (@ = x, y, z) and (Vf(r), ij(f), ij(r)) is a random vector for
each j and 7. The covariance is defined by

(AVH(D)AVE (D), (A.96)

where AVJ‘?‘(t) = ij"(r) — (V;)‘(r)). Here the average is given by the functional integral:

(...):/...p(V)DV,

where p(V) is the probability density function. The Fourier transform Vg, is a complex random variable. In this case, the
covariance is defined by
(AVgn (A V(;fm/)*), (A97)

m

where AV(;“m = V(;”m - (Véxm). In the main text, we refer to (A.96) and (A.97) as the field correlator and to
(AVE, (AVE ) = (| AVE, D)

as the fluctuation.
In this section, we calculate the correlator of the Gaussian fluctuating field V with the probability density p® (V) o

o FOW)/T given by the quadratic form

1T p1/T

FO ) =/ / > Ave(n) A% (. ) AVE(2ydr dr'. (A.98)
0 0 b JJ J

JJ]Q

Due to the “time” and space translational invariance, we have
o, ’ af /
Ajj/(r’ T ) - Aj—j’(r 4 )

Using the formulae for the inverse Fourier transformation (C.19) and (C.29), in the momentum-“frequency” representation
we have
FOW)= " ava,Agnav’

—q—m>

(A.99)
qmap

where
ap N /T af i(qR;—wp,T)
Agm Z_T/(; Ej Aj (7)™ dr

(a detailed calculation similar to this one is given in Appendix C.4).
We now calculate the correlator (A.97). First, we write the quadratic form (A.99) as the inner product. Changing the signs
of the summation indices q and m in (A.99), we have

FOW) =Y ave, A%, AVj,.

qmef
Since Vj‘?‘ (7) is a real function, its Fourier transform satisfies Aqu_m =(A V&"m)*. Similarly, A‘i’z_m = (Afi’g,)*. Hence
FOW)= Y "(a ng)*(Aﬁf;,)*Ame = (AV, A*AV), (A.100)

qmap

where the elements of the matrix A* are the complex conjugates of the ones of A. The matrix A is block-diagonal with
respect to momenta and “frequency”, but the 3 x 3 blocks Agy, are not diagonal. Applying formula (A.92), we calculate the
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covariance of the three-dimensional random vectors Vp,:

T _1\eB
(AVan AV = 3 ((Ag0™") (A.101)
where (Az;m)’1 is the inverse of the 3 x 3 matrix Ag,,. Recalling AV, = (AVg)* and Aoi’z_m = (Af;’,i)*, we write
formula (A.101) as
o B r —1 op
(AVan AVE ) = 5 (A_q_m) .
Changing the signs of q and m and swapping the indices « and 8, we finally obtain
@« avP = T (at)™ A102
AV, AVE) = = ( qm) . (A.102)
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B.1 “Time”-Ordered Exponential
In the interacting electrons Hamiltonian H = 7-{,6 + Hj the operators 7—[(’) and Hj do not commute
[H, Hil # O,

therefore
e~ (HoHHD/T g o=Hy/ T o—H/T

(see Appendix A.1.3). The correct formula using the “time”-ordered exponential is as follows

1/T

e~ (HotHD/T _ o—Hy/T T, exp <_ Hi(7) d‘c) , (B.1)

where
! ’
Hi(t) = e Hye Mot

is the “interaction” representation of the operator #;. For the sake of completeness, we give a simple derivation of this
well-known formula (see, e.g. [1,2]).

It is convenient to introduce the new variable 8 = 1/7. From the operator function exp (— B(H, + 7—[1)) we extract the
multiplier exp (—B7H;), and denote the rest by S(f):

e PHHD — o=BH) g(p). (B.2)

Let us obtain an expression for S(8). Differentiating (B.2) with respect to 8, we have

— (M + Hp) e PO — 340 e=FHo 5(B) + e FMo dz_;m . (B.3)
Substituting (B.2) in the left-hand side of (B.3), we obtain
—(HY + Hp e P 5() = —H) e PTo S(B) + e~ %f? :
Hence
e P S(B) = Py di_;m . (B.4)
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Multiplying (B.4) from the left by exp(8H,,), we come to

asp)
g

Integrating both sides of (B.5) we have

—ePMo Hy e P S(B) = —H1(B)S(B). (B.5)

B
S(B) =S50 — / Hi(t1) S(T1) dry -
0
From (B.2) it follows that S(0) = 1. Therefore,
B
s =1~ [ () s (B.6)
0
One can solve this equation by iterations. In the first step, substituting
71
s =1 [ i) S(ey b,

we obtain

B B 7
SB) =1 —/0 Hi(ry) dry +/0 HI(Tl)dﬁ/O Hi(r2) S(12) dra.

Continuing the process, we come to
> k B 12! Tk—1
S8 =3 (-1) /0 Hi(zr) dry /0 Hiw)drs ... /0 Hi(ze) dr B.7)
k=0

Here it is convenient to introduce the “time”-ordering operator 717, so that we do not have to take care about the order of the
operators Hj(t;) at different “times”. It is easy to convert expression (B.7) to the form!

. (=Dk [P B B
s =13 - [ rean [ Hdn [ i, B.3)
= Ko 0 0

The right-hand side of (B.8) is called the “time ”-ordered exponential, and is denoted as

B
S(B) = T; exp <—/O Hl(t)dt>. (B.9)

Substitution of (B.9) in (B.2) gives formula (B.1).

B.2 Functional Derivative

The concept of functional derivative, which is familiar not to everybody, can be explained in a simple way (see [3]). The
value of the functional F[x(¢)] is defined for any function x(¢). One can ask the question: how does this value change if
we change the argument function x(#)? In other words, how large will be the difference F[x(¢) + n(¢)] — F[x(¢)] if n(¢)
is small? In the first approximation in 7 this difference is linear in n expression of the kind f K (s) n(s) ds. Thus defined

The number of permutations of k operators is equal to k! Therefore, if we replace the integration limits 0 to 7; by 0 to 8, the integral will increase
by k! times. Hence we need to divide by k! to get the correct result.
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function K (s) is called the functional derivative of the functional F with respect to the function x(¢) at the point s and is
denoted by § F/5x(s). Therefore, up to linear terms, one can write

SOF
FLx(t) + n()] = F[x(t)]+/8—n(3)ds+~--
)

Clearly, the derivative 6 F'/5x(s) depends on the function x(¢) as well as on the value s, i.e. it is a functional of x(¢) and a
function of s. For practical purposes, it is convenient to use the following equivalent definition (see [4, p. 173]):

§F . Flx(@) +&8(t —s)]— Flx(1)]
lim

8x(s) T a0 e ’ (B-10)

where §(¢) is the Dirac delta function.
As an illustration, we calculate the functional derivative of the integrand in (8.26) with respect to the charge field VJ(-)(‘L')Z

b ~triranwyyr _ L (3F0(V) 3 (V) ) vyt (B.11)
sVO(r) T\ovi(m) = sVP(D)

Using formula (8.27):
vr 1 1
Fo(V) = T/ <—V2.,(r/) - —(v?’,(r’))z) dr’,
0 ; u J uy

by the definition (B.10) we have
SFy(V 2T
00( ) = 2T o, (B.12)
V(1) uo /

Similarly, using formula (8.28):

1T

21(V) = —TlnTr|:Tt exp(— H (V) dr’)],
0

we calculate

88221(V)
av;)(r)

1)
Tr| T, ——— | — H (V)dr — H (V)dr'
r[ 5VJQ(T)( 0 V) T)exp< 0 v t)]
=T ) (B.13)

T
Tr[TI exp(— H/(V)dr’)]
0

/T 1/T

By formula (8.29):
H W) =Hy+23 (Vi ey + VEEH0E)),
j/

we obtain

. ( v ) 20°()
— "(WVydr' ) = =205 (7).
sV (0) 0 !

Substituting this to expression (B.13), we have

8§21(V)

= =2Tp%V), B.14
Vo) PI(V) (B.14)
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where
1T

Tr|:TT ,o?(r)exp(— H' (V) dt’>:|
0

/T
Tr|:TT exp(— H (V) dt/>j|
0

Substitution of (B.12) and (B.14) in (B.11) gives the result (8.31):

p?(v) = (B.15)

8

2VJQ(1')
SV]Q(t)

e~ (Fo(V)+21(V)/T _ ( _ 2,0?(V)> e~ FoW)+21(V)/T

Expression (B.15) can be written in the compact form

1/T
pH(V) = Tr|:T, p)(T) expf <.{21(V) - H’(V)> df/]
0

B.3 Stratonovich-Hubbard Transformation
B.3.1 Ising Model

To calculate the partition function of the interacting spins system, we use the Stratonovich-Hubbard transformation [5, 6].
This method consists in replacing the pair interaction of spins with the interaction of spins with a fluctuating field. Here we
give the necessary mathematical details.

The key element of the Stratonovich-Hubbard transformation is the identity

A2
exp(;) = \/g/exp(—axz +2Ax) dx, (B.16)

which is valid for any real A and a > 0. This identity is obtained by shifting the dummy variable in the improper integral

over the real line:
2 A 2
/e_“" dx =/exp(—a<x— —) )dx.
a

Replacing the integral on the left-hand side by its value /7 /a and rearranging, we come to

\/Z = /exp(—ax2 +2Ax — A2/a) dx.
a

From this we immediately obtain identity (B.16). The main feature of formula (B.16) is that the exponent on the left-hand
side is the square of A and the one on the right-hand side is linear in A.

Similarly, in the complex case, we use the integral | e—a@ ) gy dy= [ e—alz? dz, where z = x 4+ iy and dz = dx dy.
Rearranging the equality

2
r / ekl dz = / exp(‘“ = ) dz,
a a
we obtain the complex analogue of relation (B.16):
eldl/a _ & / exp(—alz|* + ¥ A + zA%) dz, a>0. (B.17)
bid

In the momentum representation the Hamiltonian of the Ising model H is given by a sum of squares (7.2):

1 2
H = ~3v Zq: JqlSql?
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~H/T can be written as

Jq
Z =Tr1_[exp (2NT| Sql )
q

Therefore, the partition function Z = Tre

Using the real identity (B.16) forg = O witha = 1/2 and A = /Jo/NT Sp/2 and complex identity (B.17) for q # 0 with
a=1/2and A = ,/Jq/NT Sq/2, we obtain

(oo o) (11 5

q70

T / xé +4/ Jo S d
X 1r eXp ? ﬁ 0X0 X0
x||/exp |q|2 ,/ 1 Sqz—q ) dxqdy
NT q<—q q*+Jq

q#0

-1

Simplifying, we come to formula (7.6):
g\ . 1! lzql* | [Jq
Z = [/exp<—27> dzi| Tr |:/ exp(—ZT+ NT Zqu_q) dzi|,
q q q
where dz = dxg ]_[(#O dxqdyq (for details, see [7]).

B.3.2 Functional Integrals

In the itinerant electron system, the Stratonovich-Hubbard transformation [5, 6] is based on the following identity:

exp( ) [/exp —ax +2Ax) a >0,

where A is an operator. Applying this identity to the “time”-ordered exponential of the operator A2,

1T
T, exp( Az(r)dr> = lim exp(A*(tn)AT) ... exp(A*(11)AT),
0 —> 00
we have
yT 2 . r 2
T, exp( 4 (r)dr) = lim 7, [Texp (A (rn)Az)

n=1

N
Jim 7 E[l {F ( - (T") +2AG)x () ) dx“”)}

. Y 2P dx(zs)
ngnooTr/.../exp (;( o +2A(r,,)x(rn)>> (]‘[ M)'

Replacing the dimensionless variable x(7,) by the new variable v(t,) = —x(1,)/At, which has dimensions of energy, we
come to
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1T
T, exp( Az(r)dr> (B.18)
0

N N A
= lim_ T,/...fexp (—Z(vz(t,,)+2.A(r,,)v(t,,))Ar) ((—1)N1i[1,/?rdv(rn)).

n=1

In particular, for A = 0 we have

N N AT
1= lim T,/.../exp <_n§v2(r,,)m> ((—1)Nr£[1,/7dv(rn)>. (B.19)

Dividing the right-hand side of (B.18) by the one of (B.19), we obtain

1T

/T
Tr/exp (—/ (v*(2) + 2A()v(2)) dr) Du(7)
0

1/T
Tf/exp <—/ vz(t) d‘l,') Duv(t)
0

N
Du(t) = l\}iinm (]—[ dv(t,,))
n=1

indicates the functional integration over v(t) on the “time” interval [0, 1/ T1.2 Since the multiband Hubbard Hamiltonian
is transformed to a sum of squares in the site representation, in the DSFT we need to carry out the Stratonovich-Hubbard
transformation only in the real space.

T, exp < A% (1) dr) = , (B.20)
0

where the notation

B.4 Optimal Gaussian Approximation
B.4.1 Ising Model

First, we consider the Ising model, where the functional integral reduces to a multidimensional integral in the Euclidean
space.

We obtain the parameters of the optimal Gaussian approximation using the free energy minimum principle (9.25). In the
class of quadratic “modelling” functions F @), inequality (9.25) is written as

F<FO 4+ (F(V) = FOW),,. (B.21)
The minimum of the right-hand side is determined by the system of equations
a
| F® _rF® —
= []-" H(FV) = F (V))(z)] —0, (B.22)
q
a
| F® _F® —
= []-' +(F(V) - F (V))(z)] —0. (B.23)
q
Here
FO=_Thz® =-T lnf e FOMIT gy (B.24)

2Functional integrals are also known under the name path integrals (see, e.g. [3,8]).
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is the total free energy and the Gaussian average is determined by

1 —FOW)/T
(...)(2)=ﬁ/...e WIT gy,

The translational invariance of the crystal allows to consider quadratic functions of the form

FONV) =Y AglAVy)> = > AVgAqAV_q. (B.25)
q q

where AVy = Vg — \7(, and Aq > 0. Then
-1
p(2) (V) — </ efF(z)(V)/T dV) efF(Z)(V)/T (B26)

is the probability density of the Gaussian fluctuating field. The mean values (Vq) = Vq and correlators

T
(AVqAV_g) = Esq,q,

completely describe the Gaussian fluctuating field (for details, see Appendix A.3.3).
We start with calculating the left-hand side of Eq.(B.22). Using formula (B.25), we evaluate the Gaussian partition
function

1
@ _ —— 2
Z _/exp< TZAq|AVq| )dV
q
1 ) 1 2
= [ exp(—7404V7 ) Vo T [ exp(—AqlAVal?) aVy

q#0

T T
= 5 ®-27)
0 qz0 4

Since Z? and hence F® are independent of Vg, we obtain

a 8
(2) F FQ = — (F(V)— F®
1 3

1
_ _r® __r®
=70 a7, f (F(V) = FOV)) exp( F (V))dV.

Changing the dummy variable to X = V — V, we have

3
ﬁ(F(V) — FO))

®
1 9 . 2 1 2

=—=— (F(X+V) — ZAq/|Xq/| ) exp(——ZAq/|Xq/| )dX
zZ® 3v, m T

1 AF(X+V) 1 )
= ﬁ 8—‘_/‘1 eXp(—? ;Aq/|Xq/| )dX
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Reverting to the original variable V, we obtain

d
ﬁ(”v) - FPW))

2

1 [3F(V)
- ZO ] 3V,

(B.28)

exp(—%F(z)(V)> av = <8F(V)> .
2)

Thus, Eq. (B.22) is written as

<3F(V)> = 0. (B.29)
Wy [ o

To calculate the left-hand side of Eq. (B.23), we transform the expression
1 1
_r® _ _r® __—r®
(F(V) F (V)>(2> - 70 /[F(V) F (V)] exp( TF (V)) dv.

Making the change of variables Vq = Yq/./Aq + Vq such that |Yq|> = A¢|AVq|?, we have

(F(V) — F(z)(V))(z) = /[F (% + V) — Z |Yq/|2:| exp(—% Z |Yq/|2> day.

q q

Here we used the brief notation V = Y/+/A + V and

n-(E)0(%)

Differentiating, for q # 0 we obtain

9
a—Aq(F(V) — FOwW))

- / or <L+\7>Yex <—12|Y |2>dY
24372 ) g Ay \Va ) TP T 2 e )

q/

2

Integrating by parts and reverting to the original variable V, we have

9 T 1 32F (V) 1
V) — ) - R _ - r®
3_Aq<F( )= FOW)g) = 242 z<2>/avqavq eXp( T (V)) dv.

Taking (B.27) into account, for q 7% 0 we write the right-hand side of (B.23) as

0

T T 32 F(V)
@ ~F® =
9Aq [f +(F(V) = F (V)>(2>] - < ><2> '

Aq  2AZ\9VqdV_q

Similarly, for q = 0 we obtain one half of this expression. Hence Eq. (B.23) becomes

KA > . (B.30)
6)

ool
17 2\0vq0V_q



B.4 Optimal Gaussian Approximation 233
B.4.2 Functional Integrals

In the itinerant-electrons system, it is necessary to consider a more general class of quadratic “modelling” functions in
the inequality (B.21). As we showed, the quadratic approximation of the free energy in the DSFT is given by (A.99). The
difference from the previous subsection is that the matrix of the quadratic form is nondiagonal.
To obtain the parameters of the optimal Gaussian approximation, we first write the quadratic form as the inner product
(similar to Appendix A.3.3):
FOWV) = (AV, A*AV),

where the elements of the matrix A* are the complex conjugates of the ones of A. Next, we carry out the unitary
transformation V = UV (UU" = 1) that diagonalizes the Hermitian matrix A*, i.e.

A*=UDU", (B.31)
where D is a real diagonal matrix. Then
(AV,A*AV) = (AV,UTA*UAV) = (AV, DAV),
and the quadratic form in the new coordinates FOW) = FOUV) is written as

FOW) =" AViD; AV},

1

where i is a multi-index (not a lattice site). Now, following the same line as in the previous subsection, we obtain the
equations for the parameters of the optimal Gaussian approximation in the new variables:

AF(V 1/8%F(V
Vi 2 Vi dy, 2

where F (\7) =FU 17) = F (V). Reverting to the original variables by the formula

‘71 = Z U}-]-,V‘/,
I

we have

J

IF(V)\ IF(V)aV;\ AF (V) +
< V; >(2>_<Z av; Vi _Z av; Vi
J 2) 2
Taking into account the first equation in (B.32), we obtain

<aF(V)> 0
Wi [

Similarly, we carry out the coordinate transformation V = UV of the second derivative

b _ L[PFOH\ 1 Zav, 2F(V) V5
b2\ av v o 2 av; BV, 0VY oV

i’

@

Using the relation
Vi=) UiV,
j/
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we obtain

I PF(V) Pl PEV)\
D = EZU”<W W =3 L. Vi gvavs ) Vi
, NG / 71 Q)

JJ

Swapping the indices j and j’, we have
1 + [ B2F(V)
D=3 <W Ui
ji' R N e)
On the other hand, from relation (B.31), we obtain D = U fA*U, or in coordinates

Di =Y ULA%, U
i

Comparing the last two equations, we finally obtain

A L[ FW)
2 \aviave ]
o)

Specifically, in the momentum-*“frequency” representation, we get the result [9]

IFVIN - a1 _ G (B.33)
Vg C T T 2\ g, avP ' '
an [ am )

—q—m
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C.1  Translationally Invariant Systems

Translational invariance of a homogeneous media favours use of the Fourier transformation. This fact is quite general and
has been exploited many times in this book. Here we illustrate the idea in the example of the Ising model (see Chap. 7).
Since we are interested in bulk properties of the crystal rather than surface effects, we can use the boundary conditions
that are mathematically most convenient. As is customary in solid state physics, we apply the cyclic boundary conditions.
That means the spin S(R) as a function of the lattice site R is assumed to be periodic with the period N;a; in the direction of
the ith primitive vector a;:
S(R) = S(R+ N;a;), i=1,2,3.

The periodicity allows us to introduce the Fourier transformation of spins in the usual way:
. 1 .
—igR; R:
5q=;5j€ , S/=ﬁ2q:Sqe“'f, C.1)

where N = NN, N3 is the number of sites, q is a vector of the reciprocal lattice and the sum is carried out over N sites
of the Brillouin zone (see, e.g. [1]). Similarly, we define the Fourier transform and its inverse for the interaction coefficients
Jjj» by the formulae

1 . . 1 . L
_ .. —iqR; Jiq'R o ,aldR; —iq'R s
Joq = N E Jjjre Je Jijjr = N E Jgg€ e . (C.2)
Ji’ qq’

The interaction coefficients J;;» = J;_ ;s in the Hamiltonian (7.1) depend only on the distance between the sites but not
on their position in the crystal. Then the Fourier coefficients Jqq will not change if we shift the crystal as a whole by a lattice
vector R;:

1 - i
I - A—iqR;+Ry) L4 (R +R))
Jag = D Jj e ARIAROLMER

’

JJ

1 3 gy e iR Ry iR,
2 Jj-
i

Averaging over all lattice sites R;, we come to

1 ; o1 . ,
— 2 : . .e—iqR; Jiq'Ry —i(q—q)R
Jog = N Jj_je e N E e ,
i’ l

It is easy to verify the formula

> e = Noy (C.3)
I
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(calculate the geometric series over each coordinate). Using the latter, we obtain
J —lz‘] . —iqR,'f,'/g
| = j=i’€ 7T Oqq'-
Ji’

Thus, the Fourier coefficients form a diagonal matrix: Jqq = Jqdqq/> Where
—iqR;
Jg=)_ Jje 'R,
J

As we already mentioned the matrix J;;» = J;_;» possesses the circulant property: J;i = Jjq jr1y, i.e. the matrix has
the same elements at each diagonal parallel to the principal one. Moreover, using the cyclic boundary conditions, we see that
there are only N different elements (e.g. J_1 = Jy—1). The Fourier coefficients Jq of those N elements J; form the principal
diagonal of the matrix Joq':

Jo Ji S - Iy Jgg 0 0 -~ 0
In-1 Jo 1 - IN=2 0 Jg, 0 --- 0
IN—2 In=1 Jo -+ IN=3 PN 0 0 Jg; --- 0

J1 o J3 -+ D 0 0 0 ---Jgy

Thus, the Fourier transformation diagonalizes a circulant matrix, and the inverse Fourier transformation converts a diagonal
matrix into a circulant matrix.! The formalism is similar in the continuous case, which we consider in the next section.

C.2  Exchange Field and Green Functions

As we explained in the previous section, working with translationally invariant systems, it is often useful to switch between
the real space and momentum space using the Fourier transformation and its inverse. To do this in a quantum-mechanical
system we need to make basis changes in the second quantization, which is demonstrated below.

The external field operator was defined in the Wannier representation as

V=Y Vil ha(tay (), (C.4)

JJ

where we introduced the matrix
Vip(z,©') = Vi(0)8;;18(t — ') (C.5)

(for brevity we omit the spin indices here) and a;(7) = Mg j e ' is the “Heisenberg” representation.
We begin with the spatial Fourier transform. The creation-annihilation operators in the Bloch and Wannier representations
(3.6) are related by the formulae

1 . 1 .
i1l —ikR; T ikR ;
a: = — e ia,, a; = —— e ag. (C.6)
J /N; k J /N¥

Substituting (C.6) in (C.4), we obtain
V= Z Viae (7. T (Day (),
KK

where

For more on circulant matrices and their use in physics see, e.g. [2].
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1 . A
Vi (z, 7)) = — Vii(t, T)e KR IR/ C.7
()= 5 ) Vi T (&)
Ji

is the spatial Fourier transform of (C.5). Since the initial matrix (C.5) is site-diagonal, its Fourier transform (C.7) is
translationally invariant in the momentum space:

1 .
Vi (T, 7)) = Ve w (1)8(t — 1), Vi (1) = ~ Z V; (1) IkR;
J

On the opposite, the mean Green function
Gy (.t = —(Ty aj(®)a},(x)
(for details, see Sect. 8.3.1) is translationally invariant in space and “time”’:
Gji(t,1) =Gyt — 1)),

because the system is homogeneous and the Hamiltonian is “time” independent. Hence the spatial Fourier transform of G is
a k-diagonal matrix:

G (t — ) = G (t — )8y Gkt — 1t = Z Gj(t — 7)e KR
J

We now proceed to the Fourier transforms in “frequencies” corresponding to the “time” variable. As a function of

the “time” difference G(r — t’) is defined on the interval [—1/T, 1/T]. For the function G(t) the following relation
holds

Gj_y(x—1/T)=—-G;_j(1), 7> 0. (C.8)
Indeed, using the definition of the mean Green function and cyclic property of trace, we have

Gj_j(t—1/T) = (aja;(t —1/T))

=

-a;,e?{’(r—l/T)aje—H’(r—l/T) e—H’/T]

=

[ 1oy _qq
a}/eHTe 7-£/Taje ’Hr]

=

aj e—?—l’ra;/ e’H’r e—’H’/T]

=

(¢
=X
3

[1]|>—A [q|>—~ [1]|>— [x]|>—a

aj e_H/TaT, e M/ T]
J

= (aj(n)a)) = =G, (1),
where & = Tre "'/ is the grand canonical partition function. Similarly, we verify that
Gi_y(t+1/T)=-G;_j(r), 1<0O. (C.9)

We introduce the Fourier series by the formula

oo
G-yt =T 35 Gy plone

§=—00

where | T
Gj,j/((x)s) = —/ Gjij/(_[)eiwxr dr

2 ) yr

is the Fourier coefficient and w; = s T is the “frequency”. By splitting the integral into two
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o _ . /T .
Gj—j’(a)s) = —[ Gj_j,(.r)ela)yf dr + _/ Gj_j,(‘[)elwsf dr
2 yr 2 Jo

and making use of (C.9), we obtain

1T

- 1 /9 . . 1 .
Gj—j’(a)s) = __/ Gj—j’("—' + l/T)elw‘T dr + _/ Gj_j/(-[)elwsr dr
—1T 2 Jo

2

1 —iws /T v iws T
=§(1—e s70) A G;_j(r)e™" dr.

The latter is zero for even s. Hence the mean Green function is expanded in odd “frequencies” w, = 2n + N)zT,n =
0,£1,%£2,...: |
Gj_j/(‘[ — .[/) =T Z G./—j’((l)n)e_lw"(r_r )’
n

where the Fourier coefficient is calculated as

- T _
Gi_ji(wy) = / Gj_j(r)e' " dr.
0

To define the “temporal” Fourier transform of the fluctuating field, we extend the function V;(7) to the whole interval
[-1/T,1/T]in such a way that the equality

Vit = 1/T) = =V;(7)
holds for t > 0, just as (C.8) for the Green function G. Then the function
Vip(r,t) = Vj(1)8y8(t — 1)
is expanded in the Fourier series in the odd “frequencies”:

Vi (e t) = T ) Vip@n e o, (C.10)

nn’
Since V;j/(z, ') is “diagonal” with respect to “time”, the Fourier coefficient is a function of the “frequency” difference:
ij/(wns wyr) = Vi(w, — wn/)ajj/ =V; (wnfn’)‘sjj/-

Thus, we come to the Fourier expansion
) T .
V() = Z Vj(@m)e T, Vi(wm) = Tfo V;(v)el®n® dr, (C.11)
m

in the even “frequencies” w,, = 2mnxT,m =0, £1,£2, ...
To sum up, in the site-“time” representation, the matrices of the mean Green function G and external field V have the
form
ij/(‘[, 'L'/) = Gj_j/(l’ - 'L'/), ij/('l.’, ‘L',) = Vj(l’)8jj/8(‘[ - ‘L'/),

and, in the momentum-“frequency” (Fourier) representation, they have the form
Gxk'nn' = GrnSkk'Onn' Vi = VK n—n’> (C.12)

where we used the shorthand notation
Gkn = Gk(wn)’ Vim = Vk(wm)a
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and w, = 2n + 1)z T are odd and w,, = 2mn T are even “frequencies”.
Note that the zeroth Green function G is also translationally invariant in the site space and depends on the “time”
difference. Hence

Gl 1) =Gl -1 Gy

—_ 0
KK nn' — Gkn3kk/5n,,/.

As an example, we calculate the RPA susceptibility by the functional integral method. The second-order expansion of the
free energy F1(V) = TTrln G(V) around the mean field V is given by (see Appendix A.1.2)
_ 1 _ _
Fi(V) =TTe(G(V)AV) + ETTr(G(V)AVG(V)AV) + - (C.13)

By the choice of the mean field V, the linear term in the expansion vanishes (see Sect.9.2). To calculate the susceptibility,
we write the quadratic term in the momentum-“frequency” representation. Using formulae (C.12), we have

Tr(G(V)AVG(V)AV) = Ny Y Sp(Gin (V) AViit n—w Giew (V) AVi i —n)-
KkK'nn’
Introducing the new summation indices q = k — K and m = n — n’, we write

Tr(G(V)AVG(V)AV) = Ny Z SP(Gin (V) AV Gr—q, n-m (V) AV_gq_m). (C.14)
qkmn

The unenhanced susceptibility (in units of gzuzB /2) is given by formula (9.21):

o

wp _ 1 0°F1(V)

Xin == (C.15)
qgn? VY —q-m

Substituting (C.13) and (C.14) in (C.15) and using the cyclic property of trace, we obtain

0 Nq > -
Xan' = =T 3 Sp(Gn (V)0 Gigunm (V) ?).
kn

C.3  Summary of the Fourier Transformations

In this section we summarize the formulae for the Fourier transformation of different physical quantities that are used in
the book.

C.3.1 Site and Momentum Representations

In the DSFT, the choice of the normalization factor in the spatial Fourier transformation depends on the type of physical
quantity. We adopt the following convention (see also [3], pp. 21 and 47). The Fourier transformations of quantities that do
not depend on the number of sites N (such as the magnetic /; and exchange V; fields) are defined with the factor 1/N,
whereas the transformations of quantities depending on N (such as the Green functions G(j). and G j or single-site spin s; and
charge n; operators) are defined without it. This way we obtain convenient expressions (without powers of 1/N) in formulae
that contain products of V and G such as (C.14).

The Fourier transformation and its inverse of the single-site spin operator s; (similarly, charge operator n ) are given by

s =) syeaRy, (C.16)
j

~Q

1 R
=% > sy el (C.17)
q

where o = x, y, z. For the exchange field V; (similarly, for magnetic field 4 ;) we have
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1 iR,

V;‘:NZV]‘?‘e aRy, (C.18)
J

VE= " vaedh (C.19)

q

(in this subsection the time argument is omitted for brevity). The mean Green function G j—j (similarly, zeroth Green
function G?.fj/) is Fourier transformed as

Gy =) Gle ™, (C.20)
j

- 1 .
14 Y .ikR;
Gl = NZG"G i, (C.21)
k
where y = 0, z. The unity function in the site space is Fourier transformed by the formulae

1 .
S0 = Z e laR; (C.22)
j
1= Z 8q0 IR (C.23)
q

whereas, the Kronecker delta § ;¢ in the site space is Fourier transformed by the formulae

1= Z 8joe k) (C.24)
J

1 .
N = — E qR;
8]0 = N - el 7. (C25)

C.3.2 “Time” and “Frequency” Representations

The normalization factor in the Fourier transformation with respect to “time” depends on the quantity’s dimensions. The
Fourier transform of the spin s; (t) and charge n ;(t) operators in the “Heisenberg” representation, just as the exchange field
V;(t), are defined with the factor 7" so that their Fourier transforms have the same dimension, whereas the Fourier transform
of the Green functions G(]). (r) and G j(t) are defined without the factor T'. As a result, we obtain expressions without powers
of T in formulae that contain products of V and G such as (C.14).

The spin density in the “Heisenberg” representation sq (7) = eHTs(‘;‘ e~ "7 is Fourier transformed as

1T .
Sqm = T/ 5q (T) e'nt dr, (C.26)
0
si(r) = Z ST, (C.27)
m

where w,, = 2mn T are even thermodynamic “frequencies”. Both S(Ofm and s(‘i‘ (t) are dimensionless.
The exchange field Vq(7) is transformed as

1/T )
Ve, =T / Ve (r)ent dr, (C.28)
0
Ve(r) =Y Ve eont, (C.29)
m

so that V¢ (7) and Vg, have dimensions of energy.
The mean Green function Gy () (similarly, zeroth Green function Gﬁ(t)) is transformed as
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- T _ .
Gy = / Gy (t) et dr, (C.30)
0

Gl (v) = TZGIZH e~ionT (C31)
n

where w, = (2n 4+ 1) T are odd thermodynamic “frequencies”. The Green function C_}l}: (7) is dimensionless, while its
Fourier transform (_;]Zn has dimensions of inverse energy. As a result, the product of the Fourier transforms such as V(;"m(_?l}: n
is dimensionless.

The “time” unity function is transformed by the formulae

/T
Smo = T/ e'“n® dr, (C.32)
0

1= suoe ', (C.33)
m

where both functions are dimensionless. The “time” delta function is transformed by the formulae

1T )
| = / 8(t) el dr, (C.34)
0
S(t)=T Ze—"wmf. (C.35)
m

The delta function §(r) has dimensions of energy.

C.4 Relation Between Spin and Field Correlators

Here we prove the relation
8 1 B 1
{as (@ Ash () = E(AV;‘(I)AVJ., (") — 5= 8170(t = T)oup. (C.36)

First, we carry out the Fourier transformation of this formula, then derive the expression in the momentum-‘“frequency”
representation.

We start with the Fourier transformation of relation (C.36) in sites, temporarily omitting the argument t. From the
translational invariance it follows that the spin correlator does not change if we shift both spins by a lattice vector R;:
(As;’.‘ Asﬁ) = (As? Asf,ﬂ). Averaging the latter over all R;, we obtain

J' JH
(AsY Asf) = % Y oiass ash ). (C37)
1
Using relation (C.17), we can write
(As? HAsj.’, = # > (asg As(’f, ) el @RI GiqR; AR (C.38)
qq’

Substitution of (C.38) in (C.37) leads to

1 . o1 . ,

a A By a A By LiqR; iRy i(q+q")R,

(Asj Asj,) =¥ E (Aqusq,)e Te N N E e L
qq’ l
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Taking the identity (C.22) into account, we obtain
1 AR —R./
(AsAsh) = <5 3 (Asg Al SRR, (€39)
q
Similarly, using the inverse Fourier transformation (C.19) of the fluctuating field V, we have

(AVEAVE) =3 (aveavEy) da®iTRy, (C.40)
q

Substituting (C.39) and (C.40) in (C.36) and taking (C.25) into account, we come to

: R, -k _ | _—
WZ<AS3ASEq>qu(R’ = u_22<AV<fAqu) eld®R;~R;)
4 q

1.1 (R,
- 2 : qR;—R;/)
R ” e

Equating the FOllI'ier CoefﬁCientS, we haVe
(Asqa([)A‘s— (I/)) N2<A[qa(I)A[_ ([/)> 1 N(S([ Z/)(S(Yﬂ (C 41)
q u2 q !u : '

Next, we carry out the Fourier transformation of relation (C.36) with respect to the “time” t, temporarily omitting the
argument q. Using formula (C.27), we write the spin correlator as

m'

(As®(T)AsP () = Z(As;’,‘,Asﬂ ) emionT gyt

mm’

Shifting T and 7’ by s and integrating over the interval [0, 1/T], we obtain

‘ o, yr
(As® (D) AsP (7)) = Z(As,‘;iAsZ,) e iomTgmiw, Ty f e i@nto,s gg
mm’ 0
By (C.32) the latter reduces to
(As®(T)AsP (7)) = Z(As;;;Asfm> e iom(T=1), (C.42)
m
Similarly, for the fluctuating field correlator we have
(Ave@avh) =3 (avgavr, yetiont=, (C.43)
m

Substituting (C.42) and (C.43) in (C.41) and taking (C.35) into account, we obtain

> (A, AsPyemiom@=T")

—q—m
m

N? ‘ N . ,
=— vagmAqu_m) e~ iom(t=1") _ Z_SOt,BT Ze—mm(r—r ).
u u
m

m
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Equating the Fourier coefficients, we finally rewrite relation (C.36) as

1
(AsgmAsﬂ ) =

—(AVE AVP Y I
—q-m 2 qm —q-m 2il ap>

where i = u/N is the Fourier transform of the effective interaction constant u.
To show that Eq. (C.44) holds, first we prove the identity

< 32F(V) > 1<8F0(V) BFO(V)>

avg,avl [ T\ aVg, vl

Ve, avP

—q—m

_< 2F (V) > 1<8F1(V) aFl(V)>
P —),

ve, Vil T
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(C.44)

(C.45)

which is independent of a particular form of the functions Fp(V) and F; (V) defining the partition function (8.49). We start

off with the average

< PR(V) >_ —1/ PRV)  wmvrR@NT Dy
O o 3P ’
ave,avl ave,avl

where
0= /e—(Fo(V)+F1(V))/T DV

is the normalizing factor. Integrating by parts, we come to

<—82F‘(V) >= (TQ)—lf_aF;(V) o R+ Ry T V) o

oV, vl ., Pem IV

AF (V IF (V
+(TQ)_1/—;( ) o~ Fov+Rwyr IOV

n Ve,

The first term on the right-hand side can be rewritten as

I :—Q*]/ ﬁa <eFl(V)/T>eFO(V)/T oFo(V) o1
v Vg

—q—m

Integrating by parts, we have

IF(V) dF(V
I :—(TQ)*l/e*(Fo(V)+F1(V))/T O(a) %( ) by
Wam vl

2 Fo(V
+Q—1/e—(F0(V)+F1(V))/T O(ﬁ) DV
Ve,V

—q—m

or, equivalently,

I =—

1<8F0(V) aFo(V)>+< 32 Fy(V) >
T\ Ve VP, avg,avh I
The second term on the right-hand side of (C.46) can be written as

1 /0F1(V) dF1(V)
L == = 5 .
T 8qu 3v_q_m

Substituting (C.47) and (C.48) in (C.46), we come to the identity (C.45).

(C.46)

(C.47)

(C.48)
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Next, we obtain explicit expressions for the derivatives in the identity (C.45). The free energy is given by (8.60):

Fi(V) = =T InTre” HW/T

where
HOD = Ho+ 23 Vs
qmao
Differentiating, we have
IR (V) Tr(s%gq_p e HW/T) B

= =252, (V)
Bng Tre—HWV)/T q-—m
and
DF(V) 4 Trlshms® g, € HVIT)
B T T —H(V)]T
IV dVigom T Tre—HV)/

4 Tr(sé‘m efH(V)/T)Tr(qu_m e*H(V)/T)
T (Tre=HV)/T)2

4

= (55 ) (V) = o (V)5 (V).

T

Averaging the latter over V and recalling (8.51), we come to

< 2F (V)
avg,av’

—q—m

4
> - _?(< gmsgq—m) - (ng(v)sgq—m(v)))'

Using (C.49) and (C.50), we write the right-hand side of (C.45) as

< 02F1 (V) >_l<8Fl(V) 8F1(V)> 4. 5 o
T

= ——(SamScaq_m)-
ave,avl ., Vg avPh_, T

The energy of the field is given by (8.57):

1 1
Fo(Vy == 3 Wl = = D Vau Vg

qmo qmo
Differentiating, we have
AF(V) 2V, 32Fo(V) 2,
= —, = < 0up-
IV, i 3Véxm3qu_m i
Substituting (C.51) and (C.52) in (C.45), we come to the relation
T

p p
(sqmsZqm) = =5 Vam Vogom) = 5= ap:

C Fourier Transformations

(C.49)

(C.50)

(C.51)

(C.52)

(C.53)

Finally, we pass to the spin fluctuation using the well-known formula (AaAb) = {(ab) — (a)(b), where Aa = a — (a).

Writing the mean-field equation (8.54) in the Fourier representation

1
<S3m> = _E(V(;):n%

we obtain the relation between the spin and field correlators (C.44).
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C.5 Fourier Transformation of the Susceptibility

The Fourier transformation of the dynamic susceptibility is given by

x(q, w) = f/x(r, £) e 1@r=D qp qr

and its inverse is given by

1 1 i(qr—owt)
x(r,t)=72q:5/x(q,w)e do.

Here @ = w + 0™, which ensures the convergence of the integral. Let us explain the origin of this infinitesimal shift.

An explicit expression for the dynamic susceptibility is obtained in the linear response theory in Sect.2.2.2. Since the
field is turned on adiabatically, we have to multiply the left-hand side of (2.37) by €”" and the right-hand side by e™* ", both of
them vanish at —oo for n > 0. Then, repeating the derivation, we obtain the magnetization

t
My (r,1) =i / / D (Mot — 1), Mp)]) Hp(x 1) e dr’ dr'.
L

Hence the linear response is
Xep (@, 1) = i{[Mo(q, 1), Mp(—@)])0 (1) e™™.

Making the Fourier transform, we obtain
o .
Xap(Q, @) =1 f (IMa(q, 1), Mp(—q)])e" " dr.
0
The magnetic field is turned on slowly, so 7 is a small positive number. Taking the limit, we have
o0 .
Xaﬁ(q, Cl)) = lim 1/ <[M(x(q, t), Mﬁ(-q)])elwl—m dr
n—0t Jo
o .
= if ([Ma(q, 1), Mﬂ(_q)]>elw[ dr,
0

where w = w + 0.
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Here we derive two commutators that appear in the random phase approximation (RPA) expressions for the dynamic
susceptibility.
D.1  Longitudinal Susceptibility

Equation of motion (6.44) was used to calculate the longitudinal susceptibility. We consider the commutator [alia Qktq,0> Hil
on the right-hand side of (6.44) and calculate it in the RPA. Here

3 T
v Z Ao Yo' H4-q,0' dk—q,0
klqoo’

N =

Hr =

is the interaction part of the Hubbard Hamiltonian (4.6), where U=U /N is the Fourier transform of the interaction constant.
The commutator and anticommutator
[A,B]= AB — BA, {A,B} = AB + BA,
satisfy the following relations:

[AB,C]=[A,C]B+A[B,C], [B,CD]={B,C}D— C{B, D). (D.1)

Introducing the notation

7 § : il oo
U [aka dk+q,0 ak’a’ak”(f”ak”""p*a//ak/_pﬁ/]
K'k"po’c"

[altaak+q"7’ HI] =

| =

1 -~
=50 > [AB,CDEF],
and using relations (D.1), we evaluate the sum on the right-hand side as

Z[AB, CDEF]

= Z(A[B, CDEF]+[A,CDEF]B)

= Y (ACDIB, EF|+A[B, CDIEF + CD[A, EF|B + [A, CD]EFB) ©.2)
— —
=0 =0
= (A{B.C}DEF — AC{B, D}EF + CD{A, E}FB — CDE(A, F}B).
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In the second to the last line we used the anticommutation relations for the creation-annihilation operators (3.12). Further

use of the anticommutation relations (3.12), leads to expression (6.48):

+ 1 - tot
[akaak'f‘q!"’,HI] —2 < Z o A 5 9K +p,0"" Ak+q—p,0

k//pgll
—X:aTaJr a ag’ /—}—ZaT aT ag’ ra
ko Yk o' k+q+p,0 9K —p,o K'o'Yk—p,o YK —p,o'Uk+q.0
K'po’ K'po’
— Z al al, ar na (D.3)
k+p,0 K" 4K +p.0" Uk+q,0 |- :

k//pJ//

Next we apply the mean-field approximation to the right-hand side of (D.3). In the 1st term, we average the 1st operator
with 4th one, then Ist operator with 3rd one, then 2nd operator with 3rd one and finally 2nd operator with 4th one to obtain

A
Z Ay Ager K" +p,0" Ak+q—p,0

k//pgl/
_ f _ - ¥
= ko Ayron K’ +q,06" — Nko g _p,o9%k+q-p.o
k”(T// p
f ko — i D.4
+ 4y, Ak+q,0 ng’e” — Ay, 9k+q,0 nk’e , (D.4)
k//a_// k//
where we used
T —
(akoakrg/> = Nko O/ oo -
Applying the mean-field approximation to the 2nd term, we have
P
- Z Ao I/ o' Yk+-q+p,0 9K —p,0”
K'po’
=—-n Za-}- a +n X:aT ag /
= —MNko k+p,o Wk+q+p.o T ko KoK +q,0
P Ko’
(D.5)

i ~ il =
— O, Ik+q,0 Z nko + Uy Ok+q,0 Z 1)
k/

We see that (D.4) and (D.5) coincide (equal terms are marked with lines of the same type). Similarly, applying the mean-field

approximation to the 3rd term, we obtain

oo
Z A o'k —p,o W —p,0'dk+q,0

k'po’

— = T i ~
= Nk+q,0 Z A _p,ok+q—p,0c ~ A ;9k+q,0 Z Ko
P k'o’

¥ _ _ &
+ ay, Ak+q,0 Z Nk—p,0c — Nk+q,0 Z lll;/afak’.g.q,g’. (D.6)
K'o’
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Applying the mean-field approximation to the 4th term, we have

i T
- Z A +p,0 W69 +p,0" Ak+q,0
k//PU "

_ + + _
= —Hk+q,0 Z Ay oK' +q,0" + Ay 5 Ok+q.0 an-i-p,a
k//o,// p

i _ _ t
— dy ,Ok+q.0 Z nk'g” + Nk+q,0 Z Ay p o Wtqtp.o (D.7)
k//o,// p

Expressions (D.6) and (D.7) coincide (equal terms are marked with lines of the same type). Making use of

T _ T
Z U p.o Utpra.o’ = Z Ao Ok tq,07 s (D.8)
P k

we see that (D.4) and (D.5) can be written as

Tt ~ il il
Z Ao g1 K" +p,0” Ak+q—p,c = Hko Zak/ﬁak/-ﬁ—q,& + N&akgak+q,o.
k//po.// k/

Similarly, (D.6) and (D.7) can be written as

i i _ T -~ il _
Z ak/a/ak,p‘dak/fp,a’ak+q,a = _N(rak(,ak+q,o — Nk+q,0 Zak/(}ak/‘l’q,o"
K'po’ K

Thus, we are left with only two terms in the commutator (D.3) and come to expression (6.49):

1 . = i
[akaak+q,0’ HI] =U(nks — nk+q,a) Z Uy 50K +q,5
k/

D.2 Transverse Susceptibility

The equation of motion (6.53) was used to calculate the transverse susceptibility. We consider the commutator
[a;K 19K+q. 15 ‘H1] on the right-hand side of (6.53) and calculate it in the RPA. Using (D.1) just as in (D.2), we obtain

i _ 1y P
[ak¢ak+q,T’ Hi] = EU ( Z x| 96 M +p,o" Ik+q—p, 1
k//p(T//

i P
= D O g Akt qip Ak —po’ T ) gy | AR —p.o/ Tkt t

k'po’ k'po’
-I- T D9
- tp, ) Iwor K +p,0" k+q,1 |- (D.9)
k//po.//

Next we apply the mean-field approximation to the right-hand side of (D.9). In the 1st term, we average the 1st operator
with 4th one, then st operator with 3rd one, then 2nd operator with 3rd one and then 2nd operator with 4th one to obtain
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o
D Ay O+ Terap. |
k//po-//

- + f - ¥ -
= —hKy Z Ay _p, | 9k+q—p,t T dy | Ak+q,t Z nK'o” — al'(ﬂkJrq,T Z nk’4-
p k//U// k//

Applying the mean-field approximation to the 2nd term, we have

oot
- Z Ay | A o' Ak+q+p, 1 Ok —p,0’
K'po’

- T T - T -
= —nx| Z g1 p, | Yk+q+p,t — A dk+q,1 Z ni't + Gy dk+q,1 Z nxo!-
P K Ko’

Applying the mean-field approximation to the 3rd term, we have

P
Z Aok —p, | K —p,0’ Ak+q,1
k'po’

_ - 1 f - i _
= Nk+q.1 Z Ay _p, | k+q—p,t — 9 Ak+q,1 Z NK'o’ + Ay | k+q.1 Z Nk—p. |-
P Ko’ )

Applying the mean-field approximation to the 4th term, we have

T i
- § : A yp, | o IR +p.o” Ak+q,
k//pﬂ//

_ - ¥ - - ¥
= akiak"‘q!T Z Nk+p,| — aklalﬁ_q’T Z ng/g” + Nk+4q,t Z ak+p,iak+q+p!T’
p k//o_// p

Using relation (D.8), we see that both (D.10) and (D.11) are equal to

Pt . ¥ T
D o iiap.t = Tk, Y Ay rat + Nyal gt
k//po—// k/

Similarly, (D.12) and (D.13) are equal to

oot _ = i T
Z g1y _p, | 9K —p.o' Ak+q. 1 = Nk+q,1 Zak’¢ak/+q’T - NTak¢ak+‘l»T'
Kpo’ K

Thus, we write (D.9) in the form

[altiak+q,Ts Hi] = —U (kg — fikcyq.p) Zafwakurqn +UW, - N¢)a£¢ak+q,¢,
k/

which coincides with expression (6.57).

(D.10)

(D.11)

(D.12)

(D.13)



E.1 From Grand Canonical to Canonical Ensemble

We typically use the grand canonical ensemble to derive formulae in the many-body theory, and then switch to canonical
ensemble in calculations for real metals. In the grand canonical ensemble all the characteristics are determined by the
Hamiltonian H' = H — uN, where H is the Hamiltonian in the canonical ensemble, u is the chemical potential and N
is the number of electrons operator. In particular, the one-electron part of the Hamiltonian H/, = Ho — u/\ can be written as

rH(/) = Z(‘gk — Whyke = kanvka.

vko vko

Clearly, the energy spectrum & of H;, is obtained by shifting the spectrum i of H to the left by the chemical potential .
Therefore, to obtain the electron density of states in the canonical ensemble v(e) from the electron density of states in the
grand canonical ensemble v’ (¢), we need to shift the energy scale by w to the right: v, (¢) = v/ (¢ — ). The same rule works
for the mean single-site Green function and coherent potential: g (¢) = g, (¢ — ) and Xy () = X/ (¢ — ).

The mean single-site Green function in the grand canonical ensemble is given by formula (10.10):

, _ V' (g ,
g"(g)_/—e—s’—zg,(g) de’. (E.1)

Shifting the energy variable ¢ by u, we have

, V() ,
_ — d
8 (& — 1) /s—u—s/—zg,(e—u) &

Changing the dummy variable to & = ¢’ + u, we obtain

’ _ V(8 — ) ~
ga(g_u)_/g—g—zé(g—ﬂ)dg

Recalling that g (¢) = g, (¢ — ), Vo (&) = V. (¢ — u) and X5 () = X (¢ — ), we come to the expression in the canonical
ensemble

_ v@
80(8)—/md8-

Thus, the relation between the mean single-site Green function, the electron density of states and coherent potential in the
canonical ensemble is the same as the one in the grand canonical ensemble.
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E.2  Single-Site Coherent Potential
In Chap. 10 we presented a method of calculating the Green function based on the single-site quasistatic approximation. Here
we derive an expression for the corresponding coherent potential following the paper [1].

The single-site approximation of Eq. (9.44) gives the coherent-potential equation (10.36):

AX(e) = ([14(Z(e) — V)g@©)] ' AV), (E.2)

where AX (g) = X(g) — V. Calculating the inverse 2 x 2-matrix, we write (E.2) as

1 -
AY =(——————(D - N)(AVP + AVN)), E.3
<detD+detN( A + )> E3)
where
D= <1 + (21— Vg 0 ) N = ( 0 —V_g2>
0 1+ (22— Va)g2)’ ~Vigr 0 )7
(E4)
AV 0 0 v_
D _ 1 N _
2= (%" ) o =(0) )
matrix D is obtained from the matrix D by swapping its diagonal elements, V1 = V,, V, = —V; and Vi = V, &1V, In the
second-order perturbation theory with respect to AV, we can neglect the term det N = —V, V_gjg> in the denominator of
(E.3). Then
r= ! DAVP ! (NAVY) (E.5)
~ \detD detD ' '

Consider the first term, i.e. the contribution from the fluctuation of V,. Taking (E.4) into account, we have

1 -
AX? =< DAVD> = (D 'AVD)

det D
_ <([1 +(Z1 = Vgl avy 0 )>
0 [14 (2 — Vo)gl~ 1AV,
or, equivalently,
AV;
s 2
14+ (X — Vgi
I+ (X + Vp)gilaV;
=< L+ (i + Vi)gilAV, > —1.2. (E.6)
[1+ (X — Viglll + (X + Vi)gil

Since the denominator is an even function of V;, we split (E.6) by the formula [2]
(V) = (V2INV) = (VAN (V) n=0,1,2, (E.7)
and keep the terms up to the second order with respect to AV;. Then, taking (AV;) = 0 into account, we obtain

i __

([14 2(V;) + AZ; + AVi)gilAV;)
P4+ (AD — AV + (V) + AZ + AVi)gil)

_ (AVigiAVi) 2
=T 2e +o((AV]))
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or
8o ()(AV?)

A0 ) = T (Vg @)

o =+1. (E.8)

Now we consider the second term in (E.5), i.e. the transverse fluctuation AV}_ = Asz + AVy2 contribution. Taking (E.4)
into account, we have

AZ;(e) = < (V4 V_gs) = <#>ga(8><mﬁ>, & =—o. (E.9)

det D > det D

In (1/det D) we separate the zero-order term with respect to AV. To do that, we transform it so that the denominator
becomes an even function of V,, just as we did with AEiZ:

1 1
<detD>=<H1+<2,~—v,~>g,->

i

_ 1—[ I+ (X + Vigi
[1+(Z — Vgl + (=i + Vgl |’

i

and apply the splitting (E.7) to obtain

<l_[[1 + Vi) + A% + AVi)gi]>

<de:D>:< i >

[T+ (AZ; — AV)gilll + (2(V;) + AZ; + AVi)gil

[101+2(Vi)g)

e e ———————— 2 — 1 2 )
10 +2(Vi)g) +0o({AV])) +0({AV]))

Using the latter, we write (E.9) as
ASH(e) = g5 (e)(AVE). (E.10)

Substituting (E.8) and (E.10) in (E.5), we finally obtain

8o ()(AV?)

Ao (&) = T Ve ®)

+ g5 (e)(AVE).

E.3 Higher-Order Correction Coefficient

We consider the third-order term Tr(GA VGAVGA V) in the renormalized Gaussian approximation of the DSFT. Here the
underbrace means the Gaussian average

(-~-AV-~-AV-~-)=/(-~-AV-~-AV-~-)p(2)(V)DV, (E.11)

where p® (V) o exp(—F@®(V)/T) the probability density. Our goal is to derive the splitting formula'

1A simpler, and probably sufficient, splitting formula is

Tr(GA@VGAV) - (Trl)_lTr(CA@V)Tr(GAV),
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_ _ _ aT
Tr(GAVGAVGAV) ~
| I—

T Tr(GAVGAV)Tr(GAV) = nTe(GAV).
W 2NgN [

First, we separate the spin-dependent part. Using

we write

T(GAVGAVGAV) = Y TH(GNAVIGrRAV=Gr AV™)
| | I |

Y1v2v3
@jone3

X Sp(ay10“10y20“20y30“3). (E.12)
Now we transform the first product term in (E.12). In the momentum-“frequency” representation, we have

GV

— 7
kk’nn’ - Gknakk/ann/,

o _ ya
kk'nn’ — "k—k',n—n’""
Hence

Tr(G" AV G2 AV G AV®)

_ AV AN o AV a3
=Na Y GL AV, G2, AV, GP AV (E.13)
kk|k2 Il—lll I‘ll—l‘lz n2—n
nnln2
Introducing the new summation indices
q =k -k, 9 =k — ko, 9 =k, -k,
m)p=n—ni, mp =ny —ny, m3 =nz —n,
we write
Tr(G" AV G AV2G AVS)
[
_ ~V1 o ~V2 ary V3 o3
= Na Z GknAVqlrm G k—q; Aqusz k—q)—a Avq3m3
kq1qrq3 I—Ml_, n—my—my
nm 1 "12)?13
— ~V1 ~Y2 31 a ~V3 o3
= Na Z GknGk—q1 <Avq1m1AVq2m2>G k—q;—q AVqus’ (E.14)
kq1112q_7, n*Wll ﬂ*"’l] 7}112
nm 1 )7127713

where q1 + q2 + q3 = 0 and m + my + m3 = 0. Making use of

(AVEL AVE ) = 1AV, 1P)8qr.—qudmy,—myBayar:

where

1T
Trl = Nd/ > " Spo’dr = 2NaN/T.
0 A
J
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we write (E.14) as

Te(G AV G AV G AVS) = N Y G, GV2 |AVELIDGE AV (E.15)
kqnm

Replacing the mean Green functions by their single-site approximation,

Gil’l %gyl(wn)7 Gﬁzqn —m Ngyz(a)n _a)m)7
we obtain
Tr(GV AVEIGP AV G AVS) = NaN Y g g, (| AV Pgl AVgs (E.16)
qnm

This completes the splitting in the momenta.
To split (E.16) in “frequencies”, first we replace the summation in n by the integration over the energy variable with the
Fermi function f(e):

1
Y oereren = ﬁ/f(s)lm(g"‘ ()g" (e — iwm)g" (¢)) de

w
= L/ F(©)Im(g" (e)g" (e — iwm) g™ (¢)) de, (E.17)
T 0

where W is the band-width. Replacing the first two product terms in the integrand g (¢)g"? (¢ — iwy,) by the average

w
{87(©)g" (¢ —iwm)} = %f f(&)Im(g" (£)g" (¢ — iwm)) de,
0

we write (E.17) as
1 w
Yl = — /0 FE7 )87 (¢ — i) Tmg? (6) de
n

1 (v 1 (v
= (— f f(©)Im(g" (e)g" (e — iwm))de> — / f(e)Img” (¢) de.
w 0 T 0

Returning to the sum over “frequencies”, we obtain

Zgn & men = Zgn & mZg : (E.18)

Finally, substituting the latter in (E.16), we have

Tr(G" AV G2 AV G AV®)
I —

nT
Zgl)l/lgr]l/z m V(;Xr;[ 2)80!10(2 (NdNZgygAVDG)

qnm n'
T 1 - - -
= — ——Tr(G" AV G AV)Tr(G AV®). (E.19)
W NgN [

Now we carry out the splitting over spin in (E.12), using the approximation

Sp(c"c* 6?00 ®) ~ %Sp(a”1 0% o”6)Sp(c ™), (E.20)
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which correlates with the approximations made above. Then (E.12) becomes

Tr(GAvGAVGAv)
[
T 1 = ar A~ o o [0
= — ZTr(GV‘AV IG" AV®?)Sp(c" 0¥ 0726 *?)
W 2N4N > [
ajan

X Z Tr(G AV®)Sp(a?20™3)

Y33
T 1 - - _
= Tr(GAVGAV)Tr(GAV). (E21)
W 2NgN [
The correction coefficient
T 1 - -
n="_ Tr(GAVGAV)

W 2NgN [

is calculated by the formula [3]
T N 2\/
= —— 0){|AV, ,
n WNg Ea XL (0 (|AVe]%)

where

xt (0) = —% ;/Im(g’”‘ ()87 (€))Sp(c" 0% "20) f(¢) de
172

is the static local susceptibility in the Gaussian approximation.

E.4 Uniform Spin Fluctuations

In Sect. 11.2.2 we improved the effect of nonlocality in the site-diagonal mean Green function by taking into account uniform
fluctuations. Following [3,4], here we derive the approximation of the field 1% by a field that takes just two values £V, which
is used to obtain formula (11.18).

To explain the main idea of the interpolation, let first V be a scalar fluctuating field with the probability density p(V),
so that the average of a function f(V) is (f(V)) = [ f(V)p(V)dV. Our goal is to approximate the initial continuous
distribution by a discrete one that takes two symmetric values v with the probabilities P (4v), so that the integral could be
performed as ( f(V)) ~ P(—v) f(—v) + P(v) f(v).

We use the splitting (V") ~ (V2)" and (V2**1) ~ (V2)"(V) [2], so that the power series expansion of the function
f (V) about the origin can be written as

1 1 1
(fOV)) & £(O)+ fO)NV) + 5f”(0)(V2> + 5f”’(0><v2><V> + mf(‘”(ova)2 +--- (E22)

Hence, expressing f (V) as the sum of its even and odd parts, we have

(V) = <f(v) h f(_V)>+<f<V> — V) V>

2 2V

f) + f(-=v) n f@) = f(=v)
2 2v

%

V),

where v = 1/(V2). Rearranging the expression on the right-hand side, we come to

1 \%
OEDSE (1 + ffj) o', (E23)
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From (E.22) we see that the splitting affects only higher-order terms of the function f (V') keeping the first moment (V') and
second moment v> = (V?2) of the initial field unchanged. Since v> = (V)* 4 (AV?), the approximation (E.23) is completely
described by the mean (V') and variance (AV?) of the initial field.

Similar to (E.23), we approximate the average

2@)=(g"e—V—-AZ(E V),

where g%(¢) is the single-site zeroth Green function, V= > V,o® is the uniform fluctuating field and A X (e, V) is the
fluctuational contribution to the self-energy. Recalling that V, = oV, we write

Zo(e) =) Poeg’(e —0'v— ATy (e, 0'v)), (E.24)

o

where Poor = 5(1 + (0V2)/(0'v)) and v = (V2 + (AV2) + (AV2) + (AVZ)/2.

Note that, for large V, the exact distribution p(V) o exp(—F (V)/T) is spherically symmetric and does not depend on the
electronic structure. The RGA distribution p® (V) is shifted by V (in the ferromagnetic case). The discrete approximation
(E.24) of the field V is constructed so that it restores the symmetry with respect to the origin.
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In this chapter we present two important applications of the first-order perturbation theory to neutron scattering in a crystal.
For a more general treatment of the perturbation theory and scattering theory, see, e.g. [1-6].

F.1 Fermi’s Golden Rule
The scattering process is described by the time-dependent Hamiltonian
H() =Ho+ V(2),

where Hg is the Hamiltonian of the neutron and crystal without interaction between them, and V(¢) is the interaction
potential. The potential V(r) = nW (¢) is considered as a perturbation, where n < 1 is a small parameter. For r < 0
we have V (¢) = 0 and at + = 0 the potential begins to act on the system.

We assume that, for ¢ < 0, the system is in one of the stationary states 1, of the unperturbed Hamiltonian:

Ho¥m = Enim,
where m stands for (k, o, A). When ¢ > 0 the system evolves according to the time-dependent Shrodinger equation

0
ih@ — (Ho + V) ¥ (1) (F.1)

with the initial condition ¥ (0) = ;. The wave function v (¢) can be represented as a superposition

V() =Y cn®)Pn, (F2)

where the initial values of coefficients ¢, (0) are all zero except for ¢, (0) = 1. The probability P,,_,,,(¢) of finding the
system in a stationary state v, at a time ¢ > 0 is equal to |c,,(¢)|*. Then the transition probability per unit time is given by

d d 2
Wm—sm' = apmﬁm’ = d_t|cm’(t)| . (F.3)

First we make use of the nonstationary perturbation theory to calculate the coefficient ¢, (¢) to the first order in V (¢), and
then we obtain an asymptotic expression for w,,_,,, at large ¢ that corresponds to the stationary scattering process.

We substitute expansion (F.2) to Eq. (F.1) and take the inner product of both sides with ,,,. Making use of orthogonality,
we come to

in %cm/(t) = Epcn(t) + Xn: Virn (D en (0), (F.4)
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where V,,,(t) = (Y, V(t)¥,) is the matrix element. We seek the solution of equation (F.4) as a series in the small
parameter 7:
0 1
e @) = @) + 0 @) + - (F.5)

Substituting the latter in (F.4) and collecting the terms of the same order in 1, we obtain

. d
in chf) (1) = Ene (1) (F6)
and d
i) () = By, (0 4+ W (00 0) (E7)
n
fors = 1,2, ... Integrating equation (F.6) and taking the initial condition ¥ (0) = 1, into account, we have
O (1) = 8y e TEwN, (E8)
Substitution of (F.8) in (F.7) at s = 1 leads to
ih d m = E. oD % —iEpt/h E9
1 5Cm/ ) = m' €y @+ Wum@®)e . (F.9)
Integrating this equation, we obtain
) i [t . .
(1) = (‘g / Wi (T) €9m'm® dr) e iEwt/h (F.10)
0

where iw,,, = E,v — E,,. Substituting (F.8) and (F.10) in (F.5) and keeping only the terms up to the first order in V (¢) =
nW(t), we write

i [t . .
Cr () = <5m,m - /0 Virm (T) €@n'm® dt) e iEwt/h (F.11)

It is often convenient to consider scattering as a stationary process, i.e. as a continuous flux of incoming particles that
is transformed into a flux of scattered particles. The density of the particles in the flux must be sufficiently low for the
interaction between the incident particles to be negligibly small. In the stationary treatment, the scattering problem consists
in calculation of the flux of scattered particles at an infinitely great distance from the scattering system. In this case, we can
assume that the scattering potential is time-independent, V () = V, which considerably simplifies calculating the transition
probability P,,_, . (t) = |c, (t)]?. Using expression (F.11), for m’ # m we obtain

2

1 2| [ i 2t 2
Pm—)m’(t) = h_2 |Vm’m| 0 elmmtdr| = h2 |Vm’m| f(a)m’m7 t)» (Fl2)
where
Fot) = 1 (sin(wr/2)\? 13
O U= o w/2 ' '

Figure F.1 shows the variation of the function f(w, t) with respect to w, when ¢ is fixed. Using sinx ~ x for small
x = wt/2, at = 0 we have

t
f0,t) = — — oo, t — o0,
21

and at w # 0 we have
f(w, 1) = 0, t — 0.

Calculating the integral of f(w, t), we obtain

. 2 . 2
/f(w,t)dw=#/<w> do = T la =1

w/2 “rx) x
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Fig. F.1 The graph of the O.1
function (F.13) for a fixed ¢ flo.1)

—4n/t =2/t 0 27/t 47/t 0

Thus, for large ¢ the function f(w, t) can be approximated by the §-function. Using formula (F.12), we come to the asymptotic

formula for large ¢:

2t 2wt
P (1) = ? |Vm’m|28(wm/m) = 7 |Vm/m|23(Em’ — Ey).

Taking formula (F.3) into account, we write the transition probability per unit time as

27
Wi = 7|mem|28(Em/ — Ep). (F.14)

This relation is known as Fermi’s golden rule (see, e.g. [3,5,6]).

F.2 The Born Approximation

Calculation of the matrix element V,,,/,, in Fermi’s golden rule requires further approximations. In this section we show that,
in the first-order perturbation theory, it is sufficient to use plane waves as the neutron wave functions.
The neutron wave function v (r) satisfies the stationary Schrodinger equation

2mE
—\ E >0, (F.15)

(V2 + %)Y (r) = zm V () Yk (1) K=
hZ ’ h2

where m is the mass of a neutron. Assuming that the interaction range of the potential V (r) is bounded (r < d), we wish to
obtain the asymptotic form of the solution of equation (F.15) at large distances (r > d).

First, we convert the Schodinger equation (F.15) to an integral equation. Introducing the Green function G(r, r’) as the
solution to

(Vz + kz)G(l', l'/) =46(r — r’), (F.16)
we write Eq. (F.15) as!
2
(o) = 500 + 25 / G(r. t)V (¢) ¥ () (E17)

! Applying the operator V2 + k2 to both sides of the integral equation (F.17) and taking relation (F.16) into account, we come to the original
equation (F.15).
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where wlio) (r) = ¢¥* is the wave function of the free neutron. Treating the potential V (r) as a small perturbation, we can
write

vk® = 0@ + y V@ + - (F.18)

where wlil)(r) is the first-order term in V (r). Substituting this in (F.17) and omitting the second-order terms, we obtain

() = il—"; / G, t)\Va )yl ) ar. (F.19)

For the elastic scattering (momenta of the incident and scattered neutron have equal modulus: k = k'), asymptotic
expression for the wave function y (r) is obtained as follows. The Green function is given by (see, e.g. [4, Appendix VI])

1 . /
G, r)=———¢klr=r] (F.20)
4|r — /|
At large distances (r > d), we can write k|r — 1’| ~ kry/1 — 2rr’/r? ~ kr — K'r’, where k' = kr’/r’. In the denominator
of (F.20) we assume |r — 1’| & r. Then the function (F.19) becomes
om eikr
-7

wlil)(r) — [e—ik/r/v(r/) eikl‘/ dr/

where

Vi = / V(r)e *Tdr

is the Fourier transform of the potential and k = k — K’ is the scattering vector. The first-order approximation of the wave

function (F.18) is finally given by
ikr

Yi(r) = e 1 a2 S, (F21)
r
where m
AR = —5 Ve (F22)

is the scattering amplitude and £2’ is the scattering angle. The first term in (F.21) describes the neutron before the scattering
and the second term describes the scattered neutron at large distances. Expression (F.22) is called the Born approximation
for the scattering amplitude.

Finally, we calculate the first-order approximation, or the Born approximation, of the matrix element over neutron states
in formula (F.14):

K|V k) = /I/flf/(l‘)V(r)lﬁk(r) dr.

Since the second term in (F.18) is of first order in V, it is sufficient to keep only the first term, i.e. the plain wave (normalized
to the volume of the crystal V). Then

1 s . 1
K|V |K) = v / e KTy () kT dr = vv_,f. (F.23)

In other words, the first-order approximation of the matrix element (k| V |K) is proportional to the Fourier transform of the
potential V_,.
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Here we present necessary facts about the quantum lattice vibrations (phonons) in the harmonic approximation [1]. A more
detailed presentation of phonons and their applications can be found in [2—-6]. First, we obtain an expression for displacement
of an atom in a crystal lattice from its equilibrium position. We start with the classical mechanics treatment of the normal
modes and then show how they are quantized. Next, we prove that normal modes have the Gaussian probability distribution.
Finally, we present the Debye model and apply it to calculate sums over the normal modes. As an illustration, we calculate
the Debye-Waller factor (DWF) in the Debye model.

G.1 Normal Modes and Their Quantization

In the harmonic approximation, the classical Hamiltonian of a three-dimensional crystal lattice is (see, e.g. [6])
;o1
J
H:ZW—FEZUJ“D”’/UJV, (G.1)
J i’

where M is the mass of an atom, p; is the momentum of the jth atom, u; is the displacement of the jth atom from its
equilibrium position and D is the 3 x 3-matrix of the form

9*U
Djjr = ——— . (G.2)
dujouyr [y_g
Here U = U(uy, ..., uy) is the potential energy, which attains its minimum at the equilibrium u = 0. From the Hamiltonian
system,
dp; _ oH du; _ oH
d  du;’ ¢ ap;’
we obtain the equation of motion
dzu]'
M?=—ZDﬂlu,. (G.3)
j/
We seek a particular solution in the form _ ‘
Uq(1) = Qqeqe! i (G.4)

where eq is the polarization vector, Qg is the (complex) amplitude and wq is the frequency of the oscillation. The wave
determined by (G.4) is called the normal mode. Substituting expression (G.4) in (G.3), we obtain

Mowgeq = Z Djjreqe Wiy, (G.5)

/

J
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Due to homogeneity of the crystal, the matrix D;; depends only on the distance between the sites: D;;» = D;_ ;.. Hence its
Fourier transform is a diagonal matrix with the elements (for details, see Appendix C.1)

Dy=) Djje Wi =3 "D je Wiy (G.6)
7 Iz

at the diagonal. Substituting (G.6) in (G.5), we see that eq is an eigenvector of Dy:
Dgeq =M a)(zleq.

Since the matrix (G.2) is symmetric, its eigenvalues are real and its eigenvectors eq;, i = 1,2, 3, can be chosen such that
they form an orthonormal basis in the three-dimensional space,

Dqyeqi = Mwgeqi,  i=1,2,3. (G.7)

We can also choose eq; such that e_q; = eq;. Each of the vectors eq; determines the direction of the normal mode oscillation
with the frequency wg;. The general solution to Eq. (G.3) is given by the superposition

—1/2 iqR | —iwg;
uj(t) = N""2Y " Qgieqel i —iwal, (G.8)
qi
where the summation over q is carried out over the Brillouin zone. Then the momentum is written as
pj(t) = N2 " PyegeldRi—io, (G.9)
qi

Since the displacement (G.8) and momentum (G.9) are real quantities, the Fourier coefficients Py; and Qg; satisfy P_g; =
Pqﬂ; and Q_¢; = Q:’il

We use Pg; and Qg; as new coordinates, in which the system becomes an ensemble of independent oscillators. Substituting
expressions (G.8) and (G.9) at r = 0 in the Hamiltonian (G.1) and using the identity

Zei((H-(I')Rj = Nbg'.—q, (G.10)
J
we write the first term of (G.1) as
1
Hy = o qi P—qi'€qi - €—qi’- (G.11)
qii’

Similarly, using (G.6) and (G.10), we develop the second term of (G.1) to

1

Hy = 3 Z 0qi O —qi’ €qi - Dge—qi'-
qii’
Recalling that eg; is an eigenvector of the matrix Dq and applying Eq. (G.7), we obtain
1
Hi= > Y Moy Qqi O—gireqi - e_gir- (G.12)

qii’

Finally, applying eq; - € _¢i» = €q; - €qi» = J;i7 t0 (G.11) and (G.12), we write the Hamiltonian (G.1) as

1 1
H=HO+HI=Z(W|Pqi|2+§Mw§i|qu|2>. (G.13)
qi
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We now replace the classical variables Pg; and Qg; by the operators ISqi and qu to obtain the quantum-mechanical form
of the classical Hamiltonian (G.13):

15 2 1 2:A .12
H:%(qun + 3 Mo Qg ) (G.14)

where | ﬁqi 2= ﬁqi 13(; _ Isqi ﬁ!qi and |qu 2=0 qi Q;i = Qq,- Q,qi. The creation and annihilation operators for the qi-th
mode are defined by
b;;i = (2Mha)q,-)_1/2 Mawg; Q—qi - iP(ﬁ) ’
(G.15)
bqi = 2Mhwg) /2 (qui Ogi + iP—qi) ~

These quantized normal modes represent the quasi-particles called phonons. Taking into account the commutation relations
[0gis Oqirl = [Pgis Pyl =0, [Pyis Oqir] = 8.
we write the Hamiltonian (G.14) in the second-quantized form:
1
H=> hog <bjll.bqi + 5) . (G.16)
qi

Next, we obtain the operator form of the displacement @ j- Expressing Qq,- from relations (G.15),

R 1/2 +
0w =(gr70z)  (Butly).

and substituting the latter in the quantized form of (G.8), we obtain

. no\"? ~1/2 F O\ iR,
= <M> %:wqi €qi (bgi +b_g;)e .

Making use of

=172 .+  iqR; _ =1/2 .t —iqR;
Do oq eaibl @M =) oy Ceqibye M,
qi qi

we write the displacement operator in the second-quantized form:

a h 1/2 _ o o
u,:(m) I O R (G.17)

where s = (q, 7). Since we consider noninteracting phonons, the creation and annihilation operators in the Heisenberg
representation satisfy
bi(t) =bl ™', by(t) = bye !

(the proof is similar to the corresponding result (3.44) for noninteracting electrons). Then the Heisenberg representation of
the displacement operator (G.17) is given by

1/2 . )
() = (—) > w; e (bse“qR.f—‘”s’) + ble 1@R; —ws’)) : (G.18)

S
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G.2  Gaussian Distribution of the Normal Modes

First of all we define the probability density function. We start with the canonical average

1
() = T (fahHe ), (G.19)

where f (ﬁ‘}‘) is a function of the displacement ﬁ‘;‘ (hereafter the indices are omitted for brevity), Z = Tre~*/7 is the partition

function and # is the Hamiltonian of the crystal lattice. Assuming E, and v, to be the eigenvalues and eigenfunctions of
the Hamiltonian:

Hyr = E)y., e Ty, = e /Ty,

we transform the trace in (G.19) as
1
(f)=— Y e BT / f @Y. @) du.
A

Introducing the probability density function
1
pa) = ; Y )?e” /T,

we obtain the integral representation for the canonical average (G.19):

(F@)) = / Al (G20)

We show that, for noninteracting phonons, p(u) is the Gaussian probability density. This result was first derived by Bloch
[7]. We prove it by calculating the characteristic function!:

p(x) = / pG)e™ du, (G.21)

which is the Fourier transform of p(u). Hence the probability density function p(u) is obtained by the inverse Fourier
transform of the characteristic function:

1 .
pu) = 5~ / @(x)e ™ dx. (G.22)
T

We calculate the characteristic function as follows. Since the integral representation (G.20) is equivalent to the canonical
average (G.19), we rewrite (G.21) as

(p(x) — %Tr (ei)(ﬁ e—H/T) — <eiXﬁ>. (G23)

Taking expression (G.17) into account, we write the displacement operator i as

i = (vbs + vb)), (G.24)
N
where we introduced the shorthand notation
h 12 e iqR
= — eldR; G.25
Vs <2MN> Jas (G.25)

UIn [2] the calculation of the characteristic function is rather tedious. The formula proved by Mermin [8] allows to derive the characteristic function
almost in one line [1].
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Using expression (G.24) and formula for the canonical average of exponentials of operators linear in b; and bI (14.36), we
write the characteristic function (G.23) in the form

1,2 2

px)=e 27, (G.26)

where
h

2 _ ly 2 s
o° = E Vsl coth(
. 2T

) ) (G.27)

Substituting (G.26) in (G.22), we obtain

p(u) = 2L / e e ax00
T

After completing the square, we have

e—%uz/a2

1 1,22 1 N2
(u) = el /o /e—j(xa—lu/a) dx =
u 27 o+ 21

The latter is the Gaussian probability density function with the zero mean and mean-square displacement (u?) = o2 (see
Appendix A.3).
Now we can apply the above result to the DWF e 2" () Substituting (G.25) in (G.27), we have

) h 1 hws
- = —— — coth . (G.28)
2MN —~ s 2T

Comparing the latter with the expression (14.41) for the DWF exponent:

2W (i) At 3 L cotn (1 (G.29)
= — CO , .
T 6MN & o, 2T

and taking (u?) = o2 into account, we obtain

2W (k) = %/{Z(uz).

G.3 The Debye Model

The DWF can be expressed in terms of the phonon density of states n(w). By definition, the phonon density of states is
given by

) (G.30)

where N (w) is the number of normal modes with phonon frequencies less than or equal to w. First, we calculate the number
of normal modes N (g) with magnitude of the phonon wavevectors less than or equal to g. Since the wavevector q takes
N discrete values in the Brillouin zone, we have one q value per (27)3/V volume. Then N(g) is obtained by dividing the
volume of the sphere of radius ¢ by the volume (277)/V and multiplying by three (the number of polarization modes 7):

471q3V

M@=

(G301

In the Debye model it is assumed that v = vg, where v is the velocity of sound. Substituting g = w/v in (G.31), we have

Y

N =375
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Differentiating the latter, we write (G.30) as
(G.32)

Replacing the Brillouin zone by the equal-volume sphere of the Debye radius gp, we have N(gp) = 3N. Hence from (G.31)
we obtain q% = 672N /V. Substitution of the latter in v3 = q% /a)% gives

3
3_ Yop
672N’

(G.33)

where the Debye frequency wp is the maximum frequency of the normal modes. Substituting (G.33) in (G.32), we obtain
the final expression for the phonon density of states in the Debye model:

ON w?
n(w) = T 0<w<wp. (G.34)
@p

Summation over frequencies of the normal modes wjy is converted to the integration over the frequencies with the phonon
density of states n(w) by the formula

> f@) = [ feom) . (6.35)
N
where f(w) is an arbitrary function. Using formula (G.35), we write the exponent of the Debye-Waller factor (G.29) in the
form
2W (k) = Aac” /1 i (") n(w)d (G.36)
K_6MN wco o7 | @) do. .
Substituting the Debye density of states (G.34) in (G.36), we have
2W (i) 3hic” wa th <h‘“) d (G.37)
K) = coth| — | wdw. .
2M w% 0 2T

At high temperatures, using cothx ~ 1/x for x <« 1, we finally obtain

2W (k) = 3 T T> 6 (G.38)
K) = M @]2), D, .

where @p = hwp is the Debye temperature.
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H.1 Hilbert Transformation

As we showed in Chap. 2, the susceptibility is fully reconstructed from its imaginary part by applying the Hilbert
transformation (see, e.g. [1,2])

Imy (w’)
x@)=—— / (H.1)
z— o
where z is a complex number from the upper half-plane and o' = ' — i0". Indeed, the right-hand side of (H.1) can be
written as
1 Imy () , 1 Imy (') ,
— | ————do =— | —————dw'.
7)) z—o +i0F ) o —z—i0F

Using the Sokhotsky formula (A.44), we have

1 [ Imx(e 1 [ Imx (@
_fmx—@dw/ _ _p/mx_(‘”)dw’Jrilmx(z).
7] o —z—i0t T o -z

From the Kramers-Kronig relation (2.19), we finally obtain

1 Imy (') , .
— | —————Fdo =Rex(z) +ilmy (z) = x(2)-
7 ) o —z—1i0t

Direct calculation by formula (H.1) is problematic. Following [3], we obtain a formula that is applicable for numerical
calculations.
First we convert the tabular function Imy (') into a piecewise-linear function:

ai (0" — w;) + b;, w; <o < w41,
I / — 1 1 1 4 1 H.2
mx (@) {O, o <wand o' > 0,11, (H.2)
where a; = (bj41 — b;)/(wiy1 — w;), bj = —w"Umy(w;), i =1,...,n+ 1, and n is the number of intervals. Substitution
of (H.2) into (H.1) gives
i+l g (0 — wi)+ b
X(2) = Z / % do'.
After simple calculations with by = b,,..1 = 0 we obtain
n+1 n+1
X@ =) Az —w)Inz—w) =Y AiBi(2), (H.3)
i=1 =
where A| = a1, A; =a; —aj—1,i =2,...,nand A1 = —ay.
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For complex numbers z; = w; +1id8,8 > 0, j = 1,..., n, given with a uniform step in w, the calculation is significantly
simplified. First, we store all the values A;, which are independent of z. Then we compute and store B;(z1),i = 1,...,n+1.
Since z; — w; = zj—1 — w;—1, We have

Bi(z;) = Bi—1(zj-1),

where B;(z;) = (zj — w;) In(z; — w;). Therefore, for each z; = w; +id in the loop over j =2, ..., n+ 1, we already know
all Bi(zj),i =2,...,n+1 from the previous step, and so we need to calculate just one missing value B;(z;). Thus, explicit
calculation of all B;(z),i = 1,...,n + 1, is carried out only for z = z;.

Similarly, we obtain a formula for numerical calculations of the single-site Green function g(z). Just as the susceptibility,
g(2) is given by the Hilbert transform (10.6):
v |,
g(z)= [ ——de, (H.4)
z—¢€
where v(¢’) = 7~ !'Img(¢’) is the DOS and ¢/ = ¢ — i0F (the sign is different from the one in (H.1), because we use
the advanced Green function). Using linear interpolation, we transform the tabular function v(e’) into a piecewise-linear
function

ai(e' — &) + b, g <& <€y,
U(E/) _ i i i i i+1 (H.5)
0, g <erand e’ > g4,
where a; = (bj+1 —bi)/(gi+1 —¢€i), bi = v(g;),i = 1,...,n+ 1 and n is the number of intervals. Then g(z) is given by [3]
n+l1
g(2) =) Ai(z—&)In@z — &), (H.6)
i=1
where A1 =ay, Aj =a; —aj—1, i =2,...,n, Ay+1 = —ay, just as in (H.3).

H.2 Integrals with the Fermi Function

Calculation of many quantities in solid state physics, such as the electron DOS and total energy, local magnetic moments
and susceptibilities, reduces to the computation of the so-called Fermi integrals

I = / g(e) f(e) de, H.7)

where g(¢) is an arbitrary function vanishing fast enough as ¢ — o0, and f(g) = [exp((e — )/ T) + 117! is the Fermi
function. In practice it is necessary to compute repeatedly various Fermi integrals for tabular functions g(g). We present a
general numerical method for calculation of this kind of integrals developed by Reser [4].

The method works as follows. The tabular function g(¢) is linearly interpolated by the formula

N
gle) =Y Agj(e —&)0(e — &), (H.8)
i=1
where
Agy = g1, Agi=gi—gi_, i=23,...,N—1, Agy = —8v_1
g = (giv1 — &)/ (Eit1 — &), gi=g), i=12...,N—1, (H9)

N is the number of interpolation points, and 8 (x) is the step function equal to zero for x < 0 and unity for x > 0. Substitution
of (H.8) into (H.7) gives
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N o N o
1 af (e, 6, 1)
[ = ;Agi/(; fle.&, Thede = —- ;Agi/o e e, (H.10)
where & = u — ¢;. The integral
© Laf(e, &, T
JET) = / 2UE8D (H.11)
0 ae
is represented as
JiE,T) = =2T*Fi(=§/T), (H.12)
where ~
Fi(x) = / In(1 4+ e *1) dx;. (H.13)
X

Taking (H.11) and (H.12) into account, we can write the integral (H.10) in the form

N
I(T)=T>) " AgiFi(=&/T).
i=1

Dividing the sum over i into two sums over x; = —&;/T = —(u — ¢;)/T < 0 and x; > 0, and taking into account that [4]
)
Fi(=Ix]) = 7+§(2)—F1(IXI), x <0, (H.14)
we have
2
X
1 =1 13 agl [7' +2@) - F1(|x,-|>] + Y AgFi(xi) . (H.15)
x; <0 x; >0

where ¢(2) = 2 /6 is the Riemann zeta function. From formula (H.13) we see that Fj(x;) — 0 as x; — 0T. Since
xi = —(u — &)/ T, the second term in (H.15) vanishes as T — 0. The first term in (H.15) reduces to

1
10) = 5 > Agigl.

S,‘ >0

From expression (H.15) we see that calculation of the Fermi integrals (H.7) by using the linear interpolation (H.8) is
reduced to calculation of the integral F;(x) only for x > 0. The integral (H.13) cannot be calculated analytically. Substituting
the power series of In(1 + e™*!) into (H.13) and integrating term by term, which is valid because of uniform convergence of
the series at x > 0, we obtain

Fi(x) = Z(—l)k“%;kx). (H.16)
k=1

Hence, at x — oo the function Fj(x) decreases as exp(—x). Taking into account the asymptotic value at infinity, we have
the following simple approximate formula for calculating Fi(x):

Fi(x) ~ FR(x) = [expr) + 1] (H.17)

where the parameter g is chosen so that Fj(x) and F’ IR(x) coincide at x = 0. Using (H.14), we obtain

a1 =[FO)]" -1 (H.18)

=1
£(2)

Numerical calculations show that the error AF, lR(x) = |Fi(x) — F lR(x)| in calculation of Fi(x) by (H.17) over the whole
interval [0, co) does not exceed 3.1 x 1073, For many problems using the Fermi integrals, this accuracy of the Fi(x)
calculation is quite sufficient. For exact values of F(x) we used partial sums of the expansion (H.16) by which F(x) can be
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computed to any required accuracy. Since the series (H.16) is alternating and its elements monotonically decrease in absolute
value, the absolute value of the remainder is less than its first term. Clearly, for practical calculation of Fi(x) at small x the
series (H.16) is unsuitable; for calculation of Fj(x), say with the accuracy 1078, it is necessary to add 10* terms together.

The following method is suitable for effective and practical exact calculation of the integrals Fj(x). By substituting
t = exp(—x1) the integral Fj(x) is reduced to a dilogarithm:

Fi(x) = Llexp(—=x)], x =0,

Y1In(l +1¢
L(y)=/ —“(f)dt, O<y=<l.
0

Using the expansion of a dilogarithm in the series of Chebyshev polynomials
o
L) =) aTf(), 0<y<l,
k=1

where ay, are the Chebyshev coefficients, and
k
TE(y) =Y biy*
j=0

are shifted Chebyshev polynomials of the first kind, we obtain

oo oo k
Fi(x) =Y aTlexp(—0)] =Y _ax Yy bjexpl—(k— j)x],  x=0. (H.19)
k=0 k=0 j=0

Since these series converge very rapidly and the coefficients a; and by; are known up to large k-values (see, e.g. [5, pp.
74 and 494]), the integral F1(x) can be calculated with a high accuracy from (H.19). The mth partial sum of Chebyshev

polynomials series
m k

FL,(x) =) ax Y byjexpl—(k — j)xI. x>0, (H.20)
k=0  j=0

gives an approximation of the integral F(x) with the maximum error decreasing very quickly with increase in m; already at
m = 7 the error becomes equal to 4.5 x 1078, i.e. five orders smaller than in approximation by (H.17) (see Table 1 in [4]).
However, unlike AF IR (x) that vanishes with increase in x, the error AF' 1Cm (x) for large values of x remains small but finite:

m
Ff,(00) = lim Fio, () =) acbi.
k=0

Therefore, in the calculation of the integral Fi(x) the function F 1Cm (x) is substituted by the function

m k—1
Fio,(x) = FS,(x) = Fp, (00) = Y ar Y byjexpl—(k — j)x], (H.21)
k=1 j=0

which has correct asymptotic behaviour at infinity.

The subroutine for calculation of the Fermi integrals /(7"), named FINT and based on the method outlined above, was
presented in [6]. The subroutine allows us to calculate 7(7") using both the simple approximate formula (H.17) and the
Chebyshev approximation (H.21). By FINT the Fermi integral can be calculated, if necessary, to any required accuracy. The
subroutine FINT is written in FORTRAN and is included in the illustrating program that runs a test. As the test, the program
calculates the Fermi integral of the model electron DOS for iron at the Curie temperature (for details, see [4, 6]).
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H.3 Integrals with the Derivative of the Fermi Function

Here we present a simple method [7] for calculation of the integrals with the derivative of the Fermi function

I= /Oo 2(e) (—8’;(:)> de (H22)

under the same assumptions as in the previous section. Let us represent the function f(¢) as a sum of the step function

when & < u,
when & > u,

1a
file =) = { 0.
(it would be the Fermi function at 7 = 0 if we put ef instead of ©) and the remainder
—uyr 41 d —le—ul/T
fa(e) = sen(e — ) [e‘s /T 4 1] = —Ta—ln(l + elenl/ ) (H.23)
&
Substituting f(¢) = fi1(e — u) + fa(e) into (H.22), we split the integral / into two integrals:
afi(e — dfa(e
I=/g(£) _dne=m ds+fg(8) ICEICN IS
ae ae
For the first integral, using the properties of the delta-function (A.36) and (A.38), we immediately obtain

L= f g(e) 8(e — p) de = g(w). (H.24)

For the second one we first use integration by parts:

3
12=/ %S)fz(g)de. (H.25)

Using the linear interpolation (H.5) with b; = g(e;), we transform the tabular function g(¢) into a piecewise-linear function.
Then substitution of this piecewise-linear function g(¢) and (H.23) into (H.25) yields

n Eit1 n
L= a / foerde =T Y i [in (1 +e7 7 /T) —n (14 e7tommn/T) | (H.26)
i=1 &i i=1

i

Taking into account (H.24) and (H.26), for the initial integral (H.22) we obtain

I=gw+TY 4 [m (1 n e—‘Sf—“‘/T) —n (1 + e—‘fm—ﬂ'/T)] . (H.27)
i

The prime indicates that the sum includes only the terms for which |e; — | < #1n BT, where 8 is the base and ¢ precision
of the floating-point system in a specific computer (see, e.g. [8]).

H.4 Integrals over the Brillouin Zone

Calculation of the mean-square fluctuations in the DSFT requires evaluation of the integral over the wavevector modulus
(11.6):

z <1, (H.28)

1 1 2 ¢
S R - — ¢ 324k, 0<a
| b g e a3 dk,
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where a, b and c are given by (10.25) (we omit the index «). To obtain an approximate analytic formula for the integral
(H.28), we replace the integration variable k by x = bk and approximate the function (2/m) arctan(c/(a> + x2)) by two
asymptotic expansions matched (together with their derivatives) at the point ¢/(a® + x?) = 1. This leads to

1 c -1
3 b $2 242+ x2’ a?+x2— 7
1=—/ dr—"
b3 Jo a’+x? 1 a? + x? c |
- , — > 1.
2 ¢ a? + x2

Then, introducing the notation

Fi(x) c/ s d ¢ al +1arctax
X)==f ——5dx=z|—"F5—"—F+ — n— |,
! 2] @+ x2)2 2\ 2@+ " 2a a

(H.29)
Fr(x) = / azi—zxzdx - ZLC x2dx =x —aarctan;—c — g
we finally obtain
Fi(b), x5 =0,
1= 2 B+ AG) - Fieo,  0<xw<b (H.30)
Fy(b), x0 = b,

where xé =c—d?

H.5 Inverse Cosine Transformation

For calculating the oscillating part A(¢) of the temporal correlation function F () (see relation (13.8)), we need an
approximate formula for the Fourier cosine transformation (for details see, e.g. [9])

A@t) = %/000 A(w) cos(wt) dw. (H.31D)

In the DFT calculations [10], the inverse Fourier cosine transform of the function A(w) given at a uniform grid with the step &
was computed by interpolating A(w) in each segment of the length 2/ with a second-degree polynomial and then integrating
it analytically by parts (see Sect. 13.3.2). In the DSFT, the function A(w) is specified at a fairly fine mesh; therefore linear
interpolation of the form (H.2) with b; = A(w;) proves to be sufficient. Substituting the linear interpolation in (H.31), after
simple calculations with w; = 0, similar to (H.3) we obtain [3]

A = | by sin(part) — 2sin( %1 Z e e T (H.32)
_JTt n+1 Wp+1 : ) a; B . .

i=1
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We obtain the temperature dependence of magnetic characteristics using the parameter continuation (Chap. 10). As we
discussed in Chap. 11, it can become unstable at high temperatures. In this case, solution of the DSFT system of nonlinear
equations becomes extremely sensitive to the choice of the initial condition, and a smaller step size in temperature is required.
For the same reason, we avoid numerical methods that use derivatives, because their difference approximations can destroy
the stability. Instead, we use the coordinate bisection method and coordinate descent methods. Here we describe these
solution methods [1,2] and give a brief overview of the MAGPROP software suite (31

1.1 Solution Methods

We consider a system of nonlinear equations in the n-dimensional Euclidian space:

wl(x17‘x2’ "’7xrl) :0’
¢2(x17x2’ "’7xrl) =0’
L1
(pn(xlv-XZ’ 7xl’l)_0
Let the system (I.1) have at least one solution such that its ith component belongs to the interval [a;, b;],i =1, ..., n.

1.1.1 Coordinate Bisection Method

One-dimensional bisection method is well known, but we have not come across any generalizations of the bisection method
to systems of equations. The coordinate bisection method was developed and used for calculations of magnetic properties in
the paper [4]. To a general system of equations of the form (I.1) the method is applied as follows [1]. We fix all variables but
the first one: x, = ay, ..., x, = a,. Then ¢ (x1, az, ..., a,) is a function of one variable x;. In the interval [a;, b1], we find
the root xil) (az, as, ..., ay) of the first equation of system (I.1) by the (one-dimensional) bisection method. The value of the

function ¢, at the left endpoint of the interval for x, will be ¢» (xfl) ,az, ..., ay). Next, we set x, = by and find the root of
the first equation of the system xfz) (ba, az, ..., ap) by the bisection method. With the new x1, the value of the function ¢;

at the right endpoint of the interval for x, will be ¢, (x{z), bs, a3, ..., a,). Continuing the bisection of the second equation,

k 1
;l)(xé)

we find the root xél)(a3, as, ..., ay), with the root x; being updated to a certain x ,as, ..., dy). Now the value of

the third function at the left endpoint x3 = a3 is equal to ¢3 (xfkl), xél), as,as, ...,ap). Similarly, at x3 = b3 we find the
root of the second equation xéz) (b3, aa, ...,a,) by the bisection method, with the root of the first equation updated to a

certain xfk’ +%2) Then the value of the third function at the right endpoint for x3 will be ¢3 (x{k1+k2), xéz), bs,aq,...,a,).

1Upgraded version of the program is B.L Reser, G.V. Paradezhenko, N.B. Melnikov, Program suite MAGPROP 2.0. Federal Service for Intellectual
Property (ROSPATENT), RU 2018617208, 2018.
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Continuing the bisection of the third equation, we obtain the root of the third equation xgl) (aq, ..., a,), with xo and x|

ki ka4 . :
updated to xél‘)(xél), as, ...,a,) and xf e 1‘)(x§11), xgl), a4, ..., a), respectively. Analogous calculations for the

equations ¢4, ..., ¢, give the roots x4, ..., x,. Thus, the solution of the system of nonlinear equations (I.1) reduces to a
multiple solution of one-dimensional problems by the bisection method.

An advantage of the coordinate bisection method is that it does not use either derivatives or their approximations as
opposed to quasi-Newton methods (see the next subsection). A large number of steps in the coordinate bisection method is
not a serious weakness for the solution of the DSFT system (11.1)—(11.4):

G155, 85 E) = np g —ne =0, (12)
21, 55, ¢ 87 = (ny —n))/2—F =0, 13)
3.5, 05,69 = uT /@A) I* — ¢ =0, (14)
Qa5 05, ¢%) = uT /(2§ I — ¢° =0, (15)

because its dimension is not high and the computation time for the functions ¢; is small. To secure convergence of the
method it is necessary to specify the search domain with precision (for details, see [2]). Indeed, if the intervals [a;, b;] are
too large, the solution cannot be found (in contrast to the one-dimensional bisection, where a root is always found once there
is a sign change of the function). The specific character of the problem under consideration allows us to choose the initial
approximation at zero temperature with great precision, and the small step size over the temperature ensures the proximity
of the initial approximation in the successive calculations.

Since the spin fluctuations ¢* and ¢? at each temperature are of the same order, one can use the mean fluctuation in the
numerical calculations. This idea was successfully used in the coordinate bisection method. The modification of the method
is as follows. Instead of the spin fluctuations ¢* and ¢%, we introduce the mean value £ = (2¢* 4 ¢%)/3 and the difference
AL = ¥ — 7 (recall that £ = ¢*). Substituting

(=C+AL/3, P =1—2A1/3, (1.6)

we transform the initial system (I.2)—(I.5) to an equivalent one

P1(1, 55, ¢, AL) =0, (1.7)

Gr(1, 55, ¢, AL) =0, (1.8)

G3(1, 5, ¢, AL) = (283(1, 5, &, AL) + 84w, 5°,¢, A)) /3 — ¢ =0, 1.9)
Pain, 55,8, AL) = g3(w, 55, ¢, AQ) — ga(p, 55, ¢, AL) — AL =0, (1.10)

where
g3(w, 5%, 8%, 8% =uT /I, ga(p,5%,¢%,¢% = MT/(ZKi)IZ,

and tilde stands for the result of the substitution (I.6). Now, instead of system (I.7)—(I.10), we solve the system of the first
three equations (1.7)—(1.9), as if A¢ were fixed, while at each step A¢ is refined using the fixed-point iterations of the last
equation:

A1 = 83 (ks 555 Skr Ak) — 8a(lks i Sker ALk)s

where k = 0, 1, 2, ... is the step number of the solution algorithm for the system (I.7)—(1.9), and g:o and A¢gp are taken
from the calculation with the preceding value of the temperature. At each step, the values of s, 5; and ¢i are determined
by the coordinate bisection method with a small step size in . That means the search interval for ¢ is additionally divided
into N subinterval of equal length. If a sign change of @3 occurs at the first subinterval, it is further used for more accurate
calculation of ¢. Otherwise, we check for a sign change at the second subinterval, etc.

To control the accuracy of the numerical solution at a fixed temperature, we explicitly calculate the residual by substituting
the coordinate bisection results u, 5%, ¢* and ¢? into the initial system of equations (1.2)—(1.5).
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1.1.2 Multidimensional Minimization

Solution of the system of nonlinear equations (I.1) can be reduced to minimization of the function
n
Bx1, X2, Xn) = Y QXL X2, ) (L11)
i=l

The function (I.11) is nonnegative and vanishes if and only if all the equations ¢; (x) = 0 are satisfied. Often ¢; have different
orders of magnitude. Therefore, the function that has the smallest order of magnitude might be practically ignored in the
minimization process. This is usually prevented by introducing new functions that are properly scaled: f; = c;¢;, where c;
are the scale factor coefficients chosen according to a specific character of the problem. Then the system of equations (I.1) is
reduced to the minimization problem

n
Fri, X2, X0) = Y 71 %2, 0, ). (L12)

i=1

To solve this problem one can use an iterative method (see, e.g. [5, 6]). In the case of the fixed-point iteration, from the
explicit form of the functions ¢3, ¢3 and ¢4 in (I.2)—(1.5) we see that their values are exactly equal to the differences of the
respective variables from the current and preceding steps:

P2k, 55, & s §) =S¢ — 55—y (1.13)
@3 (ks 55, 65 80 = 8 — &y, (I.14)

If another iterative method is used, it is natural to assume that these relations are satisfied approximately for the iterations
close enough to the minimum point. Therefore, the scale factor coefficients ¢z, ¢3 and c4 are chosen in such a way that the
magnitudes of f>, f3 and f4 are approximately equal to the relative errors:

cr =1, e = 1/5.(0), c3 = ¢4 = 1/(V2(0)? = 1/(u5,(0))?.

Quasi-Newton Minimization Methods

The classical Newton’s method for a function minimization operates as follows (see, e.g. [7, 8]). At the kth step, to refine
the approximation x*) of the local minimum x* of the multivariable function F(x) one constructs its quadratic Taylor
approximation

F)~ Fax®) + (x —xO)TVF®) + %(x —xOTV2F (x®) (x — x®, (1.16)

where (x —x®)T is the row vector, V F (x) is the gradient of the function F at the point x and V2 F (x) is the Hessian matrix
of the second partial derivatives of the function F' at the point x. The minimum of the function (I.16) is attained at the point

KD ) [VzF(x(k))]_IVF(x(k)), (I.17)

which is taken as the next approximation. Then
F(x(k-H)) ~ F(x(k)) _ l(x(k-H) _x(k))TV2F(x(k))(x(k+1) _ x(k)).
2

Hence the value of the function at the kth step decreases if the matrix V2 F(x®)) is positively defined. It is not difficult
to show that Newton’s method converges in a sufficiently small neighbourhood of a local minimum if the function has
continuous first and second derivatives. Moreover, the rate of convergence is quadratic near the solution.
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Newton’s method is mostly used as a part of a more general algorithm. The reason is that far from the minimum point the
matrix V2 F (x®)) may be not positively defined, and thus the shift by the vector

p =V FaTVFE®)

in formula (I.17) may not lead to decrease of the function. In this case the matrix V2 F (x®)) is replaced by a close symmetric
positively defined matrix B®). Positive definiteness of the matrix B*) ensures that the function decreases: F(x**D) <
F(x®). The step direction p is now obtained as the solution of the system B® p = —VF(x®) and the next iteration is
chosen along this direction, but not necessarily all the way: x**1 = x® 4 p._The length of the step & > 0 in the direction
p can be obtained by one-dimensional optimization method.

The methods of this kind are called quasi-Newton methods. In practice, the vector VF (x®) is usually replaced by a
finite-difference approximation. The matrix B®) is typically updated by a simple low-rank matrix.

To apply quasi-Newton method, we used the unconstrained minimization double precision (UNCMND) Fortran routine
[6], which seeks a minimum of a function with line search. Results of the calculations did not give satisfactory agreement
with the ones of the coordinate bisection method even in the temperature interval 7 < 0.68 Té’xP . Instead of the solution
to the absolute minimum of the function (I.12), which is the solution of the system of nonlinear equations (I.1), the routine
converges to a local minimum far off the absolute one. It is necessary to note that the routine UNCMND does not give a user
full control over the low level parameters (such as maximal step size). The routine also assumes that the function values are
obtained accurately (to an accuracy comparable to the precision of the computer arithmetic). Since we aimed at implementing
areliable method that would work in a wide range of temperatures, we rejected the idea of tuning the quasi-Newton method.
Instead, we implemented coordinate descent method, which is more slow but easier to control.

Coordinate Descent Method

Multidimensional minimization of the function F(x1, x3,...,X,) can be performed by the slower but more reliable
coordinate descent method. The gist of the method is as follows. As an initial approximation, we choose a point My with
coordinates (x}o) , xéo) e, x,(,o) ). We fix all coordinates but the first one. Then F (xl,xéo), el x,go)) is a function of one
variable, xj. Solving the one-dimensional optimization problem for this function, we replace the point My by the point
M| = (xl(l), xéo), e x,gO)), where the function F' takes on the minimal value with respect to x| with other coordinates being

fixed. Now we fix all coordinates except for x», and consider F (xfl), X2, xéo), e, x,(lo)) as a function of this coordinate.

Once again solving the one-dimensional optimization problem, we find its minimum point x; = xél), which gives us the next

point M, = (xl(l), xél), xgo), el x,(,o)). Similarly, we perform the descent over the coordinates x3, x4, ..., X, then start a
new cycle from x; to x,, and so on. Finally, there is a sequence of the points M, M1, ... such that the values of the function
F at these points form a nonincreasing sequence F'(My) > F (M) > .... The process stops when we reach either accuracy
of the function, or tolerance of the arguments, or the maximum number of iterations (cycles).

For smooth functions, given a good initial approximation, coordinate descent converges to the minimum. Among the
advantages of the coordinate descent is the possibility to use simple algorithms of one-dimensional optimization. For
one-dimensional minimization, we use the method that combines the golden-section search with successive parabolic
interpolation [5,6]. The method is characterized by the quadratic rate of convergence in a neighbourhood of the minimum of
a smooth function and guaranteed linear rate of convergence in the case of nonsmooth functions.

1.2 MAGPROP Software Suite

We calculate the temperature dependence of magnetic characteristics in transition metals and alloys in the DSFT using the
software suite MAGPROP [3], which is written in Fortran.

The program MAGPROP allows the user to solve the DSFT system of nonlinear equations using one of the two numerical
methods: coordinate bisection method (subroutine TMAGB) or coordinate descent method (subroutine TMAGD). The initial
physical parameters of the calculation are the nonmagnetic DOS of a particular metal and its value of the mean magnetic
moment at absolute zero. All quantities that have dimensions of energy and temperature (in energy units) are used in units of
the energy bandwidth W.
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MAGPROP has three possible models for the spin fluctuations:

* only transverse fluctuations in the plane perpendicular to the magnetization;
* only longitudinal fluctuations along the magnetization axis;
e all fluctuations in the three-dimensional space.

One can also run the program with the mean fluctuation and without fluctuations (Stoner mean-field theory). Moreover, the
program allows to use four different approximations in the SFT: static local, static nonlocal, dynamic local and dynamic
nonlocal.

In the dynamic nonlocal approximation of the SFT there is an option to reduce the spin fluctuations by

» changing the effective interaction constant in the expression for the mean-square fluctuation;
* adding a correction term to the denominator of the enhanced susceptibility;
» explicitly taking higher-order terms of the free energy into account.

In the last case it is possible to use either a simplified formula with free parameters or the expression obtained by the partial
Gaussian averaging. The latter is the most consistent variant from the theoretical point of view.

The user interface allows to assign the temperature interval [T}, 7>], where the temperature dependence is investigated,
and the step size in temperature AT . There is a possibility to go in the positive temperature direction (from 77 to 73) as well
as in the negative direction (from 7> to 77) with a temperature step AT. When AT > 0, there are two possible modes: with
automatic transition from ferro- to paramagnetic region (once the mean field vanishes, it is set to zero for larger temperatures)
and without it (MAGPROP solves all four DSFT equations at all temperatures). When AT < 0, there is only one variant: with
no automatic transition from para- to ferromagnetic region (MAGPROP solves all four DSFT equations at all temperatures).

Besides the mean spin moment and mean-square fluctuations, one can obtain temperature dependencies for other magnetic
characteristics: local and effective magnetic moments, ferro- and paramagnetic Curie temperatures, inverse paramagnetic
susceptibility, nuclear spin relaxation rates, etc.
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Symbols Curie-Weiss law, 19, 116

T2 law, 43, 142 cyclic boundary conditions, 21
T3/2 law, 54, 141

“time”-ordered exponential, 89, 226
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Debye model, 177,269
A Debye temperature, 178
adiabatic perturbation, 14,245 Debye-Wa@ler factor, 175
analytic continuation, 72,74, 111, 137 delta. flll’lCthl’}, 206
anharmonicity density functional theory (DFT), 42, 151, 196
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density of states (DOS)
for electrons, 40, 118, 154
for neutrons, 171
for phonons, 177,269

determinantal function, 23

diagram technique, 74

dynamic spin fluctuation theory (DSFT)
dynamic local approximation (DLA), 114, 117
dynamic nonlocal approximation (DNA), 111, 117, 141, 144, 166
low-temperature DSFT (LDSFT), 144

for lattice vibrations, 178

for spin fluctuations, 127
annihilation operator

for electrons , 24

for phonons, 176
antiferromagnets, 105
atomic (single-site) charge, 85
atomic (single-site) spin, 28, 85
atomic displacement, 265

B static local approximation (SLA), 114, 117, 141, 144, 166
Bloch function, 22 static nonlocal approximation (SNA), 114, 117

Bloch’s theorem, 21 Stoner approximation (STA), 114, 117, 141, 144

Born approximation, 172, 262 transverse DSFT (TDSFT), 143

Bose function, 54, 112, 187,214 Dyson equation, 95, 200

branch cut, 55,211

Brillouin zone, 22 e

effective moment, 19, 116, 117, 185, 191
energy of the field, 78,91

equation of motion, 13, 46, 60, 66, 74
exchange interaction, 38, 86, 88, 152

C

charge density, 25, 63, 90
charge fluctuation, 92
chemical potential, 12, 40

cobalt, 43, 88, 117, 118, 132, 159, 166, 178 F
coherent potential, 110 Fermi energy, 31
coherent potential Fermi function, 31, 55,73, 113, 141, 155, 212, 255, 272
single-site, 252 Fermi integral, 272
coherent-potential approximation (CPA), 2 Fermi liquid theory, 74
correlation function, 149, 191 Fermi surface, 55
correlation halfwidth, 192 Fermi’s golden rule, 172,261
correlation radius, 188 ferrimagnets, 105
Coulomb interaction, 23, 37, 85, 88 ferromagnetism, 42
creation operator Feynman inequality, 105
for electrons , 24 field operators, 24, 39, 153, 236
for phonons , 176 fluctuating field
critical region, 3, 123 in functional integral, 91
crystal lattice potential, 21 in the Ising model, 78
Curie temperature, 43, 117, 146 fluctuation-dissipation theorem
Curie temperature classical, 19, 188
paramagnetic, 19, 116, 117 quantum, 17, 53,73, 150, 165, 187
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free electron gas, 23

free energy, 12, 37,78, 96

free energy minimum principle, 105
functional derivative, 92, 226
functional integral, 91, 230

G
Gaussian approximation (GA)
optimal (OGA)
in functional integral, 105, 233
in the Ising model, 80, 230
renormalized (RGA)
in functional integral, 129
in the Ising model, 81
renormalized plus uniform fluctuations (RGA+UF), 132
Green function
in presence of external field, 65, 94
of noninteracting electrons, 60, 65
real-time, 59, 66
single-site, 109
temperature, 63, 70

H
Hartee-Fock approximation, 37
Heisenberg Hamiltonian, 146, 196
Heisenberg representation, 30, 63, 175
hidden excitations, 145
higher-order correction coefficient, 131
Hubbard Hamiltonian
multiband, 89, 196
single-band, 35, 36
Hund’s rule, 85, 151
hysteresis in temperature dependence
in functional integral, 125
in the Ising model, 82

I

interaction representation, 13

Invar effect, 124, 133, 143

iron, 43, 88, 116, 117, 127, 132, 144, 156, 159, 166, 178, 188

K
Korringa formula, 166

Korringa-Kohn-Rostoker (KKR) method, 2, 116, 127, 155, 156

Kramers-Kronig relations, 11
Kubo formula, 15

L
Landau damping, 56
lattice vibrations
anharmonic contribution, 178
harmonic approximation, 176
Lindhard function, 32
Lindhard function
transverse, 50, 52
linear response theory, 15
Liouville equation, 13
local density matrix, 63, 90
local spin-density approximation (LSDA), 1, 159, 160
local-density approximation (LDA), 116, 127, 145
long-wave approximation, 1, 53,109, 111

longitudinal susceptibility
definition, 10
in the DSFT, 115
in the RPA, 47,247
linear response, 15
Lorentzian function, 116, 127,207, 209

M
magnetic form-factor, 27, 159, 178, 189
magnetic moment
effective, 19, 116, 185, 191
local, 54, 151, 154, 157
operator, 12,29
magnetic neutron scattering
nonpolarized, 183
polarized, 183
magnetic susceptibility
at low temperatures, 141
generalized, 7
in the DSFT
enhanced, 115, 140
unenhanced, 106, 130, 139
in the RPA, 47, 50, 68, 70, 116
of noninteracting electrons, 32, 67, 70, 73
magnetization, 12
magneto-volume effects, 133
magnon, 55
Matsubara frequencies, 64, 70
mean Green function, 94
mean-field approximation, 37

N

Neumann equation, 13

neutron scattering, 171

neutron scattering potential, 173

nickel, 43, 88, 117, 120, 132, 159, 166, 178
nuclear magnetic resonance (NMR), 165
nuclear spin relaxation rates, 165

(0]
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paramagnetic Curie temperature, 19, 116, 117
paramagnetic neutron scattering, 185
paramagnons, 56

Pauli exclusion principle, 21, 87, 221

Pauli matrices, 22, 63, 104, 174, 184, 204
Pauli susceptibility, 32, 42,47

Peierls variational principle, 105

phase transition, 15, 82, 123, 132
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Q
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random-phase approximation (RPA), 45

Ruderman—Kittel-Kasuya—Yosida (RKKI) oscillation, 33
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saddle-point approximation

for charge fluctuations, 92

in functional integral, 102
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scattering cross-section, 171
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Schrodinger equation, 13,21, 155
self-consistent renormalization (SCR) theory, 74, 123
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spectroscopy, 178
spin correlation function
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temporal, 150
spin correlator, 16
spin density, 26, 186
spin flip, 22,27, 55, 86
spin fluctuation theory (SFT), 1
spin operator, 22
spin relaxation time, 152
spin-wave approximation (SWA), 141
spin-wave stiffness, 52, 141, 146

static approximation, 90
Stoner condition, 42
Stoner enhancement factor, 42
Stoner excitations, 56
Stoner model, 40
Stoner susceptibility, 42
Stratonovich-Hubbard transformation
in functional integral, 90, 229
in the Ising model, 78, 228
symmetry
axial, 10
inversion, 8

T
thermodynamic “frequencies”

even, 70, 74,214

odd, 64,215
thermodynamic potential, 12, 30,92, 95
translational invariance, 8, 60, 64, 97, 102, 106, 186, 235
transverse susceptibility

at low temperatures, 141

definition, 10
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in the RPA, 50, 70, 249

linear response, 15
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uniform fluctuations (UF), 129, 131
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