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from Pall et al. 2011; Kay et al. 2011). (c) Return periods of 
temperature-geopotential height conditions estimated for the 1960s 
(green) and the 2000s (blue). The vertical black arrow shows the 
anomaly of the Russian heatwave 2010 (black horizontal line) 
compared to the July mean temperatures of the 1960s (dashed line). 
The vertical red arrow gives the increase in temperature for 
the event whereas the horizontal red arrow shows the change 
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Fig. 4 (left) North American surface temperature change for 1970–2007 
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(exceptions can be caused by soil freezing, feedbacks, or energy 
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also change, affecting extremes. Furthermore, climate change 
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Fig. 2 Annual trends in warm nights (TN90p) using different datasets 
for the period 1951–2010 where at least 40 years are available. 
The datasets are (a) HadEX2 (Alexander and Donat 2011), 
(b) HadGHCNDEX (ETCCDI indices calculated from an updated 
version of HadGHCND (Caesar et al. 2006)) and (c) GHCNDEX 
(Donat and Alexander 2011). Panel (d) represents the global 
average time series plots for each of the three datasets presented 
as anomalies relative to the 1961–1990 with associated 21-year 
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Fig. 3 (a) 1951–1999 observed decadal trend of TN90 (in % change per 
decade) based on a combination of HadEX (Alexander et al. 2006) 
and additional index data from Kenyon and Hegerl (2008). The 
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(RX1D) during 1951–1999. Observations (OBS); model 
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Fig. 4 Distribution of models in a space defi ned by increasing model 
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    Abstract     In this chapter an overview of the research planning and priorities of the 
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and discussions among the more than 1,900 scientists who attended the WCRP 
Open Science Conference (OSC) in October 2011. This monograph is comprised of 
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1         Introduction 

    The WCRP convened a major Open Science Conference (OSC) on 24–28 October 
2011, in Denver, Colorado (Asrar et al.  2012 ). The purpose of the OSC was to 
assess the current state of knowledge on climate variability and change, identify the 
most urgent scientifi c issues and research challenges, and ascertain how the WCRP 
can best facilitate research and develop partnerships critical for progress. The OSC 
also sought to facilitate dialogue and cooperation across the diverse research 
communities among the WCRP Projects and their network of researchers, as well as 
with other international research programs, including the International Geosphere- 
Biosphere Program (IGBP), the World Weather Research Program (WWRP) and 
the Earth System Science Partnership (ESSP). 

 The overall theme of conference was “Climate Science in Service to Society” to 
allow a more effective dialogue between the climate information and knowledge 
developers (i.e., the research community) and the decision makers faced with diffi -
cult adaptation, mitigation and risk management issues. A main goal was to identify 
key opportunities and challenges in observations, modeling, analysis and process 
research required to understand and predict Earth system variability and change. 
The main objectives for the WCRP since its inception have been to determine the 
predictability of climate and to determine the effect of human activities on climate. 
The OSC confi rmed that these remain valid objectives today, along with the WCRP 
strategic priority of an enhanced focus on climate research that is of direct value and 
benefi t to society. 

 More than 1,900 participants, including 541 graduate students and early career 
scientists from 86 nations and more than 300 scientists from developing nations, 
made the conference a terrifi c success. The conference included seven plenary 
sessions, 15 parallel sessions and more than 2,000 poster presentations organized 
around daily themes (e.g., societal needs for climate information, the state of the 
global climate observing system, challenges and opportunities in climate modeling 
and prediction, and the detection and attribution of climate extremes). The sessions 
were designed to allow for in-depth plenary presentations informed by a series 
of community-based scientifi c position papers, followed by parallel and poster 
sessions with suffi cient time for discussion and one-on-one interactions among 
presenters and participants. 

 This monograph is developed around the papers prepared and presented at the 
Open Science Conference based on contributions by a large number of international 
climate scientists at the invitation of the WCRP. The conference participants and 
members of the broader scientifi c community were invited to provide their com-
ments and feedback to the authors before they were presented and discussed during 
the conference. Prior to acceptance for inclusion in this book, each paper was 
revised based on these feedbacks, the outcome of conference deliberations, and at 
least three independent peer reviews. The scientifi c challenges and opportunities 
identifi ed in the following chapters form the basis of climate research priorities 
for WCRP to pursue through its network of affi liated projects and scientists in the 
 ensuing decade.  
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2     Evolution of WCRP Research Mandate 

 The WCRP was established at the conclusion of the fi rst World Climate Conference in 
1980, in Geneva, Switzerland. Under the sponsorship of the World Meteorological 
Organization (WMO), the Intergovernmental Oceanographic Commission (IOC) of 
UNESCO, and the International Council for Science (ICSU), the aim of WCRP is to 
facilitate the analysis and prediction of Earth’s climate system variability and change 
for use in an increasing range of practical applications of direct relevance, benefi t, and 
value to society (Asrar  2009 ). This primary objective was reaffi rmed in 2005 with a 
new strategic framework for WCRP referred to as COPES (Coordinated Observation 
and Prediction of the Earth System). COPES was designed to help promote the cre-
ation of a comprehensive, reliable, end-to-end global climate observing system for the 
dual purpose of describing the structure and variability of the climate system, and of 
generating a physically consistent description of the state of the coupled climate system 
for numerical prediction of climate. Through this framework WCRP strives to provide 
the soundest possible scientifi c basis for the predictive capability of the total climate 
system for the benefi t of society, including an assessment of the inherent uncertainty in 
probabilistic prediction of climate on various space and time scales (WCRP  2005 ). 

 In 2008, the sponsors of the World Climate Research Program (WCRP) initiated 
an independent review of the Program to evaluate the extent to which WCRP adds 
value to national efforts in climate research. The international panel of experts also 
identifi ed and recommended major future research priorities for WCRP (ICSU- 
IGFA  2009 ). The Review Panel took a prospective view with the aim of maximizing 
the future added value of WCRP while learning from a retrospective assessment of 
the current program and its recent evolution. The Review focused on interactions 
within WCRP and also its external connections. The Review Panel considered not 
just science relevance, but also the policy and development relevance of WCRP. 
Questions considered by the review panel included: “What is the role of natural 
versus social science? Does the Program engage the younger generation of scien-
tists? What is the relationship of WCRP to the Earth System Science Partnership? 
Is the increasing collaboration between IGBP and WCRP an impetus for even 
tighter working relationships? What do end-users serviced by members of the 
sponsoring international organizations expect from WCRP?” 

 Upon completion of their review and deliberations, the panel recognized the 
many important achievements of WCRP, and it concluded that WCRP plays a sig-
nifi cant role in helping society meet the challenges of global climate change. The 
panel cited numerous examples of unique contributions by the program and pointed 
out that, without WCRP leadership, such contributions would not have been possi-
ble. The panel concluded, however, that WCRP lacked the focus, planning, and 
funding to meet the scientifi c challenges identifi ed in the COPES document. A rec-
ommendation was “WCRP must focus its Projects and connect with partners and 
users in strategic ways, and it will need new resources to do so”. The panel indicated 
that WCRP should continue to stay in the forefront of climate research, modeling 
and prediction, in order to attract international research leaders to volunteer their 
time and efforts to support the Program. The panel also concluded excellence in 
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research alone is not suffi cient: WCRP also needs to facilitate the use of the scien-
tifi c knowledge it develops by decision makers to demonstrate the benefi ts to be 
accrued by its sponsors, stakeholders and the society at large. In this regard, the 
panel offered several specifi c recommendations aimed at building the necessary 
focus and connections into WCRP and its partnerships (ICSU-IGFA  2009 ). 

 In parallel with the independent review of WCRP, the Joint Scientifi c Committee 
(JSC), who has the scientifi c oversight for the Program, began to engage in a dialogue 
with the WCRP International Projects and other partner programs (e.g., IGBP, WWRP, 
ESSP) to develop a strategy and implementation plan for the future. The WCRP 
International Projects are: Global Energy and Water Experiment (GEWEX), CLImate 
VARiability and Change (CLIVAR), Climate and Cryosphere (CliC) and Stratospheric 
Processes And their Role in Climate (SPARC). The JSC and the leaders of these 
Projects reached agreement in short order to adopt the WCRP COPES strategic frame-
work as a blueprint for the near-term (2008–2012) and worked to develop an accom-
panying implementation plan (WCRP  2009b ). This approach offered suffi cient 
time for developing a longer-term (post 2012) strategy through consultation with the 
international scientifi c community at large, and for transitioning the functions and 
structure of the four core Projects to support future research directions and emerging 
priorities. The logic behind this two-phase approach was to foster active community 
engagement in setting the new research directions and priorities through a “bottoms 
up” and participatory approach, a necessity given the voluntary nature of the Program.  

3     Future Plans and Priorities of WCRP Major Sponsors 

 To set the stage for its deliberations, the JSC also sought guidance from the three 
major WCRP sponsors. This was especially important because the three sponsors 
had also initiated their own future planning through separate processes. 

 The WMO convened the World Climate Conference-3 (WCC-3) in September 
2009, in Geneva, Switzerland, about 30 years after the fi rst conference (WCC-1) 
that established the WCRP. More than 2,500 scientists, policymakers, Non-
Governmental Organizations (NGOs) and a wide range of regional and national 
experts from 150 countries participated. The scientifi c and technical part of the 
conference, “the Expert Segment,” identifi ed an urgent need for establishing the 
Global Framework for Climate Services (GFCS) as a complement to the research, 
observations and assessment initiatives that resulted from the WCC-1 and WCC-2. 
The Expert Segment called for major strengthening and implementation of the 
essential elements of a global framework for climate services; however, they stated 
that for a GFCS to be successful it must function as an integrated and end-to-end 
system, with the main focus on delivery of climate information and services to the 
end users and stakeholders of such information. The fi ve essential elements of the 
GFCS were identifi ed as:

•       The Global Climate Observing System and all its components and associated 
activities; and provision of free and unrestricted exchange and access to cli-
mate data;  
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•    The World Climate Research Program, underpinned by adequate computing 
resources and increased interaction with other global climate relevant research 
initiatives;  

•    Climate services information systems taking advantage of enhanced existing 
national and international climate service arrangements in the delivery of prod-
ucts, including sector oriented information to support adaptation activities;  

•    Climate user interface mechanisms that are focused on building links and inte-
grating information, at all levels, between the providers and users of climate 
services, and that are aimed at the development and effi cient use of climate 
information products including the support of adaptation activities; and  

•    Effi cient and enduring capacity building through education, training, and 
strengthened outreach and communication.    

   In  2011 , the WMO Congress endorsed the GFCS initiative as a UN system-wide 
effort and requested that WMO establish a secretariat to facilitate the development 
of an implementation plan and a governance strategy to be presented for further 
deliberation and approval at an extra ordinary session of its member states in 
October 2012 in Geneva, Switzerland. In this process, WCRP was identifi ed as a 
major contributor to the development of the Research, Modeling and Prediction 
pillar of the GFCS (Fig.  1 ), in coordination and with active engagement of other 
major international research programs (WMO  2011 ). The GFCS Implementation 
Plan that was recently approved by the WMO Congress includes an annex chapter 
that highlights research priorities and WCRP expected contributions for the GFCS 
during next decade (WMO  2012 ).

   In September 2009, the ICSU General Assembly decided to develop a future 
strategy for ICSU environmental research. Subsequently, ICSU established an inter-
national planning panel to initiate this process through a combination of web-based 
consultation and several planning workshops during 2010–2011. The ICSU vision-
ing process concluded that there is a need to expand Earth System Science research 
towards sustainability science that explicitly covers development and equity in 
relation to other global change issues. The visioning process led to the identifi cation 
of fi ve Grand Challenges for the international global change research communities 
(Table  1 , ICSU-ISSC  2010 ; Reid et al.  2010 ). Simultaneously, the international 
funding agencies developed the Belmont Challenges    (ICSU-ISSC  2010 ) with a 
strong regional and sectoral emphasis and user orientation.

   The ICSU strategy calls for trans-disciplinary research towards the goal of global 
sustainability by recognizing a need for end-to-end and solution oriented approaches 
to Earth system research through more effective partnerships between natural, 
socioeconomic sciences, and engineering disciplines (ICSU-ISSC  2010 ). In 2011, 
ICSU appointed a Transition Team consisting of international scientists and experts 
to develop further its research strategy and a governance mechanism for its oversight. 
The ICSU initiative is entitled “Future Earth: Research for Global Sustainability”. 
It is envisioned Future Earth will succeed ESSP (Leemans et al.  2009 ). A subset of 
the International Group of Funding Agencies (IGFA), called the Belmont Forum, 
together with some UN system organizations and ICSU, have established an 
Alliance to oversee the governance and implementation of the Future Earth 
initiative. 
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 The Future Earth initiative has the strategic goal “to develop knowledge for solutions 
to move toward a future of integrated environmental, social, and economic well-being 
 [or…provide new knowledge to face risks and seize opportunities posed by global envi-
ronmental change and to support transitions of societies in the world to global sustain-
ability] ”. The intent is to deliver at global and regional scales the knowledge required for 
sustained human development in an era of rapidly escalating global environmental risks 
and new opportunities. The Future Earth will include major foci in synthesis and 

  Fig. 1    A conceptual illustration of how the fi ve major pillars of the Global Framework for Climate 
Services (GFCS) must function in a coordinated and integrated manner to realize the GFCS grand 
vision in near-, mid- and long-term (Adapted from WMO  2011 )       

   Table 1    The fi ve Grand Challenges according to the International Council of Science (ICSU  2010 )   

 Challenge 1  Forecasting: improve the usefulness of forecasts of future environmental 
conditions and their consequences for people 

 Challenge 2  Observing: develop, enhance and integrate the observation systems needed to 
manage global and regional environmental change 

 Challenge 3  Confi ning: determine how to anticipate, avoid and manage disruptive global 
environmental change 

 Challenge 4  Responding: determine what institutional, economic and behavioral changes can 
enable effective steps toward global sustainability 

 Challenge 5  Innovating: encourage innovation (coupled with sound mechanisms for 
evaluation) in developing technological, policy, and social responses to 
achieve global sustainability 
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assessment of research knowledge, communication, bridging science with policy and 
practice, and capacity development such as training and development of the next genera-
tion of early career scientists, especially those from developing countries. These exciting 
goals and objectives will require a “step change” in required funding, both fl exible insti-
tutional funding and competitive research funding (ICSU-ISSC  2010 ). 

 The IOC/UNESCO, a third sponsor of WCRP, organized its second OceanObs09 
Conference in 2009, in Venice, Italy to defi ne its strategy for ocean observations and 
research in the ensuing decades (Hall et al.  2009 ). The conference objective was to 
take stock of progress made since the fi rst OceanObs Conference in 1999 to identify 
future observations and research priorities in support of the IOC mission. More than 
800 participants from 36 countries confi rmed signifi cant progress on the goals 
and priorities identifi ed in the fi rst conference. These included the establishment 
of global in situ observing networks in the oceans, development and operation of 
space-based ocean observing satellites through international cooperation, and test- 
beds for near real-time ocean information activities such as GODAE. The partici-
pants recognized the seminal contributions of the WCRP to the ocean observing 
systems through major research projects such as World Oceans Climate Experiment 
(WOCE), Tropical Oceans Global Atmosphere (TOGA), and the regional observing 
systems through the CLIVAR project. The conference identifi ed the following priori-
ties through a conference statement (Hall et al.  2009 );

  Provision of routine and sustained global information on the marine environment suffi cient 
to meet society’s needs for describing, understanding and forecasting marine variability 
(including physical, biogeochemical, ecosystems and living marine resources), weather, sea-
sonal to decadal climate variability, climate change, sustainable management of living 
marine resources, and assessment of longer term trends. The ocean observing system must 
be sustained and enhanced because; 1) systematic observation of the properties of the ocean 
and the information derived are changing what we know about the ocean and its implications 
for society; 2) the real-time fl ow of these observations underpin the development, produc-
tion, and delivery of many ocean services and support coastal zone management; 3) global 
oceans information is critical to support forecasting of climate, weather and natural hazards 
from daily to centennial time scales; 4)    the development of an increasing range of ocean 
assessments and climate services for planning, early warning, adaptation and mitigation, 
depend upon availability of accurate observations and models of the world ocean; 5) the 
ocean is an important sink of anthropogenic CO2, and ocean acidifi cation potentially has 
signifi cant impacts on marine ecosystems; 6) sustainable management of marine living 
resources depends on timely and accurate monitoring of and information on biogeochemical 
cycles and ecosystem function; 7) biodiversity is understood to be a key factor in ensuring 
sustainable ecosystem function; 8) healthy coastal environments and their interactions with 
the open ocean are important to society; and 9) the oceans remain seriously under- sampled, 
and no single nation can perform all necessary ocean observations. 

4        Overview of Following Chapters 

 The following chapters consist of the key position papers that were prepared and 
presented at the OSC. Each paper addresses the overall research and intellectual 
challenges of the topic it covers. Together, the papers present an excellent assessment 
of the current state of knowledge on climate variability and change, identify the 
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scientifi c challenges and most urgent research issues, and ascertain how the WCRP 
can best facilitate research and develop partnerships critical for progress during 
the next decade. Each paper benefi ted from comments and feedback from at least 
three independent reviewers. The following chapters are organized according to the 
major scientifi c themes of the OSC. 

  The Climate System Components and Their Interactions : The presentations in this 
part of the conference focused on the need for WCRP to remain focused on facilitat-
ing the discovery of key processes in each component of the Earth’s climate system 
and the interactions among them. They also referred to the need to represent these 
processes in models and thereby provide the basis for improved predictions of cli-
mate variability and change. Talks emphasized, for instance, signifi cant shortcom-
ings in our understanding of cloud and convection-related processes, as well as 
uncertainties in aerosol radiative effects (Sherwood et al. and Rosenfeld et al., this 
volume). Gaps in our understanding of the complexity of the hydrological cycle and 
human infl uences on the character and dynamics of it were discussed, as well as 
the fact that these are central to our understanding of many other atmospheric, 
chemical, and physical processes (Gleick et al., this volume). The many research 
achievements, yet remaining challenges, around land-atmosphere coupling were 
also presented and discussed (Oki et al., this volume). 

  Observation and Analysis of the Climate System : Presentations in these sessions 
outlined signifi cant progress over the past three decades in observations of all of the 
major Earth system domains (i.e., atmosphere, oceans, land and polar region). These 
observations are increasingly needed for planning and informed decision making 
related to climate services in the broadest sense. However, data gaps and other major 
challenges still exist, such as how best to deal with the continually changing observ-
ing system, especially from satellites, in order to provide a continuous climate record 
(Trenberth et al., this volume). Since most observing systems were not developed 
with a climate objective in mind, tremendous efforts have gone into assessing and 
reprocessing data records. Recent progress in reprocessing and reanalyzing observa-
tions, as well as existing challenges and next steps in these efforts, were described 
and discussed by OSC participants (e.g., Bosilovich et al., this volume). 

  Assessing and Improving Models and Predictive Capabilities : Climate and Earth 
System models are getting more realistic, comprehensive and capable to deliver 
short-, medium- and long-term predictions and projections to users. The scientifi c 
basis for prediction from weeks to decades, current capabilities and outstanding 
challenges were highlighted in these sessions (e.g., Kirtman et al., this volume), as 
were the reliability of models used for longer-term climate projections and the 
power of multi-model ensembles (van den Hurk et al., this volume). The presentations 
also emphasized, however, the need for WCRP to continue to facilitate comprehen-
sive and coordinated model evaluation, especially in light of the long list of system-
atic errors that plague all models, and the importance of continued development 
of the “foundations” of Earth System models, namely the atmospheric, oceanic, 
and land components. Overall, the sessions re-confi rmed the major outcomes and 
recommendations of the WCRP Modeling Summit (WCRP  2009a ). 
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  Climate Assessments and Future Challenges : The speakers in these sessions 
focused both on science-based climate and environment assessments and strength-
ening the policy relevance of such assessments by highlighting the need for research 
on anthropogenic climate change (Bony et al., this volume; Solomon et al. this 
volume). Priority should be given to understanding the processes and mechanisms 
responsible for climate variability and predictability at regional scales (Vera et al., 
this volume; Rosenlof et al., this volume). Promoting research on detection and 
attribution of extreme events and research on heat waves, tornadoes, extreme pre-
cipitation and tropical cyclones will provide a solid scientifi c foundation to improve 
their prediction (Stott et al., this volume; Zwiers et al., this volume). It was also 
stated that cryospheric research is rich with grand challenges and recommended that 
WCRP continue to promote research, modeling and analysis for addressing large 
uncertainties in knowledge of ice sheet mass balance for sea-level change and vari-
ability, sea-ice dynamics, and changes in solid precipitation in a changing climate, 
with a major regional focus. 

  Translating Scientifi c Understanding of Climate System into Climate Information 
for Decision Makers : The speakers in the fi nal plenary session of the Conference 
focused on the development and use of climate knowledge and information for socio-
economic development and societal services. They stated that, in less developed 
countries, there is a direct relationship between building adaptive capacity and 
development (Lemos et al., this volume). Many of the causes of vulnerability are 
connected to development defi cits, which calls for a new paradigm of adaptive 
development and the requirement for countries to solve some of their development 
problems in a context of climate and environmental change. The ICSU vision 
for “Future Earth” initiative and associated Grand Challenges (Reid et al.  2010 ), for 
example, states that the global sustainability is a prerequisite for poverty alleviation. 
The concept of “planetary boundary thresholds” (Rockstrom et al.  2009 ) calls for 
innovative pathways for societal transformations to ensure global sustainability, 
and science-based planetary stewardship for human prosperity. 

 Climate services are a necessary element of this transformation, and they have the 
potential to bridge communities, language and value systems. The language of uncer-
tainty employed in the climate information provision, however, casts doubts among 
users, and there is a merit for informing them based on the concept of probabilities 
and likelihood. Providing climate information that meet or exceed in time, space, 
and frequency the user-defi ned needs is powerful. The issues of responsibility, 
accountability, credibility, and values are largely missing from the climate services 
dialogue. To put them in place, producers and users of climate information need to 
collectively develop the language that leads to plausible, defendable and actionable 
messages. For example, in the area of climate and health, projects like Meningitis 
Environmental Risk Information Technologies (MERIT) (Thompson et al.  2006 ) 
is showing signifi cant achievements in implementing health–climate alliance. 
The basis for joint action is the agreement among the stakeholders on the cor-
responding evidence, stemming from a strategic approach to the creation of the 
evidence, together with the development of a cumulative knowledge base, effective 
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dissemination of knowledge, with development of effective means of access to 
knowledge, and resulting in initiatives to increase the uptake of evidence in both 
policy and practice. 

  Meeting the Climate Information Needs of Decision Makers : A clear and emerging 
priority from the OSC was the need for “actionable” science. The consensus that 
emerged at the conference was that the number one service to society provided by 
WCRP is the encouragement and enabling of the climate-related research that will 
provide the scientifi c basis for sound decision making over the next decades. WCRP 
should also help in developing an interface between climate information and its use 
for a particular application. The main challenge in the discussion of science support 
to climate services is the optimal balance of fundamental and applied research, and 
interface between climate research and climate information and users. Given the 
still existing gap between science and decision-making, the need to understand 
and use deliverables of climate research outcomes become even more important 
than in the past. 

 The reality is that decision-makers – including water providers, farmers, insur-
ance companies, oil exploration companies and many more – need climate and 
other scientifi c information to guide decisions more than ever before. Future water 
availability in a region, for example, may guide crop selection for the ensuing year, 
or siting decisions for a new water treatment plant that will be operational for 
decades. But there is often a mismatch between the scientifi c data available and the 
information needed, so there is a need for “symbiotic” relationships between pro-
viders and users of climate information to ensure that ‘actionable’ (timely, accessible, 
and easy to understand) climate information is developed and used effectively. 

 The need for actionable science was also explored during an evening session 
with a panel of experts from the private sector. Sponsored by the University of 
Maryland’s Earth System Science Interdisciplinary Center, the panelists were senior 
executives of several major companies – BP, Northrup Grumman, Zurich Financial 
Services, Computer Sciences Corporation and the Weather Channel. The discussion 
focused on the need for scientists and the private enterprise to work better together 
toward actionable information. They shared the perspective that conversations 
during scientifi c conferences such as the OSC were a start, in that awareness of the 
richness of the scientific data and information available is gained by users 
while scientists begin to understand what kind of data and information is required 
to guide business and policy decisions. Participants agreed that while gaps exist 
today between data and information needs and availability, those gaps are rich with 
opportunity. In particular, there is the chance for private companies to use the data 
created by the research community to deliver more detailed, relevant information 
to decision- makers. The participants stated the need now is to go beyond under-
standing natural systems alone into understanding how natural systems connect 
with human systems, and that requires understanding the kinds of information the 
users need to make decisions. A major point made repeatedly by the users of climate 
information throughout the conference was the importance of their early and 
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continued engagement with scientists to defi ne the needs from science, the type of 
information required, and the most effective way to convey the results to inform 
actionable decisions. The “symbiotic” relationship between producers and users of 
climate information was identifi ed as the best model to ensure such effective 
partnership.  

5     Summary 

 As a result of the week’s deliberations at the OSC, several major scientifi c themes 
and priorities emerged from the conference presentations and discussions. They 
include: (1) the need for prediction of the Earth System bridging the physical 
climate system with biogeochemistry, the social sciences, and human dimensions, a 
problem that transcends the WCRP and one that should benefi t from the proposed 
Earth System Science alliance; (2) the opportunity, provided by new satellite obser-
vations, to make a quantum leap in understanding of clouds and aerosols and their 
contributions to climate sensitivity; (3) the necessity of skilful climate information 
on regional scales, embodying the so-called “seamless prediction” paradigm; (4) the 
importance of quantifying “true” uncertainty in climate predictions; (5) the challenges 
and opportunities of predicting how natural modes of climate variability will modify 
the “forced” anthropogenic component of climate change over the coming years 
to decades; (6) the increasing importance of establishing the predictability of 
polar climate, perhaps especially with the opening of the Arctic and international 
negotiations regarding increased commercial traffi c for shipping and extraction of 
natural resources; (7) the need to better understand the causes of extreme events 
and performing attribution studies in near real-time; (8) the challenges of improved 
predictions of future sea-level rise on regional scales, which will require knowledge 
of not only cryospheric and thermosteric contributions but also how gyre circula-
tions, storm tracks, and tidal amplitudes will change; and (9) the requirement to 
train and empower the next generation of climate scientists across all corners of the 
globe, a priority of the future WCRP as it seeks opportunities for capacity develop-
ment with its partners in the human and social sciences. 

 The general consensus among the OSC participants was that the WCRP and its 
affi liate network of international scientists and Projects must continue to provide 
the scientifi c foundation for understanding and predicting the Earth’s climate 
system. However, they also must play a major role in providing the resulting knowl-
edge and information in ways that yield practical solutions to the complex and 
interrelated challenges required to ensure a sustainable Earth for future generations. 
The World Climate Research Program, its leaders, and network of projects stand 
ready to support the research community in pursuing the challenges and oppor-
tunities identifi ed during the conference and captured in the following chapters 
of this book in the spirit of pursuing Climate Science in Service to Society in the 
ensuing decades.     
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    Abstract     Observations of planet Earth and especially all climate system components 
and forcings are increasingly needed for planning and informed decision making 
related to climate services in the broadest sense. Although signifi cant progress has 
been made, much more remains to be done before a fully functional and dependable 
climate observing system exists. Observations are needed on spatial scales from local 
to global, and all time scales, especially to understand and document changes in 
extreme events. Climate change caused by human activities adds a new dimension and 
a vital imperative: to acquire climate observations of suffi cient quality and coverage, 
and analyze them into products for multiple purposes to inform decisions for mitiga-
tion, adaptation, assessing vulnerability and impacts, possible geo-engineering, and 
predicting climate variability and change and their consequences. A major challenge 
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is to adequately deal with the continually changing observing system, especially from 
satellites and other remote sensing platforms such as in the ocean, in order to provide 
a continuous climate record. Even with new computational tools, challenges remain to 
provide adequate analysis, processing, meta-data, archival, access, and management 
of the resulting data and the data products. As volumes of data continue to grow, so do 
the challenges of distilling information to allow us to understand what is happening 
and why, and what the implications are for the future. The case is compelling that 
prompt coordinated international actions are essential to provide for information-
based actions and decisions related to climate variability and change.  

  Keywords     Climate observing system   •   Satellite observations   •   Climate change   • 
  Data processing   •   Earth observations   •   Metadata   •   Climate data records  

1           Introduction 

 The fi rst rule of management is often stated to be “you can’t manage what you 
can’t measure”. Indeed, Earth is observed more completely today than at any other 
time. Multiple observations are made from space in many different wavelengths 
via passive and active sensors that provide information on many geophysical and 
meteorological variables. However, a key question is the extent to which these 
observations are suitable for characterizing climate, and especially for climate 
monitoring and prediction. 

 As the climate system is continuously evolving, there is a need to measure 
changes globally and regionally, to understand the system, attribute the causes of 
the changes by linking the changes in state variables to various forcings, and to 
develop models that can simulate and predict the system’s evolution (Trenberth 
et al.  2002 ,  2006 ). The observations must be processed and analyzed, often into 
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globally gridded fi elds that can be used as an initial state for predictions using 
climate models. Accordingly, observations are used to document the state of the 
climate and how it varies and changes over time, along with documenting external 
infl uences on the system such as the sun, the Earth’s radiation budget, the Earth’s 
surface and changes in the climate system from human infl uences. 

 Moreover, because the climate is changing from natural and human infl uences 
(IPCC  2007 ) it is an imperative to document what is happening, understand 
those changes and their causes, sort out the human contribution, and make pro-
jections and predictions on various time horizons into the future (Trenberth 
 2008 ). Mitigation of the human infl uences, such as reducing greenhouse gas and 
aerosol emissions, is a major challenge yet to be adequately addressed and the 
effectiveness of any mitigation actions needs to be documented in order for 
them to continue. However, given the likelihood of large future human-induced 
changes, understanding and planning how to cope with the projected changes, 
and how well the predictions are verifying, become extremely important. Hence 
information related to adaptation to climate change is also vital. Process studies 
using special, perhaps short-term observations will help improve models and the 
information they can provide. Prospects of geo- engineering to offset climate 
change mandate diligent observations to ensure that the intended effects are in 
fact happening and to check for unforeseen side effects. Together, all of these 
activities and needs defi ne the observation requirements for a climate informa-
tion system that provides climate services to users of all kinds. 

 Many observations pertinent to this information system are made (Fig.  1 ), but 
most are not of suffi cient quality to meet climate needs. In the atmosphere, most 
observations are made for weather forecasting which involves documenting the 
state of atmospheric weather systems such as low and high pressure systems, cold 
and warm fronts, tropical cyclones, rain bands, clear skies, and so forth as a fi rst step 
to predicting their movement and evolution. Weather fl uctuations are huge com-
pared with climate change and so high measurement accuracy and precision have 
not been a priority, although this has changed as models have improved and the need 
to correct biases has grown. Climate change must discern relatively small changes 
over time, which calls for both stability and calibrated measurements of high accu-
racy. Knowing how the measurements of 20 or 50 years ago relate to those of today 
is very important.

   The climate observing system challenge can be understood by considering 
that understanding and predicting this complex system requires many more variables 
than for weather prediction. The current estimate is 50 Essential Climate Variables 
(ECVs): 16 for atmosphere, 18 for ocean, and 16 for terrestrial (GCOS  2010 ). 
The ECV accuracy requirement is also much more stringent than for weather 
observations (e.g., 0.1 K vs 1 K). Space and time scales are more extreme, ranging 
from aerosol and cloud physics occurring at seconds and micrometers, to global 
decadal change at 100 years and 40,000 km: a range greater than 10 9  in time, and 
10 13  in space. 

 At the surface, observing instruments can be calibrated, but sites often change 
and the representativeness of the observations is a concern. For instance, since the 
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1970s around 50,000 km 2  per year of natural vegetation across Africa has been 
converted to agricultural land or cleared (Brink and Eva  2009 ). Elsewhere the urban 
heat island effect associated with the concrete jungle of a city and its effects on 
runoff and heat retention plus space heating are important locally but make up less 
than 0.5 % of land (Schneider et al.  2009 ), and these changes are very small on a 
global basis. Radiosonde and other instrumental records suffer from biases that have 
changed over time. 

 Satellites have observed Earth for over 50 years now, and have provided a series 
of wonderful and enlightening imagery and measurements (NRC  2008 ). They help 
offset the otherwise uneven spatial coverage of  in situ  observations. Nonetheless, 
each satellite mission has a new instrument that is exposed to cosmic rays, outgas-
sing contaminants, and a hostile environment, and the satellite orbit eventually 
decays and drifts in time. The instruments thus require on-board calibration and/or 
validation from in situ instruments. An exception is GNSS (Global Navigation 
Satellite System) radio occultation, which is self calibrating (Steiner et al.  2011 ). 
A mission typically lasts 5 years or so; thus determining how new measurements 
relate to old ones to ensure continuity of the record is a major issue (Fig.  1 ). 
Because of these issues, only a few satellite records (water vapor and microwave 
temperatures) were used to determine trends in the IPCC Fourth Assessment 
Report (AR4) (IPCC  2007 ). 

 In the following, the observing system and its suitability for climate purposes is 
outlined. Acronyms are given in an appendix. We describe recent improvements for 
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  Fig. 1    Changes in the mix and increasing diversity of observations over time create challenges 
for a consistent climate record (Courtesy, S. Brönnimann, University of Bern. Adapted from 
Brönnimann et al.  2008 )       
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cross calibrating space-based observations, for instance, and immediate prospects 
for the future. The needs are discussed along with the issues and challenges in meet-
ing them. Indeed the needs are compelling and enormous, but also feasible with 
international cooperation and leveraging of resources.  

2     The Current Climate Observing System 

2.1      Status of Systematic Climate Observations 

 The Global Climate Observing System (GCOS) organization leads the international 
advisory oversight of systematic climate observations, and focuses on observations 
to support the United Nations Framework Convention on Climate Change 
(UNFCCC). Appendix  A  provides a brief summary of its organizational structure 
and charter. One of GCOS most critical roles is to produce regular assessments of 
the adequacy of climate observations, including suggestions for needed improve-
ments. Recent GCOS reports provide an excellent reference point for discussing the 
status of climate observations. 

 A progress report (GCOS  2009 ) concluded that:

•    the increasing profi le of climate change had reinforced awareness of the impor-
tance of an effective global climate observing system;  

•   developed countries had improved many of their climate observation capabili-
ties, but with little progress in ensuring long-term continuity for several impor-
tant observing systems;  

•   developing countries had made only limited progress in fi lling gaps in their  in 
situ  observing networks, with some evidence of decline, and capacity building 
remained small in relation to needs;  

•   both operational and research networks and systems, established principally for 
other purposes, were increasingly responsive to climate needs including the need 
for timely data exchange;  

•   space agencies had improved mission continuity, observational capability, data 
reprocessing, product generation and access;  

•   GCOS had progressed signifi cantly, but still fell short of meeting all the climate 
information needs of the UNFCCC and broader user communities.    

 The Third World Climate Conference (WCC-3) in 2009 underscored the importance 
of systematic observations (Manton et al.  2010 ; Karl et al.  2010 ). WCC3 recom-
mended strengthening GCOS by:

•    sustaining the established  in situ  and space-based components of GCOS;  
•   applying the GCOS Climate Monitoring Principles (GCMPs);  
•   improving the operation and planning of observing systems; identify defi cien-

cies, achieving resilience, and assuring reliable and timely delivery of quality 
data, traceable to international standards;  
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•   enhancing observing systems wherever feasible; fi lling gaps in spatial coverage 
and in the breadth of variables measured, improving measurement accuracy and 
frequency, increasing use of operational platforms for satellite sensors, monitor-
ing urban and coastal conditions, and establishing reference networks;  

•   rescuing, exchanging, archiving and cataloging data, and recalibrating, repro-
cessing and reanalyzing long-term records, working towards full and unrestricted 
access to data and products;  

•   giving high priority to observational needs for adaptation planning, identifying 
country needs in National Adaptation Programs of Action;  

•   assisting developing countries to maintain and strengthen their observing net-
works through support for updating, refi ning and implementing the GCOS 
Regional Action Plans and other regional observational and service initiatives.    

 The 2010 update (GCOS  2010 ) also noted advances in observational science and 
technology, an increasing focus on adaptation, and the demand to optimize mitiga-
tion measures. It reaffi rmed the importance of the GCMPs, emphasizing the need 
for and ways to achieve continuity and stability of measurements. Guidelines for 
operations including on-orbit calibration and validation, the need for global cover-
age, timeliness of data, and development of a maturity index for each ECV, were 
also included. It introduced a small number of new ECVs, and called for colocated 
measurement of ecosystem variables along with the ECVs that infl uence or are 
infl uenced by them. Table  1  provides details of the ECVs.

   The 2010 GCOS update provided cost estimates for fully implementing and 
operating the climate observing system; around US$2.5 billion each year (in addi-
tion to the current annual global expenditure of some US$5–7 billion on global 
observing systems serving climate and related purposes). Around US$1.4 billion of 
this additional expenditure is needed for satellites or for  in situ  observation of the 
open ocean, in both cases for the benefi t of all. In addition, around US$600 million 
per year are needed for  in situ  observations in developing countries (GCOS  2010 ). 
Consequently, the magnitude of the investment required is order  1

3  
  to  1

2  
  of the cur-

rent expenditure (whose estimate depends on how costs are assigned when the 
observations serve multiple purposes). 

 A defi nition of a climate data record is, “…a time series of measurements of suf-
fi cient length, consistency, and continuity to determine climate variability and 
change” (NRC  2004 ). A challenge for climate observations is to have a consistent, 
well-understood framework for observations that is independent of a parameter’s 
origin and observing approach, and, easily found and accessed.  

2.2     Building a System for Climate Observations 

 The push to develop a systems approach to climate observations has been detailed 
in Trenberth et al. ( 2002 ,  2006 ). Trenberth ( 2008 ) outlined a framework for how 
observations, data and analyses feed into assimilation and modeling that support 
prediction and attribution. Assessments build on the products to inform stakeholders, 
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users and decision makers. Because of the long time scales associated with climate 
variations and change, basic research and operational applied research are inherent 
parts of the entire system that ultimately feed into climate services. All elements are 
essential for a useful and robust climate information system. 

 Not all observing systems and datasets are suitable for climate studies. The evo-
lution of data systems to support climate observations has been a multi-step process. 
Many  in situ  observations originated in a single investigator or team developing an 
approach, building a network and eventually moving to a systematized network, 
 e.g.,  meteorological variables followed such a path and transitioned to primarily 
nationally operated and internationally coordinated observing enterprises by the 
mid-twentieth century. While  in situ  ocean, land, and ice observing activities have 
moved along similar trajectories, they have been less mature for the most part. In 
contrast, space-based remotely sensed observations required signifi cant investments 
from the outset, most of which were national in origin. Thus, these activities were 
subject to a systems engineering rigor from very early in their evolution due to their 
platform dependencies and expense. Nevertheless, the same rigor did not apply to 
calibration, and recalibration and reprocessing of the data has become essential. 
It is important to appreciate that there are differing strategies and maturities asso-
ciated with each ECV. 

 A “maturity matrix” (Privette et al.  2008 ) translated NASA concepts on tech-
nology readiness into similar attributes for satellite observation maturity. It 
defi nes six levels of maturity as a function of sensor use, algorithm stability, 
metadata completeness, documentation, validation, availability of data, and 
science and applications. Such an approach provides a framework for defi ning 

   Table 1    Essential climate variables (ECVs) that are both currently feasible for global implementation 
and have a high impact on UNFCCC requirements (GCOS  2010 )   

 Domain  Essential climate variables 

 Atmospheric 
(over land, sea and ice) 

  Surface:  air temperature, wind speed and direction, water vapor, 
pressure, precipitation, surface radiation budget 

  Upper-air:  temperature, wind speed and direction, water vapor, 
cloud properties, earth radiation budget (including solar 
irradiance) 

  Composition:  carbon dioxide, methane, and other long-lived 
greenhouse gases; ozone and aerosol, supported by their 
precursors 

 Oceanic   Surface:  Sea-surface temperature, sea-surface salinity, sea level, 
sea state, sea ice, surface current, ocean color, carbon dioxide 
partial pressure, ocean acidity, phytoplankton 

  Sub-surface:  temperature, salinity, current, nutrients, carbon 
dioxide partial pressure, ocean acidity, oxygen, tracers 

 Terrestrial  River discharge, water use, ground water, lakes, snow cover, 
glaciers and ice caps, ice sheets, permafrost, albedo, land 
cover (including vegetation type), fraction of absorbed 
photosynthetically active radiation (FAPAR), leaf area index 
(LAI), above-ground biomass, soil carbon, fi re disturbance, 
soil moisture 
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the attributes and readiness of space-based observations for use in climate appli-
cations. While this approach was applied initially to space-based observations, 
more recently it has been suggested that it be applied to  in situ  observations as 
well. CEOS, GCOS, GOOS, GTOS and GEOSS are stewarding an integrated 
approach for Earth observations along with WCRP through its WCRP 
Observations and Assimilation Panel (WOAP), which is transitioning into the 
WCRP Data Advisory Council. 

 The history of space-based observations and currently funded initiatives gives a 
basis for looking at the state of each ECV (Fig.  2 ). Combining this information with 
similar information from  in situ  systems provides the basis for doing assessments of 
integrated observing system health, gaps, and so forth.

2.3        Developing Operational Components 

 No single agency, organization, or country has the resources to develop a robust 
operational end-to-end system for monitoring Earth’s climate over the required spa-
tial and temporal scales. By operational we mean regular and with a sustained insti-
tutional commitment to the observing system, as opposed to single principle 
investigator-led or one-of-a-kind research missions. The developing international 
Global Framework for Climate Services (GFCS) led by WMO (WMO  2011 ) is a 
key driver of the need for a more operational approach to climate observations. 

 There are examples, however, that could serve as models or starting points for an 
operational climate system. One such example is the operational system that has 
been built over the last 40 years for weather observations, research, modeling and 
forecasting. Lives and property are saved everyday as a result of this operational 
weather system. 

 The challenges for climate monitoring are more complex, and are compounded 
by the lack of international agreements and architecture for developing a sustained, 
integrated climate monitoring capability. GCOS certainly provides an overarching 
framework and key components, yet much more is needed. Building blocks for an 
operational system would, at a minimum, include the following components: 
requirements identifi cation and analysis, observations, intercalibration, contingency 
planning, analysis and product generation, archiving, distribution and dissemina-
tion, and user engagement and training. 

 Figure  3  shows key components required for an operational capability, which 
includes satellites sensors and data, climate data records (CDRs), satellite products, 
and ultimately users of those products. This value chain, although originally 
employed for weather purposes by WMO, is being extended for climate purposes 
by using the requirements that GCOS has identifi ed and articulated for climate 
monitoring, e.g., the ECVs. Many agencies and organizations contribute to compo-
nents of this value chain.

   The WMO Global Observing System (GOS) (Fig.  4 ), was originally comprised of 
geostationary and polar-orbiting meteorological satellites (early 1960s to early 
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  Fig. 2    Relationship of extreme phenomena to ECVs for monitoring. Both the phenomena and the 
ECVs are color coded to describe the adequacy of the current monitoring systems to capture trends 
on climate timescales set against alternating  grey  and  white  lines to enhance readability.  Green  
indicates global coverage with a suffi cient period of record, data quality, and metadata to make 
enable meaningful monitoring of temporal changes.  Yellow  indicates an insuffi ciency in one of 
those three factors.  Red  indicates insuffi ciency in more than one of the factors. The check mark in 
the colored ECV block indicates that the ECV is of primary importance to monitoring changes in 
the extreme event phenomenon       
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2000s) and has grown to include research and development satellites. This observing 
system, its underpinning architecture, and the results achieved illustrate the reliance 
on and importance of international collaboration. The GCOS reports suggest that the 
benefi ts countries receive from this global system far exceed the costs of their indi-
vidual contributions. Additionally, the interplay between operational satellites and 
research and development satellites becomes more important to obtain the range of 
spatial and temporal scales and spectral resolutions needed for climate monitoring.

   The Global Space-based Inter-Calibration System (GSICS) is an international 
program to improve the comparability of satellite measurements taken at different 
times and locations by different instruments operated by different satellite agencies 

  Fig. 3    Key components of an operational climate capability. Here  GSICS  is the global space- based 
intercalibration system,  IGDDS  WMO integrated global data dissemination service,  SCOPE-CM  
sustained coordinated processing of environmental satellite data for climate monitoring,  VLab  
virtual laboratory for training in satellite meteorology       

  Fig. 4    Schematic of the space-based global observing system ( GOS ) as of about 2010       
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(Goldberg et al.  2011 ). GSICS inter-calibrates selected instruments of the GOS 
including operational low-Earth-orbit and geostationary Earth-orbit environmental 
satellites and, where possible, ties these measurements to common reference standards. 
The agencies participating in GSICS have developed a comprehensive calibration 
strategy involving inter-calibrating satellite instruments, tying measurements to 
absolute references and standards, and recalibrating archived data. GSICS correc-
tions, initially for infrared channels and thereafter for visible and microwave sen-
sors, are being performed and delivered operationally. GSICS results are used for 
CDR processing activities, as illustrated in Fig.  3 , by the Sustained Co-Ordinated 
Processing of Environmental Satellite Data for Climate Monitoring (SCOPE-CM) 
effort. At present, GSICS reference observations (e.g., AIRS, IASI, MODIS) are SI 
traceable, but not at the absolute accuracy required for climate change. Planned 
observing systems (e.g., CLARREO) are designed to enable climate change accu-
racy requirements to be met if deployed. 

 A number of SCOPE-CM projects are underway, led by one of three space 
agencies (EUMETSAT and its Climate Monitoring Satellite Application Facility, 
JMA or NOAA). Structures are being established for the sustained generation of 
Fundamental CDRs and Thematic CDRs. Extension of the network is also being 
sought, as the existing projects are primarily target ECVs from the atmospheric 
domain; increased coverage of the oceanic and terrestrial domain ECVs is 
needed.   

3     Lost in Space: Climate Observations? 

 The existence of GEOSS, its climate observing component (GCOS), its satellite 
observing component (CEOS) and their implementation plans (GEO  2005 ; GCOS 
 2010 ) are a strong initial step toward a true international climate observing system. 
Necessarily, there are both strong  in situ  and global orbiting satellite components. 
However, a comprehensive system remains more vision than reality, although very 
promising developments through GCOS, GSICS and SCOPE-CM are taking place. 
In addition WMO, with CGMS and CEOS, are drafting a climate monitoring from 
space architecture plan. This section highlights some of the key remaining chal-
lenges in observations, especially from space. 

3.1     Current and Programmed Satellite Observations 

 Many new satellite remote sensing programs are under way. The Japan Aerospace 
Exploration Agency (JAXA) is developing and implementing a suite of climate 
monitoring satellites including ALOS (mainly for land), GOSAT (for carbon bal-
ance estimation among other applications), GCOM-W (for tasks including water 
circulation), and the EarthCARE platforms (cloud and aerosol observations). 

Challenges of a Sustained Climate Observing System



24

 From Europe, satellites fl ying today plus commissioned systems have the potential 
to generate 29 of the ECVs. The European Space Agency’s Climate Change 
Initiative, EUMETSAT Satellite Application Facility on Climate Monitoring and 
the ECMWF ERA reanalysis already support production of some 40 % of the ECVs 
over the next 5–10 years (Wilson et al.  2010 ). The European Earth Observation 
program, GMES (Global Monitoring for Environment and Security), includes fi ve 
new missions (the Sentinels, which include radar imaging of land and ocean, multi-
spectral 10 m resolution land monitoring and a mission to measure sea-surface 
topography, sea- and land-surface temperature, ocean color, and terrestrial variables 
such as FAPAR). The fi rst Sentinels are planned for launch in 2013 and each has a 
7-year design lifetime. 

 NASA is developing and implementing a broad range of Earth space-borne 
remote sensing missions including the Decadal Survey (NRC  2007 ) and Climate 
Continuity series of satellites. NOAA operates operational weather satellites includ-
ing the polar orbiters [Joint Polar Satellite System (JPSS) (previously called 
National Polar-Orbiting Environmental Satellite System NPOESS)] and two geo-
stationary satellites [Geostationary Operational Environmental Satellite (GOES)]. 
The backbone of current global terrestrial monitoring for the U.S. are the NASA 
Earth Observing System platforms Terra, launched in 1999, Aqua, launched in 2002 
and Aura, launched in 2004. At higher spatial resolution, the Landsat satellite series 
has operated since 1972, with the next satellite in the series planned for January, 
2013. The Earth Observing System (EOS) platforms are currently likely to operate 
through about 2015 and possibly longer. 

 The fi rst U.S. National Research Council (NRC) decadal survey for Earth 
sciences (hereafter the Decadal Survey; NRC  2007 ) reviewed the expected ongoing 
observations and recommended new observations over the next decade (roughly 
until 2020). It also provided an overview of translating satellite observations into 
knowledge and information for the benefi t of society. NASA Earth Science has been 
responsive to and acted upon these recommendations, but signifi cant issues have 
resulted in a much slower schedule than called for in the Decadal Survey (NRC  2012 ). 
CLARREO (Climate Absolute Radiance and Refractivity Observatory), DESDynl 
(Deformation, Ecosystem Structure, and Dynamics of Ice), SMAP (Soil Moisture 
Active/Passive) and ICESAT-II (Ice, Cloud, and land Elevation Satellite-II) all had 
follow up workshop reports (see   http://science.nasa.gov/earth-science/decadal-
surveys/    ) and the NASA Earth Science Data Systems has been pursuing a “system 
of systems” architecture in response to the report recommendations. 

 The Decadal Survey also recommended that NOAA carry out a fully operational 
follow-on mission to COSMIC (Constellation Observing System for Meteorology, 
Ionosphere and Climate). COSMIC (2006-), and other radio occultation missions 
such as GPS/MET (1993–1995), CHAMP (2001–2010) SAC-C (2000-) and METOP-A 
(2006-) have demonstrated the value of radio occultation in producing precise, 
accurate, climate quality observations in all weather (Anthes  2011 ). A follow- on 
mission (COSMIC-2) has been proposed (  http://space.skyrocket.de/doc_sdat/for-
mosat-7-cosmic-2.htm    ) and signifi cant funding secured from Taiwan. Implementa-
tion is beginning with key U.S. support (DoD: US Air Force) but NOAA support 
has not yet been solidifi ed. 
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 Continuity of the key ECVs initiated in the EOS era is intended to transfer to the 
JPSS series over the next decade, beginning with the NPOESS Preparatory Project 
(NPP). However, three expected “foundation” missions have had a troubled history. 
OCO (Orbiting Carbon Observatory) and GLORY (carrying aerosol polarimetry 
and solar irradiance) both failed on launch and ended up in the Pacifi c Ocean, and 
JPSS replaced the cancelled NPOESS program, which has had rapidly rising costs. 
Hence several foundation missions have failed or been delayed. The NPP, originally 
intended to be a risk-reduction mission for a subset of the NPOESS sensors, slipped 
in time but was successfully launched late October 2011. NPP, now called Suomi 
NPP, now has an operational mandate for weather and climate applications, since 
the JPSS missions are delayed until late in the decade, and will serve as a gap fi ller. 
The Suomi NPP platform carries the ATMS, CERES, CriS, OMPS (nadir and limb) 
and VIIRS sensors. The latter is the successor to the widely used MODIS sensor on 
the Terra and Aqua platforms. The other relevant land sensor will be the SMAP 
(Soil Moisture Active/Passive) mission planned for an early 2015 launch, which 
will continue to monitor surface wetness and freeze/thaw conditions of the land 
surface, building on results from ESA’s Soil Moisture and Ocean Salinity (SMOS) 
mission that was launched in November, 2009. There is a replacement for OCO 
(OCO-2) that has been supported and should launch later in the decade as well. 

 The overall impact of the above issues remains to be seen, but it is becoming clear 
that there is a signifi cant probability of a lack of overlap between the EOS platforms, 
Suomi NPP, and the next generation operational system (JPSS). Cross- calibration 
from old to new sensors while both are still in orbit is essential for retaining ECV 
continuity for multiple decades. Lack of overlap provides challenges to continuity. 
Recent NOAA budget cuts have jeopardized the timely launch of the fi rst full JPSS 
platform, originally planned for 2015, now possibly delayed to 2017–2018. An esti-
mate of the likelihood of obtaining at least 1 year of intercalibration overlap as a 
function of instrument and spacecraft design lifetimes (Loeb et al.  2009 ) can be 
applied to 3 key climate sensors on EOS (CERES, MODIS and AIRS) with the follow-
on sensors on NPP and JPSS-1 (CERES, VIIRS, CrIS). With a JPSS launch by late 
2017 the probability of successful 1-year overlap for all three instruments is only 
about 37 %. Further delays in launching JPSS will lower this probability. However, 
some progress concerning cross-calibration of U.S. and European sensors, and the 
validation of products derived from them is being made (Zibordi et al.  2010 ). 

 Consistent measurement of the energy received from the sun is a case in point. 
There are considerable calibration issues with such measurements from space, 
but meaningful time series exist since 1979 only because of overlap between 
measurements. However, with the loss of Glory and because of cost constraints in 
JPSS that impact inclusion of a solar irradiance instrument, there is a distinct 
possibility of a gap that would break a more than three decades long record. 
Exploring alternative means of measuring solar output should be a high priority. 

 A number of emerging remote sensing programs are under development by other 
organizations and nations, including China, India and the Republic of Korea. Each 
of these contribute to the GOS and thus to GEOSS and, as the systems become 
operational, they are sharing increasingly more data and participating in GSICS in 
order to increase the quality of their observations.  
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3.2     Adequacy of  In-Situ  Observations 

 Many  in situ  measurements need to be combined with satellite measurements: for 
calibration/validation and for broader spatial coverage, and sometimes for temporal 
resolution. Examples of these synergies include greenhouse gases (many cannot yet 
be reliably measured from space), ozone (suborbital measurements can provide 
detailed vertical information), snow depth, cover and snow water equivalent. Other 
observations are of vital importance to understanding the physical climate system, 
including observations of the Earth surface radiation budget (such as the BSRN), 
temperature, greenhouse gases, leaf area index, land cover, surface albedo, precipi-
tation, winds, and sea level. Other priority observing networks pertain to elements 
of the climate system and the important feedbacks therein: ocean color, biomass, 
fi re disturbance, and water use. 

 Current  in situ  climate observations capabilities are diverse and contribute to 
both national needs and global partnerships. These capabilities make use of a broad 
range of airborne, terrestrial, and oceanic observations, some of which were 
designed primarily for climate, but many of which also serve other purposes. 
Overall, capabilities are most mature in the atmospheric domain, bolstered by 
observations made for weather forecasting, while needs and priorities are still 
emerging in the terrestrial, cryosphere, and oceanic domains. Gleick et al. ( 2013 ) 
provide examples of how some terrestrial  in situ  observations are evolving. 

 Unfortunately, many  in situ  networks have been in decline, as discussed more 
fully in Sect.  5.1  and, as noted in Sect.  2.1 , hundreds of millions of dollar invest-
ments are needed to improve the adequacy of the in situ network. 

 An  in situ  climate observing component is highly desirable and is beginning to 
occur through the Global Reference Upper Air Network (GRUAN) (GCOS  2007 ). 
While other operational upper air observations exist they were not designed for 
climate purposes. A reference observation requires:

•    traceability to SI or another commonly accepted standard  
•   comprehensively estimated uncertainty  
•   documentation of instrumentation, procedures and algorithms  
•   validation of the data products.    

 GRUAN will provide reference observations of upper-air ECVs, through a 
combination of  in situ  measurements made from balloon-borne instruments and 
ground- based remote sensing observations. The primary goals of GRUAN are to:

•    Provide vertical profi les of reference measurements suitable for reliably detect-
ing changes in global and regional climate on decadal time scales.  

•   Provide a calibrated reference standard for global satellite-based measurements 
of atmospheric essential climate variables.  

•   Fully characterize the properties of the atmospheric column.  
•   Ensure that gaps in satellite programs do not invalidate the long-term climate 

record.    
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 The envisaged capabilities of a fully-implemented GRUAN (GCOS  2007 ) 
include plans to expand to include 30 or 40 sites worldwide. Strict site selection 
criteria and operating principles have been established, coordinated through the 
GRUAN Lead Centre, currently hosted by the Lindenberg Meteorological 
Observatory, Germany. Although GRUAN is a vital component for an adequate 
climate observing system, adequate support has been slow in developing.  

3.3     The Scope of the Challenge of Satellite Observations: 
Adequacy and Issues 

 As noted in Sect.  1 , an extreme range of scales, accuracy, and processes occurs 
across oceans, atmosphere, biosphere, cryosphere, and biogeochemistry. How 
scientists deal with this range is illustrated in Fig.  5 . In general, climate process 
data are taken at small time/space scales more similar to weather data. These are 
critical to understanding underlying climate physics (blue box/text), but the accu-
racy of climate predictions of decadal change is primarily determined by decadal 
change in natural and anthropogenic radiative forcings (black) and decadal 

  Fig. 5    The schematic shows the role of climate process and monitoring observations in climate 
change science: detection and attribution of climate change, climate model testing, and climate 
model improvements       
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observations of the climate system response to those forcings (red box and text). 
The decadal change forcing and response observations drive the need for very high 
accuracy at large time/space scales. Resolving variability at fi ner spatial resolu-
tions, however, is also required for many purposes such as extremes. To achieve 
high accuracy mandates a rigorously maintained link from satellite observations to 
metrological international physical standards, with a focus on traceability to SI 
standards at climate change accuracy in both ground calibration as well as in-orbit 
(green box); see Sect.  3.4 .

3.3.1       The Missing Satellite Observing System Principles 

 The GCMPs include ten that are specifi cally directed at satellite observations 
(GCOS  2010 ). Two important additional principles have been proposed 
(USGCRP  2003 ):

•    Provision for independent observations, especially to verify accuracy of other 
systems and to confi rm and/or refute surprising climate change results.  

•   Provision for independent analysis of observations, especially satellite remote 
sensing data where analysis systems may involve ten thousand to a million lines 
of computer code.    

 The need for these two principles is well recognized in the metrological commu-
nity. International standards are not accepted until they are independently verifi ed, 
complete with an analysis of uncertainty in each step. A similar standard is required 
of fundamental tests of physical laws in research groups at particle accelerator labo-
ratories around the world. Unfortunately, the need for independent scientifi c 
 verifi cation demands extensive resources especially for independent satellite observa-
tions. This may explain the absence of formal acceptance of these principles to date. 
But recent arguments over the accuracy of climate change observations reaffi rm the 
need for the addition of these two key principles, as independent verifi cation is the key 
to high confi dence needed for societal decision making. 

 Independent analysis exists for some, but not most, current climate observations 
and processing. It also remains diffi cult to judge whether our current priorities will 
still be the same decades from now. However, a corollary advantage of the indepen-
dence principles is to add reliability to the observing system when unexpected satellite 
failures occur such as the recent failures of Glory, OCO, and CryoSat missions, or 
premature loss in orbit of entire satellites, such as ADEOS and ADEOS 2.  

3.3.2     Delays and Cost Increases 

 Technical development, schedule, and budget issues can also delay satellite 
observations as shown by the delays of JPSS, and the recent indefi nite delay of 
the CLARREO and DESDynI missions, as well as a follow on copy of the 
Global Precipitation Mission radar. The delays of NPP and NPOESS/JPSS 
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would already have had dire consequences had the Terra and Aqua missions not 
lasted a factor of 2 longer than design life. If those missions had only lasted the 
nominal 5 years planned, as did the recent ALOS satellite, the gap of a wide 
range of climate relevant observations would have begun in 2007 (Aqua 5 years 
old, Terra 7 years old), and continued until at least the end of 2011 with launch 
of the delayed NPP mission. 

 Delays and failures compromise the climate observing system’s ability to deliver 
information concerning core UNFCCC needs and severely limit capacity to meet 
new demands. As emphasized in the introduction, we must have the ability to relate 
measurements of 20 or 50 years ago to those of today. This is equally the case for 
new demands for climate information, such as quantifying terrestrial source/sink 
dynamics of CO 2 , and interchanges with the atmosphere (a need that is implicit in 
new policy instruments considered in the REDD++ framework). A mitigation 
example is testing different approaches with forests: by planting to enhance carbon 
sinks or reducing emissions from avoided deforestation and degradation. Therefore 
observations inherent in measures of disturbance are required as well as of land- 
cover and land-use change, from deforestation, wildfi re, or other human activities 
which also infl uence albedo and water balance (Running  2008 ; Justice et al.  2011 ). 
Metrics to describe degradation require monitoring at spatial resolution of 30 m 
resolution and fi ner. These new demands are in danger of remaining unmet because 
of delays, and monitoring remains a challenge. 

 Accessible archives of historical observations are also fundamental to give that 
vital 20 or 50 year perspective on such changes – Landsat has been making observa-
tions since 1972 and signifi cant progress has been made in cross calibrating the 
radiometry of the different sensors fl own (Chander et al.  2009 ), but more than two 
thirds of the 7 million+ scenes acquired are held in largely inaccessible archives, 
which results in very uneven spatial and temporal coverage. Furthermore, the opera-
tional status of the Landsat system is still not fully secure. The unbroken record, 
secured since 1972, might not continue to grow. Landsat 5, which provided an 
unprecedented (and totally unexpected) 27 years of service suspended imaging mid- 
November 2011, Landsat 7 still fl ies, but with compromised sensor performance, 
and the launch of the next satellite in this series has been delayed. Gaps in the 
archive might yet be avoided if Landsat 7 survives until the follow-on mission’s 
expected January 2013 launch date.   

3.4       Decadal Change Accuracy: Unbroken Chain 
of Uncertainty to SI Standards 

3.4.1     Accuracy and SI Standards 

 Observations of climate change require stability over decades, and unless overlapping 
observations are sustained, including verifi cation of stability, absolute accuracy is 
required. Confi dence in these observations depends on how accurately we can 
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relate satellite observations in one decade to those in another decade. However, 
few observations provide the rigorous on-board calibration and cross-calibration 
needed. Fortunately, progress is being made in cross calibration of U.S. and 
European sensors. 

 The schematic in Fig.  6  shows an example of the traceability required from SI 
standards as the anchor through instrument calibration, in-orbit intercalibration, 
retrieval of geophysical properties, orbit sampling, to fi nal decadal change observa-
tions that could be used to test climate model predictions. The fi gure shows the goal 
of traceability to SI standards at the foundation that have absolute accuracy uncer-
tainty much smaller than the signals expected from decadal change (NRC  2007 ; 
Ohring    et al.  2007 ). In support of this, CEOS and GEO have led the development of 
a new internationally endorsed Quality Assurance Framework for Earth Observation 
(QA4EO) (CEOS  2008 ; GEO  2010 ). The framework concludes that “ All data and 
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  Fig. 6    Traceability of uncertainty in decadal change observations between two decades of data, 
followed by comparison of the observed decadal change with climate model predicted change. 
While the entire chain of uncertainty must be characterized, even perfect observations are limited 
by noise from natural variability of Earth’s climate system itself (e.g., ENSO) when used to test 
climate models. The goal is to drive observation uncertainties to roughly a factor of 2 less than 
natural variability       
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  Fig. 7    Time series of the mean and standard deviations of the ECMWF background and analysis 
temperatures at 100 hPa showing a reduction in the bias errors on 12 December 2006 ( green arrow ) 
when COSMIC data began to be assimilated (After Luntama et al.  2008 ; courtesy Anthes  2011 )       

derived products must have associated with them a Quality Indicator (QI) based on 
documented quantitative assessment of its traceability to community agreed (ideally 
tied to SI) reference standards .”

   Some satellite observations can meet this goal: examples are GNSS radio occulta-
tion (e.g., Anthes  2011 ; Ho et al.  2010 ; Steiner et al.  2011 ), ocean altimeters and ice 
sheet or cloud elevation lidars which trace their accuracy in refractivity or height to 
SI standards in time measurement. Indeed, there have been marked improvements to 
atmospheric temperature and water vapor analyses through assimilation of COSMIC 
observations (see the bias reductions in Fig.  7  as an example and Poli et al.  2011 ). 
As another example, the diurnal heating of spacecraft platforms and instruments as 
they move into and out of the sun’s shadow noticeably affects microwave and infra-
red soundings that can be corrected using radio occultation observations, as the latter 
are not so affected (Ho et al.  2009 ; Anthes  2011 ).

   Most satellite instruments, including solar refl ected and infrared emitted spec-
trometers and radiometers, as well as passive microwave instruments, do not cur-
rently achieve SI traceable in-orbit climate change accuracy. These instruments rely 
on less direct arguments of stability in orbit, and overlap of different instruments to 
remove calibration bias differences. This produces a fragile climate observing sys-
tem with much weaker ties to SI standards than desired and severe vulnerability to 
any gaps in the overlap of instruments. While GSICS provides a very useful relative 
intercalibration of radiometers in orbit, we still lack a set of reference radiometers 
that could provide the absolute accuracy to serve as “metrology labs” in orbit and 
benchmarks for the GSICS activity (GSICS  2006 ; Goldberg et al.  2011 ). 

 Examples of designs of such platforms include NASA’s CLARREO NRC 
Decadal Survey mission, and the TRUTHS mission proposed in 2010 to ESA. 
CLARREO is intended to provide the fi rst observations of the full spectrum of 
refl ected solar radiation and infrared emitted radiation, as well as radio occultation 
observations. TRUTHS would provide full refl ected solar spectra as well as spectral 
solar irradiance observations. Because of the full spectrum and mission design, 
these missions serve as SI traceable transfer radiometers in orbit that can be used to 
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increase the accuracy of orbiting operational sensors by matching them in time, 
space, angle, and wavelength. This includes future sensors covering a broad range 
of climate variables including temperature, water vapor, clouds, radiation, surface 
albedo, vegetation, and ocean color. In this sense CLARREO and TRUTHS could 
become anchors of the global climate observing system, but neither of these mis-
sions has an approved launch date.  

3.4.2     Stability of Observations and Algorithms 

 A second key issue is the stability over decades of satellite geophysical retrieval 
algorithms which all have bias errors larger than decadal climate change signals. 
Moreover, the algorithms and ancillary data they depend on evolve with time. 
Current climate studies assume that these biases remain suffi ciently stable to cancel 
out in observing decadal change anomalies, an assumption that should be verifi ed. 
Otherwise, it would be essential to develop retrieval algorithms that are optimized 
for decadal change as opposed to optimization for instantaneous retrievals such as 
those from weather satellites. Another possibility to limit sensitivity to retrieval 
biases is the use of refl ected solar and infrared spectral fi ngerprinting studies of 
climate change (Huang et al.  2010 ; Feldman et al.  2011 ; Jin et al.  2011 ). These 
climate Observing System Simulation Experiment (OSSE) studies have shown that 
infrared and solar refl ected spectral fi ngerprints are very linear at the large time/
space scales relevant to decadal climate change, unlike their highly nonlinear 
behavior for instantaneous retrievals. 

 Increasing attention to calibration and to algorithm performance is increasing the 
overall robustness of the global climate observing system. For example, structural 
and radiometric measures of plant canopies quantifying vegetation dynamics 
(terrestrial net primary productivity, FAPAR, Leaf Area Index) are being monitored 
with improving reliability using satellite observations from a range of polar orbiting 
platforms (Knyazikhin et al.  1998 ; Gobron et al.  2006 ,  2008 ; Zhao and Running 
 2010 ), but this has only been possible as greater attention has been paid to cross 
calibration and product validation. An example of rigorous intercomparison with 
reference data (Gobron et al.  2006 ,  2008 ) is given in Fig.  8  which shows how plant 
dynamics vary in both space and time as derived from daily observations from 
SeaWiFS (1998–2006) and MERIS (2002–2010).

3.4.3        Accuracy 

 Finally, the question arises as to what level of absolute accuracy is required to 
eliminate issues with gaps in climate data records, and to eliminate   the uncer-
tainties of changing instrument biases in orbit over time? Leroy et al. ( 2008 ) use 
mid-tropospheric temperature interannual variability to suggest an accuracy for 
infrared radiometers of 0.03 K for a 1 sigma confi dence bound. Similar analyses 
could be performed for a wide range of climate variables and time/space scales. 
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 In summary, accuracy is not just about instrument calibration, but is the entire set 
of analysis steps required to move from SI standards at the foundation, to decadal 
change of a radiance or a geophysical variable at the other.   

3.5     Improving Transitions Between Observing Systems 

 Arguably the biggest challenge to ensuring homogeneous time series is related 
to the timing of changes in observing systems and the critical need for continu-
ity. Associated transitions in sampling (both in space and time), instrument 
accuracy (including biases), and processing methods are a major source of time-
dependent biases in time series of Earth system observations. Nowhere is this 
more evident than in the satellite observing systems because of their relatively 
short lifetime of about 5 years, but  in situ  observing systems also have had a 
history of suboptimal transitions between old and new observing methods and 
systems. In some cases, information from other observations may help bridge 
gaps and constrain offsets. 

 Standard practice today either relies on launching a satellite on a planned date or 
launching in response to the loss of a satellite and/or specifi c instrument. In the 
former case, there may or may not be an adequate overlap, while the latter strategy 

  Fig. 8    Monthly zonal FAPAR anomalies relative to the period January 1998 to December 2010 
estimated from decadal FAPAR products derived at a resolution of 0.5 × 0.5° from measurements 
acquired by the SeaWiFS (NASA) and MERIS (ESA) sensors. As rates of photosynthesis are 
affected by temperature and precipitation, FAPAR is an indicator of climate impacts on vegetation; 
favorable temperatures and soil moisture availability are accompanied by higher than average 
FAPAR values, drought and/or excessive temperature are accompanied by lower values (Gobron 
et al.  2010 )       
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does not comply with the GCMPs of planned overlaps. It inevitably leads to too 
short, or none-at-all observing overlaps between the old and new systems. Without 
absolute calibration and the use of exactly the same sampling strategy, undefi ned 
time-dependent observing system biases will likely be introduced into the time 
series. Poorly documented changes in processing systems can also introduce time- 
dependent biases. Similarly, for  in situ  observations, new observing methods and 
systems have been introduced with little consideration of the optimal overlap 
required with legacy systems. 

 Rule-of-thumb practices have resulted in seldom-adhered-to requirements of at 
least 1-year overlap between old and new observing systems to fully understand 
varying seasonal biases. It is unlikely that the overlap needed for a radiometer will 
be equivalent to that of a spectral irradiance sensor or an altimeter. Similarly, the 
overlap required for water vapor, precipitation measurements, and temperature are 
all likely to be different, especially when the sampling and accuracy changes. 

 Of course, to plan for an overlap, regardless of length, requires some prediction 
about the lifetime of the legacy observing system. For satellites, this includes the 
probability of failure of the satellite bus or the instruments. For some satellite 
research missions, Cramer (Remanifest of NASA’s NPP and NOAA’S NPOESS 
instruments. Personal communication, 2008) and Loeb et al. ( 2009 ) have developed 
a few prototype probability density functions that help to understand the likelihood 
of failure of both instruments and the satellite bus. 

 For  in situ  observing systems, plans for a suffi cient overlap must include an 
estimate of observing system degradation beyond which it cannot provide the 
sampling and accuracy needed to produce homogenous time series. Such analyses are 
needed for all climate-relevant observing systems. This would enable scientists to 
objectively communicate priorities for new observing systems. Optimization of 
observing system transitions could be based on climate risk assessments, which could 
then be evaluated in context with other requirements for multi-purpose observing 
systems.  

3.6     How to Prioritize? 

 Observing system experiments (OSEs) have proven exceedingly useful in exam-
ining the impacts of a new set of observations (such as from a new satellite) by 
performing data assimilation with and without the new observations. This meth-
odology also enables estimation of biases. The complexity of 50 ECVs, indepen-
dent observations and analysis, and high accuracy traceability of all analysis steps 
to SI standards suggests that there is a need to also prioritize observation require-
ments within the climate observing system. This is fraught with diffi culty because 
of the different and generally subjective underlying assumptions and the fact that 
observations are used for multiple purposes. The OSSE methodology (Sect.  3.4 ) 
can potentially be used to prioritize within the climate observing system but 
model errors currently limit their utility. However, as climate models become 
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more accurate, OSSEs will become more effective and powerful, and needed to 
augment current dependence on scientifi c intuition “back of the envelope” esti-
mates, and science committee voting approaches.   

4     Analyses, Assessments and Reprocessing 

 Originally the task was getting a single time series of an ECV. Now there is a 
proliferation of multiple datasets purporting to be “the correct one”. Many are 
created for specifi c purposes but all differ, often substantially, and the strengths 
and weaknesses or assumptions may not be well understood or well stated. 
Consequently, assessments are required to evaluate these aspects and to help 
improve the datasets. Moreover, continuous reprocessing is essential. Reprocessing 
can account for recalibration of satellite data from GSICS, take advantage of new 
knowledge and algorithms, and rectify problems and errors that have become evi-
dent. Repeat reprocessing and assessment should be hall-marks of a climate 
observing system. 

 Within the WCRP, the GEWEX Data and Assessments Panel is promoting the 
reprocessing of the GEWEX datasets so that they are globally consistent with 
regard to water and energy, complete with metadata and error estimates. The goal 
is to reduce errors, increase continuity, and improve homogeneity while compre-
hensively documenting uncertainties. The new processing will use calibrated and 
inter- calibrated satellite radiances for long time series of observations, and ensure 
that all products will “see” the same atmosphere especially in terms of tempera-
ture, water vapor, cloud and radiation. Surface radiative and turbulent fl uxes are 
also included. ESA’s Climate Change Initiative is also fostering reprocessing of 
individual variables to generate ECVs and take advantage of knowledge about 
problems and improved algorithms. At the same time, GEWEX is promoting the 
assessment of the variable products, not to rank the algorithms, because each often 
has a somewhat different application, but rather to adequately characterize each 
product as to its use in various ways. Some of these reprocessed data sets will pro-
vide the fi rst long-term look at climate trends on a truly global basis for a number 
of climate variables. More generally, these reprocessing and assessment activities 
are promoted by WDAC and GCOS. 

4.1     Reanalyses 

 Reanalysis is an activity to reprocess past observations in a fi xed, state-of-the-art 
assimilation system. Most reanalysis activities have been for the atmosphere, but 
some exist for the ocean, sea ice and land variables. Reanalyses are based on data 
assimilation in numerical models, and are distinct from operational numerical 
weather prediction (NWP) as they can utilize data which were not received at the 

Challenges of a Sustained Climate Observing System



36

nominal analysis time as well as observations that have been more carefully 
processed than possible in real time. Freezing the analysis system removes the 
spurious variations that otherwise appear in the NWP analyses, and can potentially 
result in climate quality globally gridded products. However, the observing system 
changes as new sensors are developed and aging satellites expire (Fig.  1 ) thereby 
exposing different forecast model biases. As a result, some trends are not repre-
sented well in current reanalyses. Nevertheless, the model short-term predictions 
act as a powerful check on inconsistencies and errors in observations and model. 
The reanalysis process has become fairly mature and has developed variational 
techniques for bias correction of observations. The result can be an alternative 
source of an ECV record with an advantage that it is globally complete and associ-
ated variables are consistent with the ECV. A large user base is ensured by an open 
data policy and this enables scrutiny and evaluation of the results. 

 While reanalyses contain effects of both model and observation bias and error 
(see Fig.  9 ), there are some substantial strengths, such as their global scope. 
Simmons et al. ( 2010 ) show how the surface temperature record from reanalysis 
agrees with other analyses where overlapping data are available, but the reanalysis 
is able to extend the analysis into data sparse regions and provides a much better and 
more reliable record.

   Uncertainty is important but diffi cult to quantify. A straightforward way to deal 
with it is to evaluate a multi-reanalysis collection of the variables of interest (e.g., 
Fig.  9 ). In addition, the imbalance of budgets (such as of mass of dry air or water, or 
energy) in reanalyses is representative of the forecast error (instantaneously) or the 
model and observation climate bias (long term). This needs to be better taken into 
account by users of reanalyses data. Lastly, reanalyses can provide the assimilated 
observations, as well as forecast error and analysis error for each observation.  

4.2     Assessments 

 As well as assessments of datasets of individual variables, assessments of reanaly-
ses are essential. The most comprehensive assessments with a focus on climate 
change are those of the IPCC that look at all aspects of the science. Nationally 
within the U.S. a series of Synthesis and Assessment Products (SAPs) has been car-
ried out by the Climate Change Science Program (CCSP) and USGCRP, as well as 
Committee on the Environment and Natural Resources of the National Science and 
Technology Council. 

 The IPCC assessments are primarily based on peer-reviewed literature. But it is 
not just a review of the literature because confl icting claims and conclusions have to 
be reconciled to the extent possible. This means examining the methods, assumptions, 
and data used, and the logic behind the conclusions. The IPCC is convened by the 
United Nations jointly under UNEP and WMO. Its mandate is to provide policy-
makers with an objective assessment of the scientifi c and technical information 
available about climate change, its environmental and socio-economic impacts, and 
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possible response options. It has provided policymakers assessment reports since 
1990, and the Fourth Assessment Report (AR4) was released in 2007. The IPCC 
assessments are produced through a very open and inclusive process. The volunteer 
authorship of the AR4 in Working Group I included 152 lead authors and over 400 
contributing authors from over 130 countries. In addition, there were more than 
30,000 comments from over 600 reviewers, as well as formal coordinated reviews 
by dozens of world governments. All review comments are addressed, and review 
editors are in place for each chapter of the report to ensure that this is done in a 
satisfactory and appropriate manner. 

 The IPCC assessments provide a snapshot of the state of the science every 6 or 
7 years, but increasingly there is a need for yearly, monthly and even shorter–term 
assessments. The “ State of the Climate ” reports published annually in the  Bulletin of 
the American Meteorological Society  are a step towards meeting needs between 
IPCC reports. NOAA’s National Climate Data Center (NCDC) also reports monthly 
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  Fig. 9    The components of the global fl ow of energy through the climate system as given by 
Trenberth et al. ( 2009 ) as background values are compared with values from eight different reanal-
yses for 2002–2008 (except ERA-40 is for the 1990s), as given at lower left in the Figure, in 
W m −2 . From Trenberth et al. ( 2011 ). For example, the estimated imbalance at TOA and at the 
surface is 0.9 W m −2  for the 2002–2008 period, or 0.6 W m −2  for the 1990s, but values from reanal-
yses differ substantially at TOA and at the surface, and also differ between the two values implying 
a large source or sink in the atmosphere. Differences reveal assimilating model biases and the 
effects of analysis increments       
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on the observed state and provides some commentary on what is happening and 
why. However, near-real time information and attribution is increasingly in demand, 
especially when major events occur, such as the 2010 Russian heat wave. How to 
include model prediction information and guarantee quality and peer review of near 
real time assessments to ensure that they have “authority” are key issues for climate 
services.   

5     Further Needed Improvements 

5.1       In Situ  Observations 

 While the existing collection of  in situ  observations covers most of the high prior-
ity and currently feasible measurements, their spatial and temporal coverage is 
incomplete and many improvements can be envisioned. Such improvements would 
be based on technical innovations in the measurement techniques, the recognition 
of new needs for observations, and improved integration of variables for societally- 
relevant topics, including providing a sound scientifi c basis for mitigation and 
adaptation efforts. 

 There is a general need for improved integration and synthesis of satellite and  in 
situ  observations beyond that provided by reanalysis. Observations from multiple 
sources complement each other and provide calibration and validation. It should not 
be assumed, therefore, that observations from multiple sources are redundant and 
unnecessary. Some observation systems are currently at risk because they require 
substantial investments that cannot be done incrementally; or because budget con-
straints and ageing equipment have gradually reduced capabilities or data quality to 
unacceptable levels. 

 Several networks in need of physical repair and maintenance to ensure data qual-
ity include stream gauge networks, surface sensors for Earth radiation budget, 
ground-based snow cover (including snow depth), especially in mountainous areas; 
gaps exist in observations for ice caps, ice sheets, glaciers, and permafrost, and 
temperature profi les of permafrost in bore holes that are being degraded or lost by 
warming. Some important measurements could provide a cost-effective way to 
enhance the information obtained. These include enhancement of greenhouse gas 
networks including sensor automation, expansion of the network of ground-based 
soil moisture measurements, increased measurement frequency/time resolution, and 
airborne sensor deployments. Accurate and precise ground-based GPS measurements 
of total column water vapor also contribute to climate-quality data sets, calibration of 
other instruments, and verifi cation of reanalysis data sets (Wang and Zhang  2009 ; 
Vey et al.  2010 ). 

 Measurements of variables describing terrestrial fresh water in its liquid and 
solid phase are currently limited, as are the fl uxes (see Jung et al.  2010 ). Satellite 
altimetry is used to monitor river and lake levels, but only for a few river basins and 
large lakes. Fresh water is considered in more detail by Gleick et al. ( 2013 ). 
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Snow- cover extent is mapped daily by satellites, but sensors change and continuing 
research and surface observations are needed to calibrate and verify satellite prod-
ucts for snow depth and snow water equivalent. Monitoring glaciers and ice caps is 
important for early detection of climate changes because their contraction indicates 
warming trends. Satellite observations of polar ice caps, continental mountain gla-
ciers and ice shelves increasingly help provide a regular inventory. Satellite derived 
digital elevation maps of the ice surface for Greenland and Antarctica are available, 
though long term commitments to such monitoring are not in place. 

 One area where potential exists for cost savings, improved effi ciency, and more 
comprehensive observations is through the consolidation and rationalization of the 
multitude of  in situ  networks that have grown up under different agencies and coun-
tries. For instance, the networks for radiosondes, ozonesondes, other atmospheric 
constituents (GAW), radiation (BSRN), fl ux towers (IGBP), and so on have been 
developed for specifi c purposes. By consolidating some of these measurements 
increased value accrues and the networks become more sustainable because they 
serve more purposes. 

 Numerous bilateral and multilateral international partnerships exist, providing 
highly productive avenues for coordination and cooperation. Partnership opportuni-
ties exist with communities other than the international framework: with defense 
agencies, the private sector, and non-governmental organizations, although some-
times with adverse consequences. Major strengths include the leveraging of indi-
vidual national resources toward common goals, and the sharing of data and 
expertise. However, more effort is needed in overcoming differences in data and 
metadata standards, data sharing and data policy, and access to currently restricted 
data (this includes both  in situ  and satellite data). 

 In summary, WCRP should take a leadership role in an international coordina-
tion framework to perform a comprehensive assessment of the research priorities of 
an operational global  in situ  observation system. WCRP should also provide recom-
mendations for transition from research to operational capability and identify where 
overlap is needed to prevent critical gaps in this extensive array of climate- relevant 
observations administered by many agencies from the international community. The 
challenge to WCRP is to recommend guidelines and identify specifi c ways that the 
international community can optimize this mix, across agencies and under consid-
eration of international agreements and participation with other partners. Such a 
framework and set of guidelines could greatly serve the needs of the climate research 
community and yet exercise maximum fi scal responsibility for a global observation 
capability.  

5.2     Data Documentation and Adequacy of Metadata 

 For several decades, metadata and data discovery have been inextricably intertwined 
because of the diffi culty in keeping up with the explosion in observations and data 
products. Discovery alone, however, is not adequate for understanding observa-
tions and, more importantly, temporal variations in those observations. Excellent 
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documentation of environmental observations and data, preferably in peer-reviewed 
 literature, is more important today than ever before:

•    Rapid evolution of the global climate adds requirements for understanding 
temporal variations in observed properties. Pertinent data must be documented 
so as to unambiguously recognize change and differentiate real change from 
observational, experimental or analytical error.  

•   The changing environment increases the importance of older observations that pro-
vide context but which may have been collected, processed or synthesized by sci-
entists who are no longer available. Detailed documentation is essential to ensure 
that today’s observations can contribute to answering tomorrow’s questions.  

•   There are increased requirements for sharing data across broad communities 
with diverse expertise. Users include decision and policy makers, inter‐disciplinary 
scientists, and the general public.  

•   The international environmental community is coming together in unprecedented 
collaborations.    

 A series of international metadata (International Organization for Standardization- 
ISO) standards have emerged recently, forming the foundation for effectively docu-
menting observed and synthesized data. These standards include mechanisms for 
describing sensors, data quality assessments, provenance (sources and algorithms), 
and temporal variations in all these items. They also include mechanisms for creat-
ing metadata at many levels (sensor, platform, network, project…) and connecting 
to related documentation in standard or non-standard forms. The global scientifi c 
community needs to work together to:

•     Develop conventions for how standards will be used to describe important data 
types  to enable meaningful sharing of metadata. Like the Climate and Forecast 
Conventions for data, metadata conventions will include standard names and 
ontologies for shared concepts.  

•    Extend high-quality documentation with increased emphasis on preservation 
and sharing of that documentation.  Adoption of the ISO standards supports both 
of these goals.  

•    Participate in evolving the standards as documentation and sharing needs change.     

 Considerable progress has been made towards supporting open data across a 
growing segment of the scientifi c community. Scientists around the world should 
share environmental observations along with their documentation, or risk under-
mining a basic scientifi c premise of independent verifi cation of results that supports 
the credibility of the scientifi c process.  

5.3     Tracking Climate Observing Performance 

 As we strive to be more effective in our climate observing and research activities, an 
important objective is the effective use of both operations and research for early 
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identifi cation of time-dependent biases. The International State of the Climate Report 
and the subsequent special NOAA report (SOC  2009 ) focused on a set of nine indica-
tors in a warming world. In SOC ( 2009 ), numerous indicators and indices represent-
ing ECVs were compared and contrasted to ensure that observing systems (satellite 
and  in situ ) were providing a physically consistent set of information about climate 
and global change (Fig.  10 ). These analyses demonstrate the value of collectively 
analyzing a broad set of essential climate variables across various observing systems 
using independent time series developed by various science teams.
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  Fig. 10    Observations of the ten indicators over time (SOC  2009 ) (Adapted from fi gure courtesy 
NCDC, NOAA)       
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   Figure  10  shows time series from independent observing systems (satellite and 
 in situ ) and various independent analyses. This kind of display enables checks of 
consistency among datasets of the same variable and also the physical consistency 
among variables. 

 Consistency among other variables is being explored within the GEWEX Data and 
Assessments Panel for temperature, water vapor, cloud, precipitation, surface fl uxes 
of sensible and latent heat, and surface radiation. This kind of display therefore also 
reveals changes in the climate that are extremely useful for many purposes. 

 Nonetheless, understanding differences among datasets, their strengths and 
weaknesses is also very important in order to properly utilize the most appropriate 
data for certain purposes. At NCAR a new Climate Data Guide   http://climate-
dataguide.ucar.edu/     is being developed to provide this information about the multi-
tudes of datasets.  

5.4     Climate Observations at High Risk 

 The GCOS is designed to meet evolving national and international requirements for 
climate observations. Certainly our current observing system and the one in the 
foreseeable future (taking all planned U.S., European and Asian satellite missions 
into account), will lead to a lot of new information about our planet and the climate 
system. Many observations can be used for climate purposes although more so for 
some ECVs than others. But unless there is major progress on climate observations, 
we shall not see as much or as clearly as needed for effective climate research and 
applications. Moreover, progress is much needed to reduce the probability of being 
tripped up by something unexpected that we cannot grasp with our defi cient vision. 
While the need for climate information has greatly increased, the effort to meet this 
need has not. 

 A recent mid-course assessment of the Decadal Survey (NRC  2012 ) supports our 
assessment. It notes that despite some successes (e.g., successful launches of the 
Ocean Surface Topography Mission (OSTM), Aquarius, and the Suomi NPP), a 
number of signifi cant issues have had damaging effects on the U.S. satellite observ-
ing system. These include signifi cant budget shortfalls in NASA and NOAA, launch 
failures, delays, changes in scope, and cost growth of missions. NOAA has made 
signifi cant reductions in scope to the future operational Earth satellites, omitting 
observational capabilities assumed by the Decadal Survey to be part of NOAA’s 
future capability and failing to implement the three new missions recommended for 
NOAA by the Survey (the Operational GPS Radio Occultation Mission, the 
Extended Ocean Vector Winds Mission, and the NOAA portion of CLARREO). 

 Furthermore, the U.S. Earth observing capability from space is in jeopardy as 
older missions fail faster than they are replaced; thus the number of NASA and 
NOAA Earth observing instruments in space is likely to decline to as little as 25 % 
of the current number by 2020 (Fig.  11 , NRC  2012 ).
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   While signifi cant progress has been made in the last decade, we conclude that the 
climate observation architecture is still very much a work in progress, with a long 
way to go before we achieve a fully implemented climate observing system. Serious 
challenges remain in the areas of data accuracy, independence, continuity, and pri-
oritization within the observing system. Comprehensive standard metadata is also 
missing for many observations. Much more complete spatial and temporal sampling 
is essential if we are to determine how extremes are changing; as an example the 
need for hourly data on precipitation has long been recognized because of its inher-
ent intermittent nature. Changes in extremes are the main way climate change is 
perceived (Trenberth  2011 ) and of special interest are changes in hurricanes, storm 
surges, severe convection, tornadoes, hail, lightning, fl oods, droughts, heat waves 
and wild fi res. All of these depend on detailed information about precipitation: its 
distribution, intensity, frequency, amount, type, and sequences in time. The evidence 
is increasing for changes in weather and climate extremes whereby, for example, 
500-year events become 50-year events, but the information is not being made 
available and planning for those changes is wholly inadequate. The need to assess 
model capabilities from this standpoint is also clear. 

 Other needs are rearing up in the form of irreversible climate change and tipping 
points as thresholds are crossed, and whether it is possible to even recognize that we 
have passed such a point when we do, until decades or centuries later, when it is far 
too late to do anything about it (Solomon et al.  2009 ). A classic example is the 
increased melting of the Greenland and West Antarctic ice sheets. Are these revers-
ible, or is it already too late? 

 Nations have continued to recognize the needs for a fully implemented climate 
observing system, for example through acceptance of the GCOS Implementation 

  Fig. 11    Estimated number of NASA/NOAA Earth Observing instruments in space out to 2020 
(NRC  2012 )       
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Plans and other reports by the Parties to the UNFCCC: most recently GCOS 
( 2010 ); and in the resolutions of the WMO Congresses relating to GCOS. But in 
many cases, funding commitments have not yet been made by GCOS member 
nations to provide or improve key components of the climate observing system. 
As we have seen with losses of ADEOS, Cryosat, OCO, Glory, inability to fully 
implement COSMIC-2, delays of NPP and JPSS, CLARREO, DESDynI, the 
GPM follow-on, limb soundings, as well as the TAO buoy network preventive 
maintenance, the stream gauge network and an integrated carbon-tower network; 
the risk of major satellite and  in situ  observing system gaps is already present, and 
will grow in the future. 

 Climate observations today contain many very good pieces, but are not yet well 
coordinated, understood, developed, maintained and preserved as a true global 
observing system. Satellite and  in situ  observations must be synthesized and ana-
lyzed and reanalyzed into usable and well documented integrated climate quality 
products. We must solve these challenges if we are not to walk blindly into our 
planet’s future.   

6      Appendix A: The GCOS Organizational Framework 

 The Global Climate Observing System activities are collectively sponsored by the 
(WMO), Intergovernmental Oceanographic Commission (IOC) of the United 
Nations Educational, Scientifi c and Cultural Organization (UNESCO), United 
Nations Environment Program (UNEP), and International Council of Science 
(ICSU) to meet national and international needs for climate-related observations of 
atmosphere, ocean and land. GCOS addresses the observations themselves, the 
transmission and management of data, the establishment of fundamental climate 
data records and the formation of products from these data records. In undertaking 
its review and advisory role, GCOS collaborates with other entities active in these 
fi elds, including the World Climate Research Program (WCRP). 

 GCOS functions through the contributions of nations to help implement:

•    component comprehensive observing systems, principally the GOS and Global 
Atmosphere Watch (GAW), the IOC-led Global Ocean Observing System 
(GOOS) and the FAO-led Global Terrestrial Observing System (GTOS);  

•   baseline and reference networks designated or established for specifi c monitor-
ing purposes;  

•   observing principles and guidelines for dataset production;  
•   operation of regional lead centers, network monitoring centers and lead centers 

for analysis/archiving and the reference upper-air measurement network;  
•   a cooperation mechanism and associated technical program for observing- system 

improvements in developing countries; and  
•   coordination of GCOS activities at national and regional levels across the atmo-

spheric, oceanic and terrestrial domains.    
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 GCOS is guided by a steering committee, and supported by co-sponsored panels, 
and by a secretariat working alongside those of WMO, GOOS and GTOS. 

 GCOS focuses on observations to support the United Nations Framework 
Convention on Climate Change (UNFCCC). Its activities include detailed assess-
ments of the adequacy of the composite observing system, statements of required 
actions and reports on progress, and it interacts with the UNFCCC’s Subsidiary 
Body for Scientifi c and Technological Advice (SBSTA) and open public reviews via 
responses and requests. Activities also cover many systematic observational needs 
for climate-change assessment, research and the provision of climate services, and 
serve many societal benefi t areas of the GEOSS, including agriculture, biodiversity, 
climate, disasters, ecosystems, energy, health, water and weather. 

 The Second Adequacy Report (GCOS  2003 ) identifi ed a set of ECVs judged to 
be the minimum required to support the work of the Convention and to be techni-
cally and economically feasible for systematic observation. It was followed by a 
5–10 year implementation plan in 2004, which identifi ed 131 specifi c actions. The 
response to the space-based actions was coordinated by the CEOS, with the 
CGMS – the international forum for the exchange of technical information on geo-
stationary and polar orbiting meteorological satellite systems.     

 Acronyms 

   ALOS    Advanced Land Observing Satellite   
  ADEOS    Advanced Earth Observing Satellite   
  AIRS    Atmospheric Infrared Sounder   
  AR4    Fourth Assessment Report (IPCC)   
  ATMS    Advanced Technology Microwave Sounder   
  BSRN    Baseline Surface Radiation Network   
  CCSP    Climate Change System Program   
  CDR    Climate Data Record   
  CEOS    Committee on Earth Observation Satellites   
  CERES    Clouds and the Earth’s Radiant Energy System   
  CF    Climate and Forecast   
  CGMS    Coordination Group for Meteorological Satellites   
  CLARREO    Climate Absolute Radiance and Refractivity Observatory   
  COSMIC     Constellation Observing System for Meteorology, Ionosphere and 

Climate   
  CrIS    Crosstrack Infrared Sounder   
  DESDynl    Deformation, Ecosystem Structure, and Dynamics of Ice   
  DoD    Department of Defense   
  EarthCARE    Earth, Cloud, Aerosol, Radiation and Energy   
  ECMWF    European Centre for Medium-range Weather Forecasts   
  ECV    Essential Climate Variable   
  ENSO    El Niño-Southern Oscillation   
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  EOS    Earth Observing System   
  ERA    ECMWF Re-Analysis   
  ESA    European Space Agency   
  EUMETSAT     European Organisation for the Exploitation of Meteorological 

Satellites   
  FAPAR    Fraction of Absorbed Photosynthetically Active Radiation   
  GAW    Global Atmospheric Watch   
  GCOM    Global Change Observation Mission (JAXA)   
  GCOS    Global Climate Observing System   
  GCMPs    GCOS Climate Monitoring Principles   
  GEO    Group on Earth Observations   
  GEOSS    Global Earth Observation System of Systems   
  GEWEX    Global Energy and Water Exchanges (WCRP)   
  GFCS    Global Framework for Climate Services   
  GMES    Global Monitoring for Environment and Security   
  GNSS    Global Navigation Satellite System   
  GOES    Geosynchronous Operational Environmental Satellite   
  GOOS    Global Ocean Observing System   
  GOS    Global Observing System   
  GOSAT    Greenhouse Gases Observation Satellite (JAXA)   
  GPM    Global Precipitation Mission   
  GPS    Global Positioning System   
  GRUAN    GCOS Reference Upper-Air Network   
  GSICS    Global Space-based Intercalibration System   
  GTOS    Global Terrestrial Observing System   
  ICESAT    Ice, Cloud, and Land Elevation Satellite   
  ICSU    International Council for Science   
  IGBP    International Geosphere-Biosphere Programme   
  IGDDS    WMO Integrated Global Data Dissemination Service   
  IOC    Intergovernmental Oceanographic Commission   
  IPCC    Intergovernmental Panel on Climate Change   
  JAXA    Japan Aerospace Exploration Agency   
  JMA    Japanese Meteorological Agency   
  JPSS    Joint Polar Satellite System   
  LAI    Leaf Area Index   
  MERIS    Medium Resolution Imaging Spectrometer   
  MERRA    Modern Era Retrospective-Analysis for Research and Applications   
  MODIS    Moderate Resolution Imaging Spectro-radiometer (NASA)   
  NASA    National Aeronautics and Space Administration   
  NCAR    National Center for Atmospheric Research   
  NCDC    National Climatic Data Center (NOAA)   
  NOAA    National Oceanic and Atmospheric Administration   
  NPOESS    National Polar-Orbiting Operational Environmental Satellite System   
  NPP    NPOESS Preparatory Project   
  NRC    National Research Council (USA)   
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    Abstract     The long observational record is critical to our understanding of the Earth’s 
climate, but most observing systems were not developed with a climate objective 
in mind. As a result, tremendous efforts have gone into assessing and reprocessing 
the data records to improve their usefulness in climate studies. The purpose of this 
paper is to both review recent progress in reprocessing and reanalyzing observa-
tions, and summarize the challenges that must be overcome in order to improve our 
understanding of climate and variability. Reprocessing improves data quality 
through more scrutiny and improved retrieval techniques for individual observing 
systems, while reanalysis merges many disparate observations with models through 
data assimilation, yet both aim to provide a climatology of Earth processes. Many 
challenges remain, such as tracking the improvement of processing algorithms and 
limited spatial coverage. Reanalyses have fostered signifi cant research, yet reliable 
global trends in many physical fi elds are not yet attainable, despite signifi cant 
advances in data assimilation and numerical modeling. Oceanic reanalyses have 
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made signifi cant advances in recent years, but will only be  discussed here in terms 
of progress toward integrated Earth system analyses. Climate data sets are generally 
adequate for process studies and large-scale climate variability. Communication 
of the strengths, limitations and uncertainties of reprocessed observations and reanal-
ysis data, not only among the community of developers, but also with the extended 
research community, including the new generations of researchers and the decision 
makers is crucial for further advancement of the observational data records. It must 
be emphasized that careful investigation of the data and processing methods are 
required to use the observations appropriately.  

  Keywords     Essential climate variables   •   Climate data records   •   Data rescue   •   Data 
provenance   •   Reanalysis   •   Uncertainty   •   Bias correction  

1         Reprocessing Observations 

 A major diffi culty in understanding past climate change is that, with very few excep-
tions, the systems used to make the observations that climate scientists now rely 
on were not designed with their needs in mind. Early measurements were often 
made out of simple scientifi c curiosity or needs other than for understanding climate 
or forecasting it; latterly, many systems have been driven by other needs such as 
operational weather forecasting, or by accelerating improvements in technology. 
This has two major consequences. 

 The fi rst consequence is that although large numbers of observations are available 
in digital archives, many more still exist only as paper records, or on obsolete 
electronic media and are therefore not available for analysis. Measurements made 
by early satellites, whaling ships, missions of exploration, colonial administrators, 
and commercial concerns (to name only a few) are found in archives scattered 
around the world. Finding, photographing and digitizing observations from paper 
records and locating machines capable of reading old data tapes, punch cards, strip 
charts or magnetic tapes are each time-consuming and costly, but they are vital to 
improving our understanding of the climate. Furthermore, there is a growing need 
for longer, higher quality data bases of synoptic timescale phenomena in order to 
address questions and concerns about changing climate and weather extremes, 
risks and impacts under both natural climatic variability and anthropogenic climate 
change. Such demands are leading to a greater emphasis on the recovery, imaging, 
digitization, quality control and archiving of, plus ready access to, daily to sub-daily 
historical weather observations. These new data will ultimately improve the quality 
of the various reanalyses that rely on them. There is also a sense of urgency as many 
observations are recorded on perishable media such as paper and magnetic tapes 
which degrade over time. Without intervention, our ability to understand and recon-
struct the past is disintegrating in a disturbingly literal sense. 

 The second major consequence is that current observation system requirements 
for climate monitoring and model validation such as those specifi ed by GCOS 
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(  http://www.wmo.int/pages/prog/gcos/index.php?name=ClimateMonitoringPrincip
les    ) – typically emphasizing continuity and stability over resolution and timeliness – are 
met by few historical observing systems. Changes in instrumentation, reporting 
times and station locations introduce non-climatic artifacts in the data necessitating 
consistent reprocessing to recover homogeneous climate records. Nevertheless, 
reliable assessments of changes in the global climate have been made such as the 
IPCC’s statement that “warming of the climate system is unequivocal”. This assess-
ment relies on the many multi-decadal climate series which now exist. 

 Reprocessing of observations aims to improve the quality of the data through 
better algorithms and to understand and communicate the errors and consequent 
uncertainties in the raw and processed observations. Reanalyses differ from repro-
cessed observational data sets in that sophisticated data assimilation techniques 
are used in combination with global forecast models to produce global estimates 
of continuous data fi elds based on multiple observational sources (to be discussed 
in the following section). 

1.1     Data Recovery and Archiving 

 A vital fi rst step for the understanding of historical data and hence past climate is to 
digitize and make freely available the vast numbers of measurements, other obser-
vations and related metadata that currently exist only in hard copy archives or on 
inaccessible (or obsolete) electronic media. Some estimates suggest that the number 
of undigitized observations prior to the Second World War is larger than the number 
of observations currently represented in the largest digital archives. 

 Digitizing large numbers of observations that are printed or hand-written in a 
variety of languages is labor intensive: imaging fragile paper records is time con-
suming and optical character recognition (OCR) technology is not yet capable of 
dealing with handwritten log book or terrestrial registers entries, so they must be keyed 
by hand. Scientifi c projects such as CLIWOC (García-Herrera et al.  2005 ), RECLAIM 
(Wilkinson et al.  2011 ) and the international ACRE initiative (Atmospheric 
Circulation Reconstructions over the Earth, Allan et al.  2011 ) have worked to recover 
and make available these observations. More recently they have been supplemented 
by citizen science projects such as oldweather.org (  http://www.oldweather.org    ) and 
Data.Rescue@Home (  http://www.data-rescue-at-home.org/    ) which have reliably 
and rapidly digitized large numbers of meteorological observations online at the 
same time as increasing public engagement with science via lively e-communities. 
Such projects are not only of climatological interest but can also be of wider historical 
interest (Allan et al.  2012 ). 

 The international ACRE initiative (Allan et al.  2011 ) both undertakes data rescue 
and facilitates data recovery projects around the world and their integration with 
existing data archives. A number of these data archives exist. The International 
Comprehensive Ocean Atmosphere Data Set (ICOADS Woodruff et al.  2010 ) 
holds marine meteorological reports covering a wide range of surface variables. 
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The World Ocean Database (WOD, Showstack  2009 ) has large holdings of 
oceanographic measurements. The Integrated Surface Database (ISD, Lott et al. 
 2008 ) holds high-temporal resolution data for land stations. The International 
Surface Pressure Databank (ISPD, Yin et al.  2008 ) contains measurements of 
surface pressure from ICOADS and land stations, supplemented by information 
about tropical cyclones from the International Best Track Archive for Climate 
Stewardship (IBTrACS, Knapp et al.  2010 ). The Global Precipitation Climatology 
Centre (GPCC) has gathered precipitation observations from many different sources. 
The International Surface Temperature Initiative (ISTI, Thorne et al.  2011b ) is 
bringing together temperature measurements from many different sources to pro-
vide a single, freely available databank of temperature measurements combined 
with metadata concerning the provenance of the data. Nevertheless, these various 
activities are very fragile, and often only exist as a result of ‘grassroots’ actions 
by the climate science community (Allan et al.  2011 ,  2012 ). These projects and 
initiatives urgently need to be imbedded in an overarching, sustainable, fully funded 
and staffed international infrastructure that oversees data rescue activities, and com-
pliments the various implementation and strategy plans and documents on data 
through international coordinating bodies, such as GCOS, GEO, WMO and WCRP. 

 The consolidation of meteorological, hydrological and oceanographic reports 
and observations into large archives facilitates the creation of a range of ‘summary’ 
data sets which are widely used in climate science and can also act as a focus for 
an international community of researchers. However, further consolidation could 
bring greater benefi ts. A land equivalent of the ICOADS, for example, would bring 
together many of the elements needed to fully describe the meteorological situation 
and potentially reduce the efforts that are currently expended to maintain and grow 
a large number of different datasets. In fact, both the terrestrial and marine data 
efforts need to be integrated and better linked up under an international framework 
that supports their activities in a fully sustainable manner.  

1.2     Data Set Creation and Evaluation 

 The diffi culties of converting raw observations into data sets which are of use to climate 
researchers are well documented (e.g. Lyman et al.  2010 ; Thorne et al.  2011a ; Kent 
et al.  2010 ; Lawrimore et al.  2011 ; Hossain and Huffman  2008 ). Systematic errors 
and inhomogeneities in data series caused by changes in instrumentation, time of 
observation and in the environment of the sensor are often as large, or larger than, 
the signals we hope to detect. Without reliable traceability back to international 
measurement standards, the problem of detecting and accounting for these errors is 
not easy. Before the satellite era, observations were often sparsely distributed. 
Various methods have been devised to impute the values of climatological variables 
at locations and times when no such observations were made. The problems are 
further compounded by the necessity of making approximations, using uncertain 
inputs (such as climatologies), the use of different data archives and having sometimes 
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limited statistics with which to estimate important parameters. Three examples 
will help to illustrate some of these diffi culties and the way that they have been 
tackled. 

 One long running example is seen in the different reprocessings of the data from 
the satellite-based Microwave Sounding Units (MSU) which can be used to derive 
vertical temperature profi les through the free atmosphere (Thorne et al.  2011a ). The 
earliest processing by Spencer and Christy ( 1990 ) suggested a monthly precision 
of 0.01° C in the global average lower troposphere temperatures but the lack of a 
trend in the satellite data was not physically consistent with contemporary surface 
temperature estimates. However, when other teams (Prabhakara et al.  2000 ; 
Vinnikov and Grody  2003 ; Mears et al.  2003 ) processed the data they found quite 
different long term behavior. Successive iterations of the datasets have considered 
an increasingly broad range of confounding factors including orbital decay, hot 
target temperature and diurnal drift. Twenty years of analysis and reprocessing 
have undoubtedly improved the overall understanding of the MSU instruments 
(Christy et al.  2003 ; Mears and Wentz  2009a ,  b ), the quality of the data sets and 
estimates of atmospheric temperature trends, but despite these improvements 
temperature trends from the different products still do not agree. This implies either 
the existence of unknown systematic effects, or signifi cant sensitivity to data 
processing choices. Mears et al. ( 2011 ) used a monte-carlo approach to assess the 
uncertainty arising from data processing choices, but this did not fully bridge the 
gap between their analysis and others. 

 In the past decade, the view of ocean heat content has changed considerably. 
Early estimates of global ocean heat content (Levitus et al.  2000 ) showed marked 
decadal variability. Gouretski and Koltermann ( 2007 ) identifi ed a time-varying bias 
in measurements made by eXpendable BathyThermographs (XBT). An XBT is a 
probe that is launched from the deck of a ship and falls down through the ocean 
trailing behind it a fi ne wire that relays water temperature measurements to the 
operator. The depths of the measurements are estimated from an equation that 
relates time-since-launch to depth. Gouretski and Koltermann ( 2007 ) found that 
there were time-varying differences between the actual and estimated depths. Since 
2007, various groups (Wijffels et al.  2008 ; Ishii and Kimoto  2009 ; Levitus et al. 
 2009 ; Gouretski and Reseghetti  2010 ; Good  2011 ) have proposed adjustments for 
the XBT data based on a number of factors including, the make and model of the 
XBT, water temperature (which is related to viscosity) as well as a pure thermal bias 
of unknown origin. By running the different correction methods on a defi ned set 
of data, it has been possible to begin to assess the uncertainty arising from the 
different parts of the reprocessing e.g. bias adjustment, choice of climatology etc. 
(Lyman et al.  2010 ). 

 The third example provides contrasting depth to the problems at hand. A number 
of sea-surface temperature data sets extend back to the start of the twentieth century 
(and before). Because observations become fewer the further back in time one goes, 
statistical methods are used to estimate SSTs in data gaps. However, as before, the 
data sets differ. Trends in SSTs in the tropical Pacifi c show different behavior 
depending on the data set used. Some data sets show an El Niño-like pattern, others 
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a La Niña-like pattern (Deser et al.  2010 ) indicating that uncertainty in long-term 
trends can arise from sources other than systematic instrumental error. 

 Because of the obvious diffi culties with observationally-based data sets, it is 
dangerous to consider them as unproblematic data points which one can use to build 
and challenge theories and hypotheses regarding the climate. The reality is not 
so simple. The data sets are themselves based on assumptions and hypotheses 
concerning the means by which the observed quantity is physically related to the 
climatological variable of interest. In the fi rst example given above, the MSUs are 
sensitive to microwave emissions from oxygen molecules in the atmosphere. To 
convert the measured radiances to atmospheric temperature requires knowledge of 
atmospheric structure, the physical state of the satellite, quantum mechanics and 
orbital geometry. 

 In the fi rst two examples above, the earliest attempts to create homogeneous data 
series underestimated the uncertainties because they did not consider a wide enough 
range of systematic effects. The physical understanding of the system under study 
was incomplete. Such problems are not unique to the study of climate data; see 
for example, Kirshner ( 2004 ) on the diffi culties of estimating the Hubble constant. 
The uncertainty highlighted by the differences between independently processed 
data sets is often referred to as  structural  uncertainty. It arises from the many different 
choices made in the processing chain from raw observations to fi nished product. 
Part of this difference will arise from the different systematic effects considered –
implicitly and explicitly – by the groups, but part will also arise from the different 
ways independent groups tackle the same problems. In most cases there are a wide 
variety of ways in which a particular problem can be approached and no single 
method can be proved defi nitively to be correct. The uncertainty associated with 
small changes in method (for example, using a 99 % signifi cance cutoff as opposed 
to 95 % for identifying station breaks) can be assessed using monte-carlo techniques 
(see e.g. Mears et al.  2011 ; Kennedy et al  2011 ; Williams et al.  2012 ) and is referred 
to as  parametric  uncertainty to differentiate it from the deeper – and often larger –
uncertainties associated with more signifi cant structural chances that can only be 
assessed by taking independent approaches. 

 This slow evolution underlies what drives improvements in the understanding of 
the data. It also highlights the fact that no reprocessing is likely to be fi nal and 
defi nitive. These considerations show the ongoing importance of making multiple, 
independent data sets of the same variable and many analyses that rely on climate 
data sets use multiple data sets to show that their results are not sensitive to struc-
tural uncertainty. 

 Comparisons between different methods have been used to assess the relative 
strengths and weaknesses of different approaches. Side by side comparisons of 
existing data sets have been made (Yasunaka and Hanawa  2011 ) but the use of care-
fully designed tests datasets can be far more illuminating. Real observations can 
be used (e.g. Lyman et al.  2010 ), but in this case the ‘true’ value is unknown. By 
using synthetic data sets, where the truth is known, much more can be learned 
(e.g. Venema et al.  2012 ; Williams et al.  2012 ). The use of carefully designed test 
data sets has been used in metrology to understand uncertainties associated with 
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software in the measurement chain. However, the National Physics Laboratory 
(NPL) best practice guide on validation of software in measurement systems (NPL 
report DEM-ES 014) excludes measurement systems where the physics is still being 
researched which is arguably the case for many climate data sets. The International 
Surface Temperature Initiative (ISTI Thorne et al.  2011b ) is developing a sophisti-
cated process for developing test data sets based on synthetic ‘pseudo-observations’ 
that have been constructed to contain errors and inhomogeneities thought to be 
representative of real world cases. By running the algorithms designed to homoge-
nize station data on these analogues of the real world as well as on the real data, it 
will be possible to directly compare the performance of different methods. Tests like 
these have been used to study the effectiveness of paleo-reconstruction techniques 
(Mann and Rutherford  2002 ) and have long formed the basis of Observing System 
Simulation Experiments (OSSE’s). Ideally, such processes need to be ongoing 
for two reasons. Firstly, benchmark tests become less useful over time because there 
is a danger that the methods will become tuned to their peculiarities. Secondly, 
because the benchmarks might not address novel uses of the data or refl ect new 
understanding of the error structures present in real world data. 

 Such methods are less effective for assessing homogenization procedures where 
they are based on empirical studies (Brunet et al.  2011 ), or on physical reasoning 
(Folland and Parker  1995 ). However, they could be used to cross-check results 
if statistically-based alternatives can be developed. A more empirical approach to 
the problem of assessing data biases is to run observational experiments (Brunet 
et al.  2011 ) whereby different sensors, including historical sensors, are compared 
side by side over a period of years. Such comparisons can be used to estimate the 
biases and associated uncertainties that can be used to cross check other methods, 
and in periods with fewer observations they may be the only means of assessing the 
data uncertainties. 

 Greater emphasis is now being given to the importance of uncertainty in 
observationally- based data sets, but it is not always clear how a user of the data 
should implement or interpret published uncertainty estimates. The traditional 
approach of providing an error bar on a derived value is often unsatisfactory because 
it provides information only on the magnitude of the uncertainty, but not how 
uncertainties co-vary. For example in the schematic in Fig.  1 , each of the red lines 
is consistent with the median and 95 % uncertainty range indicated by the black 
line and blue area. By providing only the black line and ‘error bar’, information 
concerning (in this case) the temporal covariance structure of the errors is lost. 
This has implications when the data are further processed, because the covariance 
is needed to correctly propagate the uncertainties.

   Recent approaches have drawn representative samples (roughly equivalent to 
the red lines shown in Fig.  1 ) from the posterior distributions of statistically 
reconstructed fi elds (Karspeck et al.  2011 ; Chappell et al.  2012 ) or representative 
samples from a particular error model (Mears et al.  2011 ; Kennedy et al.  2011 ). 
Each sample, or realization, can then be run through an analysis to generate an 
ensemble of results that show the sensitivity of the analysis to observational 
uncertainty. 
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 While these issues have been important for assessing large scale long term 
climate change, the challenges become even more formidable when data sets are 
used to assess climate change at higher resolution in time and in space. It is the 
extremes of weather that most often have the highest societal impacts and detecting 
and attributing changes in the statistics of these events is hampered by sparse data 
and poorly characterized uncertainties (see the OSC Community Paper on Extremes 
by Alexander et al.). The analysis of extremes demands more careful quality 

  Fig. 1    Four examples showing that very different behaviors are consistent with the same ‘error 
bars’. ( Top ) uncertainty range indicates that high-frequency variability is missing. ( second  from 
 top ) uncertainty range indicates a systematic offset. ( bottom  and  second  from  bottom ) uncertainty 
range indicates red-noise error variance       
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control – which in turn necessitates greater understanding of the underlying 
processes – because unusual events can sometimes resemble data errors and vice 
versa. In order to provide the data sets demanded by climate services the problems 
detailed above need to be resolved for a new generation of high resolution data set; 
from the discovery imaging and digitizing of paper records and metadata, through 
the management of appropriate archives, the generation of multiple independent 
data sets and their intercomparison to the wide dissemination and documentation of 
the fi nal products. 

 Addressing the above concerns is vital for the creation of Climate Data Records 
(CDR   http://www.ncdc.noaa.gov/cdr/guidelines.html    ), defi ned by the National 
Research Council (NRC) as “a time series of measurements of suffi cient length, 
consistency, and continuity to determine climate variability and change”. At the 
moment, the concept of a CDR has been associated with satellite processing, but 
a similar approach would be illuminating for in situ measurements of other geo-
physical variables. Of particular interest, from this point of view are the importance 
accorded to transparency of data and methods. Openness and transparency have many 
advantages over their opposites. They lay bare the assumptions made in the analysis: 
although methods sections in papers can adequately describe an algorithm, there 
is always the danger of ambiguity, or unstated assumptions. Where computer codes 
are provided, they unambiguously describe the methods used. In addition, the 
discovery and correction of errors in data and analysis are greatly facilitated, as is 
the reuse of methods in later analyses (Barnes  2010 ). The Climate Code Foundation 
(  http://climatecode.org/    ) has been set up to help improve the visibility, availability 
and quality of code used in climate assessments and has recoded the NASA Goddard 
Institute of Space Studies global temperature data set, which has been developed 
over a number of years, in a single consistent package. 

 Assessing the quality of anything is a diffi cult task (Pirsig  1974 ) and CDRs are 
no exception. Indices attempting to measure the quality, or maturity of CDRs 
have been proposed (  www1.ncdc.noaa.gov/pub/data/sds/cdrp-mtx-0008-v4.0-
maturity-matrix.pdf    ). These include considerations of criteria such as scientifi c 
maturity, preservation maturity and metadata completeness as well as highlighting 
the importance of independent cross-checks and the provision of validated uncertainty 
estimates. A concept such as “maturity” is dangerous when applied to a single dataset: 
longevity and quality are not equivalent. As shown above, scientifi c maturity has 
typically developed by means of making  multiple independent  data sets. Even when 
considering the understanding of a variable across a range of data sets, diffi culties 
arise because systematic errors in the data can go undetected for many years. 
“Immaturity” has only ever been obvious in hindsight. 

 Climate research encompasses a large range of studies, from process studies, 
overlapping more traditional research, that focus on large space-time scale interactions 
and coupling (i.e, feedbacks) to global, long-term monitoring (change detection) 
and attribution (change explanation). Planning for the needs of all of these uses 
is diffi cult. The need for greater transparency and traceability of raw data charac-
teristics, analysis methods and data product uncertainties also have to help users 
judge whether a particular product is useful for a particular study. Given the large 
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range of data products currently available—both raw and analyses—it is sometimes 
diffi cult for users to identify, locate and obtain what they need unless there is an 
organized set of information available. A number of approaches can help users fi nd 
the data they need. 

 First, users need information about the various data sets. Journal papers and 
technical reports describing data set construction are often less useful as user guides, 
with technical details hidden behind journal paywalls or spread across a series of 
publications. Initiatives such as the Climate Data Guide project aims to provide 
expert and concise reviews of data and quality (  http://climatedataguide.ucar.edu/    ). 
By comparing data sets side by side in a common setting, it should be easier for 
users to understand the relative strengths and weaknesses of different data sets. 

 Second, the users need to be able to fi nd the data. This is easiest to do if there 
exists a common method for data discovery. At the basic level of individual meteo-
rological reports, there exist a large number of archives (as mentioned before). At a 
higher level, there is no single repository for gridded and otherwise processed 
observational data sets that is analogous to the CMIP archive of model data (Meehl 
et al.  2000 ). Generating such an archive would have the dual effect of giving users 
easy access to the data in a standard format while allowing data producers to get 
their work more widely recognized. Presenting different data sets side by side will 
also serve to highlight the uncertainties in the observations themselves. A problem 
common to all data sets is that of accurate citation. Where data sets are regularly 
updated, a citation to a journal paper might not be suffi cient to allow full reproduc-
ibility. Data archives could allow systematic version control of data set through 
a common mechanism allowing future users to extract a particular data set down-
loaded at any time. There is a growing concern about archiving and ready access to 
all of these data under a viable system that can easily handle the storage and access 
to an ever expanding volume of data. By combining such an archive with detailed 
provenance information, as anticipated by ISTI, would allow users to use data of a 
kind that is appropriate for their particular analysis. In gathering together observa-
tional data, thought must also be given to archiving and systematizing metadata 
and documentation. Such things as, quality fl ags, stations histories, calibration 
records, reanalysis innovations and feedback records, observer instructions, and so 
on, provide valuable information for analysts. Ideally, archives of metadata should 
coexist with the archives of data to which they refer. 

 Third, the information and data sets need to be integrated. There is not as yet a 
systematic way to gather value that has been added by a community that works with 
the data. The Climate Data Guide points to the data, but the data exist in a variety of 
formats. Collections of data sets exist, but they are sometimes divorced from the 
expert guidance necessary to understand them. A number of initiatives are addressing 
these problems. The ICOADS does incorporate some information concerning 
quality control, or bias identifi cation and adjustment, but the IVAD (ICOADS 
Value-Added Data   http://icoads.noaa.gov/ivad/    ) data base plans to add a layer which 
will give users access to a range of value-added data. The ISTI (International Surface 
Temperature Initiative) plans to create an archive of air temperature data and go 
further by planning to include other variables, as well as full provenance information 
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for each observation in the archive allowing users to drill down from fully analyzed 
products to the original handwritten note made by the observer. Other projects, 
such as Group for High Resolution Sea Surface Temperature (GHRSST,   www.
ghrsst.org    ; Donlon et al.  2007 ), have produced alternative models for their own user 
communities that give access to greater detail allowing them to make their own 
evaluations of uncertainty.  

1.3     Recommendations 

     1.    Projects and initiatives concerning data digitization and archiving of basic 
observations urgently need to be imbedded in an overarching, sustainable, fully 
funded and staffed international infrastructure that oversees data rescue activities, 
and compliments the various implementation and strategy plans and documents 
on data coming out of GCOS, GEO, WMO, WCRP and the like.   

   2.    Terrestrial and marine data efforts need to be integrated and better linked up 
under an international framework that supports their activities in a fully sustainable 
manner.   

   3.    An archive of observational data sets analogous to the CMIP archive of model 
data, should be set up and integrated with user-oriented information such as the 
Climate Data Guide.       

2     Reanalysis of Observations 

 Reanalyses differ from reprocessed observational data sets in that sophisticated data 
assimilation techniques are used in combination with global forecast models to 
produce global estimates of continuous data fi elds based on multiple observational 
sources (Bengtsson and Shukla  1988 ; Trenberth and Olson  1988 ). One advantage of 
this approach is that reanalysis data products are available at all points in space and 
time, and that many ancillary variables, not easily or routinely observed, are gen-
erated by the forecast model subject to the constraints provided by the observations. 
An important disadvantage of the reanalysis technique, however, is that the effect of 
model biases on the reanalyzed fi elds depends on the strength of the observational 
constraint, which varies both in space and time. This needs to be taken into account 
when reanalysis data are used for weather and climate research (e.g. Kalnay et al. 
 1996 ). Nevertheless, recent developments in data assimilation techniques, com-
bined with improvements in models and observations (e.g. due to reprocessing of 
satellite data) have led to increasing use of modern reanalyses for monitoring of the 
global climate (Dee and Uppala  2009 ; Dee et al.  2011b ; Blunden et al.  2011 ). 

 With multiple reanalyses now available for weather and climate research, inves-
tigators must consider the strengths and weaknesses of each reanalysis. Estimates of 
the basic dynamic fi elds in modern reanalyses are increasingly similar, especially in 
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the vicinity of abundant observations (Rienecker et al.  2011 ). The physics fi elds 
(e.g. precipitation and longwave radiation) are more uncertain due to shortcomings 
in the assimilating model and its parameterizations. Understanding the effect of model 
errors is important both for users and developers of reanalyses, and ultimately 
needed to further improve the representation of climate signals in reanalysis. 
Observations provide the essential information content of reanalysis products; their 
quality and availability ultimately determines the accuracy that can be achieved. 
The types of observations assimilated span the breadth of remotely sensed and 
instrumental in-situ observations. Dealing with the complexities and uncertainties 
in the observing system, including data selection, quality control and bias correction, 
can have a crucial effect on the quality of the resulting reanalysis data. 

 Given the importance of reanalysis for weather and climate research and applica-
tions, successive generations of advanced reanalysis products can be anticipated. 
In the near future, coupling ocean, land and atmosphere will allow an integrated 
aspect of the reanalysis of historical observations, but may also increase the presence 
of model uncertainty. However, with the complexity of all the components of 
the Earth system, realizing the true potential of such advancements will require 
coordination, not only among developers of future reanalyses but also with the 
research community. 

2.1     Current Status 

 The most used and cited reanalysis is the NCEP/NCAR reanalysis, which includes 
data going back to 1948 (Kalnay et al.  1996 ). The 45 year ECMWF reanalysis 
(ERA-40, Uppala et al.  2005 ), which stops in August 2002, has also been extensively 
used in weather and climate studies. Both of these reanalyses span the transition 
from a predominantly conventional observing system (broadly referring to in situ 
observations and retrieved observations that are assimilated) to the modern period 
with abundant satellite observations, marked by the introduction of TOVS radiance 
measurements in 1979. Many spurious variations in the climate signal have been 
identifi ed in these early-generation reanalyses (Bengtsson et al.  2004 ; Andersson 
et al.  2005 ; Chen et al.  2008a ,  b ), mainly resulting from inadequate bias corrections 
of the satellite data and modulated effects of model biases related with changes in 
the observing system. There now exist several atmospheric reanalyses covering the 
post-1979 period that are being continued forward in near-real time. The Japanese 
25-year Reanalysis (JRA-25), released for use in March 2006 (Onogi et al.  2007 ) is 
the fi rst effort by the JMA, and their second, JRA-55 is underway (Ebita et al.  2011 ). 
The National Centers for Environmental Prediction (NCEP) second reanalysis 
(NCEP-DOE, Kanamitsu et al.  2002 ) improved upon the NCEP/NCAR reanalysis 
data. More recently, ECMWF has produced the ERA-Interim reanalysis based on a 
2006 version of their data assimilation system (Dee et al.  2011a ), in preparation for 
a new climate reanalysis to be produced starting in 2014. NASA’s Modern Era 
Retrospective-analysis for Research and Applications (MERRA) was developed as 
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a tool to better understand NASA’s remote sensing data in a climate context 
(Rienecker et al.  2011 ). The NCEP Climate Forecast System Reanalysis (Saha et al. 
 2010 ) became available in early 2010, produced with a data assimilation system 
that includes precipitation assimilation over land, and a semi-coupled ocean/land/
atmosphere model and intended for seasonal prediction initialization. This is a brief 
description of the latest atmospheric reanalyses. The basic information about the 
data can be found at   http://reanalyses.org/atmosphere/comparison-table    , along with 
similar information for the latest oceanic reanalyses. 

 While the fundamental strength in resolving dynamical processes remains, recent 
reanalyses have improved on many aspects of the earlier-generation systems. Direct 
assimilation of the remotely-sensed satellite radiances, rather than assimilation of 
retrieved state estimates, has become the norm. Variational bias correction of the 
satellite radiances effectively anchors these data to high-quality observations from 
radiosondes and other sources (Dee and Uppala  2009 ; used in ERA-Interim, 
MERRA, and CFSR as well as the forthcoming JRA-55). The recently completed 
CFSR is the fi rst reanalysis to use a weakly-coupled ocean/atmosphere model, 
and also assimilates precipitation data over land. In addition to the technical and 
scientifi c improvements of the reanalysis systems, increased computational resources 
allow the use of higher-resolution models that better resolve the observations. 
These advances combined have lead to improved representations of many physical 
parameters and processes in reanalyses, for example improved skill of the large-scale 
global and tropical precipitation (Bosilovich et al.  2008 ,  2011 ). In addition, the need 
for reanalyses to contribute to climate change studies has prompted signifi cant 
innovations. For example, the twentieth century Reanalysis (20CR) project carried 
out by NOAA in collaboration with CIRES uses the available global surface 
pressure observations and sea surface temperature record reconstructed through the 
1870s in an ensemble-based global analysis method. The resulting analysis is able 
to produce weather patterns with the quality of a modern 3-day numerical forecast 
(Compo et al.  2011 ). 

 Even with substantial improvements, assessment of the uncertainties in reanalysis 
output, especially in the physical processes needed to study climate variations and 
change, remains a signifi cant concern. For a more complete picture of the climate sys-
tem, as represented by reanalyses, the impact of the observations on the resulting data 
should be captured in the analysis of the physical processes (as in Schubert and Chang 
 1996 ; Roads et al.  2002 ). Even the most recent reanalyses demonstrate, to varying 
degrees, shifts in the time series that can be related to changes in the observing systems 
being assimilated (Dee et al.  2011a ; Saha et al.  2010 ; Bosilovich et al.  2011 ). These 
shifts, which may be due to changing biases in the observations, systematic errors in 
the assimilating model, or both, interfere with the ability to detect reliable climate 
trends from the reanalyses. While there are some post-processing techniques that may 
address these spurious features (Robertson et al.  2011 ), dealing with biases in models 
and observations remains the most diffi cult challenge for the reanalysis and data assim-
ilation community in developing future generations of climate reanalyses. 

 The number of global reanalyses has increased greatly in recent years, as com-
puting improves, and various entities have need for specifi c missions to support. 
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Furthermore, spanning the various Earth system disciplines shows that uncoupled 
ocean and land reanalyses are being performed as regularly as those for the atmosphere 
(Guo et al.  2007 ; Xue et al.  2012 ; an evolving list of reanalyses is maintained at 
 reanalysis.org ). Regional reanalyses attempt to improve upon the local representa-
tion of climate and processes that must be handled more generally in global systems 
(Mesinger et al.  2006 ; Verver and Klein Tank  2012 ). While this increase in new 
reanalyses can cause additional work for the research community in understanding 
the various strengths and weaknesses, it does provide opportunity to more quantita-
tively investigate the uncertainties of the reanalysis data. For example, in studying the 
global water and energy budgets Trenberth et al. ( 2011 ) characterized the range of 
values for each term. In addition, collections of analyses have been used to derive a 
super ensemble mean and variance for the ocean (Xue et al.  2012 ), land (Guo et al.  2007 ) 
and atmosphere (Bosilovich et al.  2009 ). While the ensembles can expose biases in 
the character of various reanalyses, there is some evidence that the ensemble itself 
can also provide reasonable data from weather to monthly timescales. Despite the 
difficulties in dealing with a large amount of data, a researcher will find more 
advantage to have multiple data sets available for study. Just as several coupled 
model integrations are required for present day and future climate projections, 
multiple reanalyses will better contribute to the characterization of present day 
climate. Reanalyses may well benefi t from common data standards that facilitate 
evaluation and analysis of the IPCC climate change experiments.  

2.2     Integrating Earth System Analyses 

 Observations are the critical resource for a reanalysis, which needs as many as possible 
to characterize the state of the Earth system. As decadal predictions begin to play a 
role in understanding near-term climate variations, the Earth system ocean/land/
atmosphere needs to be initialized in a balanced state. Newer measurements, such 
as aerosols, sea ice and ocean salinity contribute to the need for reanalyses that 
encompass the broad Earth system. Therefore, Integrated Earth Systems Analysis 
(IESA) encompasses the connections of these disparate observations, and have 
become an important challenge for data assimilation development. 

 NCEP CFSR provides a reanalysis produced with a semi-coupled ocean/land/
atmosphere model, along with an analysis of land precipitation gauge measurements 
(Saha et al.  2010 ). Development of the next reanalysis from NASA includes 
aerosols, ocean (temperature and salinity), land (soil water) and ocean color (biology) 
analysis. While there are signifi cant diffi culties in both the modeling and assimila-
tion of the integrated Earth system, extending these more complex reanalyses to 
historic periods, when little or none of the diversity in observations is available 
will require even more effort on addressing the impact of changes in the observing 
systems. Likewise, maintaining and expanding many of the Earth observations for-
ward in time is also a critical issue (Trenberth et al. OSC position paper on observing 
system), and reference networks can provide stable benchmarks for reanalyses 
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and their data assimilation. Consistency and overlap of newer systems will help 
maintain the consistency in the integrated reanalyses.  

2.3     Reanalysis Input Observations 

 Essentially, reanalyses without input observations revert to model products, hence 
the importance of the observing system emphasized here. As discussed previously, 
there are numerous value added advantages from reanalysis, but they cannot replace 
observed data. It is very important, especially for new reanalysis users, to understand 
that reanalyses are  not  observations, but rather, an observation-based data product. 
Since reanalyses combine many types of observations, their relative comparison 
should be valuable in assessing the quality of the observation as well. However, it is 
not always easy to determine which observations are included in the reanalysis at 
specifi c spatio-temporal coordinates. Any given observation will be weighted with 
other nearby observations and the model forecast in the assimilation process. It may 
be accepted or rejected, and if accepted will contribute to the overall analysis including 
other accepted observations. The degree to which an observation infl uences an 
analysis can be determined from the output background model forecast error and 
the analysis error (as discussed in Rienecker et al.  2011 ). 

 Such output data have been available from reanalysis and data assimilation 
products for some time, but generally only used by developers or those closely 
familiar with the data assimilation methodology. However, these assimilated obser-
vations represent a key component in the output of the reanalyses, and can show 
which observations are used and how. For example, Haimberger ( 2007 ) used feedback 
information from ERA40 to better characterize inhomogeneities in the radiosonde 
time series, and this information was, in turn, used to improve the input observa-
tions to both ERA-Interim and MERRA. To facilitate broader access, assimilated 
observations need to be provided in a format easily accessible to the reanalysis 
users, so that users can more appropriately identify the agreement between observed 
features (including all sources of a given state variable) and reanalysis features at 
any specifi c point in space and time. Even just the capability of easily determining 
the presence (or lack thereof) of assimilated observations during a given event 
would be useful in many research studies. Typically, the data is produced in 
“observation- space”, in that, it is an ascii record including space and time coordinates. 
To facilitate comparisons with the gridded reanalysis output, the GMAO has 
processed MERRA’s assimilated observations to its native grid (Rienecker et al. 
 2011 ) called the MERRA Gridded Innovations and Observations (GIO). It includes 
each observation, its forecast error and analysis error (as well as the count of obser-
vations and variance within the grid box). Similarly, recent efforts at ECMWF aim 
to make assimilated observations and the “feedback” fi les available through a WWW 
interface. With these data, researchers can quickly identify the observation assimilated 
at each of the reanalysis grid points. 

 Of course, reanalyses rely on the broad and open availability of increasing numbers 
of observing systems and variables. Regarding in situ (or sometimes referred to as 
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conventional) observing networks, reanalysis projects have been able to coordinate 
and update data holdings to refl ect the latest quality assessments and reprocessing 
of the data. For the remote sensing data, however, there remains much less organiza-
tion of the data and how it is used in reanalyses. As part of preparations for a new 
comprehensive climate reanalysis, an inventory of satellite radiances potentially 
available for reanalysis is currently being compiled at ECMWF. Some remotely 
sensed data is still assimilated as retrieved state fi elds, instead of radiances, and is 
therefore a function of the algorithm or radiative transfer model and its version, as 
well as the version of the input radiance. 

 There is signifi cant work progressing on the radiances themselves that should 
affect their use in reanalyses. For example, intercalibrated MSU (channels 2–4) (Zou 
et al.  2006 ) were newly available and assimilated from the start of MERRA produc-
tion, but this was not an option for reanalyses beginning prior to it. The satellite data 
input is generally handled by the reanalysis center, which must maintain contacts 
with the data community to be informed on all the latest information and updates. 
Presently, each center documents its own data usage, but there is no central information 
about this for research users to access and intercompare among reanalyses. As dis-
cussed earlier, observations are the key resource for reanalysis, reanalysis are sensi-
tive to the assimilated observations and so, it is vitally important for reanalysis 
projects to have the latest information and reprocessing of the input data type, and 
also convey that information to the research community. The series of international 
reanalyses conferences have provided a focal point for discussions on the accom-
plishments, challenges and future directions of reanalyses (e.g.   jra.kishou.go.jp/3rac_
en.html     and   icr4.org    ). Additionally, a grass roots effort to open communication 
among reanalysis developers and the research community leveraging internet com-
munication technology has begun and is gaining momentum (  reanalysis.org    ).  

2.4     Recommendations 

     1.    The research community and reanalysis developers benefi t from the availability 
of multiple international reanalysis products. Researchers should be encouraged 
to use as many as possible to better defi ne the uncertainty of reanalyses. Data 
management practices and utilities should be developed to facilitate intercom-
parison among reanalyses.   

   2.    Given the criticality of observations and their quality in reanalyses, effi cient and 
open communications among the reanalyses developers and observation develop-
ers/stewards needs to be enhanced. Likewise, information on how the observations 
are used in the reanalysis can be used by the observation developers and research 
community. Reanalysis developers should be encouraged to provide the assimi-
lated observations and innovations alongside the characteristic reanalysis data.   

   3.    Interdisciplinary coupled modeling and assimilation across the atmosphere 
(including aerosols and the stratosphere), ocean, land and cryosphere needs 
signifi cant advancement and communications to accomplish the long-term goals 
of integrated reanalyses.       
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3     Future Directions 

 Global data products and their further refi nement will continue to be a critical 
resource for understanding the Earth’s climate, variability and change. Not only is 
reduction of uncertainty for any individual product important, through improved 
algorithms and processing, but also, global data must be physically integrated and 
consistent in their use of ancillary information and consistency in assumptions. 
These considerations are leading to more formal assessments of global data 
products, such as those put forward by the GEWEX Data and Assessment Panel 
(e.g. Gruber and Levizzani  2008 ). 

 A substantial amount of observations are not regularly analyzed in present day 
research projects because it has yet to be digitized. Projects and initiatives concerning 
data digitization and archiving of basic observations urgently need to be imbedded 
in an overarching, sustainable, fully funded and staffed international infrastructure 
that oversees data rescue activities, and compliments the various implementation 
and strategy plans and documents on data coming out of international coordinating 
agencies. Terrestrial and marine data efforts need to be integrated and better linked 
up under an international framework that supports their activities. An archive of 
observational data sets analogous to the CMIP archive of model data, should be 
established and integrated with user-oriented information such as the Climate 
Data Guide. 

 The reanalysis developer and user community has increased substantially over 
the last decade, mostly due to the broad utility of the data. This paper has addressed 
some of the most pressing challenges facing the international reprocessing and 
reanalysis communities. WCRP has been an integral partner in the development of 
reprocessing and reanalyses, fostering communications within the community 
through workshops, conferences and its scientifi c panels. Recently, reanalyses data 
have been discussed and considered in the derivation of Essential Climate Variables 
(ECVs), as well as using the data for climate monitoring and information services (Dee 
et al.  2011b ). Assessment of global data products is also a major issue for ECVs. 

 As can be easily seen in the overview summary of reanalyses, the reanalysis 
systems are evolving and growing. There will be newer, more advanced and 
comprehensive reanalysis data products available in coming years. Regarding 
the most recent reanalysis data products, there are many questions on their relative 
performance for the many uses and regions covered. It is not feasible for any one 
institution to be able to fully address the exact quality among all the reanalyses, 
simply because there are too many applications of reanalyses. While this does put 
the burden of intercomparison on the individual researcher, in quite a few instances, 
communication and sharing of knowledge between users and developers will have 
become critically important. In a grass roots effort to address the communications 
issues, an effort to utilize the internet and live documents has begun, to provide 
a forum that facilitates communication within the reanalysis community. It is 
considered a pilot project, and is called  reanalyses.org . At this site, developers 
can contribute to a central knowledge-base regarding all issues of reanalyses. 
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In addition, reanalyses.org provides a function to allow users to compare reanalyses. 
In the long run, users are encouraged to summarize their results with pointers to 
detailed information and ultimately publications on the ongoing efforts. While this 
should not be the sole effort to facilitate communications, it does provide an outlet 
and focal point for anyone in the community. The Climate Data Guide (  climate-
dataguide.ucar.edu    ) provides concentrated information and expert analysis of many 
reprocessed data set, data sources for reanalysis and the reanalyses themselves. 
Another platform, the Earth System Grid (ESG) is under development and will 
allow users to easily compare the existing reanalyses with observations and also 
CMIP present day simulations. While signifi cant challenges remain, the active 
communities of users and developers have numerous avenues of information and 
interaction to pursue the solutions.     
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    Abstract     Physical processes not well resolved by climate models continue to limit 
confi dence in detailed predictions of climate change. The representation of cloud 
and convection-related processes dominates the model spread in global climate 
sensitivity, and affects the simulation of important aspects of the present-day climate 
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especially in the tropics. Uncertainty in aerosol radiative effects complicates the 
interpretation of climate changes in the observational and paleoclimate records, in 
particular limiting our ability to infer climate sensitivity. Dynamical uncertainties, 
notably those involving teleconnections and troposphere-stratosphere interaction, 
also affect simulation of regional climate change especially at high latitudes. In 
response, targeted fi eld programs, new satellite capabilities, and new computational 
approaches are promoting progress on these problems. Advances include recogni-
tion of the likely importance of non-greenhouse gas forcings in driving recent trends 
in the general circulation, compensating interactions and emergent phenomena in 
aerosol-cloud-dynamical systems, and the climatic importance of cumulus entrain-
ment. Continued progress will require, among other things, more integrative analysis 
of key processes across scales, recognizing the complexity at the local level but also 
the constraints and possible buffering operating at larger (system) scales.  

  Keywords     Clouds   •   Atmospheric convection   •   Aerosols   •   Cloud-aerosol interaction   
•   Atmospheric dynamics   •   Climate feedbacks   •   Climate modeling  

1         Introduction 

 Cloud, aerosol, and dynamical processes remain at the core of uncertainties about 
atmospheric aspects of climate and continue to be the subject of detailed research. 
This research encompasses observations, process modeling, and the analysis of 
global climate models (GCMs) to examine the possible broader consequences of the 
processes. While aerosols play an important role in air quality and visibility, this 
paper will consider only their climatic consequences; similarly, our discussion of 
cloud and dynamical issues will be oriented toward WCRP science objectives rather 
than purely weather-related or highly localized phenomena. 

 Anthropogenic aerosols are now cooling the climate by an amount that remains 
diffi cult to quantify accurately, but could be comparable to the warming effect of 
anthropogenic carbon dioxide. Moreover, because aerosols are highly nonuniform 
and therefore warm the atmosphere and cool the surface non-uniformly over the 
Earth, they can drive changes to the atmospheric circulation that may affect patterns 
of rainfall (Rotstayn and Lohmann  2002 ) or cloud (e.g., Allen and Sherwood  2010 ) 
independently of any impact on global-mean temperature. 

 Clouds remain the greatest source of spread in model predictions of future climate. 
Much of this spread comes from low clouds, but other cloud types also contribute 
and/or may be more important than suggested by their contribution to this among 
present models. Cirrus clouds, for example, are not well represented in models and 
exert a net warming effect that is comparable to the net cooling effect of low clouds; 
models are beginning to hint at the potential importance of this for climate change. 
Convective clouds interact with the circulation and tend to amplify or organize 
many tropospheric circulations, playing a central role, for example, in tropical intra-
seasonal variability and helping to drive the general circulation at low latitudes 
(Slingo and Slingo  1991 ). Polar clouds interact not only with atmospheric dynamics, 
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but also with sea ice. See Heintzenberg and Charlson ( 2009 ) for a thorough review 
of our understanding of how clouds respond to both aerosols and climate changes, 
and Rosenfeld et al. (this volume) for a more focused perspective on current ideas 
about aerosol impacts on clouds. 

 Dynamical processes at all scales modulate how global heat inputs are expressed 
regionally, and affect global-mean climate indirectly through their role in transporting 
energy to where it can be radiated to space. The dynamical processes considered here 
are not comprehensive but include motions from the cloud-system scale upward, 
that appear to be important for climate or inadequately understood. While it is often 
assumed that global-scale circulations are fully captured by existing climate 
models, this is not necessarily the case as shown by recent examinations of varying 
circulations in different model designs as described in Sect.  2.3 . Also, even if global 
models do capture a phenomenon correctly there are typically intellectual and 
practical advantages to achieving a more fundamental or heuristic understanding 
(see, e.g., Held  2005 ). Rosenlof et al. (this volume) discuss global-scale dynamical 
changes more extensively, including their ocean and surface components.  

2     Recent Scientifi c Advances 

2.1     Clouds and Convection 

 The representation of clouds in climate models continues to exhibit mean biases that 
have been brought into sharper focus by the data from active remote sensors on 
board the CloudSat and CALIPSO satellites. These sensors reveal more clearly the 
vertical distribution of cloudiness, confi rming that many climate models generate 
too much cloud in upper levels and too little at middle and low levels (e.g., Chepfer    
et al.  2008 ). 

2.1.1     Boundary Layer Clouds and Dynamics 

 Field programs have shed new light on the strong and varied dynamical and micro-
physical interactions in maritime shallow convection and marine stratus clouds 
(Wood  2012 ). In many cases these systems are remarkably robust, but occasionally 
exhibit rapid transitions from open-celled to closed-celled morphologies, with 
substantially different albedos and rainfall characteristics. The role of aerosol-cloud 
interactions in these transitions is discussed further in Sect.  2.2.3 . 

 Recent progress in the representation of boundary layer clouds in climate models 
has been brought about through both parameterization improvements and in many 
cases the use of higher vertical resolution. Other recent parameterization developments 
include: (i) Non-local boundary layer schemes with explicit entrainment, which 
typically lead to improved stratocumulus (e.g. Lock et al.  2000 ); (ii) Eddy diffusion 
mass fl ux schemes, which seek to unify turbulence and cumulus parameterizations 
(e.g. Siebesma et al.  2007 ). 
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 Improved community coordination through groups that bring together observa-
tionalists, process modelers and parameterization developers, such as GCSS (Global 
Cloud System Studies group, now being subsumed into a new program called GASS 
that also includes land processes), has been a positive development in recent years. 
GCSS and CFMIP (Cloud Feedback Model Intercomparison Project) efforts have 
additionally engaged members of the climate feedback community. Observation 
sites that monitor detailed surface and remotely sensed information on turbulent 
fl uxes, boundary layer depth, and cloud properties have been linked to create 
improved networks through programs like CLOUDNET and ARM.  

2.1.2     Deep Convection and Its Dynamical Coupling to Larger Scales 

 There is now evidence that phenomena such as the Madden Julian Oscillation 
(MJO) and other tropical wavelike phenomena are sensitive to aspects of convective 
behavior (Hannah and Maloney  2011 ; Raymond and Fuchs  2009 ). Raising barriers 
to deep convection, either through more stringent triggering conditions or greater 
entrainment, generally improves the representation of the MJO. However these 
changes usually affect other aspects of simulations adversely, and are not a modeling 
panacea. It now appears that the eastward propagation of the MJO, previously 
attributed either to dynamical/wavelike propagation or to a wind-surface fl ux 
feedback, may actually arise from simple advection of mid-level moisture (Maloney 
et al.  2010 ). This accounts for the importance of convective sensitivity to this variable 
in reproducing the phenomenon in models. 

 After a long period of relative apathy since the early 1990s, the last few years 
have seen renewed interest in developing new parameterizations for deep convec-
tion and in cloud dynamics generally. This has been motivated partly by negative 
drivers such as the signifi cant failure of many existing schemes to properly respond 
to atmospheric humidity variations (Derbyshire et al.  2004 ) or simulate realistic 
diurnal and intraseasonal variations, but also by positive drivers such as the advent 
of new computational approaches and the spread of cloud-resolving models. Some 
recent studies have questioned the centrality of thermodynamic, parcel-based 
reasoning in theories of convection, emphasizing the additional role of mesoscale 
dynamical constraints in infl uencing convective growth (Robinson et al.  2008 , 
 2011 ). At the same time climate models with “superparameterizations,” or explicit 
convection models in place of the usual convective and cloud parameterizations 
(Randall et al.  2003 ), have also come into wider use and global models have 
appeared at resolutions better than 10 km (Satoh et al.  2008 ). These models are too 
expensive to run as conventional climate models themselves, but are beginning to 
provide insights that may help improve standard parameterizations; for example, 
convective mass fl uxes from these simulations can be used in parameterizations of 
aerosol physics (Gustafson et al.  2008 ; Wang et al.  2003 ). 

 As model grid sizes decrease, traditional assumptions of grid independence and 
statistically equilibrated cloud fi elds used in convective parameterizations appear 
increasingly unjustifi able. Two alternative strategies gaining attention are the inclusion 
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of evolving mesoscale structure, and some elements of stochasticity. While only 
one convective scheme (Donner  1993 ) accounts for mesoscale motions explicitly, 
several new strategies capture in other ways the qualitative evolution of convective 
events, and seem to improve both diurnal and intraseasonal variability. One such 
strategy is to add prognostic parameters representing the evolving degree of convec-
tive organization (Mapes and Neale  2011 ) or boundary-layer forcings (Rio et al. 
 2009 ), while another is to represent transitions between convective stages or regimes 
in a population of clouds (e.g. Frenkel et al.  2011a ,  b ; Khouider and Majda  2008 ). 
Stochastic parameterizations are also being tested for many model physical schemes, 
the basic idea being to predict a range of possible outcomes (or one chosen at random) 
from the inputs to the scheme. One advantage of this is to create a more physical 
way of generating ensemble forecasts; another is to “smooth” the behavior of the 
physical scheme with respect to resolved state variables. It is as yet unclear whether 
stochastic physics will improve climate simulations, or whether any of these strate-
gies will systematically improve the simulated mean climate or cloud feedbacks.  

2.1.3     Microphysics 

 More climate models are beginning to include multiple-moment cloud microphysical 
schemes to represent both liquid and ice particles. This allows prediction of cloud 
droplet sizes as well as bulk condensate amounts, and makes possible the computa-
tion of more aerosol indirect effects. 

 However, the fundamental problem with applying more sophisticated cloud 
microphysics schemes in models that rely on cloud parameterizations is that micro-
physics is tightly coupled to the cloud dynamics, with the latter unresolved when 
clouds are parameterized. Arguably, some bulk aspects of convective clouds (such 
as their total water content profi les) may be well constrained by the mass fl ux quan-
tities that convective schemes predict. However, predicting sizes of cloud and pre-
cipitation particles requires additional assumptions. For instance, in shallow 
convective clouds in the tropics and subtropics, activation of cloud condensation 
nuclei strongly depends not only on aerosol characteristics, but also on the vertical 
velocity fi eld. Some recent cloud parameterizations include information about 
the vertical velocity in order to provide an estimate of the droplet concentration 
(Chen et al.  2010 ; Golaz et al.  2011 ; Ghan et al.  2011 ).  

2.1.4     Trends, Variations and Feedbacks 

 While absolute trends in cloud cover have always been diffi cult to verify due to 
calibration diffi culties, Bender et al. ( 2012 ) found evidence in multiple observing 
systems of a poleward shift of storm-track clouds, that is relative increases at high 
latitudes and decreases in the subtropics. This shift is qualitatively consistent with 
poleward shifts of the general circulation reported on the basis of other indices 
(Sects.  2.3.1  and  2.3.4 ), and on its own would imply a signifi cant increase in net 
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radiative heating of the planet in recent decades. This phenomenon contributes 
strongly to a net positive cloud-amount feedback in GCMs (Zelinka and Hartmann 
 2010 ). 

 Climate models, process models, and observations show that upper-level 
clouds at a given latitude rise or fall roughly in accord with upper-tropospheric 
isotherms, as predicted by Hartmann and Larson ( 2002 ) (Zelinka and Hartmann 
 2011 ). This produces a positive feedback on global temperature that accounts for 
most of the overall mean positive cloud feedback in the CMIP3 collection of climate 
models (Zelinka and Hartmann  2010 ). 

 In general, cloud fi elds in models change in roughly the same way that the relative 
humidity fi eld changes (Sherwood et al.  2010 ). However the exception is boundary-
layer clouds, which are crucial to the spread in model predictions. Boundary-layer 
relative humidity changes are small generally in models. Instead these clouds appear 
to be sensitive to subtle perturbations in radiation, subsidence and surface fl uxes 
(Zhang and Bretherton  2008 ; Colman and McAvaney  2011 ).   

2.2     Aerosols and Aerosol-Cloud Interactions 

2.2.1      Sources, Ageing and Sinks of Aerosols in the Atmosphere 

 Volkamer et al. ( 2006 ) identifi ed evidence that the natural production of secondary 
organic aerosol (SOA) is much larger than expected, perhaps by an order of magni-
tude. This aerosol forms from organic precursor gases such as VOCs (volatile 
organic compounds) emitted from vegetation and other sources. Recent studies have 
explored this discrepancy and are suggesting that it is not quite as large as previ-
ously thought, but still evident in model-observation comparisons (Spracklen et al. 
 2011 ; Hodzic et al.  2009 ). It is not yet clear whether the main problem is insuffi cient 
sources, or incorrect sinks in models. 

 Aerosol sinks are not as well understood as sources, but some progress is being 
made. The crucial importance of wet scavenging of CCN aerosols in the dynamics 
of shallow cloud systems is now recognized (see Sect.  2.2.3 ). Sinks of organic 
aerosols are not fully understood, and may include unexpected processes such as 
fragmentation (Kroll et al.  2009 ). Aerosol ageing is a complex process especially 
for organics, but recent work suggests possible simplifi cations in how this can be 
described (Heald et al.  2010 ). 

 A signifi cant problem affecting aerosol-cloud interactions is that currently IN 
concentrations are poorly quantifi ed, and we still don’t have a very good idea 
which substances are the most important IN, or what fraction of IN are anthropo-
genic. An important factor determining IN concentrations in the atmosphere appears 
to be the overall number concentration of aerosol particles at sizes greater than 0.5 μ 
diameter (Demott et al.  2010 ), but there are still large variations in the ratio of IN to 
other aerosol. While primary organic aerosol such as pollen do not appear to be 
dominant sources of IN in clouds, organic residues on dust and in soils do appear to 
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contribute signifi cantly to the ice-nucleating ability of these substances (Conen 
et al.  2011 ) but in ways that vary mysteriously from one region to another. Most IN 
are undoubtedly natural; the most likely anthropogenic IN would either be black 
carbon (whose ability to nucleate ice is still in question) or additional dust emissions 
arising from human land use changes or other activity (which are hard to isolate 
from the much greater quantities of natural dust).  

2.2.2      Direct and Indirect Radiative Effects of Aerosols on Climate 

 Aerosols exert a direct cooling effect on climate by refl ecting sunlight to space, 
although dark carbonaceous aerosols can exert either warming or cooling effects 
because they absorb as well as scatter sunlight. Quantifying these effects from 
observations alone is diffi cult, as some type of model is needed to establish the 
radiative balance that would have occurred in the absence of whatever aerosol is 
present. Some kind of model is also needed to establish how much of the observed 
aerosol is anthropogenic, given that global observations are unable to distinguish 
aerosol types suffi ciently for this purpose, except via crude assumptions. Interest 
in aerosol effects on climate has been enhanced by proposals to disperse aerosols 
in boundary layer clouds and in the stratosphere as a geoengineering strategy for 
cooling the planet. 

 The most straightforward and long-established aerosol impact on cloud albedo 
comes through the so-called Twomey (sometimes known as cloud-albedo) effect, 
whereby more droplets are nucleated by greater aerosol counts, increasing the 
surface area and thus albedo of a given total cloud water content. Model estimates 
of the magnitude of this forcing over time have changed little. Additional indirect 
effects due to changes in cloud lifetime or cover, or arising from changes to atmo-
spheric circulations arising from aerosol thermal and microphysical effects, are 
increasingly being considered but are much more diffi cult to quantify. There is 
some suggestion in recent studies that as new effects are added, compensation 
occurs with existing effects such that the total impact on cloud albedo and/or pre-
cipitation doesn’t change as much as might have been expected (see Sect.  2.2.3 ). 
However, rapid transitions can be triggered in stratocumulus such that changes in 
cloud amount and thickness strongly amplify the Twomey effect (see Rosenfeld 
et al. this volume). 

 A number of GCMs equipped with aerosol physics now predict the radiative 
effects of anthropogenic aerosol. Model predictions of both the direct (Myhre 
 2009 ; Bellouin et al.  2008 ) and aerosol-cloud related (Storelvmo et al.  2009 ) cooling 
effects have decreased somewhat in more recent studies, with estimates of total forc-
ing (not including ice processes) now near −1.5 W m −2 ; a few models with ice effects 
tend to show greater cooling. Considering only the albedo effect, estimates of forc-
ing constrained by satellite observations show signifi cantly less cooling than those 
predicted by models alone: from −0.5 W m −2  to near zero. This may mean models are 
still overestimating the albedo effect, though it is also possible that observations of 
aerosol in the vicinity of clouds, and methodologies for averaging data from the 

Climate Processes: Clouds, Aerosols and Dynamics 



80

satellite pixel scale to model grid-box scale, bias the strength of the cloud-aerosol 
relationships used to constrain climate models (McComiskey and Feingold  2012 ). 
Inter-model estimates of aerosol-cloud forcing that allow for dynamical feedbacks 
tend to be more variable than estimates of the albedo effect alone because of the 
greater range of processes considered. However there are some indications, from both 
observations and small-scale models, that compensating factors may be at play in real 
cloud systems, and that the higher negative forcing estimates are a result of the 
inability of climate models to resolve small spatiotemporal scale cloud, and aerosol-
cloud interaction processes (see Sect.  2.2.3 ). This is an active area of research. 

 There are several reasons why model estimates of aerosol forcing have dropped. 
Perhaps the most important is increased estimates of the absorbing effect of black 
carbon (Myhre  2009 ; Chung et al.  2005 ), which offsets the cooling effect of aerosol 
scattering and can warm climate further by settling on ice surfaces where it is a 
particularly effi cient absorber. Also, new observations are showing somewhat greater 
natural contributions to the observed aerosol burden (see Sect.  2.2.1 ). 

 There is growing evidence that decadal changes in aerosols may be responsible 
for the observed phenomenon of global dimming (the reduction of sunlight observed 
at the surface) prior to about 1990 and global brightening since, although changes 
in cloudiness (whether due to aerosols or not) play a large role especially on a 
regional basis (Wild  2009 ). Background stratospheric aerosol and water vapor may 
also vary on decadal or longer time scales, making some contribution to radiative 
forcing (Solomon et al.  2010 ,  2011 ). Aerosols may also drive interdecadal climate 
variations in the Atlantic basin (Booth et al.  2012 ). 

 New research highlights the possibility of IN effects on cirrus or mixed-phase 
cloud properties, which has even been suggested as another geoengineering strategy 
(Mitchell and Finnegan  2009 ). The main anticipated mechanism for IN to affect 
clouds is by causing the earlier nucleation of smaller numbers of ice particles at 
temperatures between −10 and −40° C in deep convective clouds. These early- 
initiators would grow rapidly and become effi cient collectors, leading (in principle) 
to optically thinner deep-cloud outfl ows. However the complexity of mixed-phase 
cloud systems means that currently such mechanisms are hypothetical; indeed some 
simulations show IN leading to increased cirrus (Zeng et al.  2009 ). See Rosenfeld 
et al. (this volume) for more details.  

2.2.3         Microphysical Effects of Aerosols on Precipitation and Vice Versa 

 A long history of efforts to ascertain the infl uence of CCN aerosol on warm clouds 
(Gunn and Phillips  1957 ; Warner  1968 ) have indicated a likely suppression of rain-
fall, although there exists no defi nitive, statistically-sound, observational proof 
of this. The proposed mechanism is that by nucleating more droplets, droplets do 
not grow as fast, fall speeds are reduced, and the formation of rain by collision and 
coalescence is delayed or prevented. However this suppression of precipitation 
will lead to more evaporation in the free troposphere, destabilization and deepening 
of subsequent clouds, and the potential for more rain. Dynamical feedbacks of 
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this kind make it particularly diffi cult to untangle aerosol effects on precipitation 
(e.g., Stevens and Feingold  2009 ). The net effect of aerosol on cloud albedo is a 
complex function of small-scale processes and feedbacks that occur at a range of 
scales. As a result it is likely cloud-regime-dependent. When averaged over multiple 
regimes, it may be signifi cantly less than would be expected from consideration of 
the simple microphysical response in isolation (Stevens and Feingold  2009 ). 

 Recent work shows that the knock-on effects from the initial modifi cation of 
clouds are sometimes “absorbed” by the cloud system, but other times are more pro-
found. Observations of shallow convective cloud layers confi rm strong connections 
between aerosol loading, precipitation and cloud morphology, with precipitating 
portions of marine cloud decks appearing nearly devoid of aerosols (Sharon et al. 
 2006 ; Wood  2012 ). This suggests a strong positive feedback where precipitation 
removes aerosol, leading to more effi cient formation of precipitation, a feedback 
thought to shift closed-cellular to open-cellular convection, in sub-regions that are 
non-raining and raining respectively (Stevens et al.  2005 ; Sharon et al.  2006 ). Both 
A-Train observations (Christensen and Stephens  2011 ) and large eddy simulation 
(e.g., Wang et al.  2003 ; Ackerman et al.  2004 ; Xue et al.  2008 ; Wang and Feingold 
 2009 ) show that the aerosol increases cloud amount and cloud water in clean, open-
cell regions and decreases cloud amount in non-precipitating, closed- cell regions. 

 It is now argued that as coupled cloud systems evolve, they tend to prefer certain 
modes (e.g., non-precipitating closed cells and precipitating open cells) that are 
resilient to change due to internal compensating processes (Stevens and Feingold 
 2009 ; Koren and Feingold  2011 ). However under certain conditions, e.g., very low 
aerosol concentrations, instability sets in and the closed-cell, stable system may 
transfer to the precipitating open-cell system. The open cells appear to constantly 
rearrange themselves as precipitation-driven outfl ows collide and drive new convec-
tion, which forms new precipitation, and so on (Feingold et al.  2010 ). 

 A weakness of the detailed process-level large eddy simulation is that it is rather 
idealized. Cloud resolving and regional models allow for a much broader range of 
scale interactions and timescales and are increasingly being used to explore aerosol- 
cloud interactions (e.g., Grabowski  2006 ). Modeling of deep convective cloud 
systems suggests that the average impact of added aerosol is very short-lived, with 
a slight delay in the initial development of rainfall but no effect on the integrated 
rainfall amounts over times approaching a day or longer (Morrison and Grabowski 
 2011 ; Seifert et al.  2012 ). Similarly, under conditions of radiative-convective equi-
librium van den Heever et al. ( 2011 ) have shown that aerosol perturbations have 
little infl uence on domain-averaged precipitation and cloud fraction. However 
this is a result of compensation between the responses of shallow and deep convec-
tive clouds, in keeping with the idea that while average aerosol infl uences may be 
small, local infl uences may be signifi cant. 

 In addition to their potential to study aerosol-cloud interactions, cloud resolving 
and regional models show that gradients in the aerosol may generate changes in 
circulation patterns via changes in heating rates (Lau et al.  2006 ), radiative properties 
of cloud anvils (van den Heever et al.  2011 ), or in the spatial distribution of precipi-
tation (Lee  2012 ).  

Climate Processes: Clouds, Aerosols and Dynamics 



82

2.2.4     Advances in Parameterizing Aerosols 

 Aerosol treatments in global climate models remain fairly crude, although this could 
be said of all model parameterizations. Studies using chemical transport models 
driven by observational estimates of wind fi elds have proven useful in constraining 
and refi ning the schemes for predicting poorly-constrained natural sources of aerosols 
such as sea-salt and organic aerosol precursors (Lapina et al.  2011 ). 

 Aerosol effects on clouds are being treated in more models, and are beginning to 
include effects on convective clouds including secondary effects although this 
involves massive uncertainties. Mass fl uxes obtained from explicit simulations are 
being used to implement aerosol effects on convective clouds (see Wang et al.  2003 ).   

2.3      Dynamics from Small to Global Scales 

2.3.1     Gravity Waves 

 Small scale atmospheric gravity waves (or internal waves), produced by fl ow over 
topography, convection, and imbalances in the geostrophic fl ow, infl uence climate 
through their effects on the large-scale circulation, which in turn affect synoptic 
and planetary wave propagation and dissipation (e.g. Alexander et al.  2010 ). With 
important horizontal and vertical scales as small as 5 km and 1 km, respectively, 
much of the gravity wave spectrum remains unresolved at current climate model 
resolution. Mountain wave drag reduces westerly biases in zonal winds near the 
tropopause, and parameterized mountain wave drag settings in climate models can 
affect high-latitude climate change response patterns in surface pressure (Sigmond 
and Scinocca  2010 ). The changes in wind shear that occur with tropospheric 
warming and stratospheric cooling alter the altitude and strength of mountain 
wave drag; this affects planetary wave propagation and associated surface pressure 
patterns, strengthening aspects of the Brewer-Dobson circulation such as poleward 
stratospheric transport and upwelling and downwelling near the tropical and polar 
tropopause respectively. 

 Trends in upwelling near the tropical tropopause have been related to changes 
in stratospheric water vapor, an important greenhouse gas (Solomon et al.  2010 ). 
An increasing trend in twenty-fi rst century upwelling is predicted in models that 
resolve the stratospheric Brewer-Dobson circulation (Butchart et al.  2006 ). This 
wave-driven transport circulation responds to changes in forcing by planetary-scale 
and gravity waves, and many models ascribe a large fraction of the trend to changes 
in parameterized orographic gravity wave drag (Li et al.  2008 ; McLandress and 
Shepherd  2009 ; Butchart et al.  2010 ). Cooling in the stratosphere and warming in 
the troposphere associated with greenhouse gas (GHG) trends lead to stronger 
subtropical jets, and these changes in the winds explain the changes in the parame-
terized drag. 
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 An early focus on different dissipation mechanisms within non-orographic gravity 
wave parameterizations has given way in recent years to a focus on defi ning wave 
sources and the properties of the waves emitted. This has followed from research 
demonstrating effective equivalence of different parameterization methods in climate 
model applications (McLandress and Scinocca  2005 ). For climate prediction, the 
sources of non-orographic gravity waves should respond to climate changes, but in 
most current models wave sources are simply prescribed. A few models do include 
multiple wave sources like convection and fronts in addition to orography (e.g. Richter 
et al.  2010 ; Song et al.  2007 ). However, the underlying processes remain rather 
poorly understood and the parameterizations are largely based on two-dimensional 
theoretical models. 

 Recent global simulations at very-high resolution capable of resolving many 
(though not all) scales of gravity waves have advanced our understanding of the 
processes important for improving parameterizations (e.g. Sato et al.  2009 ; Watanabe 
et al.  2008 ), and comparisons of these with observations are assessing their ability 
to realistically represent the resolvable portions of the wave spectrum (Shutts and 
Vosper  2011 ).  

2.3.2    Blocking Events 

 Atmospheric blocking is characterized by abnormally persistent (i.e. time scales of 
1–2 weeks) high pressure systems which steer, or “block,” the usual propagation of 
midlatitude cyclones, and thus play a critical role in intraseasonal variability and 
extreme events in the extratropics. Limitations in the ability of climate-models to 
capture these important synoptic scale features were described in the IPCC’s AR4, 
and appear to persist in more recent models. Since the 1980s many authors reported 
an upscale feedback of eddy vorticity that helps to maintain blocking highs (e.g. 
Shutts  1986 ; Lau  1988 ). Recently this has been verifi ed in models and analyses, 
and the self-maintaining nature of blocking eddies has been confi rmed (e.g. Kug 
and Jin  2009 ). 

 Despite this, it is not yet clear what resolution is required to successfully model 
enough of the vorticity fl ux to give reasonable blocking statistics. Traditionally, 
models have under-represented the frequency of blocking (D’Andrea et al.  1998 ) in 
a way consistent with their limited resolution. Some studies have shown an increase 
in blocking when either horizontal resolution (Matsueda et al  2009 ) or vertical 
resolution (Scaife and Knight  2008 ) is increased. This is consistent with the idea of 
an upscale feedback from poorly resolved eddies. Evidence has also emerged that 
climate models are systematically westerly biased (Kaas and Branstator  1993 ), 
which can greatly bias blocking frequencies diagnosed via standard measures 
(Doblas-Reyes et al.  1998 ), even if the simulated variability appears adequate 
(Scaife et al.  2010 ). In coupled models, the westerly bias and blocking defi cit over 
the Atlantic may be associated with errors in the simulated Gulf Stream (Scaife 
et al.  2011 ).  
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2.3.3    Widening of the Tropics 

 On planetary scales, evidence for a widening of the Hadley circulation, or tropical 
belt, in the last decades of the twentieth century has been deduced from various data 
sources, and model simulations show that GHG increases cause widening (e.g., 
Schneider et al.  2010 ). This has potential connections to important changes in global 
precipitation patterns and other climate variables (e.g. Seidel et al.  2008 ). How the 
width of the Hadley cell is controlled is however unclear. Both thermodynamic 
changes at low latitudes and eddy fl ux changes in the subtropics and extratropics 
likely play a role. Indeed, Son et al. ( 2008 ) show that changes in polar stratospheric 
ozone infl uence the width of the Hadley Cell, most likely by displacing the midlatitude 
jets and so modifying eddy momentum fl uxes in the subtropics. Based on model 
simulations, the expansion of the Hadley cell has been ascribed to radiative forcing 
associated with changes in GHG and stratospheric ozone depletion (Lu et al.  2007 ) 
or absorbing aerosols or ozone in the troposphere (Allen et al.  2012 ), and is consistent 
with poleward shifts of the subtropical jet streams (Yin  2005 ). However changes in 
tropical tropopause heights that have been associated with the Hadley cell widening 
(Seidel and Randel  2007 ) are also strongly affected by changes in the Brewer-Dobson 
circulation (Birner  2010 ) and therefore coupled to changes in the extra-tropical 
circulation in the stratosphere.  

2.3.4     Impact of the Stratosphere on the Large-Scale Circulation 

 Observational evidence for a signifi cant impact of stratospheric ozone loss on the 
tropospheric circulation emerged prior to the IPCC’s AR4 (e.g., Thompson and 
Solomon  2002 ). To date, the largest change in the midlatitude jet streams and storm 
tracks is observed in the Southern Hemisphere in summer, following the annual 
formation of the ozone hole, and climate model studies have verifi ed the critical role 
of ozone in these changes (e.g. Arblaster and Meehl  2006 ; Polvani et al.  2011 ). 
However some of the CMIP3 models used in the last assessment ignored ozone 
changes, and most represented the stratosphere poorly in general. Understanding 
of the connection between twenty-fi rst century ozone recovery and SH climate 
projections has advanced very recently. Son et al. ( 2008 ) showed that models with 
realistic ozone recovery predict a weak equatorward shift in the summertime extra-
tropical jet in the twenty-fi rst century, while models with constant ozone predict 
a poleward shift in the jet due to GHG increases. These trends in jet position project 
strongly onto the Southern Annular Mode (SAM). While GHG trends lead to a 
year-round positive trend in the SAM, some models including ozone recovery with 
a well- resolved stratosphere predict a large negative trend in the SAM in summer 
(e.g. Perlwitz et al.  2008 ). Seasonally dependent trends in SAM could infl uence 
carbon uptake in the Southern Ocean (Lenton et al.  2009 ) and may further couple with 
Antarctic sea ice trends (Turner et al.  2009 ). 

 New work shows the stratosphere plays another important role in climate change 
independent of ozone changes. In models with good representation of the stratosphere, 
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regional climate changes, particularly those associated with ENSO teleconnection 
to European winter climate, can propagate through a stratospheric pathway (Ineson 
and Scaife  2009 ; Cagnazzo and Manzini  2009 ), and even long-term predictions of 
precipitation and wind patterns in models lacking a well-resolved stratosphere can 
suffer from fi rst order errors compared to those of models that better resolve the 
stratosphere (Scaife et al.  2012 ). These changes often project onto the North Atlantic 
Oscillation (NAO) and the Northern Annular Mode (NAM), a primary mode of 
northern hemisphere climate variability. Gerber et al. ( 2012 ) review the current 
understanding of stratospheric effects on surface weather and climate. Roughly ten 
models in the CMIP5 will include a better represented stratosphere, compared to 
almost no models in CMIP3, so these issues should become clearer in the IPCC’s 
AR5 report.  

2.3.5     Impact of Warming on Rainfall Extremes, Cyclones, 
and Severe Storms 

 Infrequent, intense weather events are part of a stable climate system, and involve 
many scales, from isolated convective cells on the order of kilometers to planetary 
scale features such as the Madden Julian Oscillation. Evidence of increases in 
certain extremes is beginning to emerge in the observational record (Zwiers et al. 
this volume), though attribution to specifi c aspects of climate change is diffi cult, 
especially for individual events (Stott et al. this volume). While model predictions 
of extremes remain dubious, certain expectations follow from our understanding of 
basic physical processes and are being investigated by process models. 

 Dynamical responses in the atmosphere to the warming climate lie behind 
changes in likelihood of some “extreme” weather events and therefore understanding 
and quantifying these is a basic step in determining changes in extremes. Poleward 
shifts of the extra-tropical jet stream with associated migrations of storm tracks and 
changes in the intensity of the storms may be accompanied by changes in weather 
patterns and associated extremes (Gastineau and Soden  2009 ,  2011 ). Expansion 
of sub-tropical dry zones at the edges of the widening Hadley circulation may be 
accompanied by pronounced changes in precipitation patterns and associated 
desertifi cation (Johanson and Fu  2009 ). 

 Assessing the response of tropical circulations and associated weather extremes 
to changes in GHG forcing using climate models has proved to be diffi cult because 
of the lack of agreement among models (Kharin et al.  2007 ) and their general inability 
to consistently represent some key physical features such as the observed mean 
precipitation regimes of the Asian summer monsoon (Stowasser et al.  2009 ). Such 
defi ciencies are in large part associated with resolution constraints and associated 
inadequate parameterization of unresolved small scale processes. Large-scale 
increases in tropical sea surface temperatures (SSTs) associated with a warming 
climate do not necessarily translate directly into local increases in precipitation 
intensity associated with enhanced deep moist convection. In fact model results 
suggest that precipitation may decrease in regions such as the equatorial Indian 
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Ocean in association with uniform increases in SSTs. However modeling results do 
indicate that intensifi ed deep convection with higher precipitation is more likely 
to occur where SSTs are locally larger than their surroundings (Stowasser et al.  2009 ; 
Neelin and Held  1987 ). Only a few of the coupled models used in AR4 simulate a 
qualitatively realistic climatology of the Asian monsoon (Annamalai et al.  2007 ; 
Stowasser et al.  2009 ); under global warming, these models predict an increase in 
monsoon rainfall over southern India, despite weakened cross-equatorial fl ow 
(Stowasser et al.  2009 ).    

3     Current Scientifi c Gaps and Open Questions 

3.1     Clouds and Convection 

 Observational capabilities for clouds have improved signifi cantly with the launch of 
MODIS, CloudSat/CALIPSO and other satellite sensors. However we lack good 
data on the detailed motions at the convective scale that would be benefi cial for 
testing the assumptions of cloud models and in particular for constraining processes 
such as entrainment. Also, observations of precipitation still have large errors even 
from the best spaceborne sensors, particularly for light rain. 

 Many GCMs still have diffi culty in successfully simulating transitions between 
different cloud regimes (e.g., stratocumulus to cumulus). Most deep convective 
schemes used in global models appear to make the transition from shallow to deep 
convection much too quickly, which among other problems leads to inaccurate diurnal 
cycles. A possibly related problem is that convection in models is insuffi ciently sensi-
tive to humidity above the cloud base (Derbyshire et al.  2004 ). This problem is well-
recognized by model developers but a fundamental basis for redeveloping the convective 
schemes is currently lacking, such that most approaches to address the problem have 
so far been convenient fi xes that don’t come to grips with underlying problems. 

 While recent research (e.g. through GEWEX) has focused particularly on low 
clouds due to their role as a “known unknown,” (e.g., Soden and Vecchi  2011 ), the 
representation of upper-level and cirrus clouds in GCMs is a source of concern as it 
is highly simplifi ed, and models currently underpredict mid-level cloud which begs 
the question of whether feedbacks by these clouds might be missing or underrepre-
sented. Cirrus clouds have also been hypothesized as playing a role in polar ampli-
fi cation of warmer past climate states (Sloan and Pollard  1998 ) but this has not been 
reproduced by climate models so far. 

 Models still have diffi culty representing tropical variability (Lin et al.  2006 ). 
Convective parameterizations tend to well represent either the mean climate or the 
variability, but not both. Convectively coupled equatorial waves (CCEWs) control a 
substantial fraction of tropical rainfall variability. CCEWs have broad impacts within 
the tropics, and their simulation in general circulation models is still problematic, 
although progress has been made using simpler models. A complete understanding 
of CCEWs remains a challenge in tropical meteorology (Kiladis et al.  2009 ). 
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 Cloud microphysics remains a great challenge, with most work so far limited to 
liquid clouds, which have still proven diffi cult to model. For ice clouds the situation 
is even more diffi cult because of complications of ice initiation (i.e., homogeneous 
versus heterogeneous activation) and subsequent growth. Only about 1 in 10 5  aerosol 
particles are active as heterogeneous ice nuclei, they are hard to measure, and the 
detailed nature of the freezing mechanisms is uncertain. Cloud physics has strug-
gled with representation of ice processes in detailed models for decades, so it should 
not be surprising that representation of such processes in large-scale models remains 
highly uncertain. In summary, parameterizing cloud microphysics in models with 
parameterized clouds is extremely diffi cult. Arguably explicitly cloud-resolving 
approaches are a signifi cant improvement, but often not at an affordable cost for 
many applications. 

 The modeling of clouds is badly hampered by the poor state of understanding of 
basic cloud physics and dynamics, and the inability to represent all scales of cloud 
motion and entrainment. Fundamental uncertainties about entrainment and mixing 
may signifi cantly affect our ability to quantify aerosol impacts on cloud radiative 
forcing (e.g., Jeffery  2007 ). 

 Some researchers are calling for greater emphasis on basic cloud physics in 
the context of aerosol effects (e.g. Stevens and Feingold  2009 ), on the grounds that 
we cannot fully understand or quantify how clouds are modifi ed by aerosols before 
we are able to predict what clouds do in the absence of aerosol perturbations. While 
that article focuses mainly on warm boundary layer clouds, an equally or stronger 
case can be made for mixed-phase stratus clouds (Morrison et al.  2011 ) or cirrus 
clouds, where even the relative importance of homogeneous vs. heterogeneous 
nucleation is still unknown let alone the cloud dynamics or evolution of ice particles 
after they have formed. An alternative view however, is advanced by Rosenfeld 
(this volume) on the basis that aerosol impacts on clouds can be observed even if we 
don’t have complete theories of cloud behavior.  

3.2     Aerosols and Aerosol-Cloud Interactions 

 The discrepancy between model and observational estimates of aerosol cloud- mediated 
forcings (Sect.  2.2.2 ) is a signifi cant issue. It is not yet clear whether biases lie pre-
dominantly with the observations or with the models. If satellite- derived estimates 
are correct, most GCMs are probably overestimating the cooling effect of aerosols 
during the twentieth century. 

 The quantitative study of aerosols is greatly hampered by the complexity of aerosol 
structures in the atmosphere and the limited compositional information provided by 
most observing systems, especially satellite sensors. It is evident that most aerosols 
are inhomogeneous mixtures, with optical and hygroscopic properties that depend 
on how they are mixed. One upshot is that particles not normally thought to be 
effective CCN may become effective after a modifi cation through the deposition of 
other materials while the particle is airborne (Ervens et al.  2010 ). The reverse may 
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be true for IN because their effectiveness is reduced by the addition of soluble material. 
There are also many forms of organic aerosol with different source and deposition 
properties. Economically describing or categorizing such a rich spectrum of possi-
ble aerosol types, mixtures, and sizes is a signifi cant observational and modeling 
challenge. 

 Relatively little research has gone into quantifying aerosol sinks, in comparison 
to sources (e.g., Lee and Feingold  2010 ). The measurement of dry deposition of 
aerosols is diffi cult in many cases, and measurements are currently too scarce to 
constrain models. The processing of secondary organic aerosols through aqueous 
chemistry is also not well understood. It is possible that poor representation of 
sinks may be affecting model simulations of aerosol distribution as much as inac-
curate sources. 

 Aerosol modeling is also affected by transport issues. Models typically make naive 
assumptions about vertical redistribution of aerosols by boundary layer motions and 
deep convective mixing. Aerosol effects on clouds are quite sensitive to mixing 
assumptions and the science is currently hampered by basic questions of how to 
model turbulent entrainment and mixing within clouds noted above. Vertical distribu-
tions of aerosol vary signifi cantly with region and aerosol type, and are of concern in 
interpreting both satellite observations and in-situ near-surface observations. 

 Observational studies of aerosol impacts on clouds have long been plagued by a 
problem of correlation vs. causality, since clouds strongly affect aerosols as well as 
the reverse, and both are affected by meteorology. Satellite-based aerosol observa-
tions are mainly provided by polar orbiters, but these only give snapshots, providing 
little traction against the causality dilemma. Geostationary satellites can provide 
crucial temporal information but produce relatively poor aerosol and cloud products 
compared to polar orbiting satellites. 

 It continues to be diffi cult to unambiguously distinguish aerosol and cloud in 
remote sensing observations, because of a combination of factors, including aerosols 
becoming hydrated and growing in size with decreasing distance to clouds, cloud 
fragments, and enhanced scattering of photons between clouds (Wen et al.  2007 ). 
Since even in principle there is no clear distinction between a hydrated CCN 
aerosol and an incipient cloud droplet, it may for some purposes be better not 
to attempt to distinguish aerosol and clouds at all (Koren et al.  2007 ; Charlson 
et al.  2007 ). 

 Ice nuclei remain a particularly puzzling aspect of the global aerosol burden. 
Progress in predicting IN concentrations appears to be hampered by the incomplete 
understanding of why some substances nucleate ice well and others poorly. It is hard 
to see how aerosol-cloud radiative effects modulated by deep convection, and sub-
sequently affecting anvils and cirrus, will be properly understood or quantifi ed 
while issues surrounding ice nucleation and growth remain so unresolved. 

 Aerosol-cloud related forcings remain poorly quantifi ed. Even in the relatively 
well-studied case of shallow clouds, it remains unclear whether secondary effects 
globally tend to cancel (e.g., Stevens and Feingold  2009 ) or reinforce (e.g., Rosenfeld 
et al. this volume) the primary (“Twomey”) effect, since both outcomes are possible 
depending on circumstances. The prevalence and areal coverage of the sign and 

S.C. Sherwood et al.



89

magnitude of these responses would seem to be an important line of enquiry. Aerosol 
effects on ice-containing clouds are likely in opposition to those on shallow clouds, 
and climate model simulations suggest that radiative forcings involving these are 
potentially larger than those of liquid-phase clouds, and involve large infrared forc-
ing effects. While this result is highly uncertain, it highlights the need for progress 
on mixed-phase cloud microphysics, and points to large uncertainties in model-
based “forward” estimates of indirect forcing; it also leaves open the possibility that 
a modest net aerosol-cloud forcing represents a near-balance between opposing large 
ones from deep and shallow clouds (Rosenfeld et al. this volume). 

 Studies attempting to back out aerosol forcing from the observed temperature 
record (“inverse estimates”) must consider not only uncertainties in climate sensi-
tivity and ocean heat uptake, but also the role of other forcings such as tropospheric 
ozone, stratospheric water vapor, and land use changes. Recent studies also show 
that aerosol impacts on surface temperature can be highly non-local, nonlinear, and 
can include impacts on the general circulation. This complicates attribution efforts, 
as for example changes in tropical aerosol may have affected the extratropical tem-
peratures in either hemisphere and may not be strictly additive with other forcings.  

3.3     Dynamics from Small to Global Scales 

 The push toward higher horizontal resolution leads to resolution of more gravity 
waves in climate and NWP models. Observational verifi cation of these waves and 
their effects on general circulation is needed. Evidence in the tropics suggests that 
higher vertical resolution is more urgently needed to properly simulate large-scale 
equatorially trapped modes (e.g. Evan et al.  2012 ) important to driving the QBO 
(e.g. Scaife et al.  2000 ; Giorgetta et al.  2002 ). Even at NWP resolutions, short hori-
zontal wavelength gravity waves with substantial momentum fl uxes and inferred 
large effects on circulation remain unresolved (e.g. Alexander et al.  2009 ). 
Improvements in the parameterization of gravity wave sources is needed to properly 
simulate gravity wave effects in future climate scenarios. 

 Higher resolution also impacts the representation of synoptic scale variability in 
climate models. It is still unclear what resolution is required to accurately represent 
atmospheric blocking. Further work is needed to understand the role of mean state 
errors in blocking statistics and how blocking might be improved in models. The 
organization of synoptic scale heat and momentum fl uxes in the planetary scales 
generates the midlatitude jet streams. There are substantial biases in the location of 
austral jets in almost all CMIP3 models, which are associated with errors in their 
intraseasonal variability and sensitivity to climate forcing (e.g. Kidston and Gerber 
 2010 ). While these processes are nominally resolved by all CMIP3 models, simply 
increasing the resolution appears to help correct (but not eliminate) biases 
(Arakelian and Codron  2012 ). Further work is need to understand how errors in 
marginally resolved mesoscale processes are scattering back and biasing the 
resolved variability. 
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 The issue of resolved vs. unresolved scales is a more pressing problem in tropical 
meteorology, where key processes must be parameterized. The interactions of unre-
solved cloud and convective processes with resolved waves and vortices is a critical 
area of current research (e.g. Khouider et al.  2013 ). This coupling across scales 
(or lack thereof) is likely behind the most persistent problems in climate model’s 
representation of tropical variability, including convective coupled waves and the 
Madden–Julian oscillation (e.g. Lin et al.  2006 ). Poor tropical variability in turn 
affects both the mean climate (i.e. the double inter-tropical convergence zone 
problem; Lin  2007 ) and the frequency of high- and low-intensity rainfall events 
(e.g., Stephens et al.  2011 ). 

 Although the simulated pattern of sea-surface temperature response to global 
warming includes an El Nino-like component, the extratropical atmospheric 
responses occur in a somewhat opposite fashion to the El Nino teleconnection pattern 
(Lu et al.  2008 ). Understanding the difference between the response to El Nino (jets 
shift equatorward) and global warming (jets shift poleward) may provide important 
clues to understanding mechanisms for the poleward shift of the jet and widening of 
the Hadley cell in climate change scenarios. 

 A common theme in many of these gaps in our understanding is the relationship 
between natural, or internal variability, and the mean climate. One can view the 
climate as a stochastically forced system, and formulate the questions: what does 
climate “noise” tell us about the system and its response to external forcing, and 
how does noise at unresolved scales scatter back to resolved scales? To account for 
unresolved variability, new stochastic parameterizations are being developed to 
explicitly introduce uncertainty in subgrid scale processes (e.g. in the sources of 
non-orographic gravity waves; Berner et al.  2009 ; Eckermann  2011 ). To account for 
resolved variability, modeling groups are turning to large ensemble forecasts, as is 
routinely done in numerical weather prediction. Properly accounting for natural 
variability is also extremely important for predicting changes in the extremes 
and making regional climate forecasts, where the signal to noise ratio is smaller 
(e.g. Deser et al.  2012 ). 

 Another general issue which affects all research areas covered in this article is 
the limited size of the community involved in model development (e. g., Jakob 
 2010 ). A relatively large community of researchers use global and regional climate 
models, or study the processes that are not well represented. Some of this work gets 
as far as proposing parameterization improvements. However, there is a large and 
separate task of improving the GCMs, which is crucial, but in which there are only 
a relatively small number of people participating. The problem is exacerbated by 
current funding models which tend to separate basic research (largely at universities) 
from model development (largely at big modeling centers) with too little support or 
incentive to link these activities. Further, scientifi c achievement is measured by 
counting papers, which may be harder for hands on-model developers to do in quantity. 
Finally, model development is a challenging undertaking for a postgraduate student 
or short-term postdoc, really requiring longer-term support and a team environment; 
this will become more true as models become more complex and parameterizations 
more interconnected.   
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4     Strategic Opportunities and Recommendations 

 After decades of effort it remains evident that no current model can reliably simulate 
both individual clouds and the climate at the same time. Yet the cloud and climate 
scales cannot be decoupled. One question that then arises is how to best harness 
high-resolution computations, and whether they can ultimately bridge the gap and 
render parameterization unnecessary? Second, how can observations be used to 
help make progress? The complexity of the system makes it very diffi cult either to 
durably improve models by haphazard experimentation, or to diagnose their prob-
lems directly from discrepancies with observations, although these activities must 
continue. Nor is there evidence that numerical cloud models, even at extreme reso-
lutions, converge to solutions that are insensitive to parameterizations. These diffi -
culties highlight the need for better fundamental understanding. We believe this 
applies equally to aerosol and dynamical research. 

4.1     Research Foci, Strategies and Resources 

 While there is a wide array of diverging views on the best paths forward, we see 
several promising opportunities, as well as important assets that must be protected 
and nourished. 

4.1.1    Confront Two-Way Integration Across Scales 

 A recurring theme in cloud, aerosol and dynamics research is the tight connections 
between behavior across scales. It is becoming evident for example that the immediate 
response of a cloud to an aerosol perturbation, in the absence of any interactions or 
feedbacks from the larger environment, may differ dramatically from what happens 
in a more realistic setting where the cloud interacts with others dynamically. Thus 
role of clouds in climate may be as diffi cult to discern from traditional small- scale 
(e.g. cloud-scale) studies—where dynamical adjustments and feedbacks from 
remote processes cannot occur—as from global studies that cannot resolve the 
clouds. Numerical (e.g. LES) simulations may capture some, but not all of these 
adjustments. A similar limitation affects observational analyses based on local 
relationships between variables that do not account for the fact that the putative 
causal agent (e.g., aerosol) can effect the target quantity (e.g., clouds) nonlocally. 

 A key research priority should be the development and implementation of strategies 
to couple large-scale responses into process modeling efforts, and the application of 
this to interpretation of observations. One approach is simply to perform extremely 
large and expensive computations; another has been “superparameterization/” 
The latter approach could for example be extended to resolve gravity wave propaga-
tion into the stratosphere. However, other, more affordable and widely adoptable 
strategies are needed. 
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 A useful prototype strategy is to run process models in a “weak temperature 
gradient” setup (Sobel and Bretherton  2000 ) that allows some idealized feedback 
from larger scales in a Tropical setting. Development and standardized use of a 
small set of analogous strategies or testbeds, perhaps involving the coupling of mul-
tiple process models, would fi ll a crucial gap. Another strategy for combining mod-
els and observations is to exploit emergent behavior or other non-traditional 
measures of the behavior of a tightly coupled aerosol-cloud-dynamical system, 
rather than trying to isolate deterministic impacts of one part of the system on the 
others (e.g., Harte  2002 ; Koren and Feingold  2011 ; Bretherton et al.  2010 ; Morrison 
et al.  2011 ). A prototype for this strategy is the longstanding effort to explain 
convectively- coupled wave activity in the tropics, with models of varying complexity 
and design, to see what is needed to get it right.  

4.1.2    Emphasize Fundamental Science and Model Development 

 Our perception is that the amount of effort being expended toward the proper 
development of atmospheric model “physics” (cumulus and other parameteriza-
tions) is too small relative to the expanding use of the models for predictions and 
demands from users for greater regional accuracy, which in most cases the models 
cannot yet deliver (Jakob  2010 ). While there are signifi cant model development 
efforts at some centers, more often the development is driven toward short-term model 
improvement rather than identifying and resolving fundamental problems. A larger, 
vibrant community working on the development of more solid theory through basic 
research into poorly understood processes and, crucially, the transfer of this to practical 
applications in more comprehensive models, is essential to sustained improvement 
in global and regional simulations. This probably requires more durable institutional 
support for broadly engaged model development teams, as well as promotion of 
stronger links between basic research and model development.  

4.1.3    Explore Hierarchical Modeling Approaches 

 While adding new processes to models has value, there is equal value (but cur-
rently less effort) in simplifying models—even in highly idealized ways—in order 
to reveal deeper aspects of system behavior, narrow down possible explanations 
for phenomena or for model differences, or identify misconceptions (see Bony 
et al. this volume). One specifi c example could be the use of aquaplanets or other 
even more idealized confi gurations to explore the cloud-mediated effects of aero-
sols or other forcings; another could be switching off selected processes in GCMs 
systematically as part of future intercomparisons. Single-column versions of 
GCMs are a potentially valuable resource that is currently underutilized outside 
model development centers.  
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4.1.4    Integrate the Whole Atmosphere, Ocean and Surface 

 The recent reorientation of SPARC toward troposphere-stratosphere coupling is 
already a good development in light of new awareness that such interactions 
may be more important than previously thought. This accompanies a growing 
development of “high-top” atmosphere models. However, as the stratosphere, 
cryosphere and ocean each have more “memory” than the troposphere, they may 
be capable of interactions (through the troposphere) that would only be resolved 
by fully coupled high-top models. Such models barely exist at present; more 
should be pursued. One area of attention would be the impact of solar variability 
on climate.  

4.1.5    Plan for the High-Resolution Future 

 Advancing computer power will inevitably lead to higher resolution global and 
process models, a potential boon for atmospheric physics research but one not with-
out problems. First, performance does not always increase, and can even drop, when 
resolution rises beyond those for which parameterizations were optimized. It is thus 
becoming clear that physical parameterizations in models should be “scale aware”—
their behavior should depend on the grid size, and in particular, they should gradu-
ally stop acting if and when the grid size shrinks to where it can explicitly resolve 
the parameterized phenomenon. Second, data transfer and storage technologies are 
not keeping pace with CPU power, and data analysis software is typically not paral-
lelized, with the result that the analyses needed to take full advantage of large simu-
lations will continue to become more diffi cult. Traditional practices of dumping 
output and then analyzing it may become increasingly impractical. Modeling, IT 
and theory communities should together devise strategies to maximize the practical 
scientifi c utility of state-of-the-art computations. 

 Similar issues exist for more modest but more numerous CRM and LES compu-
tations, which have entered a rapid-growth phase, and could benefi t from the adop-
tion of canonical test cases (analogous to CO 2 -doubling, 1 %/year and twentieth 
century hindcasts for GCMs) and standardized output quantities and formats. Moves 
in this direction are already occurring in GEWEX and e.g. CGILS. These studies 
are often based on observed cases, but simpler, idealized cases also have a role to 
play in testing hypotheses and understanding key processes and how best to repre-
sent them in larger-scale models.  

4.1.6    Bring Weather to Climate 

 The experience of the weather forecasting community, which routinely runs at 
high resolution, could be better utilized by climate modelers. Efforts to examine the 
behavior of climate models on short time scales in a variety of different environments, 
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and the climatic behavior of forecast models, should be encouraged as possible 
pathways to better understanding. For example, idealized studies with simplifi ed 
GCMs suggest a connection between the internal variability and the response to 
external forcing (Ring and Plumb  2008 ; Gerber et al.  2008 ). Other evidence is 
that strong connections are found between biases in the time-averaged position of 
the extratropical jets in different GCMs, the time scales of their natural weather 
variability, and biases in blocking (e.g. Kidston and Gerber  2010 ; Barnes and 
Hartmann  2010 ). The similarity of short-term and long-term errors in model 
forecasts from a specifi ed initial state also suggests the utility of this approach for 
climate (Brown et al.  2012 ). Related to this is a need for more statistical rigor, 
and perhaps opportunities from new statistical approaches, in many aspects of climate 
and climate-process research.  

4.1.7    Sustain and Improve Observations 

 Last but not least, new observational capabilities are needed to address key weak-
nesses, and existing capabilities should be protected and kept as homogeneous and 
continuous as possible. Experience has shown the importance of sustained observa-
tions in order to capture crucial variability on decadal and multi-decadal time scales, and 
how sensitive this can be to gaps or too-short overlaps in satellite records. Continuation 
of existing cloud- and aerosol-observing capabilities is not assured, as few new 
missions are in the pipeline; plans to incorporate process- and climate- oriented 
observations into operational satellites in the US in particular have largely fallen by 
the wayside. 

 New observables that would be particularly useful include better fi ne-scale 
observations of clouds on a range of scales, better information on vertical velocities 
in clouds (promised by the EarthCare satellite scheduled to launch in 2015), 
measurements of aerosols and water vapor underneath clouds, better characterization 
of cloud microphysics and water content, more accurate global measurement of 
light and/or shallow precipitation, and better monitoring of spectral solar variability 
(Harder et al.  2009 ). Some of these could potentially be provided from space by 
multiangular, multispectral sensors, by GPS technologies or by new active sensors. 

 New observational opportunities need not be limited to big satellite missions or 
traditional aircraft observations, but could also include unattended aerial observations 
that can dwell over a single scene (Stevens and Feingold  2009 ). Expansion of inex-
pensive radar networks or cameras, perhaps combined with advanced data- mining/
reduction techniques to cope with the large amount of information potentially avail-
able, is another possibility. The network of DOE ARM (Atmospheric Radiation 
Measurement) and similar European sites will prove the more valuable as record 
lengths grow, and their value could be further augmented by expanding the network 
to new sites and/or better integrating modeling and observations at such sites, as 
described by Neggers et al. ( 2012 ).   
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4.2     Research Coordination 

 Existing projects under the WCRP are well structured to improve the problem 
associated with lack of resources for model development. Examples include WGNE/
WGCM model development and testing; GCSS/GABLS (now GASS) looking at details 
of boundary layer/clouds/convection; SPARC DynVar for defi ning necessary improve-
ments in representation of the stratosphere (Gerber et al.  2012 ); CFMIP for representa-
tion of cloud feedbacks. In addition, recent efforts to improve the links between 
the groups (and the proposed new modeling council) should provide further support. 
Important links to THORPEX (subseasonal prediction) and WGSIP and WGCM 
(seasonal to centennial prediction) and through WGNE to the numerical weather pre-
diction (NWP) community will also assist in the effort to achieve ‘seamless science’. 

 Similar programs or efforts would be very useful, however, for aerosol and 
aerosol- cloud interactions. While all GCMs include similar cloud types and pro-
cesses, different models include different types of aerosol-cloud effects (lifetime, 
semi-direct, cumulus, IN etc.) and this makes it diffi cult to compare these effects 
between models, or distinguish the impacts of different aerosol predictions from 
those of different aerosol sensitivities (e.g., Quaas et al.  2009 ). It is also diffi cult to 
distinguish the impacts of aerosol physics and cloud microphysical assumptions in 
assessing behavioral differences among models. Finally, although the AEROCOM 
program evaluates global models (Textor et al.  2006 ), no systematic program is in 
place to use available fi eld data from observational case studies to evaluate detailed 
aerosol process models in the manner analogous to GCSS intercomparisons of 
cloud process models. Such a program could be helpful in identifying the root 
causes of model-observation discrepancies and could draw on the testbed estab-
lished by Fast et al. ( 2011 ) for this purpose.   

5     Summary 

 In this paper we have attempted to summarize a broad sweep of issues relating to 
atmospheric physical processes and their impact on our understanding and simula-
tion of climate. Signifi cantly, recent work has highlighted that some important 
aspects of climate change, including global cloud feedbacks and regional climate 
changes, may be modulated by shifts of the atmospheric general circulation that are 
not thought to depend in particular on small-scale processes. These shifts are evident 
in observations and qualitatively in models, but not all are fundamentally understood 
or well simulated. Some involve interactions with the stratosphere, which may be 
more important to tropospheric climate than previously assumed, and was given 
short shrift in most climate models until very recently. These fi ndings represent a 
real advance in terms of confi dence in model predictions, but do not resolve long-
standing problems in how to model the smaller-scale processes, which remain 
broadly important. 
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 Progress on smaller-scale processes, as well as the larger-scale issues, is being 
driven by results of new observing campaigns, growing awareness of key unex-
plained phenomena, targeted research initiatives e.g. through the WCRP, and 
advancing computational resources. We have identifi ed key problems and presented 
a number of suggestions for emphasis in coming years. Chief among these is the 
need for research approaches that confront the interactions on a wide array of scales 
from the process scale out to (potentially) near-global scales. Such approaches must 
treat the complexity at the local process level but also account for feedbacks from 
remote dynamical adjustments, which may occur at any scale, and which could 
either buffer, enhance, or qualitatively modify local changes. This requires novel 
modeling, theoretical or observational analysis approaches because traditional 
numerical models will not be able to span the full range of scales required in the 
foreseeable future, for many key applications. 

 The evolution of scientifi c efforts will continue to be shaped by rapidly advancing 
information technology. Applications of this should not be limited to bigger computa-
tions alone, although these will be carried out. Equally important is facilitating inter-
comparison and hypothesis-testing efforts via greater accessibility of the complete 
spectrum of modeling approaches and results to the greater scientifi c community, 
members of which are always generating the new ideas that may eventually become 
the basis for new and deeper understanding of atmospheric physical phenomena.     
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Abstract  Aerosol cloud-mediated radiative forcing, commonly known as the aerosol 
indirect effect (AIE), dominates the uncertainty in our ability to quantify anthropo-
genic climate forcing and respectively the climate sensitivity. This uncertainty can 
be appreciated based on the state of our understanding as presented in this chapter.

Adding aerosols to low clouds generally causes negative radiative forcing by 
three main mechanisms: redistributing the same cloud water in larger number of 
smaller drops, adding more cloud water, and increasing the cloud cover. Aerosols 
affect these components sometimes in harmony but more often in opposite ways. 
These processes can be highly non-linear, especially in precipitating clouds in which 
added aerosol can inhibit rain. There is probably little overall sensitivity in most 
clouds but hyper sensitivity in some, where the processes become highly nonlinear 
with positive feedbacks, causing changes of cloud regimes in marine stratocu-
mulus under anticyclones. This leads to a complicated and uneven AIE. Process 
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models at high resolution (LES) have reached the stage that they can capture much 
of this complicated behavior of shallow clouds. The implementation of the pro-
cesses of cloud aerosol interactions into GCMs is rudimentary due to severe 
computational limitations and the current state of cloud and aerosol parameteriza-
tions, but intense research efforts aimed at improving the realism of cloud-aerosol 
interaction in GCMs are underway.

Aerosols added to deep clouds generally produce an additional component of 
positive radiative forcing due to cloud top cooling, expanding, and detraining vapor 
to the upper troposphere and lower stratosphere. The level of scientific understand-
ing of the AIE on deep clouds is even lower than for the shallow clouds, as mixed 
phase and ice processes play an important role. Respectively, the parameterization 
of these processes for GCMs is further away than for the low clouds.

Crucially, the AIE of both shallow and deep clouds must be considered for 
quantifying anthropogenic climate forcing and inferring climate sensitivity from 
observations.

While our objective is reducing the uncertainty, it appears that the recently 
acquired additional knowledge actually increased the uncertainty range of the AIE, 
as we learn of additional effects that should be quantified.

Keywords  Cloud-aerosol interactions • Aerosol indirect radiative forcing

1  �Introduction

Aerosols are thought to have exerted a net cooling effect on earth’s climate that have 
grown over the last century or two due to aerosol added by anthropogenic activities, 
influencing climate. This negative radiative forcing must have offset some of the 
warming that would otherwise have occurred due to greenhouse gases. The magni-
tude of this however remains highly uncertain; indeed aerosols represent the most 
uncertain climate forcing over the last 150 years (IPCC 2007), due to the complex 
ways aerosols can directly and indirectly affect radiation.

First, aerosols scatter sunlight to space that would otherwise have been absorbed, 
causing a so-called direct radiative forcing especially for aerosols over dark 
surfaces (oceans and forests). This negative forcing is offset somewhat by the 
absorption of outgoing infrared radiation (e.g., Myhre 2009) and by the absorption 
of sunlight by dark (primarily carbonaceous) aerosols, both of which cause net 
warming, though nearly all studies find the cooling effects of the non-absorbing 
aerosols to be larger. This chapter will not discuss direct radiative forcing in detail, 
but chapters elsewhere in this volume touch on some of the issues (Sherwood et al. 
2013, Chap. 4).

Second, aerosols serve as the nuclei (CCN or ice nuclei IN) for cloud droplets 
and can alter the albedo of clouds. As this component contributes the greatest uncer-
tainty to our knowledge of Earth energy budget, it is the focus of our article. Adding 
CCN typically produces more droplets in a cloud, although this depends on details 
of the aerosols. Indeed the opposite can occur if the added particles are large enough 

D. Rosenfeld et al.



107

compared to those already present, for example if sea salt is introduced into polluted 
continental air (Rosenfeld et al. 2002), although anthropogenic particles are gener-
ally too small for this to happen. All other things being equal (in particular, the 
cloud’s size and condensed water content), more numerous droplets result in a so-
called “Twomey” or droplet radius effect whereby the increased droplet surface area 
increases the cloud albedo, producing a negative indirect radiative forcing by the 
added CCN (Twomey 1977).

All other things are however not generally equal: aerosols can also alter the sub-
sequent fate of condensed water, and can drive circulations that alter the formation 
of clouds. These impacts lead to “adjusted” aerosol forcings analogous to those 
following the stratospheric adjustment to added greenhouse gases (e.g., Hansen 
et  al. 2005). Both direct (radiative) and indirect (CCN-based) pathways produce 
such adjustments. For example, heating of the air by absorbing aerosols can alter 
local stability and/or drive circulations that alter local or remote cloud amounts, 
producing a “semi-direct forcing” on regional or global radiative balances (e.g., 
Allen and Sherwood 2011). Smaller droplets may cause a cloud to dissipate either 
more quickly (by reducing fall speeds and increasing cloud break-up by increasing 
evaporative and radiatively driven entrainment) or more slowly (by decreasing 
droplet lifetimes in subsaturated air and the rate at which cloud is depleted by pre-
cipitation) – so called “lifetime” or “cloud amount effects” (Albrecht 1989). They 
also typically delay the formation of precipitation, which alters the latent heat 
release and therefore the dynamics of the cloud. Impacts can include invigoration 
and deepening of already deep clouds that would have rained anyway (e.g., 
Rosenfeld et al. 2008b), or the suppression of rain in weaker, shallower and more 
susceptible cloud systems (e.g., Rosenfeld 2000). Either implies changes to cloud 
water content, hence albedo; to cloud top height, hence greenhouse effect; to cloud 
amount, which affects both of these; and to net rainfall, hence the larger-scale circu-
lation. It is in these “adjustments” where most of the uncertainty lies in quantifying 
the net climate forcing due to anthropogenic aerosols. Understanding of these has 
been sufficiently poor that the IPCC has not attempted to assess them up until now, 
but will do so to a limited degree in the upcoming AR5 report.

Model calculations of the aerosol indirect effect (AIE) have yielded radiative 
forcings of about −0.5 to −2.0 Wm−2 (e.g., Forster et al. 2007); these values overlap 
recent estimates based on satellite observations, which range from −0.2 to −1.2 Wm−2 
(Quaas et al. 2009). Quaas et al. (2009) argued that models overestimate the AIE 
compared to satellite observations in present-day climate, while Penner et al. (2011) 
argue that flawed assumptions used in interpreting satellite data can cause several-
fold underestimation of AIE between pre-industrial and present-day climate. 
Another possible reason for the discrepancy could be that additional effects not yet 
included in models offset the Twomey effect. Such an effect might be positive radia-
tive forcing due to aerosol impacts on deep convective clouds.

Since other anthropogenic radiative forcings are known better than the AIE, and 
since temperature changes over the last century or so are relatively well-measured, 
the total net forcing due to aerosols (including also any semi-direct effects of green-
house gases) can be constrained based on the energetics of recent global climate, yield-
ing a so-called “inverse” or “top-down estimate.” Anderson et al. (2003) compiled 
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similar inverse calculations and concluded that total (direct and indirect) aerosol 
forcing near −1.0  Wm−2 but without taking the ocean heat uptake into account. 
Murphy et al. (2009) obtained a 68 % range of −1.5 to −0.7 Wm−2 based purely on 
observations since 1950, but with no direct estimate of contributions from cloud and 
other feedbacks. Forest et al. (2006) obtained a 90 % range of −0.74 to −0.14 Wm−2 
by fitting a simple climate model (including feedbacks and ocean heat storage) to the 
spatiotemporal distribution of observed twentieth-century temperature changes.

Stronger (more negative) aerosol forcings correspond to higher climate sensitiv-
ity (Kiehl 2007). Values stronger than −1.5 Wm−2 would negate the impact of CO2 
since 1850, as a lag of the oceans of even −1.0 Wm−2 would imply implausibly high 
climate sensitivities (Forest et  al. 2006). Since these estimates include the direct 
effect of aerosols, which is already about −0.6 to −0.1 Wm−2, the Forest et al. (2006) 
numbers imply an AIE near zero while the Murphy et al. (2009) numbers would 
leave room for an AIE of weaker than −1.0 Wm−2. These numbers are hard to rec-
oncile with the estimates from GCMs. General circulation models (GCMs) began to 
estimate AIE in the middle 1990s. Early estimates ranged from about −0.5 Wm−2 to 
nearly −4.0 Wm−2, but more recently constructed GCMs do not cool more than 
about −2.6 Wm−2 (Isaksen et al. 2009; Quaas et al. 2009). Quaas et al. (2009) used 
satellite observations, which generally indicate weaker interactions between clouds 
and aerosols than GCMs, to scale GCM estimates, finding that an average AIE esti-
mate from ten GCMs of −1.1 Wm−2 was reduced to −0.7 Wm−2 when scaled by 
satellite observations. These lower numbers are presented in the radiative forcing 
chart of Isaksen et  al. (2009), shown here as Fig.  1. When considering the high 
uncertainty range, especially for the cloud lifetime effect, a net forcing of zero or 
even negative values are included in the range of possibilities. Net zero or negative 
forcings are unlikely, of course, because it is hard to understand how the climate has 
warmed with zero or negative overall forcing, and this situation exemplifies the dif-
ficulty in estimating forcing due to cloud-aerosol interactions.

The metrics of the effect of the aerosols on cloud properties are often defined in 
logarithmic formulations (e.g., McComiskey and Feingold 2008; Koren et al. 2008). 
This means that the clouds respond to the fractional change in CCN concentrations. 
This means, in turn, that large impacts can be expected when small amounts of 
aerosols are added to pristine air. Therefore, the background to which the aerosols 
are emitted is at least as important as the amount of emissions.

This chapter addresses the main sources of uncertainty in AIE in the various kinds 
of clouds and aerosols, the way that they might be working together or at opposite 
directions, and suggests possible ways to address these questions. Section 1 (this sec-
tion) introduces the uncertainty of the AIE and the motivation for its reduction. 
Section 2 addresses the processes that determine the AIE from low clouds, whereas 
Sects. 3 and 4 do the same for deep clouds and for supercooled layer clouds, respec-
tively. Section 5 contrasts the mostly negative radiative forcing caused by the AIE of 
low clouds to the mostly positive forcing due to the deep and supercooled layer 
clouds. It also discusses the implications with respect to GCMs. In Sect. 6 we pro-
vide some recommendations for ways to address the formidable challenges that were 
discussed in this chapter. An overall summary is provided in Sect. 7.
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2  �Aerosol-Induced Radiative Forcing by Boundary-Layer 
Warm Clouds

2.1  �The Fundamental Physical Processes

The CCN supersaturation activation spectrum, CCN(S), along with the updraft at 
cloud base, determines the maximum super saturation at cloud base, S, and hence 
the number of activated cloud drops, Nd. In a rising adiabatic non-precipitating 
cloud parcel the liquid water content, LWC, is determined exclusively by thermody-
namic considerations and is highly linear with the vertical distance z above cloud 
base. In general, however, mixing processes (lateral and cloud top entrainment) 

Fig.  1  Radiative forcing estimates of atmospheric compounds from the pre-industrial period 
1750–2007 (From Isaksen et al. 2009) in W/m2
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cause the liquid water profile to be subadiabatic. Under most circumstances, mixing 
is predominantly inhomogeneous and causes the observed growth of the mean vol-
ume radius rv with z in boundary layer clouds to follow closely the theoretical value 
of an adiabatic cloud parcel (Brenguier et al. 2000; Freud et al. 2011). It follows 
that, at any given height, rv is inversely proportional to Nd 1/3, as long as the develop-
ment of the cloud drop size distribution is dominated by diffusional growth, i.e., 
before drop coalescence advances and initiates warm rain, unless rain is already 
falling from above into the cloud. The same applies to the cloud drop effective 
radius, re, as it is very highly linearly correlated with rv, where re = 1.08 rv (Freud and 
Rosenfeld 2012). The re is a useful measure because it can be directly retrieved from 
satellite observations (Arking and Childs 1985). We can write the aerosol indirect 
effect as the sensitivity of the albedo α to changes in Nd as
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where Ci are radiatively important cloud macrophysical properties (e.g. liquid water 
path, cloud thickness, cloud cover, etc.). The first term on the RHS of (1) represents 
the change in albedo caused only by changes in microphysics, in the absence of 
changes in cloud macrophysical properties. This is generally referred to as the 
Twomey effect, or the first aerosol indirect effect. The second term on the RHS 
represents the changes in albedo associated with aerosol-induced changes in cloud 
macrophysical properties. Equation  1 is very general since Ci can represent any 
changes to the system induced by aerosols. Examples for such properties are cloud 
liquid water path, precipitation content, geometrical depth, cloud top height, cloud 
cover and organization. The Twomey term is called the albedo susceptibility 
(Platnick and Twomey 1994), and is well-approximated (e.g. Twomey 1991) by
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Equation 2 indicates that aerosol-induced cloud albedo increases are greatest for 
clouds with low initial Nd. Further compounding the impact of aerosols on the 
albedo of clean clouds with low Nd is the fact that in this aerosol-limited cloud 
regime, almost all accumulation mode aerosols are activated to form cloud drops, 
i.e. Nd ≈ Na. As aerosol concentrations increase, the limiting factor on Nd increas-
ingly becomes the updraft speed (updraft limited regime), and Nd < Na, leading to 
much weaker sensitivity of albedo to aerosol increases (Pöschl et al. 2010).

In addition to the Twomey effect, observations and modeling results indicate 
that, in this aerosol-limited regime, cloud macrophysical properties (i.e. the second 
term on the RHS in (1)) are also particularly sensitive to aerosols. Cloud macro-
physical responses to aerosols are more challenging to understand than the purely 
microphysical effect and are mediated via changes in the precipitation, sedimenta-
tion and evaporation of hydrometeors. These changes induce macrophysical 
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responses in turbulent dynamics, entrainment rate, and, in some cases, mesoscale 
reorganization. Many of these processes remain poorly understood (Wood 2012). 
This issue will be discussed later where it will be shown that when CCN is decreased 
below a certain concentration a full cloud cover can no longer be sustained.

Aerosol effects on the microphysical properties of boundary layer clouds (i.e., 
cloud drop size distribution and precipitation forming processes) may affect the mac-
rophysical properties of the same clouds (i.e., cloud LWP, geometrical depth, cover 
and organization). The microphysical impacts of aerosol changes on boundary layer 
cloud macrophysical properties can be partitioned into precipitation/sedimentation 
mediated impacts and those that do not involve precipitation changes. Precipitation 
impacts are non linear due to internal mechanisms of feedbacks (some positive and 
some negative), which under some circumstances may lead to changes in cloud 
regime (e.g. closed to open cells, or stratocumulus-to-cumulus transition) that are 
associated with drastic jumps in the cloud cover and the respective radiative effect 
(Ackerman et al. 1995; Rosenfeld et al. 2006a; Wang and Feingold 2009; Wang et al. 
2010, 2011a). Because precipitation can play an important role in these transitions, it 
is critical to understand the processes controlling transitions between lightly or non-
precipitating marine stratocumulus (MSC) and heavily drizzling MSC.

Marine stratocumulus that form in stable atmosphere and maintained by radia-
tive cooling of their tops persist under anticyclones and subtropical highs over the 
ocean, and occupy nearly 25 % of the ocean surface. The radiative properties of 
these clouds represent large sensitivity to CCN concentrations, and might have a 
substantial global impact. While having a globally important cloud radiative effect, 
the overall actual radiative forcing from these clouds is a subject of intense debate 
due to complicated feedback mechanisms that are positive in some cases, mostly in 
precipitating MSC, and negative in others, mostly in non precipitating MSC.

Rain intensity in stratocumulus depends on Nd and cloud thickness h (Fig. 2). 
Aircraft measurements (Van Zanten et al. 2005), supported by physical consider-
ations (Kostinski 2008), showed that cloud base rain rate R ~ h3/ Nd. Since effective 
radius re

3 ~ LWC/Nd ~ h/Nd, then R ~ h2 re
3. This was also reproduced by the simula-

tions of Wang and Feingold (2009), but only for clouds with Nd < 100 mg−1, and h of 
about 600 m. For clouds with similar h but Nd ≈ 150 mg−1 the surface rain rate was 
zero. This implies cloud top re of about 15 μm. Wang and Feingold (2009), Wang 
et al. (2011a) found similar results of complete suppression of surface precipitation 
at high Nd and respectively small re. The relation of R ~h3/Nd depends on the exis-
tence of rain embryos, but their scarcity in clouds with very small drops, as expressed 
by cloud top significantly smaller than 15 μm, causes R to become practically zero 
for any h and Nd. The dependence of R on liquid water path (LWP) and h was repli-
cated by bulk microphysics models (Kubar et al. 2009; Wood et al. 2009), but they 
could not capture the complete suppression of R at high Nd and low re that was simu-
lated with the explicit bin microphysics models. Aircraft measurements in MSC 
(Gerber 1996) showed that when re exceeds 16  μm most cloud water already 
resides in the drizzle mode, and that this can occur due to diffusional growth in the 
convective elements when Nd is sufficiently small. Interestingly, this height for 
onset of heavy drizzle increases linearly with Nd, A similar linear relationship 
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between Nd and cloud depth for initiation of rain was observed by Freud and 
Rosenfeld (2012) in convective clouds over land. The validity of this threshold 
cloud top re as separating between the logarithmic response of the Twomey effect 
(Eq. (2)) and the highly non-linear response to aerosols by regime change is sup-
ported by satellite observations, which show consistently that a cloud top re of 
16 μm separates the closed and open cell regimes (Rosenfeld et al. 2006a). Aircraft-
measurements show that this change in re is also manifested in changes of Nd. An 
average Nd of 21 cm−3 was measured near cloud base of the open cells and 70 cm−3 
in the closed cells (Wood et al. 2011).

2.2  �Aerosol Effects on Non-precipitating and Modestly 
Precipitating Clouds

The aerosol indirect effect on cloud albedo was introduced by Twomey (1977) 
and Eq. (2) expresses its dependence upon cloud albedo and droplet concentration 
Nd. However, changes in aerosols rarely affect only Nd without changing cloud 
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Fig.  2  The dependence of drizzling regimes in marine stratocumulus clouds on drop number 
concentration and cloud depth. Heavy drizzle is defined where most water resides in the drizzle 
drops. Light drizzle is defined where most water resides in the cloud drops. The cloud drop effec-
tive radius of re = 16 μm was shown to be the minimal size for the heavy drizzle regime (Gerber 
1996). Transition to light drizzle occurs between re of 14–16  μm. The dashed line separates 
between negligible drizzle and light drizzle of R > 0.2 mm day−1 is based on DYCOMS-II observa-
tions. The red lines show the approximation of R ~ h3/Nd, for R of 0.1, 0.5 and 1 mm/day. The 
individual points and their R values are posted (From Table 3 of van Zanten et al. 2005. After 
Rosenfeld et al. (ACP 2006a))
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macrophysical properties such as cloud thickness and LWP. One might expect 
LWP to increase with CCN because less water is lost to precipitation (Albrecht 
1989). This is true for some meteorological conditions (Ackerman et  al. 2004; 
Wood 2007). Certainly, there is good modeling and observational evidence that 
added aerosols can suppress precipitation (Ackerman et al. 2004; Lu and Seinfeld 
2006; Sandu et al. 2008; Feingold and Seibert 2009; Sorooshian et al. 2009, 2010; 
Wang et al. 2010, 2011a; Chen et al. 2011; Terai et al. 2012). However, besides 
influencing the moisture budget of the clouds, precipitation also impacts the tur-
bulent mixing, which can alter the moisture and energy budget of the boundary 
layer by changing entrainment (Ackerman et  al. 2004; Wood 2007). Aerosol-
suppressed precipitation results in increased cloud top entrainment that can warm 
and dry the boundary layer and thin the cloud, an effect that works in the opposite 
direction to the effects of precipitation on the surface moisture budget (Wood 
2007). The overall effect on LWP therefore depends upon the ratio of the surface 
moistening (suppression of precipitation) compared with the entrainment drying/
warming. When significant precipitation reaches the surface (usually heavily driz-
zling cases), or when the free-troposphere is relatively moist, precipitation sup-
pression tends to increase LWP. In weakly precipitating cases, where there is little 
surface precipitation, the entrainment drying may dominate, leading to aerosol-
induced reductions in LWP (Chen et  al. 2011). Indeed, many ship track cases 
appear to show such a response (Coakley and Walsh 2002; Christensen and 
Stephens 2011).

Increasing Nd can also enhance mixing due to faster evaporation of the smaller 
drops at the border of the clouds and resultant enhanced mixing with the dry ambient 
air (Wang et al. 2003; Lu and Seinfeld 2006; Hill et al. 2008, 2009; Chen et al. 2011; 
Small et al. 2009). Increased Nd also reduces the sedimentation of cloud droplets 
which can increase entrainment rate (Bretherton et al. 2007). Large eddy modeling 
shows that increases in CCN shorten the life time and reduce the size of small trade 
wind cumuli (Jiang et al. 2009a).

Overall, the macrophysical responses to aerosols in weakly precipitating and non 
precipitating clouds appear to reduce their solar reflecting capabilities, which coun-
teracts the brightening associated with the Twomey effect itself.

2.3  �Aerosol Effects on the Transition to Precipitating Clouds

The dependence of precipitation rate in marine stratocumulus clouds on Nd and h is 
shown in Fig. 2. The strong dependence on aerosols is evident by the dependence of 
Nd on CCN. The relationship between CCN and Nd is approximately linear at the 
low concentrations characterizing the aerosol-limited regime (Martin et al. 1994; 
Hegg et al. 2011), where the transition from heavy to lightly or not drizzling clouds 
occurs (Fig. 2). Deeper clouds transition at greater Nd.

Upon the transition to heavy drizzle the fast loss of cloud water can no longer be 
compensated by evaporation, and a net loss of cloud water from the domain occurs. 
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The precipitation also scavenges efficiently the aerosols (Feingold et al. 1996; Wood 
2006), hence reducing CCN and Nd even more, increasing re and causing even faster 
coalescence and precipitation in a positive feedback loop. In the extreme this pro-
cess progresses all the way until there are insufficient CCN for sustaining the growth 
of new clouds. Because of the essential role of the clouds in determining the lapse 
rate of the marine boundary layer, the suppression of their formation due to dearth 
of CCN suppresses also the vertical mixing of air from sea surface to very shallow 
heights, thus in fact causing the collapse of the marine boundary layer to a thin layer 
of sea fog composed of drizzle drops. The precipitation scavenging feedback leads 
in some cases to the collapse of the cloudy boundary layer (Ackerman et al. 1993) 
and in other cases to a deep boundary layer with open cellular convection.

This runaway feedback effect is a basis for a situation of bi-static stability (Baker 
and Charlson 1990; Gerber 1996), where once the atmosphere has reached a very 
clean situation the highly efficient rainout mechanisms keeps it clean until it will be 
overwhelmed by a strong aerosol source such as anthropogenic emissions.

The full cloud cover of closed cells is maintained by the strong radiative cooling 
from the cloud tops that causes top-down convection and entrainment of air from 
the free troposphere just above the clouds (Agee et al. 1973). This replenishes the 
CCN that may have lost by the cloud processes (Randall 1980; Clarke et al. 1997; 
Jiang et al. 2002; Stevens et al. 2005).

A mechanism for the transition between the closed- and open-cell regimes was 
proposed by Rosenfeld et al. (2006a, b). This mechanism is illustrated in Fig. 3. 
Based on this mechanism, Rosenfeld et al. (2006a) hypothesized that dynamically 
the closed cells are inverse Benard convection, where the cooling at the top causes 
polygons of sinking cool air with compensating rising air at the center of the poly-
gons. The rising centers are manifested as patches of polygonal clouds, with nar-
row regions of dry downward moving air at the cell fringes (see Figs. 3 and 4). 
The onset of heavy precipitation that occurs when the cloud top re exceeds 16 μm, 
due to decrease in Nd and/or increase in h, breaks the full cloud cover by depleting 
the cloud water and by decoupling it from the surface due to the low level evapo-
ration of the precipitation. With reduced cloud cover at the top of the boundary 
layer the radiative cooling there decreases respectively, and allows thermal radia-
tion to be emitted upward from the vapor within the boundary layer and the lower 
cloud fragments. This reverses the driving of the convection, from inverse convec-
tion due to the radiative cooling at the top, to normal convection of Benard cells 
that is triggered by weak surface heating, where the air rises along the walls of the 
polygons and sinks in the centers. The rising polygons are manifested as the poly-
gons of the clouds (see Figs. 3 and 4). This picture is complicated by the evapora-
tive cooling of the rain shafts, which form mini gust fronts at the surface that 
regenerate the convergence lines away from the rain cells, especially where sev-
eral such fronts collide (Feingold et al. 2010). When the original rain cell decays 
new clouds and rain showers form at the convergence along the old gust fronts. 
This, in turn, produces new gust fronts and so on, leading to regular oscillations 
of the locations of the low level convergence lines and the respective polygonal 
cloud and rain patterns.
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The self organization of clouds into the three distinct regimes was described by 
Koren and Feingold (2011) by simple principles of prey (cloud water) and predator 
(rain process):

	1.	 The non or weakly precipitating clouds, where the rain-forming process is too 
slow for large depletion of cloud water. This corresponds to the closed cells 
regime, with suppressed rain due to high aerosol concentration or a very shallow 
cloud with little LWP.

Fig.  3  A schematic illustration of the mechanism for transition from non precipitating closed 
Benard cells to precipitating open cells and onward to nearly complete rainout and elimination of 
the clouds (After Rosenfeld et al. 2006a). In the closed cells (a) the convection is propelled by 
thermal radiative cooling from the tops of the extensive deck of clouds with small drops. The 
clouds mix aerosols and vapor with the free troposphere from above. The onset of drizzle depletes 
the water from the cloud deck and cools the sub-cloud layer (b). This leads to decoupling of the 
cloud cover and to its subsequent breaking. The downdrafts due to the evaporational cooling starts 
triggering new convection (c). The propulsion of the convection undergoes transition from radia-
tive cooling at the top of the fully cloudy MBL to surface heating at the bottom of the partly cloudy 
MBL. This causes a reversal of the convection from closed to open Benard cells, that develop, 
rainout and produce downdrafts that trigger new generations of such rain cells (d). The mixing 
with of aerosols with the free troposphere at cloud tops is much reduced. Therefore, the process 
can continue to a runaway effect of cleansing by the CCN and direct condensation into drizzle that 
directly precipitates and prevents the cloud formation altogether (e). The satellite strip is a 300 km 
long excerpt from Fig. 4
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	2.	 The heavily drizzling regime, where rain can deplete the cloud water, but the 
supply of new aerosols is able to replenish the cloud water after a while, so that 
cycles of clouds building and raining out occur. This corresponds to the regime 
of oscillating and raining open cells.

	3.	 The heavily precipitating clouds, where all incipient cloud water effectively 
precipitates along with the aerosols on which it condensed, probably due to 
insufficient rate of replenishment of aerosol. This corresponds to the situation of 
the ultra-clean collapsed boundary layer.

The value in this highly simplified description is in elucidating these different cloud 
patterns as fundamentally different regimes. It is of particular importance on the back-
ground that internal processes can buffer the aerosol effects within the regimes (Stevens 
and Feingold 2009), but not between the regimes. The buffering should not be regarded 
as a full compensation, but rather as a negative feedback that attenuates the results of 

Fig. 4  MODIS satellite image of open and closed cells in marine stratocumulus with ship tracks 
in an area lying between about 35–40 North and 134–142 West, off the coast of California on 26 
July 2003 19:40 UTC. The left panel is a true color image, and the right panel is the MODIS-
retrieved cloud top re. The ship tracks appear as a marked decrease in cloud drop effective radius 
(re in μm) on the right panel. The ship tracks are barely discernible in the true color image on the 
left panel, except for areas where re > 16μm, above which significant drizzle occurs (Gerber 1996) 
and open the closed cells. The cloud radiative effect (CRE, Wm−2) is given for the marked rect-
angles. The difference in CRE between the open and ship track induced closed cells well exceeds 
100 Wm−2, whereas the RF of the ship tracks within the closed cells is an order of magnitude 
smaller. The image is the same as in from Rosenfeld et al. (2006a) with added calculated CRE
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the initial microphysical effect of the aerosols on the cloud microstructure. An example 
for the buffering in the closed cell regime is the opposite effects of aerosols increasing 
the cloud albedo for a given LWP, but decreasing the LWP at the same time. This is 
evident in the red rectangles in Fig. 4, where half of the albedo changes due to Nd 
(Twomey effect) of −31 Wm−2 was offset by a decrease in LWP that incurred +16 Wm−2, 
leaving a net effect of −15 Wm−2. An example for the buffering in the open cell precipi-
tating regime is that an increase in aerosols would delay, but not completely shut off, 
the onset of rain in a convective cell, causing it to grow more, and when it eventually 
precipitates it would rain more.

Based on the above consideration, we have to consider the hypothesis that most 
of the cloud-mediated aerosol forcing is manifested by changes between cloud 
regimes. Such transitions are associated with change in cloud radiative effect (CRE) 
of the order of 100 Wm−2, whereas the aerosol net effect within the cloud regimes 
are 1–2 orders of magnitude smaller.

It is difficult to ascribe the changes of CRE between regimes to aerosol cloud-
mediated RF, because the aerosol amounts are interactive with the clouds, espe-
cially in the open and collapsed BL regimes, so that they are not independent of the 
cloud forms. Another major difficulty in ascribing satellite-measured aerosols to 
their effects on the clouds is the fact that the greatest effect occurs in the regime 
where Nd < 100 cm−3 (see Fig. 2), where on average AOD is <0.05, which is at the 
low boundary of the measurement capability, and its conversion to CCN is highly 
uncertain (Andreae 2009). Therefore, using the retrieved Nd instead of AOD as 
proxy for the CCN provides a more sensitive metric of the aerosol cloud-mediated 
effects on MSC. Therefore, it is argued here that assessment of the differential CRE 
between MSC regimes with respect to Nd captures an important element of the aero-
sol cloud-mediated radiative forcing. The remaining challenge will be quantifying 
the extents of the attribution of the regime changes to anthropogenic causes.

A case where the regime changes could be ascribed to anthropogenic aerosols 
from ship tracks is reproduced here from Fig. 3 of Rosenfeld et al. (2006a), with the 
added CRE, and presented here in Fig. 4. It is shown for this case that the negative 
CRE over the closed cells is on average higher by well over 100 Wm−2 than the adja-
cent open cells or collapsed boundary layer. This forcing is calculated for the aver-
aged 24 h diurnal cycle. The re in the closed cells of this example is smaller than 
16 μm, very close to the heavy drizzle threshold of 15 μm (see Fig. 2), whereas the re 
is considerably larger than 16 μm in the open cells. The appearance of heavy drizzle 
after cloud top re exceeds this threshold appears to be the main cause for opening the 
closed cells (e.g., Rosenfeld et al. 2006a; Koren and Feingold 2011). The cloud top 
re is determined mostly by Nd and h (Freud et al. 2011). Therefore, the combination 
of Nd and h is required for explaining the transitions from closed to open cells.

The ship tracks within the closed cells obviously did not incur a regime change 
and hence the associated change in CRE was about 10–15 Wm−2, which is lower by 
an order of magnitude than the change associated with regime change.

A consistent picture emerges from the study of George and Wood (2010) who 
quantified the dependence of the variance in albedo over the southeastern Pacific 
Ocean on the variances in the controlling variables (i.e., cloud fraction, LWP and Nd). 
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The variability in cloud fraction, LWP and Nd explained on average roughly 1/2, 1/3 
and 1/10 of the spatial variance of the area-mean albedo that was accounted for by 
these variables, respectively. It is interesting that despite a strong gradient in Nd 
within the analyzed region, Nd does not explain more than 10 % in the variance of 
the area-mean albedo. Is it because h and hence LWP increases along with the 
decrease in Nd with distance from land? These results should be treated with cau-
tion, because part of this variability could be explained by meteorological factors 
that are correlated with the cloud fraction, LWP and Nd.

Does it mean that much, if not most of the variability in the cloud RF in the 
southeastern Pacific is not contributed by MSC regime changes? It appears that this 
partition of the CRE components is not limited to areas where MSC regime changes 
occur frequently, because these results are in agreement with the previous global 
studies that separated the contributions of RF. Sekiguchi et al. (2003) showed based 
on AVHRR data that the Nd effect could not have contributed more than 25 % of the 
total cloud RF over the global oceans. Kaufman et al. (2005) analyzed MODIS data 
over the Atlantic Ocean and showed that only 10–20 % of the enhanced cloud RF 
that was associated with increased τa was contributed from Nd. The dominance of 
cloud cover effect over ocean was also supported qualitatively by several other sat-
ellite studies (Matheson et al. 2006; Myhre et al. 2007b; Menon et al. 2008). Lebsock 
et  al. (2008) used CLOUDSAT for showing that the LWP effect dominated the 
Twomey effect, being positive with added τa in precipitating clouds and negative in 
non-precipitating clouds.

How much of the aerosol indirect effect on climate can be explained globally 
by regime changes, and how much by net radiative changes within regimes? It is 
possible that a large fraction occurs through the latter. Buffering (Stevens and 
Feingold 2009) and cancellation (Wood 2007) mechanisms have been shown to 
work within regimes, but between the regimes it is not so clear that this is the case 
(Koren and Feingold 2011). A possible mechanism to communicate information 
that may cause some buffering between regimes pertains to the determination of 
the inversion height.

The two regimes have two different equilibrium states. Weakly precipitating 
closed cells have large inversion heights at the top of a well-mixed boundary layer 
and strong entrainment at the top of the inversion. Very pristine drizzling clouds 
or a thin layer of very low clouds in equilibrium state are topped by a very low 
inversion height, also defined as a “collapsed” boundary layer (Bretherton et al. 
2010b). However, this does not result in a step change in PBL height at the bound-
ary between the regions, but instead the inversion tends to “homogenize” due to 
the strong buoyancy forcing at a scale in the order of at least 100 km, thus inducing 
a shallow secondary circulation above the PBL top (Berner et al. 2011) so that, in 
effect, open cell regions keep the adjacent closed cell region’s PBL from deepening 
as fast as it would in the absence of the open cell region. From the other side, the 
closed cells regions keep the open cell PBL from collapsing in their vicinity. We 
don’t yet know what the consequences of this interaction are for cloudiness, but 
they are likely to be important for determining AIEs associated with regime 
change in MSC.
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These questions will have to be answered quantitatively by future research. In 
particular, an emphasis should be placed on the role that aerosols play in mediating 
regime changes in marine low clouds. This might require some experiments with 
controlled dispersion of aerosols into MSC.

2.4  �The Frequency of Occurrence of Aerosol-Starved  
Cloud Regimes

The regime of open cells cannot inherently sustain full cloud cover, and water that 
does condense is depleted quickly by precipitation. Therefore, it is appropriate to 
describe this as a situation where scarcity of aerosol limits the cloud cover and LWP, 
i.e., an aerosol starved cloud regime (Van Zanten and Stevens 2005; Petters et al. 
2006; Sharon et  al. 2006; Wood et  al. 2008, 2011). The regime of the collapsed 
boundary layer was not yet analyzed for its differential CRE with respect to the 
other regimes, but given the mechanism of its creation, it can be considered even 
more strongly as an aerosol starved cloud regime.

How frequent are these conditions where clouds are starved for aerosols, such 
that the depletion of aerosols can incur a regime change from closed to open cells 
with decreased radiative forcing in the order of −100 Wm−2? The addition of aero-
sols has been observed to close the open cells, at least in the regime of collapsed 
boundary layer (Christensen and Stephens 2011). Simulations of added aerosols to 
open cells stopped their precipitation, but failed to convert them back to closed cells 
(Wang et  al. 2011a). The ability of aerosols to close relatively deep open cells 
requires additional research. Figure 5 presents global maps of the occurrence of 
mesoscale cellular convection, partitioned into closed cells, open cells that are orga-
nized in Benard convection, and disorganized open cellular convection. The organi-
zation of the first two regimes can be ascribed clearly to the aerosols and Nd as 
discussed above, but this is not obvious for the latter regime. These three regimes 
cover a large part of the eastern subtropical and tropical oceans. The frequency of 
the open cells increases with the distance westward away from land. This occurs 
due to a combination of decreasing Nd (Fig. 6) and increasing cloud thickness (see 
e.g. George and Wood 2010), the combination of which increases precipitation dra-
matically (Fig. 6, see also Bretherton et al. 2010a). Open cells observed during the 
VOCALS Regional Experiment tended to be associated with aerosol-starved condi-
tions (e.g. Wood et al. 2011), but it is not yet clear the extent to which this is the case 
for all open cell regions in the subtropics.

Open cells are also frequent in midlatitudes, but here they can occur due to cold 
advection of air (e.g. cold air outbreaks), which provide strong surface forcing in 
subsiding conditions which dominates the dynamics of open cells regardless of pos-
sible aerosol effects. The extent to which these open cell systems modulate their 
own microphysical state and become aerosol-starved is currently poorly known.

Some light can be shed on this question from the shape of the functional depen-
dence of cloud cover on aerosol amounts, as represented by AOD. Globally, almost 
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all of the increase in cloud cover fc with AOD occurs at AOD < 0.2 (see Fig. 7). For 
AOD ≤ 0.75 the ln(fc)/ln(AOD) = 0.57. This shows that the sensitivity of fc to AOD 
is much greater than logarithmic at the lowest AOD, and that the behavior is consis-
tent with the aerosol changes with the MSC regimes responsible for a large part of 
the dependence of fc on AOD.

Closed cells

Open cells

0.00 0.03 0.06 0.09 0.12 0.15 0.18 0.21 0.24 0.27 0.30 0.35 0.40 0.50 0.60

            fraction of
low cloud scenes

0.80

Fig. 5  Frequency of occurrence of closed (top) and open (bottom) mesoscale cellular convection 
(MCC), based on all available MODIS data from 2008, using method of Wood and Hartmann 
(2006)
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Fig. 6  Top Annual mean map of column maximum precipitation rate from clouds with tops below 
3 km altitude, from the CloudSat Precipitation Radar (Lebsock et al. 2011). Bottom Annual mean 
cloud droplet number concentration for horizontally extensive (instantaneous cloud cover exceed-
ing 0.8 for 1 × 1° boxes) liquid clouds Nd, using data from MODIS, following the method of 
Bennartz (2007)
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2.5  �The Attribution of the Regime Changes  
to Anthropogenic Aerosols

Open cellular convection is more frequent over the Southern Hemisphere subtropical 
and midlatitude oceans than over the corresponding regions of the Northern 
Hemisphere (Fig. 5). It is interesting to ask the extent to which this might be attribut-
able to anthropogenic aerosol influence. Mean Nd values for low clouds in polluted 
regions are higher than for clean regions (e.g. Quaas et al. 2009), and the ability of 
increased cloud droplet concentrations to keep large areas of MSC at the closed 
regime is evident in the observations of Goren and Rosenfeld (2012), where the large 
areas of closed cells are shown to have been shaped by old ship emissions. Other 
mechanisms that can transport aerosols from land to the remote ocean areas are 

Fig. 7  Annual global 
MODIS retrieved cloud cover 
as a function of AOD. (a) as 
presented by Myhre et al. 
(2007b); (b), presented on a 
logarithmic scale, with 
ln(CC)/ln(AOD) calculated 
for three AOD intervals
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pollution plumes in the free troposphere that subside in the anticyclones to the 
underlying MSC (Wilcox et al. 2006).

It is hypothesized that the greater amount of aerosols from the northern 
hemisphere continents are responsible for the hemispheric differences in open cell 
frequency, but more understanding of factors controlling this frequency, including 
the large- scale meteorology, is required to test this hypothesis. If the reduction in 
open cells is a manifestation of the added anthropogenic aerosols it implies a huge 
negative radiative forcing, because the differential RF between the closed and open 
cells can exceed 100 Wm−2 (see Fig. 4).

2.6  �The Possible Underestimation of the Radiative  
Forcing Via Low Clouds

As we have discussed in Sect. 2.3, it is possible that the Twomey effect is 1/4 the 
overall AIE from low clouds, or less (Sekiguchi et al. 2003; Kaufman et al. 2005; 
Lebsock et  al. 2008). Yet, the IPCC AR4 found a cloud drop radius effect of 
−0.7 Wm−2 with the large uncertainty range of −0.3 to −1.8 Wm−2. If indeed the 
cloud-cover effect is much larger than the clouddrop-radius effect, the AR4 range 
has to be increased by a large factor to account for other effects. Even if not all cloud 
types respond in the same way as our example of MSC, we face the possibility of a 
very large and highly uncertain net forcing from low clouds, especially once adjust-
ments involving dynamics occur.

This should be contrasted with the inverse calculations showing that the overall 
net cloud-mediated RF should likely be even lower than the IPCC-estimated albedo 
effect alone (see Sect. 1). To resolve this apparent contradiction, there are two likely 
possibilities:

	1.	 The aerosols that are involved in regime changes and the respective RF are pre-
dominantly natural, or,

	2.	 Most of the strong negative RF is balanced by another similarly strong positive 
RF, particularly by anthropogenic aerosols interacting with deep and high clouds.

While at least part of the aerosols involved in the regime changes are natural, based 
on some of the evidence presented here, we cannot discard the second possibility, 
especially in view of its far-reaching consequences, The second possibility, that a 
strong negative RF is partially countered by a positive RF from less-studied cloud 
types, is explored next.

3  �Aerosol Induced Radiative Forcing by Deep  
Convective Clouds

If indeed the forcing of low- level cloud is large to the extent that the climate should 
have been cooling, the constraints described in Sect.  1 would be difficult if not 
impossible to satisfy without a similarly large positive radiative forcing to balance 
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most of this cooling effect. We hypothesize here that such a positive forcing may 
indeed exist, in the form of aerosol effects on deep and/or high clouds, through 
several possible mechanisms that are presented in this section.

3.1  �Aerosol Invigoration of Deep Clouds in Warm  
and Moist Atmosphere

Most of the condensed cloud water in deep tropical convective clouds in pristine air 
masses is precipitated as warm rain before reaching the freezing level. Adding CCN 
to the clouds causes Nd to increase, and respectively the height for onset of warm 
rain to increase as well. This effect was quantified in several aircraft field campaigns 
in the Amazon tropical clouds (Andreae et  al. 2004), Argentina hail storms 
(Rosenfeld et al. 2006b), California winter storms (Rosenfeld et al. 2008a), Israel 
winter clouds and India summer monsoon clouds (Freud and Rosenfeld 2012). As 
seen for the case of MSC (Fig. 2), and for the same fundamental physical reasons, 
the number of activated cloud drops near cloud base scales linearly with the cloud 
depth required to grow droplets to the threshold re of ~14 μm for rain initiation in 
deep convective clouds (Freud et al. 2011; Freud and Rosenfeld 2012). Increasing 
the number of activated aerosols by 100 cm−3 increases h for the onset of rain by 
~280 m. Therefore, in deep tropical clouds with freezing level of 3–4 km above 
cloud base, an adiabatic concentration of nearly 1,000 drops cm−3 would delay the 
onset of precipitation to above the freezing level, thus preventing warm rain forma-
tion. Observations from the Amazon (Andreae et al. 2004) and India (Freud and 
Rosenfeld 2012; Konwar et al. 2012) support this conclusion.

It has been hypothesized (e.g., Khain et  al. 2004, Rosenfeld et  al. 2008b) that 
delaying the precipitation to above the freezing level would cause the cloud water to 
freeze first onto ice hydrometeors and so release the latent heat of freezing, which 
would not have been realized had rain at lower levels not been prevented by the aero-
sols (see illustration at Fig. 8). The released added latent heat adds buoyancy to the 
cloud, increases the updraft speed, and causes the cloud top to grow higher and the 
anvil to expand over a larger area. The melting of the ice hydrometeors while falling 
cools lower levels, with a net result of more low-level cooling and high-level warm-
ing for the same surface rainfall amount. This means consumption of more static 
gravitational energy and its conversion into respectively more kinetic energy, which 
is the essence of the invigoration of the storm. The invigoration, along with enhanced 
ice precipitation processes, enhance also the cloud electrification (Molinie and 
Pontikis 1995; Williams et al. 2002; Andreae et al. 2004; Rosenfeld et al. 2008b). Set 
against this possibility, however, is the added gravitational loading of the retained 
condensate. The net result of these competing factors is not obvious a priori.

Cloud simulation studies have generally confirmed the net invigoration hypoth-
esis for deep warm- base clouds with weak wind shear in moist environments. 
For other conditions no invigoration was obtained, and for cool-base clouds, dry 
environment and/or strong wind shear the precipitation amount was even decreased 
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(Khain and Pokrovsky 2004; Khain et al. 2004, 2005, 2008a; Wang 2005; Seifert 
and Beheng 2006; van den Heever et al. 2006; Fan et al. 2007, 2009, 2012). In some 
of the simulations, the greater low-level evaporative cooling of the enhanced rainfall 
produced stronger gust fronts that triggered more new clouds and invigorated them 
(Tao et al. 2007; Lee et al 2010). Morrison and Grabowski (2011) argue that invigo-
ration is counteracted in radiative-convective equilibrium by large-scale feedbacks, 
but clouds still become deeper.

Satellite observations using MODIS showed deeper and more expansive convec-
tive clouds associated with greater aerosol optical depth over the tropical Atlantic 
Ocean (Koren et al. 2005, 2010a, b). The reality of such associations has been ques-
tioned due to possible errors in the retrieved aerosols due to cloud contamination 
and other artifacts that are caused by the proximity to the clouds, but Koren et al. 
(2010a) showed that this was not the cause in a study of the North Atlantic region, 
because the cloud invigoration was detected with a similar magnitude when 
comparing the retrieved cloud properties to the results of an aerosol transport model. 
They also partitioned their analysis to different meteorological conditions that 

Fig. 8  Illustration of the aerosol cloud invigoration hypothesis. Top Clouds in pristine air rain-out 
their water before reaching the freezing level. Bottom The aerosols delay the rain until the cloud 
reaches the freezing level, where the water freezes into ice hydrometeors and releases more 
intensely the latent heat of freezing, which invigorates the cloud. The cloud tops grow to greater 
heights and expand to larger anvils (From Rosenfeld et al. 2008b)
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control the depth of the convection, and still found the aerosol invigoration effect 
having a similar magnitude for the different meteorological partitions. However, the 
average measured cloud top height in the study of Koren et al. (2010a) was only 
about 3 km, which is well below the height of an anvil cloud.

The radiative effects of the aerosols reduce the solar radiation reaching the sur-
face and therefore act to suppress the convection, working against the aerosol invig-
oration effect, at least on land. Therefore the aerosol effect is not monotonic, such 
that the invigoration effect was calculated by Rosenfeld et al. (2008b) to reach a 
maximum at AOD of ~0.3. This was confirmed observationally over the Amazon 
(Koren et al. 2008; Ten Hoeve et al. 2012). Satellite measurements reported for the 
Amazon region by Lin et al. (2006), also showed that total rainfall and cloud heights 
increased on average with AOD and that the effects weakened above an AOD near 
0.3, although these observations did not specifically target deep convective clouds.

Anvil clouds associated with deep convection exert a substantial longwave and 
shortwave cloud forcing, and the longwave component dominates in clouds that are 
optically thin, including the cirrus clouds produced by the anvil. Aerosol-induced 
changes in anvil clouds associated with deep convection and more distant cirriform 
clouds whose ice is partly supplied by convective detrainment can therefore act as 
warming mechanisms. Lee et al. (2009) found in a deep-convection simulation that 
28  % of the increased shortwave cloud forcing (cooling) associated with higher 
aerosol concentrations was offset by increased longwave cloud forcing (warming). 
The corresponding offset for stratocumulus clouds was only 2–5 %.

Critical supporting observational evidence to the validity of the invigoration 
hypothesis was obtained very recently, where volcanic aerosols, whose variability 
was completely independent on meteorology, were observed to invigorate deep con-
vective clouds over the northwest Pacific Ocean and more than double the lightning 
activity (Yuan et al. 2011; Langenberg 2011). This lends credibility to the sugges-
tion of Zhang et al. (2007b) that the trend of increasing emissions of air pollution 
from East Asia caused their observed trend of increasing deep convection and inten-
sification of the storm tack at the North Pacific Ocean.

The aerosol-induced invigoration on the peripheral clouds of tropical cyclones was 
hypothesized to occur at the expense of the converging air to the eye wall, and hence 
decrease maximum wind speeds (Rosenfeld et  al. 2007b). This aerosol effect was 
simulated extensively (Rosenfeld et al. 2007b; Cotton et al. 2007; Khain et al. 2008b, 
2010; Khain and Lynn 2011; Zhang et al. 2007a, 2009). The variability in aerosols 
was also observed to explain about 8 % of the variability in the intensity of Atlantic 
hurricanes (Rosenfeld et  al. 2011a). The aerosol effects on the microphysics and 
intensity of tropical cyclones are reviewed in Rosenfeld et al. (2012a).

A weekly cycle in the anthropogenic aerosols, peaking during mid-week, was 
shown to be associated with a similar cycle in the rain intensity and cloud top 
heights (Bell et al. 2008), on the lightning frequency (Bell et al. 2009), and even on 
the probability of severe convective storms that produce large hail and tornadoes 
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(Rosenfeld and Bell 2011) in the eastern USA during summer. These findings are 
supported by a recent study analyzing 10 years of surface measurements of clouds 
and aerosols over the ARM site at the Southern Great Plains in Oklahoma, showing 
clearly the cloud invigoration effect, associated with decreasing probabilities of 
light rain matched by similar increasing probability for heavy rain (Li et al. 2011). 
It is important to note that the invigoration effect is anticipated mainly in the inten-
sity of rain events or vigor of convection, and not necessarily in the average rainfall 
(e.g., Storer and van den Heever 2013), which may explain why studies examining 
total rainfall (e.g., Morrison and Grabowski 2011) sometimes do not find it.

All these findings, and especially the long-term measurements of Li et al. (2011), 
suggest that the aerosol invigoration is a robust effect in the atmosphere. The aero-
sol invigoration of deep convective clouds could exert a cloud-modulated radiative 
forcing in several ways, as illustrated in Fig. 9:

•	 Brightening of the clouds at a fixed cloud top, increasing their albedo and 
cooling effect. However, for already thick convective cloud, where the albedo 
effect is nearly saturated, the negative RF is expected to be rather small.

•	 Higher cloud tops, which emit less thermal radiation to space and hence induce 
a warming effect.

•	 More extensive anvils and/or more semi transparent ice clouds. Such cirrus 
clouds have small albedo in the visible, but still have large emissivity in the 
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Fig. 9  The net TOA radiative forcing of a cloud in a tropical atmosphere, as a function of its cloud 
top height and optical thickness (After Koren et al. 2010b)
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thermal IR, thus causing a strong positive RF. They could also reduce the 
radiative cooling and air subsidence rates in the upper troposphere, which would 
increase relative humidity and therefore the atmospheric greenhouse effect.

•	 Deep convection could more frequently reach the lower stratosphere adding 
more water vapor to the stratosphere which increases the greenhouse effect.

3.2  �Aerosols Enhancing Detrainment of Ice and Vapor  
in the UTLS

Aerosols may well enhance the amount of ice contained in and detrained from 
anvils into the upper troposphere and lower stratosphere (UTLS), even without hav-
ing any dynamic effects (e.g., invigoration) on the clouds. Analyzing deep convec-
tive clouds in satellite data, Sherwood (2002a) and Jiang et al. (2009b, 2011) found 
that biomass burning aerosols were associated with smaller ice particle re at the 
anvils of tropical deep convective clouds. These storms also were more intense, as 
indicated by their colder cloud tops, though these studies found that proxies for 
intensity were too small to explain the smaller re. The effect could be due to CCN 
nucleating small cloud drops that freeze homogeneously into respectively small ice 
particles (e.g., Phillips et al. 2002), or (in part) due to invigoration of the storms 
activating more aerosols aloft, or to meteorological factors not accounted for in 
those studies. The clouds with smaller ice particle re produce significantly more 
lightning, supporting the hypothesis that aerosols played a role in reducing the re of 
the ice particle (Sherwood et al. 2006). Satellite measurements of pyro-cumulonimbus 
showed that the extreme CCN concentrations in the dense smoke keep the cloud 
drops extremely small up to the homogeneous ice nucleation level, where they 
become similarly small (re ~ 10 μm) ice particles, whereas ice in the ambient clouds 
formed mostly by mixed-phase processes producing particles in the anvils with 
re > 30 μm (Rosenfeld et al. 2007a). Tracking the life cycle of such anvils showed 
that they lived twice as long as anvils from ambient clouds and expanded to much 
larger areas (Lindsey and Fromm 2008). This is likely due to the smaller fall speeds 
and/or slower aggregation of the particles.

Aircraft measurements and model simulations show that aerosols from Africa 
indeed nucleate small cloud drops aloft that freeze homogeneously into small ice 
crystals in the anvils of clouds over southern Florida (Fridlind et al. 2004). In simulat-
ing this process, Jensen and Ackerman (2006) showed that the detrainment of small 
ice crystals was responsible for creating long-lived cirrus clouds. The simulations of 
deep tropical clouds by Fan et  al. (2010) show that added CCN can lead to such 
enhancement of small ice particles in the anvils, and nearly double the extent of the 
resulting clouds; similar results were obtained by Morrison and Grabowski (2011).

A cloud-system resolving model simulation of the aerosol effect at a regional 
scale with bin microphysics for tropical and midlatitude summertime convective 
cloud situations (Fan et al. 2012) found invigoration in the tropical case with weak 
wind shear, but not with strong wind shear. However, the positive RF from the anvil 
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expansion with added CCN dominated the negative RF due to cloud brightening in 
both cases, as shown in Fig. 10a. In the temperate case the net RF were weaker and 
of opposite signs for the different wind shears (Fig. 10b).

Another possible pathway for aerosol indirect effects is through altering strato-
spheric water vapor, a strong greenhouse gas. Solomon et  al. (2010) found that 
decadal variability in lower stratospheric water vapor was contributing to decadal 
climate variability, following previous calculations showing that increases in 
stratospheric water vapor over the latter part of the twentieth century contributed a 
radiative climate forcing of order 0.2 Wm−2 (Forster and Shine 1999, 2002; Myhre 
et al. 2007a). While the decadal humidity variations can largely be explained by 
those of tropopause temperature through a simple freeze-drying model (e.g., 
Notholt et al. 2010), radiosonde data do not show a longer-term warming trend, and 
the source of the moistening trend is still unknown. The radiative forcing is signifi-
cantly larger than accounted for by the IPCC in 2007, which only included the part 
attributable to methane oxidation.

Two plausible mechanisms have been suggested linking this trend to anthropo-
genic aerosols. First, smaller ice particles lofted in polluted storms could cause 
overshooting clouds to re-evaporate more quickly when mixing with dry strato-
spheric air, delivering more water vapor to levels where it can reach the lower strato-
sphere as shown by satellite and in-situ observations and simulated by models 
(Sherwood 2002b; Chen and Yin 2011; Wang et  al. 2011b; Nielsen et  al. 2011). 
Back-of-the-envelope calculations suggest this mechanism, which is observed to 
affect stratospheric humidity independently of tropopause temperature, could 
account for the observed trend since 1950 even discounting any invigoration effect 
(Sherwood 2002b), but this has not been comprehensively modeled; isotopic data 
do not suggest any trend in ice re-evaporation since 1991 (Notholt et al. 2010) but 

Fig. 10  Short wave (SW), long wave (LW), and net radiative forcing of aerosol cloud mediated 
effect at the top of atmosphere (TOA), atmosphere, and surface (SFC) for the China tropical (a) and 
SGP temperate (b) cases of deep convective cloud system, with weak wind shear (WWS) and 
strong wind shear (SWS). Values in red are for the stronger wind shear condition. Values are aver-
aged over the last day of simulations (From Fan et al. 2012)
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most of the humidity trend occurred before 1991. A similar microphysical effect 
from ice nuclei could also occur for cirrus clouds formed near the tropopause 
(Notholt et al 2005). The second possibility is suggested by observations (Su et al. 
2011; Wu et al. 2011) and models (Liu et al. 2009) indicating that pollution particles 
lofted in deep convection elevate cirrus cloud height and water vapor mixing ratios, 
which would increase water transport into the stratosphere (Liu et  al. 2009). 
Observations do not show a corresponding temperature trend since 1958, but this 
could be due to biased trends in the radiosondes which are difficult to correct (JS 
Wang et al. 2012). In summary, aerosols probably exert a second indirect warming 
effect through lower stratospheric water vapor, and this could be of nontrivial 
magnitude.

4  �Aerosol Induced Radiative Forcing by Supercooled  
Layer Clouds

New satellite remote sensing data, especially from active sensors, are revealing that 
supercooled layer clouds are more common than previously suspected (Hogan et al. 
2004; Zhang et al. 2010; Hu et al. 2010; Morrison et al. 2011). Almost all clouds 
with tops warmer than −20° C contain supercooled liquid water (Hu et al. 2010), 
and supercooled liquid can exist in many stratiform clouds with temperatures down 
to −30° C (Hu et al. 2010, Shupe et al. 2006). In the midlatitude storm tracks and 
high latitudes supercooled liquid layers can occur 10–15 % of the time (Zhang et al. 
2010), making this a climatologically important category of clouds.

Often supercooled layer clouds, both at low and mid troposphere, are maintained 
by radiative cooling at their tops that induces inverse convection in a layer within a 
stable atmosphere, similar to the mechanism that sustains decks of marine stratocu-
mulus. What is particularly remarkable about such clouds is their apparent sensitivity 
to small changes in ice nuclei (IN) ingested (e.g., Prenni et al. 2007; Morrison et al. 
2011), with the result of increased IN being a rapid glaciation, the loss of liquid 
condensate and a suppression of longwave cooling that weakens the turbulent mixing 
sustaining the supercooled layer (H. Morrison et al. 2011). Thus, the hypothesis has 
been raised in recent studies that Arctic clouds exhibit bistability: they consist either 
of turbulent supercooled layers with minimal ice, or rarefied clouds containing 
only ice particles (Morrison et al. 2011, 2012). Because the ice-only clouds tend to 
be optically thin (perhaps even just diamond snow under some circumstances), such 
bistability could permit a particularly strong aerosol cloud-mediated radiative 
forcing. In addition to IN-mediated impacts, observational data indicate that a 
CCN-starved regime is often present in the Arctic over sea ice (Mauritsen et al. 2011). 
This change between the two stable regimes of supercooled water and ice clouds is 
illustrated in Fig. 11.

Adding CCN to supercooled layer clouds may delay their transition to glaciated 
clouds for a given IN concentration. With more CCN cloud drops are smaller and 
less likely to accreted to ice crystals or coalesce and precipitate, leading to smaller 
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loss of cloud water. In such case, added CCN would have a negative forcing, whereas 
added IN have a positive forcing.

The remarkable sensitivity of supercooled layer clouds seems at odds with their 
frequent occurrence. This has led to the search for mechanisms limiting the forma-
tion of ice in these clouds. It appears that most of the IN in supercooled layer clouds, 
particularly in the Arctic, arrive via long-range transport in the freetroposphere. They 
enter the cloud by subsidence and are then entrained into the cloud. This process 
does not supply IN at a particularly high rate, with typical replenishment timescales 
of several days after entrainment removal (Fridlind et  al. 2012). This results in a 
slower rate of IN activation than would occur if all the free-tropospheric IN were 
activated at once, and limits the desiccation of supercooled liquid clouds.

Similarly, the effect of aerosols on cirrus clouds could result in either a positive 
or negative forcing on climate. GCM simulations of the effect of added IN show a 
reduction in cirrus water content and optical thickness, and sometimes a reduction 
in relative humidity, producing a negative forcing of uncertain magnitude (Penner 
et al. 2009; Hendricks et al. 2011). Opposing this, the introduction of CCN aerosol 
can enhance cirrus coverage; the radiative forcing of this is fairly small for aircraft 

Fig.  11  A schematic illustration of the mechanism for transition from persistent supercooled 
layer clouds to a stable situation of glaciated or no clouds. The mechanism that maintains the 
supercooled layer clouds is the radiative cooling and mixing at their tops, the same as for closed 
marine stratocumulus. The inverted convection replenishes the cloud water that is lost to ice 
precipitation (a). An increased loss of cloud water to ice precipitation, due to increased concen-
trations of IN and/or decrease in CCN, makes the cloud thinner and broken with less water (b). 
When the cloud water is fully consumed by the ice crystals that precipitate, there is nothing that 
will keep the radiative cooling that regenerated and maintained the cloud at the first place, and the 
cloud dissipates and leaves some falling ice crystals or no cloud at all (c). The image was taken 
by LANDSAT over the eastern USA on 11 December 2009. The glaciation in this case occurred 
probably due to addition of IN by aircraft exhaust to clouds at temperatures of −30 to −35° C 
(Source: NASA Visible Earth)
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emissions (Burkhardt and Kärcher 2011) but could be larger when including all 
anthropogenic aerosol. As already stated, such calculations should be regarded as 
provisional at this time.

There are still major unresolved questions. Chief among these is that ice-
nucleating mechanisms of aerosols are poorly understood. In some supercooled liq-
uid clouds the concentration of ice crystals appears to be significantly greater than 
the IN concentration (Fridlind et  al. 2007). We do not yet fully understand how 
pollution aerosols affect the IN concentration in the Arctic and midlatitude freetro-
posphere where supercooled clouds are common (McFarquhar et al. 2011). Aircraft 
observations suggest that high ice crystal concentrations in supercooled shallow 
cumulus in maritime polar airmasses tended to occur in the presence of large drizzle 
drops (Rangno and Hobbs 1991). This suggests a possibility whereby CCN avail-
ability might be important for ice formation. At this stage, it would be difficult to 
attribute even a sign to the potential aerosol cloud-mediated effects on supercooled 
water clouds, but there nevertheless exist important possibilities that warrant further 
exploration.

5  �Discussion and Implications for GCMs

Based on the previous section, AIE on deep convective clouds appear to induce 
positive radiative forcing of yet unknown global magnitude by invigorating clouds, 
expanding their anvils, and enriching the lower stratosphere with water vapor. Air 
pollution aerosols were also observed to glaciate mid- and upper-tropospheric 
supercooled clouds (Rosenfeld et  al. 2011b), and thus adding positive radiative 
forcing.

This compensates to an unknown extent the negative forcing due to the AIE on 
low clouds.

Even if the net effect is very small on a global average, the cooling occurs mainly 
over the subtropical highs and migratory anticyclones over ocean, whereas the 
warming occurs mainly at the areas of deep tropical convection. The spatial separa-
tion can propel atmospheric circulation systems that would modify the weather pat-
terns. GCMs do not yet treat AIEs in both deep convection and shallow clouds 
comprehensively enough to ascertain the nature of these changes, but studies focus-
ing on direct effects of aerosols and/or indirect effects on shallow clouds suggest 
aerosol-induced circulation changes are possible in the tropical Atlantic climate 
(Chang et  al. 2011), Sahel rainfall (Ackerley et  al. 2011), south Asian monsoon 
circulations (Bollasina et al 2011), the Hadley circulation (Ming and Ramaswamy 
2011; Allen et al. 2012), North Atlantic (Booth et al. 2012), and the boreal winter 
extra-tropical circulation (Ming et al. 2011).

As noted elsewhere in this chapter, observational and process studies suggest 
that aerosols and clouds interact through a range of radiative, microphysical, ther-
modynamic, and dynamic mechanisms. With increasing aerosol concentrations, 
these mechanisms all recognize an initial response taking the form of smaller cloud 
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particles, delayed precipitation formation, and larger water contents. The instantaneous 
radiative forcing is comprised of increased shortwave reflection (cooling) and 
increased longwave emission (possible warming from high clouds) and can be 
described as a radiative indirect effect. Several subsequent competing mechanisms 
resulting from smaller cloud particles, delayed precipitation formation, and larger 
water contents are possible. In the absence of mechanisms responding to larger 
water contents, cloud lifetimes and areas increase, enhancing the instantaneous 
radiative forcing (included in “adjusted” radiative forcing). Numerous counter-
acting mechanisms have been identified. Increased water contents near cloud top 
enable evaporation resulting from entrained dry air to break up clouds, reducing 
water content, cloud lifetime, and cloud areas. The “adjusted” radiative forcing by 
this mechanism opposes that described above. Increased water content near cloud 
top can enhance radiative cooling and generate instabilities, leading to a similar set 
of consequences. Increased water content can also lead to changes in the heights 
and thicknesses of clouds. Changes in the sizes of drizzle particles below cloud 
base can change evaporation and stability below cloud base. In some cases, aero-
sol-induced changes can alter the cloud regime, changing significantly cloud areas 
and lifetimes. Microphysical changes in deep convection can change distributions 
of latent heating and induce evaporatively driven downdrafts, increasing the inten-
sity of convection. Effects related to ice nucleation are likely, and absorbing aero-
sols can heat the atmosphere around clouds, altering clouds in what is referred to 
as a semi-direct effect.

While observational and process studies suggest this wide range of cloud-aerosol 
interactions capable of both warming and cooling the earth-atmosphere system, 
scaling these interactions to global scale and inferring their impacts on climate and 
climate change requires synthesis provided by climate models. On the other hand, 
state-of-the-science atmospheric general circulation models (GCMs) treat processes 
relevant for cloud-aerosol interactions in a highly simplified manner, limiting the 
confidence with which conclusions can be drawn.

Quaas et al. (2009) compared ten GCMs which treat cloud-aerosol interactions 
with satellite observations. All of the GCMs in that study, as well as those summa-
rized in Isaksen et al. (2009), are cooled by their cloud-aerosol interactions. To the 
extent underlying relationships between clouds and aerosols in GCMs can be evalu-
ated using satellite observations, present-day positive relationships between aerosol 
optical depths and cloud liquid in GCMs seem to be too strong, while positive rela-
tionships between aerosols and drop number are comparatively well simulated 
(Quaas et al. 2009). Penner et al. (2011) note that GCMs suggest present-day rela-
tionships between cloud and aerosol properties may differ from their pre-industrial 
counterparts, with the latter stronger than the former. Quaas et al. (2009) had noted 
that present-day aerosol optical depths and their variations with cloud properties are 
related in GCMs to AIEs between pre-industrial and present-day climates in those 
GCMs. By replacing the modeled aerosol optical depths and their variations with 
cloud properties with the corresponding satellite observations, they infer GCM AIEs 
are larger than would be consistent with satellite observations. Quaas et al. (2009) 
also found most GCMs had difficulty simulating reductions in cloud-top temperature 
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with increasing aerosol optical depth, especially over oceans, consistent with the 
absence of interactions between deep convection and aerosols in most GCMs.

The complexity with which GCMs treat aerosol processes varies widely, from 
empirical methods relating aerosol concentrations to drop number (e.g., Lin and 
Leaitch 1997) to physically based methods using aerosol activation theory (e.g., 
Abdul-Razzak and Ghan 2000; Ming et  al. 2007). Aerosol size distributions are 
specified (e.g., in terms of aerosol concentration, Donner et  al. (2011)) in some 
models but calculated from prognostic aerosol modal equations (e.g., Liu at al. 
2012) in others.

The chief limitation in GCM representations of aerosol-cloud interactions arises 
from simplifications in their cloud macrophysics (the processes governing the envi-
ronments for activating cloud liquid and ice particles and their subsequent micro-
physical evolution) and the absence of aerosol interactions with deep convection in 
most GCMs. GCM cloud macrophysics also dominates the interactions between 
radiation, microphysics, thermodynamics, and dynamics; these interactions are 
quite restricted in current GCM macrophysics relative to the interactions identified 
by process studies. As an example, in GFDL CM3, a normal distribution whose 
variance is related to large-scale eddy diffusivity is used to characterize the small-
scale variations in vertical velocity, which is a major control on aerosol activation 
(Golaz et al. 2011). CM3 treats cloud-aerosol interactions only in stratiform and 
shallow cumulus clouds. CM3 macrophysics can straightforwardly capture micro-
physics interactions which increase cloud water paths as aerosol concentrations 
increase but is much less able to represent processes discussed in the preceding 
paragraph in which increasing aerosol concentrations could reduce water paths. 
Indeed, GFDL CM3 exhibits an annual global-mean temperature increase of 0.32 °C 
between the period from 1980 to 2000 and the period from 1880 to 1920 (Donner 
et al. 2011). The corresponding increase for GFDL CM2.1, which does not include 
cloud-aerosol interactions, is 0.66 °C (Knutson et al. 2006). Observed estimates 
of this difference from the Climate Research Unit (Brohan et  al. 2006) and the 
Goddard Institute for Space Studies (http://data.giss.nasa.gov/gistemp/tabledata/
GLB.Ts+dSST.txt) are 0.56 and 0.52 °C, respectively. Changes other than incorpo-
ration of cloud-aerosol interactions between CM2.1 and CM3 preclude attributing 
the change in temperature increase solely to these interactions. Six of the ten models 
analyzed in Quaas et al. (2009) impose lower limits on cloud drop number concen-
tration, which arbitrarily restricts cooling by cloud-aerosol interactions. An impor-
tant research priority is for GCMs to improve their parameterization of aspects of 
cloud-aerosol interactions which are poorly represented currently, many of which 
limit cooling by aerosols.

The simulation of temperature increases in climate models between pre-industrial 
and present times depends on their adjusted forcings, climate sensitivities, and tran-
sient climate responses. Since climate sensitivity is not known, the extent to which 
a climate model (e.g., CM3) simulates this temperature increase would not strongly 
constrain the adjusted forcing due to anthropogenic cloud-aerosol interactions, even 
if greenhouse gas forcing and aerosol direct forcing were known. Related to the lat-
ter, it is important that climate models simulate aerosol distributions and properties 
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realistically. Global observation networks for aerosols and surface downward 
shortwave radiative fluxes are available for evaluating climate models, e.g., as in 
Donner et al. (2011).

Advanced cloud macrophysics parameterizations offer a prospect for improving 
representation of cloud-aerosol interactions in climate models. For example, Guo 
et al. (2010) show that a parameterization using multi-variate probability distribu-
tion functions for vertical velocity, liquid water potential temperature, and total 
water mixing ratio can capture a range of responses of liquid water path to increas-
ing aerosol concentrations. Guo et al. (2011) find that a key mechanism in these 
responses is cloud entrainment, as discussed above and modeled by large-eddy 
simulation. These methods to date have been used successfully in simulating single 
columns in field experiments. Incorporating them in climate models is an ongoing 
activity, e.g., at GFDL and NCAR. Droplet activation and ice nucleation in deep 
convection depends on vertical velocities therein. Since most GCMs parameterize 
deep cumulus convection in terms of mass flux only, they are not able to represent 
the interactions between deep convection and aerosols described elsewhere in this 
chapter. Examples of promising prospective developments include the use of deep 
cumulus parameterizations based on ensembles of cumulus clouds with vertical 
velocities in GFDL CM3 (Donner 1993; Donner et al. 2001), the use of double-
moment microphysics in deep convection in experimental versions of GFDL AM3 
(Salzmann et  al. 2010), the NCAR Community Atmosphere Model (Song and 
Zhang 2011), and the ECHAM5-HAM model (Lohmann 2008).

In summary, assessing the role of cloud-aerosol interactions in the climate 
system requires studying these interactions in climate models to integrate them 
to global scales. Current macrophysical aspects of cloud-aerosol interactions in 
climate models remain rudimentary, however, with process studies suggesting a 
more nuanced picture of these processes than encompassed by current GCM param-
eterizations. In particular, a number of processes which may limit cooling by cloud-
aerosol interactions are not well parameterized at present. High priority should be 
given to addressing the challenge of more realistically representing cloud-aerosol 
interactions in climate models.

6  �What Should We Do Next?

A key obstacle to better understanding aerosol indirect effects is our poor ability to 
model cloud macrophysics. As noted in Sect. 5, high priority should be given to 
improving the realism with which cloud macrophysical processes governing cloud-
aerosol interactions are represented in GCMs. Only recently have physically based 
approaches to aerosol activation been used in GCMs, and their usefulness is limited 
by incomplete representations of the full set of processes which govern cloud-
aerosol interactions in GCMs and by the lack of resolution at the cloud scale. New 
approaches to parameterizing cloud macrophysics for both shallow and deep cloud 
systems are emerging. Evaluating and further developing these parameterizations 
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will require extensive collaboration between GCM developers and scientists 
studying cloud macrophysics using process models, large-eddy and cloud-system 
simulation, and field observations. Satellite observations will also be critical in 
assessing cloud-aerosol interactions on a global scale.

More realistic physics has to be parameterized into both cloud resolving and 
global circulation models, and their results need to be validated against actual 
observations. A limiting factor in the present Earth observations is the ability to 
separate the aerosol from thermodynamic and meteorological effects. Doing so 
requires measuring of the CCN and cloud microphysical, thermodynamic and 
dynamic properties simultaneously from space at the necessary spatial and vertical 
resolution, which is in the order of 50–100 m. This requires a new generation of 
satellites with multi-spectral and multi-angle sensors. A way to do that is described 
by Rosenfeld et al. (2012b) in a proposed satellite mission. High resolution multi-
angle imager (as in MISR) will be able to map the topography of the cloud surfaces 
and their vertical motions. A multi-spectral imager can map the microstructure and 
temperature of the cloud surfaces at various heights above cloud base, which will 
allow retrieving Na from the vertical evolution of Nd in convective elements (Freud 
et al. 2011). The vertical development rate of the cloud surface just above its base 
will provide a measure of cloud-base updraft, which when combined with Na yields 
the supersaturation and the CCN concentrations. Multi-angular near-infrared 
observations can also provide information on ice particle habit and microphysical 
history not obtainable at visible wavelengths (Sherwood 2005). Such a mission 
does not represent a major technological challenge, but requires the recognition to 
be of high priority in addressing the large uncertainties in RF that are the subject of 
this chapter.

Field campaigns are necessary for performing case studies of simultaneous mea-
surements of the CCN and cloud microphysical, thermodynamic and dynamic prop-
erties in a way that will allow reaching closure of the aerosol, water and energy 
budgets, at a scale of a box of several hundred km on the side. This needs to done 
both in the shallow and deep clouds, as much as possible in similar meteorological 
conditions but with very different aerosols. The outlines for such campaigns are 
given by Andreae et al. (2009).

7  �Summary

The aerosol indirect effect on radiative forcing (AIE) is the main source of uncer-
tainty in the overall anthropogenic climate forcing and climate sensitivity. The 
uncertainties are summarized in Table  1. The AIE can be generally divided into 
negative forcing from low clouds, which is at least partially countered by positive 
forcing from deep and high clouds and by the IN effects on glaciating supercooled 
water clouds. The quantification of both opposite and possibly large effects is highly 
uncertain, to the extent that even the sign of the overall net effect cannot be deter-
mined with any degree of certainty.
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Aerosols added to low clouds generally incur negative radiative forcing, because 
they can cause cloud brightening by three main mechanisms: redistributing the 
water in larger number of smaller drops; adding more cloud water, and increasing 
the cloud cover. Aerosols affect these components some times in harmony and quite 
often in opposite ways that cancel each other at least partially. These processes can 
be highly non-linear, especially in precipitating clouds that added aerosol can inhibit 
from raining. This amounts to behavior of little overall sensitivity in most of the 
clouds, and hyper-sensitivity in some of the clouds where the processes become 
highly non linear with positive feedbacks, leading to very complicated and uneven 
AIE. Present observations assume a logarithmic relation between aerosol amount 
and cloud response. This hides the physics of much more complicated behavior, 
whose state-of–the-art understanding is described in this chapter. Key processes that 
are involved in the AIE are the precipitation-forming processes and the response of 
the cloud properties to the precipitation, which have profound impacts on the clouds 
and their environment. Some of these impacts are the formation of downdrafts and 
cold pools that alter the dynamics of the clouds, change the vertical diabatic heating 
profiles and the atmospheric instability, and scavenging the aerosols that affect the 
clouds at the first place. Process models at high resolution (LES) have reached very 

Table 1  Aerosol cloud-mediated radiative forcing: status of current understanding

Process Current understanding

Activation of liquid  
droplets

For aerosols with known solubility properties and size distributions, 
understanding is well-established

Primary nucleation  
of ice crystals

Although some ice nuclei have been identified, significant 
uncertainty remains as to the nucleating abilities of black 
carbon, biogenics, and mixtures

Aerosol size distributions  
for cloud condensation 
and ice nuclei

Size distributions can be modeled reasonably accurately in detailed 
process models, but considerable simplifications, the conse-
quences of which are not fully understood, are required for 
computational efficiency in GCMs

Aerosol-induced changes  
in cloud regimes  
and organization

Conceptual and numerical models have identified basic issues. Field 
and satellite observations have been limited and will remain so in 
the absence of simultaneous characterization of dynamics, 
microphysics, and aerosols, enabling closure of aerosol budgets. 
GCM parameterizations have not explicitly been developed, and 
capabilities of current GCM parameterizations to capture these 
changes are likely to be severely limited

Aerosol-induced changes  
in cloud entrainment, 
dynamics, and 
microphysics

Large-eddy simulations with advanced microphysics have 
identified key issues. Observations have been limited. Current 
GCM parameterizations are very limited regarding these 
processes, but multi-variate probability distribution functions 
with dynamics have been able to capture entrainment-aerosol 
interactions

Aerosol-induced changes  
in dynamics, radiation, 
and microphysics  
of deep convection

Cloud-system models have identified basic processes Observations 
have been limited. Most GCM cumulus parameterizations lack 
the physical basis to simulate these processes, but GCM 
cumulus parameterizations with vertical velocities and advanced 
microphysics have recently been developed
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recently to the development stage that they can capture much of this complicated 
behavior, but the implementation into a GCM has been rudimentary due to severe 
computational limitations and the present state of cloud and aerosol parameteriza-
tions in GCMs. The latter deficiencies are an active research area at present.

Aerosols added to deep clouds generally incur positive radiative forcing, where 
to the effects that are operative in low clouds (cloud drop size, cloud water path and 
cloud cover) are added the effects of cloud top cooling, expanding, and detraining 
vapor to the upper troposphere and lower stratosphere. The latter three factors gen-
erally incur positive radiative forcing. The level of scientific understanding of the 
AIE on deep clouds is even lower than for the shallow clouds, as the deep clouds are 
much more complicated, where mixed phase and ice processes play an important 
role. Process models still have a major void in the knowledge in mixed-phase and 
ice processes, for both layer and deep convective clouds, both low and high level, in 
the arctic and lower latitudes. Respectively, the parameterization of these processes 
for GCMs is further away than for the low clouds.

Future efforts must address the AIE of both shallow and deep clouds for obtain-
ing the net effect, which is required so much for quantifying the anthropogenic cli-
mate forcing, climate sensitivity and climate predictions. Furthermore, the cooling 
occurs mainly over the subtropical highs and migratory anticyclones over ocean, 
whereas the warming occurs mainly at the areas of deep tropical convection. The 
spatial separation can propel atmospheric circulation systems that would modify the 
weather patterns at all scales and the hydrological cycle. Therefore, the AIE must be 
quantified correctly not only for understanding climate, but also for improving 
weather and precipitation forecasts.

As a limiting factor in our understanding and quantification of the weather-
forming processes and its integration into the climate system, we recommend coor-
dinated field campaigns and satellite missions for addressing this problem, with the 
objective to describe and parameterize correctly these complex processes, and to 
measure these processes from space and quantify their effects at a global coverage 
and climate time scales. Present day satellite missions (CLOUDSAT, CALIPSO, 
GPM) focus at measuring the precipitation and large cloud particles and aerosols, 
but lack the critical measurements of CCN and detailed cloud microstructure. An 
example of a proposed satellite mission that is being designed to address the issues 
described here is given by Rennó et al. (2013). An example of the concept of field 
campaigns that are designed to address is issues is given by the Aerosols-Clouds-
Precipitation-Climate initiative (Andreae et al. 2009), which provides the template 
for the design of a closure box experiment for quantifying all the energy and mass 
fluxes within a region of several 100 km on the side. The recommendations are sum-
marized in Table 2.

This position chapter can be summarized in the following points:

	1.	 While many of the clouds have little sensitivity, some of the clouds are hyper-
sensitive, especially when the mechanism of regime change is involved.

	2.	 The sign of the effects are of opposite signs for different kinds of clouds and 
aerosols.
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	3.	 We have little quantitative knowledge on the AIE of any of these cloud and aero-
sol types.

	4.	 We have even much less knowledge on the combined effect, even as far as its 
sign

	5.	 We propose certain ways to address it.

Finally, we have shown here that the recently acquired additional knowledge 
actually increased the uncertainty bar in the chart of the radiative forcing, while 
everyone strives to reduce it. How large is this uncertainty? Do we know now all 
what we should know that we don’t know yet? When we will be there the uncertainty 
range will peak, and start to be reduced from there on.
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    Abstract     Understanding the complexity of the hydrological cycle is central to 
understanding a wide range of other planetary geological, atmospheric, chemical, 
and physical processes. Water is also central to other core economic, social, and 
political issues such as poverty, health, hunger, environmental sustainability, confl ict, 
and economic prosperity. As society seeks to meet demands for goods and services 
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for a growing population, we must improve our understanding of the fundamental 
science of the hydrological cycle, its links with related global processes, and the 
role it plays in ecological and societal well-being. At the same time, human infl uences 
on the character and dynamics of the water cycle are growing rapidly. Central to 
solving these challenges is the need to improve our systems for managing, sharing, 
and analyzing all kinds of water data, and our ability to model and forecast aspects 
of both the hydrological cycle and the systems we put in place to manage human 
demands for water. We need to improve our understanding of each of the compo-
nents of the hydrological water balance at all scales, and to understand the spatial 
and temporal variability in the components of the water cycle. This chapter provides 
a short summary of current WCRP efforts and addresses four primary research 
challenges:

    1.    The collection of more comprehensive data and information on all aspects of the 
hydrologic cycle and human uses of water, at enhanced spatial and temporal 
resolution and increased precision;   

   2.    Improved management and distribution of these data;   
   3.    Improved representation of the anthropogenic manipulations of the water cycle 

in the coupled land-atmosphere-ocean models used to forecast climate variations 
and change at both seasonal to interannual, and decade to century, time scales; 
and   

   4.    Expanded research at the intersection of hydrological sciences and the technical, 
social, economic, and political aspects of freshwater management and use.    

    Keywords     Hydrologic cycle   •   Water   •   Water systems   •   Climate   •   Modeling   •   Water 
balance   •   Data   •   GEWEX   •   GRACE   •   Water-energy nexus  

1         Introduction: The Challenge 

 Water, energy, and climate are physically, spatially, and temporally linked. Energy 
from the sun and from internal geological processes drives the hydrological 
cycle. Atmospheric composition, climate system characteristics, and complex 
feedbacks help determine the planet’s energy and water balances and distribution 
(Oki  1999 ). Both linear and non-linear dynamics amplify and dampen effects of 
external forcings. Water on Earth in its three phases is integral to the functioning, 
dynamics, and variability of the global climatological and biological support 
systems (Oki et al.  2004 ). From a purely scientifi c and academic point of view, 
understanding the complexity of the hydrological cycle is of paramount interest and 
central to our understanding of other planetary geological, atmospheric, chemical, 
and physical processes. But water is more than that: water is key to some of the core 
economic, social, and political issues of our time such as poverty, health, hunger, 
environmental sustainability, confl ict, and economic prosperity (Gleick  2003 ). 
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 Perhaps more than any other scientifi c discipline, hydrological science traces its 
roots to efforts to tackle challenges of social and economic development, including 
the provision of safe and reliable drinking water, fl ood forecasting and protection, 
wastewater treatment, irrigation development and food production, hydropower 
generation, and more (Loucks  2007 ; Wood et al.  2011 ). As society seeks to meet 
demands for goods and services for a growing population, the more apparent it 
becomes that we must improve our understanding of the fundamental science of 
the hydrological cycle, its links with related global processes, and the role it plays 
in ecological and societal well-being. At the same time, human infl uences on the 
character and dynamics of the water cycle are growing (FC-GWSP  2004a ; Vörösmarty 
et al.  2010 ; Pokhrel et al.  2011 ), often faster than our understanding of these infl u-
ences and their ultimate consequences. 

 Central to solving these challenges is the need to improve our systems for managing, 
sharing, and analyzing all kinds of water data, and our ability to model and forecast 
aspects of both the hydrological cycle and the systems we put in place to manage 
human demands for water. These improvements would help lead to a far better 
understanding of the local, regional, and global details of the water balance on 
timescales from minutes to millennia. In short, we need to improve our understand-
ing of each of the components of the hydrological water balance at all scales, and to 
understand the spatial and temporal variability in the components of the water cycle. 
Extensive efforts in some of these areas are ongoing under the auspices of national 
research centers, universities, and international scientifi c collaborations, including 
the World Climate Research Program (WCRP). Recent reviews summarize the 
current state of understanding and future research priorities in the direct science-
related aspects of these problems (for example, Hornberger  2001 ; FC-GWSP  2004b ; 
Oki et al.  2006 ; NRC  2007 ,  2008b ; Shapiro et al.  2010 ; Wood et al.  2011 ). This 
assessment expands on those efforts by integrating key scientifi c research needs 
with a broader perspective. There is also overlap between the recommendations here 
and in other reviews of geophysical components of the broad climate system, pre-
pared for the October 2011 WCRP meeting (see, for example, the discussion on 
satellite observing systems and needs in Trenberth et al.  2011  and Oki et al.  2012 ). 

 The hydrological sciences community is faced with a complex moving target in 
three ways: First, very long-term climatological and hydrological balances are infl u-
enced by both cyclical and non-cyclical solar, orbital, and geophysical forcings. 
Second, climatological and hydrological balances are subject to substantial variability 
on widely varying timescales of seconds to millennia, and our limited instrumental 
and paleo observations give us an incomplete understanding of the statistics of extremes 
and natural variability. Thirdly, humans are now driving changes in atmospheric 
processes and have also substantially modifi ed the natural hydrological cycle and 
altered hydrological processes across the land branch of the cycle, with growing 
evidence of oceanic, continental, and global-scale impacts and resource constraints 
(Meybeck  2003 ; FC-GWSP  2004a ,  b ; Oki and Kanae  2006 ; Vörösmarty et al.  2010 ; 
Gleick and Palaniappan  2010 ). 

 While our understanding of the role that humans play in altering planetary 
systems has improved enormously in recent decades, uncertainties in both the 
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science and in our knowledge of future societal factors such as population, economic 
conditions, technology trends, and energy choices make modeling efforts and future 
forecasts inherently imperfect. Any effort to summarize future needs must therefore 
note the important distinctions among the urgent need to improve our basic 
understanding of the hydrological cycle, the equally urgent need to improve our 
understanding of how humans are infl uencing and changing it, and the ultimate 
consequences of those changes for societal well-being. Perhaps in part as a result of 
these complexities, few if any of the current generation of land surface models used 
in coupled land-atmosphere-ocean climate models represent anthropogenic effects 
on the water cycle, a defi ciency that is especially limiting as the demand for climate 
change information at regional and local scales increases. 

 This chapter provides a short summary of current WCRP efforts 1  and addresses 
four primary research challenges:

    1.    The collection of more comprehensive data and information on all aspects of the 
hydrologic cycle and human uses of water, at enhanced spatial and temporal 
resolution and increased precision;   

   2.    Improved management and distribution of these data;   
   3.    Improved representation of the anthropogenic manipulations of the water cycle in 

the coupled land-atmosphere-ocean models used to forecast climate variations and 
change at both seasonal to interannual, and decade to century, time scales; and   

   4.    Expanded research at the intersection of hydrological sciences and the technical, 
social, economic, and political aspects of freshwater management and use.    

2       Current WCRP Efforts 

 WCRP’s efforts in the area of hydrology, atmospheric dynamics, thermodynamics, 
and the interaction between surface-land-ocean-atmosphere processes and the 
hydrological cycle are addressed mostly by the Global Energy and Water Cycle 
Experiment (GEWEX), Climate Variability and Predictability (CLIVAR), and 
Climate and Cryosphere (CLIC) projects. 2  WCRP efforts are linked to the Global 
Water System Project (GWSP; a partnership with three other global environmental 
change programs) and the WMO Global Framework for Climate Services (GFCS) 
efforts. The latter is developing a new working group on climate information and 
services that is expected to deal with aspects of climate service delivery relative 
to the water management community. One area that would benefi t from better inte-
gration of changes in terrestrial systems with oceanic and cryospheric ones is the 

1    Good and more comprehensive summaries of WCRP programs can be found online.  
2    GEWEX was formerly “Global Water and Energy Cycle Experiment” and is now “Global and 
Regional Energy and Water Exchanges.” CLIVAR is the “Climate Variability and Predictability” 
program.  
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issue of understanding the dynamics and components of sea-level rise. An example 
is the effect of reservoir fi lling globally during the second half of the twentieth 
century on sea level rise (discussed by Lettenmaier and Milly  2009 ). Another is the 
2010–2011 reduction in the rate of sea-level rise (see   http://sealevel.colorado.edu/
frontpage    ). One argument is that this anomaly can be traced to extreme rainfall over 
several major land areas associated with a strong La Niña event, which had the effect 
of storing unusually large amounts of water on the global land areas (e.g., Australia 
and northern South America). GRACE observations have generally confi rmed this 
hypothesis (Behera and Yamagata  2010 ). 

 Within each core project there are common themes, including:

    1.    Making observations and performing analyses   
   2.    Developing, conducting, and evaluating experiments   
   3.    Understanding and evaluating processes   
   4.    Developing applications and services   
   5.    Building technical and management capacity.     

 A few of the key questions for the future identifi ed by GEWEX (Box  1  below) 
and CLIVAR include:

•    How are the Earth’s energy budget and water cycle changing?  
•   Can we quantify feedback processes in the Earth system and determine how 

these processes are linked to natural variability?  
•   Can we accurately model climate variability on the seasonal to interannual 

timescale?  
•   What are the impacts of climate variability at different space and time scales on 

water resources?  
•   How does and will anthropogenic climate change interact with natural climate vari-

ability to alter both the means and extremes of regional water and energy budgets?  
•   Can we track the fl ow of energy through the atmospheric and oceanic system and 

understand the nature of global warming?  
•   Can we understand the forcings and feedbacks among the different climate 

system components? 3       

3       Improve Collection of Hydrological 
and Water System Data 

 The fi rst recommendation in almost all past reviews of the state of the hydrological 
sciences is to substantially expand collection of a wide range of geophysical, clima-
tological, and hydrological data. Without adequate data, understanding of existing 
conditions and dynamic processes will always be constrained. Without adequate 

3    From the WCRP website:   http://www.wcrp-climate.org/waterclim.shtml      
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    Box 1 GEWEX Plans for 2013 and Beyond 

     Mission Statement  
 To measure and predict global and regional energy and water variations, 
trends, and extremes (such as heat waves, fl oods and droughts), through 
improved observations and modeling of land, atmosphere, and their interac-
tions; thereby providing the scientifi c underpinnings of climate services. 

  Vision Statement  
 Water and energy are fundamental for life on Earth. Fresh water is a major 
pressure point for society owing to increasing demand and vagaries of climate. 
Extremes of droughts, heat waves and wild fi res as well as fl oods, heavy rains 
and intense storms increasingly threaten to cause havoc as the climate changes. 
Other challenges exist on how clouds affect energy and climate. Better obser-
vations and analysis of these phenomena, and improving our ability to model 
and predict them will contribute to increasing information needed by society 
and decision makers for future planning. 

  GEWEX Imperatives  
  Datasets : Foster development of climate data records of atmosphere, water, 
land, and energy-related quantities, including metadata and uncertainty 
estimates. 
  Analysis : Describe and analyze observed variations, trends and extremes 
(such as heat waves, fl oods, and droughts) in water and energy-related 
quantities. 
  Processes : Develop approaches to improve process-level understanding of 
energy and water cycles in support of improved land, ocean, and atmosphere 
models. 
  Modeling : Improve global and regional simulations and predictions of ocean 
evaporation, overall precipitation, clouds, and land hydrology, and thus the 
entire climate system, through accelerated development of models of the land 
and atmosphere. 
  Applications : Attribute causes of variability, trends, and extremes, and deter-
mine the predictability of energy and water cycles on global and regional 
bases in collaboration with the wider WCRP community. 
  Technology transfer : Develop new observations, models, diagnostic tools, and 
methods, data management, and other research products for multiple uses 
and transition to operational applications in partnership with climate and 
hydro-meteorological service providers. 
  Capacity building : Promote and foster capacity building through training of 
scientists and outreach to the user community. 

 (Source: WCRP  2010 ) 
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data, the ability to develop more accurate models for forecasting and planning will 
be limited. As Hornberger ( 2001 ) noted, most major advances in the environmental 
sciences have resulted from new observations and the acquisition of new, better, or 
more comprehensive data, not just from the creation of new analytical models. Recent 
analysis of hydrologic extremes in a changing climate (Trenberth  2011a ; NRC 
 2011a ) yet again highlights this issue, in particular the essential need for investments 
in coherent and long-term observations in light of the “death” of stationarity (Milly 
et al.  2008 ) and the growing evidence that changes in the hydrological and climato-
logical cycle due to climate change are already occurring, on land, over the oceans, 
and in the atmosphere (Meehl et al.  2007 ,  2009 ; Zhang et al.  2007 ; Syed et al.  2010 ; 
Trenberth  2011b ; Durack et al.  2012 ). 

 For example, new analyses of ocean salinity trends and atmospheric water 
content and fl uxes provide evidence for such changes. Syed et al. ( 2010 ) used 
multiple remotely-sensed datasets to analyze the global ocean water balance for 
changes in water cycle strength. Over the 13-year (1994–2006) study period, they 
observed signifi cant increases in the rate of oceanic precipitation (240 km 3 /year 2 ), 
oceanic evaporation (768 km 3 /year 2 ), and continental discharge (540 km 3 /year 2 ), 
which included ice sheet melting. Durack et al. ( 2012 ) noted an increase in ocean 
salinity, which suggests an accelerating global water cycle. Other studies also support 
an intensifi cation of the water cycle, including:

    1.    An increase in atmospheric water content (precipitable water). While not directly 
indicative of fl uxes, these data suggest that the humidity of the atmosphere has 
been increasing at close to the Clausius–Clapeyron rate, especially over the 
oceans (Trenberth et al.  2005 ; Wentz et al.  2007 ). More work is needed to resolve 
differences in changes of both absolute and relative humidity.   

   2.    An increase in oceanic evaporation rates. Yu and Weller ( 2007 ) fi nd evaporation 
increasing over the global ocean at 1.3 %/decade since the mid-1970s, due to 
both warming and intensifying winds. This is above model predictions and 
close to expectations from Clausius–Clapeyron theory (see also Weimerskirch 
et al.  2012 ).   

   3.    Changes in precipitation rates. Wentz et al. ( 2007 ) report that global precipitation 
rates observed from satellites have been increasing with sea-surface tempera-
tures at a rate of about 9 %/°C in the last two decades, though other observations 
(such as estimates from the Global Precipitation Climatology Project) offer 
different regional patterns and rates (see, for example, Zhou et al.  2011 ). At this 
point, the satellite-based precipitation estimates comprise a short record, and 
given high natural variability and routine concerns about satellite calibration, 
additional observations and analysis are warranted.   

   4.    An increase in sea-surface salinity trends. Sea-surface salinity differences have 
increased by ~8 % over the fi ve decades from 1950 to 2000 (Durack and Wijffels 
 2010 ; Durack et al.  2012 ). The oceanographic data also support these obser-
vations, with a consistent pattern found in both the mean salinity and the long 
term salinity trends (Boyer et al.  2005 ). Since the oceans have no internal sources 
or sinks of salinity, the variations are introduced at the surface by changes in 
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evaporation, precipitation, and runoff. Additional observations and modeling 
work is needed to improve our understanding of the sensitivity of salinity to 
temperature and hydrologic changes.    

  While differences between modeled and observed evaporation and precipitation 
may be due in part to inadequate data (Allan and Soden  2007 ) and short observa-
tional time series, the trends noted above seem consistent with a strong response 
of the water cycle to warming. Additional studies should help improve our under-
standing of these changes. 

 While many core concepts in hydrological sciences have been largely understood 
for decades, important basic data on stocks and fl ows of water, water vapor, and ice 
are missing for vast regions of the planet – even regions with large populations and 
highly productive economies. And new opportunities are continuing to emerge, 
such as understanding the origins and roles of “atmospheric rivers” in long- distance 
transport of water vapor in the lower atmosphere (Dettinger et al.  2011 ; Ralph et al. 
 2011 ) which now appears to be the driving mechanism for most major fl oods along 
the U.S. West Coast and winter-time fl oods in the U.K. (Lavers et al.  2011 ). Rapid 
changes in Arctic sea ice conditions must now also be evaluated because of the 
likelihood that they will changes the dynamics of important circulation patterns 
and add a new source of moisture in high latitudes. New data sets focused on water-
balance studies are needed because such dynamics and balances are central to the 
development of useful water models (addressed later). New continental and global 
hydrometeorological data sets will be required to support these activities. These 
data sets include observations of streamfl ow over watershed and continental 
domains (Fekete et al.  2002 ), gridded high-resolution precipitation data, and more 
work to integrate different efforts to improve evapotranspiration estimates at 
small and continental scales (Jin et al.  2011 ). Expanded budget studies covering the 
role of the oceans, snow accumulation, melt, runoff, and evaporation of snow in 
continental regions are also needed to better understand how snow contributes to 
the water cycle, and the role of diminishing snowpacks on climate and water avail-
ability. Four central data needs include 4 :

•    Improvements in precipitation observations suffi cient to resolve the diurnal cycle 
and at a spatial resolution capable of representing variations in precipitation that 
control runoff generation in small to medium sized watersheds. Precipitation obser-
vations should include boundary layer observations, aircraft observations, surface 
measurements, synoptic-scale information, and coordinated satellite observations.  

•   Expansion of surface water, ocean surface salinity and moisture fl ux, and ocean- 
topography observations are needed to provide data on water storage and fl ows, 
including variability, in oceans, rivers, lakes, reservoirs, and wetlands. Efforts 
should be made to strengthen ocean salinity measurements as an integral 
measure of water cycle changes through the new salinity satellites Aquarius and 
SMOS, the ARGO fl oat program, and the Global Drifter program.  

4    Some of these needs will be addressed by planned satellite missions, notably the Surface Water and 
Ocean Topography mission (SWOT), a joint venture of NASA and CNES, the French space agency.  
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•   Improvements in snow-ice observation networks capable of estimating water 
storage in snowpacks, especially in mountainous and polar regions, including 
volumetric measurements of glaciers. Enhanced ice sheet observations are 
needed, combining satellite remote sensing and deployment of ocean buoys and 
subsurface fl oats. Efforts should be made to expand observing systems such as 
the NRCS SNOTEL of automated snow-water equivalent observations network 
over the U.S. to provide a global in-situ observational basis for estimating snow 
water storage in mountainous headwater regions of major river basins.  

•   Development and deployment of a combination of remote sensing and in situ 
soil-moisture monitoring systems capable of fi lling gaps in key elements of the 
land-surface water balance and land-atmosphere fl uxes of heat and water, again 
of suffi ciently high spatial and temporal resolution. In this respect, NASA’s 
planned (2014 launch) SMAP mission, coupled with the COSMOS and other 
in-situ soil moisture networks over the U.S., should be an important fi rst step.    

 In addition to these data sets, however, there is a growing need for the collection 
of far more comprehensive data on human interactions with the hydrologic cycle, 
including water withdrawals, consumption, and reuse (for example, revising the 
comprehensive but dated work of Shiklomanov ( 1997 ) and the data currently 
available from UN datasets such as AQUASTAT). Data are also needed on redirec-
tion and transfers of water, information on disruptions of nutrient cycles and on 
contamination by human and industrial wastes (Galloway et al.  2004 ; He et al. 
 2011 ), and on social and economic factors that infl uence the size and effi ciency of 
water use (Vörösmarty et al.  2005 ; Gleick et al.  2011 ). Some work has been done 
to estimate water withdrawals on a spatially distributed basis, using the distributions 
of population and irrigation area, for instance, as proxies (Vörösmarty et al.  2000 ; 
Oki et al.  2001 ; Alcamo et al.  2003 ) but these efforts are limited by data constraints 
and the strengths and relevance of the proxies chosen. 

 The global water cycle and related data needs have long been recognized as a 
top priority for national research programs. In the late 1960s, the International 
Hydrological Decade pursued studies of world water balances, and pioneering 
estimates on large-scale hydrologic processes were published in the 1970s (L’vovitch 
 1973 ; Korzun  1978 ; Baumgartner and Reichel  1975 ). Shiklomanov ( 1997 ) assem-
bled country-level statistics on water withdrawals in the past and present and 
made future projections. These early efforts were expanded with recent advances in 
information technologies that permit some global water-balance estimates at fi ner 
spatial resolution (Alcamo et al.  2007 ; Shen et al.  2008 ). 

 In the U.S., the National Research Council has issued a series of reports address-
ing research priorities in the areas of global environmental change, the hydro-
logic sciences, water system management, and climate change (NRC  1998 , 
 1999a ,  b ,  2002a ,  b ,  2005 ,  2007 ,  2008a ,  b ,  c ,  2009 ,  2010a ,  b ). In 1999, the NRC 
Committee on Hydrologic Science argued for a comprehensive program of 
research on the role of the hydrologic cycle in the context of the broader global 
climate system (NRC  1999a ). That same year, the NRC issued another report call-
ing for new strategies for addressing the challenges of watershed science and 
management (NRC  1999b ). 
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 The good news is that we have unprecedented new capabilities in the form of 
technologies for in-situ and remote sensing and data collection, new approaches for 
embedded network sensing (ENS), sophisticated computer models for analyzing 
complex hydrologic processes, techniques for visualization of data, and growing 
interest and concern on the part of the public and policy makers about a wide range 
of water challenges. 

 The bad news is that these tools are not adequately utilized and resources (and 
sometimes the political will) for collecting even basic data on human uses of water 
remain limited. For example, the quality of existing remote-sensing data on soil mois-
ture is poor (the recently launched ESA SMOS and upcoming NASA SMAP missions 
will offer improvements); snow-water equivalent is inadequately monitored at high 
resolution, especially in mountainous terrain; remote sensing estimates of snow water 
equivalent are especially problematic in mountain and forested headwaters of major 
river basins, variations in surface-water levels are not accurately captured by current 
sensors, and estimates of river discharge remain “an elusive goal” (NRC  2007 ). 

 Having better real-time and long-term data on water-balance variables would 
substantially improve the ability to close the water balances in local and regional 
watersheds, and the ability to model and understand the global water cycle. Other 
data of interest include estimates of water vapor transport, wind fi elds, ocean salinity, 
cloud structure, extent, and distribution, sea ice, groundwater balances, and a wide 
range of water-quality conditions. 

 Improvements are also needed in the resolution and precision of data. These 
improvements will come about through the development and deployment of new 
technologies for data collection and observations, expansion of data collection net-
works, the preservation and broader distribution of existing data sets, and new 
approaches for identifying unused or underutilized sources of information. The 
global Earth Science imperative, acknowledged by both international scientifi c 
organizations and national academies includes strong recommendations for 
advances in ground and satellite observational capabilities and implementation of 
observational data collection and management programs. As stated by the National 
Research Council (NRC  2007 ):

  “The scientifi c challenge posed by the need to observe the global water cycle is to integrate 
 in situ and space-borne observations  to quantify the key water-cycle state variables and 
fl uxes. The vision to address that challenge is a series of Earth observation missions that 
will measure the states, stocks, fl ows, and residence times of water on regional to global 
scales followed by a series of coordinated missions that will address the processes, on a 
global scale, that underlie variability and changes in water in all its three phases.” (Emphasis 
added.) 

   The ultimate goal, not yet realized, is for scientists to be able to track surface, 
subsurface, and atmospheric water in real-time, over the entire planet, and at suffi ciently 
fi ne spatial resolution to integrate a complete quantitative picture of the terrestrial 
water cycle and embed that knowledge into decision support tools for forecasting 
extreme events for reducing risks and improving the use of water for agriculture and 
economic development. While such tools will always have limitations because of 
social, political, and economic factors, it is expected that investments in research 
and improved models will produce substantial economic benefi ts. For example, the 
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fi nancial benefi ts in public-sector weather forecasting and warning systems have 
been large and positive, estimated at over $30 billion per year on an investment of 
$5 billion (Lazo et al.  2009 ). 

3.1     Ground-Based, In-Situ Observations 

 Spatial and temporal observations from surface networks and sensors must be 
improved and expanded. Regional-scale networks of sites should be developed to 
record meteorological and surface hydrological variables, soil moisture and dynamics, 
and groundwater levels and quality. This includes ocean buoys, river gages, snow 
sampling, new approaches to “embedded network sensing” (ENS), and much more. 
Such expanded networks should include new inexpensive, linked sensors (e.g., 
Harmon et al.  2007 ), establishing monitoring stations near the deltas of major rivers 
to record water fl uxes for dissolved and suspended material, in particular, to improve 
understanding of carbon and nitrogen cycles, and a wide range of other priorities 
(NRC  2008b ), not the least of which is the protection of deltas from both upstream 
and ocean-derived threats (Syvitski et al.  2009 ; Vörösmarty et al.  2009 ). 

 Yet even maintaining existing collection networks is diffi cult. In the U.S., the 
total number of active streamgages maintained by the U.S. Geological Survey 
dropped from over 8,250 in 1970 to 6,759 in 1997 due to budget cuts (Fig.  1 ). Some 
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  Fig. 1    The number of active USGS streamgages from 1900 to 2010.   http://water.usgs.gov/nsip/
history1.html           
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stations have been restored in recent years, but the total number of observing 
stations is still below the levels of the 1970s and early 1980s. This is a global prob-
lem as well, where budget and fi nancing pressures, intellectual property issues, 
and confl icting policy priorities conspire to discourage monitoring and contribute to 
the loss of both observational stations and important data sets. Figure  2  shows the 
declining number of discharge monitoring stations worldwide in the Global 
Runoff Data Centre (GRDC) archives. Similar trends can be seen at the national 
level. The number of gages in South Africa dropped from a high of more than 4,000 
to around 1,700 by the turn of the twenty-fi rst century. Vast numbers of gages fell 
into disrepair or were dismantled following the collapse of the former Soviet 
Union (Stokstad  1999 ; Shiklomanov et al.  2002 ). Snow depth in Canada was 
recorded at over 2,600 stations in 1981 and at fewer than 1,600 in 1999. New methods 
of data collection and network design may permit more and better data to be 
collected with fewer stations (Mishra and Coulibaly  2009 ), but even with these 
improvements, the current scale of hydrologic data collection is not adequate to 
satisfy information needs for either science or policy.

3.2         Remotely Sensed Observations 

 Even with a signifi cant expansion of ground-based monitoring, improved short- 
term event data collection from aircraft, and additional boundary layer observations, 
there are concerns that such monitoring is inadequate without increased reliance on 
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  Fig. 2    Availability of historical discharge data in the GRDC database by year (number of stations 
per year represented in the GRDC database)   http://www.bafg.de/cln_031/nn_266918/GRDC/
EN/02__Services/services__node.html?__nnn = true           
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satellite systems. There is some limited good news. The synoptic view afforded by 
satellites is uniquely poised to fi ll spatial and temporal gaps in ground-based 
data collection. For instance, improvements in global weather forecasting over the 
last several decades are largely attributable to better information from satellite 
retrievals about the distribution of atmospheric water vapor in the Southern 
Hemisphere. The Tropical Rainfall Monitoring Mission launched in 1997 improved 
our understanding of mid- and low-latitude precipitation. The GRACE satellites, 
despite the coarse resolution of their observations, have led to advances in the 
understanding of water storage changes in ice sheets and groundwater (Box  2 ). 

 Unfortunately, few countries and international consortia have the fi nancial and 
technological resources to commit to comprehensive Earth Observing programs, 
and growing fi nancial pressures are weakening the budgets allocated to such 
programs. This results in challenges to agencies, such as NASA in the U.S. and ESA 
in Europe, that wish to transition research satellites and sensors to other entities. 
Another aspect of the transition to operations problem (termed the “Valley of Death” 
by NRC  2000 ) is resistance by operational agencies to integrating data streams that 
may have a limited duration. While the authors appreciate this dilemma, we assert 
that it is in part a matter of culture and motivation. In this respect, a bright spot has 
been the European Center for Medium-Range Weather Forecasts (ECMWF), which 
has been working to evaluate the effect of new sensors and data on global weather 
forecast accuracy. ECMWF is now a global leader in weather forecasting, attribut-
able at least in part to its willingness to evaluate and assimilate new data streams, 
especially satellite data. We will not review here the diverse and rapidly changing 
nature of these programs – by the time a fi nal version of this paper is published, 
details will have changed again. But a general observation is that too little money 
has been made available to support building and maintaining adequate observing 
platforms with appropriate instruments, and even those few in development are at 
high risk of delay or cancellation. One example of a long-term remote observing 
program is the Global Precipitation Measurement effort, described in Box  3 , which 
began in the late 1990s and is continuing to evolve, with expected launch of the core 
satellite in early 2014. 

 New and near-future satellite missions brighten this picture somewhat, but a 
comprehensive global water cycle platform is desperately needed. The current ESA 
SMOS (Soil Moisture and Ocean Salinity Mission) and the future NASA SMAP 
(Soil Moisture Active Passive) missions are positioned to map the water content of 
the thin veneer of soil near the land surface. The planned joint NASA-CNES SWOT 
(Surface Water and Ocean Topography) mission will routinely map the heights 
and inundation extent of inland surface waters. However, current plans for earth 
observing systems remain inadequate for deliberately moving the science forward 
in the direction recommended by scientifi c reviews (Group on Earth Observations 
 2007 ; NRC  2007 ). Worse, the planet is in grave danger of losing a substantial part 
of the current observing network because replacement systems, including both 
ground- and ocean-based instruments and satellites, are not being built quickly 
enough to fi ll inevitable gaps caused by expected instrument aging and by satellite 
orbital decay and failure. As one example, the recent budget crisis in the United 
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States and instrument design issues have delayed the Joint Polar Satellite System 
(JPSS) program and launch to the point where there is now expected to be a major 
and risky gap in coverage for vital hydrometeorological data (Box  4 ). 

 In this context, and while the entries in Table  1  offer hope to estimate a variety of 
water-cycle variables using remote sensing, a coherent strategy will be necessary to 

   Box 2 Gravity Recovery and Climate Experiment (GRACE) 

    The  G ravity  R ecovery  A nd  C limate  E xperiment (GRACE) is a joint mission 
of NASA and the German Space Agency DLR. Launched in 2002, the twin 
GRACE satellites are now making extremely accurate measurements of 
changes in Earth’s gravity fi eld caused by mass redistribution over the planet. 
The major driver of these mass variations on the monthly time scales of 
GRACE observations is water movement. Hence the gravity maps generated 
by GRACE provide new detail on how the storage of water is changing in 
Earth’s major land, ocean, and ice reservoirs. When combined with additional 
ground-based or satellite observations, GRACE data have helped improve the 
tracking of water fl ows through river basins, withdrawals of groundwater, 
rates of ice-sheet melting, and other important hydrologic, oceanographic, 
and geologic phenomenon (Neumeyer et al.  2006 ; Ramillien et al.  2004 ). The 
data collected by GRACE are also helping to reconcile regional and global 
terrestrial water budgets (Syed et al.  2008 ; Sahoo et al.  2011 ) and allow for 
water balance estimates of unknown fl uxes, including evapotranspiration 
(Rodell et al.  2004a ) and continental discharge (Syed et al.  2009 ). GRACE- 
based estimates of groundwater depletion are already infl uencing the discus-
sion of regional water policies as new data on water withdrawal and storage 
are made available (Rodell et al.  2010 ; Famiglietti et al.  2011a ). 

 A follow-on GRACE mission (GRACE-FO) is currently planned for 
launch in 2017. The GRACE-FO will be essentially identical to the current 
mission, providing near-continuous measurements of water storage variations 
from March 2002 through the end of its lifetime. Coupled with the availability 
of more user-friendly GRACE data projects (Rodell et al.  2010 ; Landerer and 
Swenson  2011 ), the water community will have far-greater access to GRACE 
data than previously possible. Future, improved versions of the GRACE mission, 
that would achieve greater spatial and temporal resolution than the current 
200,000 km 2 , monthly data with 1.5 cm accuracy, are not slated for launch 
until the next decade (NRC  2007 ). This so-called GRACE-II (see Table  1 ) 
mission will enhance capabilities for monitoring water storage changes at the 
smaller scales at which water management decisions are made. Moreover, when 
data from GRACE (or its successor missions) are combined with the remotely-
sensed soil moisture and surface water data described here, and integrated 
into data-assimilating models, an unprecedented picture of global distribution 
of water, both laterally and vertically, will emerge (Famiglietti  2004 ). 
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link these data sources with the dynamics of water-management systems and 
regional watersheds. One example is need to understand the hydraulics of stream 
and river systems as well as the statistical time-space domains that different moni-
toring strategies would have to confront. For example, the technical requirements 
for developing short-term fl ood forecast and monitoring are quite different from 
those needed for long-term water resource assessment, agricultural water effi ciency 
efforts, or integrated management among the energy, water, and food sectors.

   A related and often overlooked issue is the need to link remote sensing with in- 
situ measurements. There is the misperception that satellites measure geophysical 
parameters. Rather, almost all (GRACE is a notable exception) measure radiation 
(such as brightness temperatures) and radar backscatter, which are then used to infer 

    Box 3 Global Precipitation Measurement (GPM) 

 The Global Precipitation Measurement (GPM) mission started as an international 
mission and follow-on and expansion of the Tropical Rainfall Measuring 
Mission (TRMM) satellite. TRMM, which hosts the fi rst precipitation radar 
as well as a passive microwave sensor, was launched in November 1997 and 
continues to make observations almost 16 years later. Its major objective is 
to measure the global distribution of precipitation accurately with suffi cient 
frequency so that the information provided can improve weather predictions, 
climate modeling, and understanding of water cycles. An important goal 
for the GPM mission is the frequent measurement of global precipitation to 
produce rainfall maps using a TRMM-like core satellite, jointly developed by 
the U.S. and Japan, and a constellation of multiple satellites that will carry 
passive microwave radiometers and/or sounders intended to enhance precipi-
tation estimates during the time when the radar is not overhead. 

 GPM is composed of core system and multiple satellites carrying micro-
wave radiometers and/or sounders (Constellation satellites). The GPM Core 
Observatory is now schedule to be launched in 2014, and will carry the sen-
sors from multiple countries and agencies designed to collect as much micro-
physical information as possible for accurate rain estimation, and to provide 
reference standards for the instruments on the constellation satellites. 

 Constellation satellites will carry a microwave imager and/or sounder, and 
are planned to be launched around 2013 by each partner agency for its own 
purpose. They will contribute to extending coverage and increasing frequency 
of global rainfall observations. Currently, several satellite missions are plan-
ning to contribute to GPM as a part of constellation satellites, including 
JAXA’s Global Change Observation Mission – Water (GCOM-W) series; CNES/
ISRO’s Megha-Tropiques; EUMETSAT’s MetOp series; NOAA’s Polar 
Operational Environmental Satellites (POES) Joint Polar Satellite System 
(JPSS); and DoD’s Defense Meteorological Satellite Program (DMSP) and 
Defense Weather Satellite System (DWSS). 
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geophysical variables. Harmonizing remote sensing data with past ground/in-situ 
measurements can help to greatly extend spatial and temporal data records. While 
these harmonization efforts are part of ongoing NASA, NOAA, ESA, JAXA, and 
EUMETSAT programs, more are needed.   

   Box 4 Joint Polar Satellite System (JPSS) 

 NOAA maintains both geostationary weather satellites and polar satellites. 
Their polar systems provide observations of land, ocean, and atmosphere over 
the entire Earth. There are only two polar research satellites systems that 
provide this kind of hydroclimatological data: NOAA’s and Europe’s 
EUMETSAT. These two systems provide the primary data for developing 
National Weather Service (NWS) weather prediction models at high confi -
dence forecasts 2–7 days in advance and they are the backbone of all weather 
forecasts beyond 48 h. These polar satellites, however, also play other critical 
roles. They aid in hurricane forecasting and rapid coastal evacuation, provide 
continuity of the 40+ years of space-based earth observations to monitor 
and predict climate variability, produce drought forecasts worth $6–8 billion 
to the farming, transportation, tourism, and energy sectors, support troop 
deployment operations, and pick up rescue beacon signals. NOAA estimates 
that satellite observing systems saved 295 lives in the U.S. alone in 2010 and 
over 28,000 lives worldwide since 1982. 

 NOAA’s current polar satellites are reaching the end of their useful lives. 
A research satellite known as NPP (NPOESS Preparatory Project) launched 
in October 2011 to serve as a bridge between from the current polar-orbiting 
satellites and the next-generation of polar-orbiting satellites, known as the 
Joint Polar Satellite System (JPSS). NOAA planned to launch the first 
two JPSS satellites in 2014 but the current budget crisis in the US led Congress 
to cut NOAA funding forcing a delay in JPSS launch to at least 2017 and pos-
sibly beyond. While the President’s FY 2012 budget restores full funding, it 
will not prevent a gap in observation coverage. According to NOAA, it is now 
a “near-certainty that an unprecedented observational data gap of 15–21 months 
will occur between the anticipated end of the NPP spacecraft’s operational 
life in 2016 and the date when the fi rst JPSS mission is planned to begin”. 

 Loss of coverage would set back weather observations and forecasting 
almost a decade to when forecasts were of lesser quality. This problem may 
reduce forecast accuracy, especially for major weather events such as winter 
snow storms over the East Coast and hurricane tracks and intensity, by as 
much as 50 %. Errors in track and intensity forecasts could delay hurricane 
warnings and evacuations or result in unnecessary evacuations. 
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3.3             Managing Data 

 Climate data, including in-situ and satellite observations and model output (such as 
re-analyses) are not as widely available or readily accessible as they should 
be. This lack of access is a threat to GEWEX’s ability to meet its imperatives (see 
Box  1 ) and more broadly, constrains all regional water planning, analysis, and 
management efforts. The applications goals for GEOSS (Global Earth Observation 
System of Systems) similarly cannot be met without better access to data. As additional 
hydrologic data are collected, new systems are needed to manage and distribute those 
data. Wood et al. ( 2011 ) note the additional complications and costs associated with 
data support systems, but developing such systems is secondary to access and 
having interoperability across products. 

 New commitments to establishing and maintaining hydrological data networks 
are not enough. As articulated by Parson ( 2011 ), there is consensus in the science 
and application communities that open and free access to hydrological and meteoro-
logical data is critical for improved utilization of data resources and for transpar-
ency in data-based research results and derived data products. Many international 
bodies such as the World Meteorological Organization, International Science Union 
and the Group on Earth Observations (ICSU  2004 ; WMO  1995 ; Group on Earth 
Observations  2009 ) have passed resolutions, advocated for, or created central 
principles for more open access to data. A global open-access database is highly 
desirable, and systems must be put in place to ensure access to data and to maintain 
data in forms that are useful for different research and application needs. These data 
are  crucial for assessing water resources at multiple scales and for verifying hydro-
logical models and evaluating policy solutions. 

 Many organizations already collect hydrological data using different and often 
inconsistent platforms for both operational (e.g., National Water Information System 
(NWIS) of the US Geological Survey (USGS), US EPA, NOAA) and research pur-
poses (NASA, Atmospheric Radiation Measurement (ARM) program, AQUASTAT 
of the UNFAO, and the Global Runoff Data Center (GRDC)). Data fragmentation 
and variation makes it diffi cult for scientists to use data from different sources, to 
evaluate data accuracy or bias, and to combine mixed data sets without extensive 
analysis. The lack of data access prevents the development of systems to integrate 
data from disparate sources like in-situ observations and satellite measurements. 
Earlier in this article we recognized that satellites are “uniquely poised to fi ll spatial-
temporal gaps in ground-based data,” but the development of systems that can integrate 
and merge such data is seriously hindered by data access barriers. One specifi c 
example is the desirability of using TRMM (and in the future GPM), derived 
precipitation in data sparse regions for fl ood prediction where both real- time ground 
observations and satellite-based estimates, when integrated and merged, can lead to 
improved heavy precipitation monitoring and fl ood forecasting. Some efforts are 
now being made to integrate and manage such datasets under the auspices of the 
Consortium of Universities for the Advancement of Hydrological Science, Inc. 
(CUAHSI) but these efforts are neither comprehensive nor global (Oki et al.  2006 ). 
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 The management of global data also remains a challenge. One European-led 
effort, GRDI2020 (Global Research Data Infrastructures), has been formed to 
develop “technical recommendations to increase the ability of the research com-
munity, industry, and academia to infl uence the development of a competitive global 
ICT infrastructure.” The International Groundwater Resources Assessment Centre 
(IGRAC;   www.un-igrac.org    ) offers another example of a new, international hydro-
logical data collection and distribution strategy. Under the IGRAC approach, the 
continents are discretized into one-degree grid cells. Each one-degree cell has an 
associated expert, designated by his or her home country, who is responsible for 
monthly submissions of a short list of key groundwater variables, for example, well 
levels. The local expert is responsible for determining a representative monthly, 
one-degree average value for the key variables, and for uploading the averaged and 
raw data in standardized formats through a user-friendly web-based interface. 
IGRAC is a new center and as such, its success and the viability of its approach will 
only become apparent in time. If successful however, the IGRAC approach is 
one that could conceivably be implemented for other hydrologic variables and 
organized by UNESCO or the WMO. Other efforts such as CUASHI or GRDI also 
need to be supported and fostered.   

4     Modeling 

 Models are critical tools for the hydrological sciences. Models are used over a wide 
range of spatial and temporal scales to forecast future conditions and to reconstruct 
hydrologic conditions in the instrumental and pre-instrumental past. They are also 
used to simulate scenarios such as hydrologic stocks and fl ows or water-quality 
variations under different observed or hypothetical conditions, and to interpolate 
observational data, integrate point data over large areas, downscale large-scale data 
to regional areas, and estimate hydrological variables where no observational 
data are available. Models help identify water-system risks and test strategies for 
reducing those risks. Ironically, our ability to develop complex hydrological models 
has outstripped our ability to provide them with adequate data, hence the need 
for improving data collection noted above. Despite progress in both model develop-
ment and data collection and assimilation, Wood et al. ( 2011 ) note that the current 
class of parameterizations used to represent the land surface in numerical weather 
prediction and climate models is unable to address a wide range of societal needs 
for water-related information. For example, current weather forecasts are carried 
out using land surface models with resolutions that are too coarse to represent key 
local processes (e.g., evapotranspiration along riparian corridors in semi-arid 
landscapes). Efforts to make the outputs of the current generation of global climate 
models of use to hydrologists and water resource planners and practitioners, while 
of growing value, have yet to be completely successful (NRC  2011b ). We argue that 
this should be a priority for WCRP (and GWEX in particular), which previously has 
placed more emphasis on understanding variations and controls on the global water 
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and energy cycles than on their manifestations over land, and in particular over the 
most populous parts of the global land area. 

 Recently, the hydrologic community has begun to call for an acceleration in the 
development of hydrological models that can be applied to a range of high-priority 
issues related to food, energy, climate, and economic security, and that represent the 
land surface hydrology of managed, rather than just natural systems. As one exam-
ple, the Community Hydrologic Modeling Platform (CHyMP) under development 
in the U.S., is a broad-based effort that parallels the successful efforts in climate 
model development (Famiglietti et al.  2009 ,  2010 ,  2011a ,  b ). CHyMP will enable 
fully integrated (snow, ice, surface water, soil moisture, groundwater) modeling of 
the natural and managed water cycles, across scales, and will provide access to 
continental-scale models and datasets for a broad swath of research and practicing 
water scientists and engineers. 

 Wood et al. ( 2011 ) issued a “grand challenge” to the hydrologic community to 
develop a new generation of “hyperresolution” hydrologic models that can exploit 
advances in computing power, the internet, and improved access to data. Such 
models would be capable of representing critical water cycle systems at a high 
spatial and temporal resolution and would require improved information about 
existing and projected human modifi cations such as dams and other artifi cial 
storage, groundwater withdrawals and recharge, alterations of nutrient fl ows, the 
impacts of urbanization, and much more. This is a core activity required for the devel-
opment of Earth System models that include human drivers, as described in the 
next section. 

 GEWEX’s scientifi c strategy also includes improved prediction. To better represent 
improved land-surface interactions that include human activities, resolution must 
increase, and the schemes need to be tested off-line before they are coupled. Steps 
are being taken in this direction, and the spatial resolution of global hydrological 
simulations is improving. Current global land-surface hydrologic simulations, such 
as the Global Land Data Assimilation System (GLDAS) (Rodell et al.  2004b ) have 
grids scales around 25 km and approximately 50 km for offl ine global simulations 
(e.g., Dirmeyer et al.  2006 ; Haddeland et al.  2011 ); however, a land information 
system is under development that will have a spatial resolution of 1 km 2  (Oki et al. 
 2006 ). This model is designed to be an operational tool that will provide estimates 
of all major surface hydrological quantities (including evaporation, transpiration, 
soil moisture, snow depth and melt, and more), using a daily timestep. Forcing data 
and surface characteristics, including precipitation, radiation, surface winds, and 
vegetation cover will be provided by both surface (in situ) observations and remote 
sensing and will be tied into a modeling framework using four dimensional data 
assimilation (4DDA). The spatial resolution of the resulting model analysis fi elds 
eventually will be as high as 100 m globally, which is at least as high as the spatial 
resolution of most current generation regional hydrological models. If such a 
system becomes operational on a daily or even hourly timestep, and if observational 
data of suffi cient quality are available to populate and test the model, then it could 
form an early warning system for hydrological disasters, such as fl oods and droughts, 
anywhere in the world (Oki et al.  2006 ). 
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 Human infl uences on the hydrological cycles of the Earth are now widespread 
and often large in magnitude. Yet many current hydrological and land-surface models 
either exclude or poorly represent human infl uence on the terrestrial water cycle 
through activities such as agriculture, forestry, grazing, urbanization, or water diver-
sions. These are critical elements of the contemporary water cycle to understand, 
with a perhaps more immediate impact than future effects of climate change 
(which, of course, will be felt in addition to these other anthropogenic infl uences) 
(Vörösmarty and Meybeck  2004 ). Many of these impacts appear to be an inescap-
able byproduct of economic development, (Vörösmarty et al.  2010 ), but that does not 
mean they cannot be mitigated through changes in policies, incentives, behaviors, 
and technology. An important feature of these infl uences is that they are, by their 
nature, interdisciplinary. Another is that they are often local, but with growing 
regional and even global infl uence. 

 Global hydrological models should now consider the effects of human intervention 
on hydrological cycles. Some efforts in this direction are underway. Several recently 
developed macro-scale models for water-resources assessment now include reservoir 
operation schemes (e.g., Haddeland et al.  2006a ,  b ; Hanasaki et al.  2006 ). Hanasaki 
et al. ( 2008a ) describe an integrated water-resources model that can simulate the 
timing and quantity of irrigation requirements and estimate environmental fl ow 
requirements. Such an approach can help assess water demand and supply on a 
daily timescale, and the gaps between water availability and water use on a seasonal 
basis in the Sahel, the Asian monsoon region, and southern Africa, where conventional 
water-scarcity indices such as the ratio of annual water withdrawal to water avail-
ability and available annual water resources per capita (Falkenmark and Rockström 
 2004 ) are not adequate (Hanasaki et al.  2008b ). Wisser et al. ( 2008 ), Fekete et al. 
( 2010 ), and Lehner et al. ( 2011 ) have worked to assess the implications of large 
infrastructure projects on water balances. Further improvements in models that 
couple natural hydrological systems with anthropogenic activities can improve 
our understanding of key challenges in water management, including the sustain-
ability of water use, ecosystem health, and food production (Hanasaki et al.  2010 ; 
Pokhrel et al.  2011 ). 

 The effects of anthropogenic alterations in the land surface hydrologic cycle can 
go far beyond the river basin scale. The scale of human intervention is large enough 
that we now recognize that the water stored behind reservoirs globally has infl u-
enced Earth rotational variations and orbital dynamics, including length of day and 
polar motion (Chao  1995 ; Chao and O’Connor  1988 ). Similarly, Lettenmaier and 
Milly ( 2009 ) estimate that sea level rise, which over the last 50 years has averaged 
about 3 mm/year, would have been 15–20 % larger in the middle of the last century 
were it not for the reduction in freshwater fl ux to the oceans associated with fi lling 
of manmade reservoirs (they also note that the rate of fi lling has since decreased 
substantially, perhaps to a global net less than zero due to infi lling of reservoirs 
with sediment and slowing of reservoir construction. Recently, Pokhrel et al. ( 2012 ) 
estimated on the basis of an integrated modeling framework that artifi cial reservoir 
water impoundment caused a sea level change (SLC) of −0.39 mm/year, while 
unsustainable groundwater use (groundwater depletion), climate-driven terrestrial 
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  Fig. 3    Higher-resolution models allow better spatial representation of saturated and nonsaturated 
areas, with implications for runoff generation, biogeochemical cycling, and land-atmosphere inter-
actions. Soil moisture simulations on the Little Washita showing the effect of resolution on its 
estimation of variables (Kollet and Maxwell  2008 )       

water storage (TWS) change, and the net loss of water from endorheic basins 
contributed +1.05, +0.09, and +0.03 mm/year of the SLC, respectively. Therefore, 
the net TWS contribution to SLC during 1961–2003 is +0.77 mm/year. Their result 
for the anthropogenic TWS contribution to global SLC partially fi lls the gap in the 
global sea level budget reported by the Fourth Assessment Report (AR4) of IPCC 
( 2007 ) (Fig.  3 ).

5        Hydrological Sciences Needs for the Twenty-First Century 
in the Earth System Context 

 As described above, extensive efforts are underway by the global hydrological 
sciences community to identify and prioritize needs for data collection, modeling, 
and analysis. But it is also becoming increasingly apparent that many of the current 
water-related challenges facing society will not be resolved solely through improve-
ments in scientifi c understanding. Many of these challenges lie at the intersection 
between pure and applied science, or require interactions among the sciences, 
economics, and policy. For example, we must improve our understanding of the 
societal and economic risks associated with extreme events such as droughts, fl oods 
(e.g., Okazawa et al.  2011 ), and coastal disruptions (NRC  2011a ). We must improve 
our understanding of the role of extreme events and thresholds, the extent to which 
the water cycle is being modifi ed or intensifi ed (Huntington  2006 ; Trenberth  2011b ), 
how much of the change is due to human activities, and the social implications 
of – and possible responses to – such changes. We must improve our understanding 
of “peak” constraints on water withdrawals from renewable and non-renewable 
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hydrologic systems (Gleick and Palaniappan  2010 ). IPCC ( 2012 ), in the Special 
Report on Managing the Risks of Extreme Events and Disasters to Advance Climate 
Change Adaptation (SREX), noted that while risks cannot be fully eliminated, 
the character and severity of impacts from climate extremes depend not only on the 
extremes themselves but also on exposure and vulnerability, and emphasized the 
value of disaster risk management and adaptation strategies that focus on reducing 
exposure and vulnerability and on enhancing resilience to climate extremes. 

 As a result, there are new efforts underway to improve our understanding of the 
complex social, economic, and structural challenges facing water managers and 
users. These efforts would be greatly enhanced by interdisciplinary research efforts 
involving the scientifi c community and a broader range of engineers, economists, 
utility managers, irrigators, and local communities. Through these efforts, scientists 
may better understand the data needs of practitioners and some of the constraints 
they face, thereby helping to ensure that the products produced are actually applied. 
For example, as one measure of the recognition of these challenges, the Hydrology 
Section of the American Geophysical Union has just constituted a new Water and 
Society Technical Committee to heighten the visibility of water policy issues among 
AGU members and to develop new approaches to addressing a wide range of water- 
related challenges at the interface of science and policy. While such efforts are 
not traditionally addressed in the context of efforts by organizations such as the 
WCRP, it would be worth a serious discussion about the advantages and disadvan-
tages of doing so. 

5.1     Climate, Water, and Social Adaptation 

 As large-scale climate models have improved in their parameterizations of hydrologic 
processes and their spatial resolution, it has become increasingly clear that some of 
the most likely and unavoidable impacts to society of changes in climate will be 
changes in water availability, timing, quality, and demand (Kundzewicz et al.  2007 ; 
NRC  2011b ). For more than a decade, the research community (and sometimes the 
water management community) has issued increasingly urgent calls for expanded 
efforts to integrate the fi ndings from climate models with water management and 
planning efforts at regional levels because of the issues at the intersection of water, 
food, and energy (increasingly referred to as the “water-energy-agricultural nexus”), 
and the need to improve our integration of water quality and ecosystem needs into 
research efforts (AWWA  1997 ; Gleick  2000 ; Karl et al.  2009 ; CDWR  2009 ; Stakhiv 
 2011 ). Each of these topics demands both high-quality science and innovative 
interdisciplinary thinking. Such integration will require improvements in the quality 
and detail of information available from global and regional climate models, but 
will also require new approaches for integrating climate information into water-
management institutional planning, improved economic and health risk assessment 
models, more robust engineering reviews of existing water-related infrastructure, 
and updated or improved operations rules for water supply, treatment, delivery, and 
wastewater systems.  
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5.2     Water, Energy, Agricultural Nexus 

 Connections between water, energy, and food have been recognized for centuries, 
but most of the focus of attention has been on ensuring the basic availability and 
reliability of supply of key resources for the production of other goods and services 
demanded by society. In the past decade or so, there has been new work to expand 
our understanding of these connections, in part because of adverse consequences 
caused by ignoring them. For example, changes in the energy policies of some 
industrialized countries to encourage greatly expanded production of domestic 
biofuels, such as corn-based ethanol programs, had unanticipated impacts on global 
food markets and prices and on confl icts over water resources (NRC  2008c , 
 2010b ), with little refl ection of biogeophysical realities (Melillo et al.  2009 ). 
Similarly, efforts to expand natural gas and oil production from unconventional 
fi elds, especially shale oil and gas, has led to unanticipated and poorly studied 
impacts on water quality, the generation of large volumes of “produced water” with 
high concentrations of pollutants, and new water demands in some water-scarce 
regions (Cooley and Donnelly  2012 ). Growing demands for electricity and for water 
to cool these systems are also intensifying competition for water in water-short 
regions and new efforts are underway to pursue alternative water sources and cooling 
technologies as well as less water-intensive generating systems. 

 Most current generation land-surface models are not well suited to address 
these issues. For instance, while climate change will almost certainly affect the 
availability of cooling water – a key constraint on energy production in many parts 
of the world – few current models simulate the most critical variable, water tem-
perature. That is beginning to change – recent work by Van Vliet et al. ( 2012 ) and 
Cooley et al. ( 2011 ) illustrates the sensitivity of electric power generation to both 
the hydrological and surface climatic conditions, as well as to assumptions about 
energy futures and technology choices. This is an area that is deserving of greater 
attention by both the scientifi c and applications communities.  

5.3     Water Quality and Ecosystems 

 There are serious limitations to our understanding of water quality, including both 
natural variability and human-induced changes in quality, and the role that water 
plays in ecosystem dynamics and health. Representations of these complex factors 
in regional and global models are inadequate and unsophisticated, though some 
small-scale catchment models have been developed that include physical and 
biochemical dynamics for some water-quality constituents such as carbon, nitrogen 
and phosphorus, and sediment (Vörösmarty and Meybeck  2004 ). Very little work 
has been done on other chemical components, heavy metals, or new contaminants 
such as pharmaceuticals (Palaniappan et al.  2010 ), and the challenge of articulating 
the additive, and possibly synergistic, interactions of multiple stressors from a variety 
of sources (broad array of chemicals, thermal pollution, sedimentary impacts) 
remains (Vörösmarty et al.  2010 ). 
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 In this context, humans both accelerate and decelerate discharge and biogeochemical 
(BGC) fl uxes through rivers (Meybeck and Vörösmarty  2005 ). For example, 
despite huge increases in local erosion from poor land management, around 30 % 
of global sediment fl ux is estimated to be trapped upstream behind dams and fails to 
enter the oceans (Syvitski et al.  2005 ), placing major coastal landforms like river 
deltas at risk and altering nutrients available to fi sheries. Climate change and its 
attendant impacts on runoff, carbon and nutrient cycling, and weathering rates will 
also change these land-to-ocean linkages (Amiotte-Suchet et al.  2003 ). Frameworks 
are necessary to handle the component hydrologic, sediment, and biogeochemical 
dynamics, but notwithstanding ongoing work (e.g., Wollheim et al.  2008 ) much 
more needs to be done.   

6     A Grand Challenge in Hydrologic and Water-Resources 
Modeling 

 Existing vulnerabilities and new threats to water posed by demographic changes, 
climatic changes, increased exposure to extreme events, and growing economic 
demands for water and water services are driving urgent needs for improvements in 
our understanding of the world’s water resources and systems (Kundzewicz et al. 
 2007 ; Hirschboeck  2009 ; Shapiro et al.  2010 ). We will not go back to a time when 
hydrological sciences could only address pristine, unaltered systems. Humans now 
not only infl uence the water-cycle but are integral to it, and we must develop predic-
tive models that represent human interactions with the water cycle at scales useful 
for water management. This implies that weather and seasonal climate models 
and land-surface parameterizations must improve in parallel. Without a strong 
understanding of the dynamics of global and regional water balances and the com-
plex human interactions and infl uence on water quantity and quality, society risks 
making incorrect decisions about critical issues around energy, human health, 
transportation, food production, fi sheries, ecosystem protection and management, 
biodiversity, and national security. 

 Until recently, anthropogenic effects on the global land water cycle were thought 
to be small (in part because the global land area is small compared with the oceans 
and because human populations were small). This is changing: it is now clear that 
anthropogenic activities such as land use and land cover change, irrigation, ground-
water withdrawals, and reservoir storage have infl uenced sea level (Milly et al. 
 2010 ) and even orbital parameters; similarly we have an improved understanding of 
the role of the oceans in infl uencing land-surface hydrology. At regional scales, 
human effects have, in many cases, been large for a longer time – for instance, a 
number of major global rivers, including the Nile and the Colorado, no longer fl ow 
at their mouths as a result of consumptive water use (mostly for agriculture) and 
trans-basin diversions (Alcamo et al.  2005 ). In the case of the Colorado, about 1/3 
of the river’s natural discharge is diverted out of the basin and the rest is used 
consumptively. Other human infl uences that substantially affect regional hydrology 
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include groundwater mining, increased soil moisture in irrigated areas, urbanization, 
and permafrost melt. These effects nonetheless are mostly not represented in regional 
or global climate models, and regional hydrology models often focus on runoff 
generation areas far upstream of the parts of the basin that have been most affected 
by anthropogenic activities. At continental scales, direct anthropogenic effects are 
probably more modest, but nonetheless can be substantial – especially the effects of 
land cover change, including irrigation, on moisture recycling and precipitation 
generation, mostly in the interior of the North America and Eurasia (Haddeland 
et al.  2007 ). These effects likewise are rarely represented in land- atmosphere 
models or their host climate global models. 

 We therefore argue that the “grand challenge” in the hydrology/water resources/
climate arena is to model the role of humans on the water cycle at regional (e.g., 
large river basin), continental, oceanic, and global scales, including the feedbacks of 
these effects to the climate system, such as ocean/land interactions. This enterprise 
will involve the development of new understandings of the complex interactions of 
humans with the water cycle such as reservoir storage, diversions, and return fl ows, 
but even more importantly, of the decision process that will determine the nature of 
changes in water management as the climate warms. WCRP can serve an important 
role by fostering activities such as expanded data collection, model development, 
and intercomparison projects. Furthermore WCRP could and should promote the 
development of the global data sets that will be required to support the development 
and testing of these new models. Some of the required data sets have already been 
developed through activities like the Global Water System Project (GWSP), but 
effort will be required to assure that they are suffi cient for the purposes of land 
models that ultimately must run within fully coupled Earth System models.  

7     Conclusions 

 Over the last decade there has been a transformation in the way in which we view 
the continental water cycle. While freshwater systems of the planet are collectively 
an essential regulator of the non-living dynamics of the Earth System, they also play 
a central role in human existence and water security. At the same time, we now 
understand that our contemporary water system is increasingly tightly coupled to 
economic, social, technological and other factors like climate change. Along with 
this recognition of a globalized water system has come the awareness that human 
activities are themselves signifi cantly and increasingly dominating the nature of this 
major cycle. This dominance takes the form of many “syndromes” that are at once 
both the causes as well as manifestations of rapid human-induced changes. Although 
we can increasingly detect and in many cases understand the sources, scope, and 
mechanisms associated with these changes, we urgently need to improve investments 
in our observational networks, our basic understanding of the water cycle and the 
ways it is integrated with energy, climatic, atmospheric, oceanic, and other complex 
geophysical characteristics of the planet, and our training of the next generation of 
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researchers who increasingly will be called upon to study these larger- scale 
challenges, which are outside the traditional training perspectives of the hydrologic 
science community. Otherwise we will be unable to counteract the rising threats 
to public health, economic progress, and biodiversity caused by a global water 
system in transition.     
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    Abstract     This chapter presents recent advances in the understanding of the effect 
of land cover/land use changes on the hydrologic cycle, and identifi es current gaps 
in the knowledge needed for useful decision-making and water resource manage-
ment. Research achievements within a framework of Earth System Models (ESM) 
are introduced, and research needs and future challenges are identifi ed. Land sur-
face provides the lower boundary condition to the atmosphere over continents by 
controlling the fl uxes of momentum, heat, water, and materials such as carbon. In 
turn, land surface conditions are substantially infl uenced by atmospheric conditions 
on various temporal scales. As such, a land-atmosphere coupled system is estab-
lished through biogeochemical feedbacks. Current land surface models exhibit a 
wide variety of responses to the same forcings, suggesting the need for increased 
research at the land-atmosphere interface. Indeed, all Earth System Models require 
the inclusion and validation of the processes that pertain to the biogeochemical 
feedbacks. Anthropogenic activities that result in land use and land cover changes 
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affect the land surface characteristics and consequently the land-atmosphere 
 feedbacks and coupling strength. Therefore, human activities play a role in the land- 
atmosphere coupling system, and thus, in the climate system. Water is essential to 
societal needs that require the construction of reservoirs, extraction of ground water, 
irrigation, changes in land use, urbanization among many other infl uences. The 
extent and sustainability of those interferences in the natural system remains to be 
assessed at global scales.  

  Keywords     Land-atmosphere feedback   •   Vegetation   •   Ecosystem   •   Human impacts   • 
  Water   •   Energy   •   Carbon   •   Land cover/land use  

1         Introduction 

 The land surface provides lower boundary conditions to the atmosphere: It receives 
downward short wave and long wave radiation, and emits or refl ects upward short 
wave and long wave radiation. The net radiation is balanced by the fl uxes of sensi-
ble, latent and ground heat to the atmosphere (Oki  1999 ). In terms of the water 
balance, precipitation is balanced by evapotranspiration and runoff (assuming that 
over long term periods there is no net water storage change on the soil). These 
exchanges also depend on the atmospheric conditions, including the surface pressure, 
temperature, humidity and wind. A balance mainly between precipitation, evapo-
transpiration and surface and deep runoff determines the land surface water cycle. 
Surface soil moisture, in turn, governs the partitioning of the sensible and latent 
heat fluxes into the atmosphere, and can affect daily, weekly, intraseasonal, sea-
sonal, and interannual rainfall in various spatial scales through the impacts on devel-
opment PBL (planetary boundary layers), its longer temporal auto-correlation 
(“memory” effect), and possibly through interactions with vegetation (see Table 1 
of Taylor et al.  2011 ). Excess water from land discharges into the ocean changing 
its salinity and temperature, and possibly infl uences the formation of sea ice and 
thermohaline circulation at least on local scales (Oki et al.  2004 ). 

 The energy, water, and carbon balances determined by land surface processes 
are characterized by the land surface conditions such as topography, land cover, soil 
properties, and geological condition. Land cover can be characterized by the vegeta-
tion over it, such as forests, shrubs, grass, bare soil, or open water. Since vegetation 
types are dominantly determined by climatological conditions, land surface interacts 
with the atmosphere not only on the short time scales but also in longer temporal 
scales, such as decadal to centennial. Even though storage volumes are not as large 
as in the ocean, the land stores heat, water, and carbon, and thus, the land surface is 
one of the key components in the climate system on the Earth. 

 In many cases, particularly when dealing with extreme events, climatic variations 
and changes can have signifi cant impacts on human activities; therefore it is critical 
that climate science includes and develops tools for monitoring and prediction of 
climatic variations. As climate affects human activities, in turn humans interfere with 
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the climate system from local to global scales. Apart from human infl uences through 
greenhouse gases (GHGs, not discussed in this chapter), human infl uences on the 
ecosystem service of climate regulation occur through changes in land use and land 
cover (Anderson-Teixeira et al.  2012 ), as well as through interventions on the water 
cycle components, for example by irrigation (Rosnay et al.  2003 ; Guimberteau et al. 
 2011 ) and storage in artifi cial reservoirs (Haddeland et al.  2006 ; Hanasaki et al. 
 2006 ,  2010 ). 

 The World Climate Research Programme (WCRP) emphasis on the role of land 
in the climate system has been mainly conducted through the Global Energy and 
Water Cycle Experiment (GEWEX). The GEWEX Hydroclimate Panel (GHP) has 
been promoting and synthesizing fi eld campaigns measuring, estimating, and seek-
ing to close the regional water balances in various climatic zones at continental and 
sub-continental scales. The Global Land-Atmosphere System Study (GLASS; van 
den Hurk et al.  2011 ) has been promoting and organizing numerical studies assess-
ing the coupling between land and atmosphere, and the Global Data and Assessments 
Panel (GDAP) supports the creation and dissemination of comprehensive datasets 
of the climatic variables over land. The products from the Second Global Soil 
Wetness Project (GSWP-2; Dirmeyer et al.  2006 ) contributed to illustrate the global 
water cycles as shown in Fig.  1  (Oki and Kanae  2006 ).

The terrestrial water balance does not include Antarctica
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  Fig. 1    Global hydrological fl uxes (1,000 km 3 /year) and storages (1,000 km 3 ) with natural and 
anthropogenic cycles are synthesized from various sources (Dirmeyer et al.  2006 ; Korzun  1978 ; 
Oki et al.  1995 ; Shiklomanov  1997 ).  Big vertical arrows  show total annual precipitation and 
evapotranspiration over land and ocean (1,000 km 3 /year), which include annual precipitation and 
evapotranspiration in major landscapes (1,000 km 3 /year) presented by  small vertical arrows ; 
 parentheses  indicate area (million km 2 ). The direct groundwater discharge, which is estimated to 
be about 10 % of total river discharge globally (Church  1996 ), is included in river discharge       

 

Land Use and Land Cover Changes and Their Impacts…



188

   In this chapter, we discuss the feedbacks and interactions between the land surface 
and the climate system, particularly with regard to land use and land cover change. 
The role of land use change in the hydro-climate system is presented in Sect.  2 . 
The interactions with ecosystems are summarized in Sect.  3 , and societal needs for 
research on water over land are introduced in Sect.  4 . Section  5  identifi es current 
gaps and future challenges for the research on land surface processes in the climate 
system.  

2      Land Use Change and Hydroclimate 

 Long term changes to the land surface state occur when there is a signifi cant change 
in the land cover, such as conversions from forest to crops. In cases like this, there will 
be changes in the biophysical properties of the surface, like its albedo, surface 
roughness length, and stomatal resistance. In addition, there will be changes to the 
hydrological functioning of the land surface, with changes in the amount of water 
available for storage and the runoff, possibly through changes in the soil properties 
and root uptake. 

 Many researchers have worked to quantify the impact that such changes have on 
the atmosphere. For instance, modeling experiments have been carried out to under-
stand the regional climate impact of the wide-scale spread of agriculture that has 
occurred over the last century (see Pitman et al.  2009 ). Specifi cally, the goal was to 
assess if the current regional climate has been infl uenced by the anthropogenically 
altered landscape. The model results showed varying responses of the evaporation 
and rainfall to the deforestation, as the changes were small and of either sign. Part 
of the reason is due to diffi culties in defi ning a consistent defi nition of vegetation 
characteristics for natural versus anthropogenic land use types and differences in 
parameterization in the models. However, the models were in better agreement on 
the changes in the air temperature: removing the forests and replacing them with 
crops and pasture cools the summer air by about 1° in the last 100 years in the two 
key regions of largest land use change: the middle of the USA and western Russia. 
This result is supported by an observational study of evaporation and sensible heat 
fl ux observations from a series of paired forest and grass sites across Europe by 
Teuling et al. ( 2010 ), which demonstrated, similar to the models, that the forests 
generally warm the atmosphere compared to grasses and crops. However, Teuling 
et al. ( 2010 ) also showed how this signal changes during drought conditions, when 
the grasses dry out and then warm the atmosphere more than the forests. Figure  2  is 
a schematic summarizing the fi ndings of Teuling et al. ( 2010 ) and of Pitman et al. 
( 2009 ), showing how the forests act to warm the overlying atmosphere under normal 
climatic periods, while grasses or crops warm the atmosphere during anomalously 
dry periods. This has important implications for the physical response to land use 
change and its impact on the regional meteorology, since an increasing cropped area 
may act to enhance the regional susceptibility to heat waves, while reforestation 
may act to reduce a heat wave. Clearly, more research and a combined approach to 
risks and hazards (such as wild fi re) are necessary to support this conclusion.
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   As well as impacts on the heat and temperature of a region, impacts of land cover 
change on the hydrological conditions should be expected due to feedbacks in the 
system. The relationships between the land and the atmosphere are part of the natural 
interplay that happens all around us: with a long term reduction in rainfall, the land 
dries out and this warms and dries the atmosphere which leads to further drying out 
of the land. This positive feedback means that a percentage drop in rainfall leads to 
a greater percentage drop in runoff and vice versa. Many articles have discussed the 
mechanisms by which a change in land cover can affect the overlying planetary 
boundary layer (PBL), its thermodynamic properties and circulation, and conse-
quently the precipitation processes and regional climate (e.g., Pielke and Avissar 
 1990 ; Stohlgren et al.  1998 ; Kanae et al.  2001 ; Pielke et al.  2007 ,  2011 ; Lee and 
Berbery  2012 ). This feedback can be important for water resources, for instance, 
Cai et al. ( 2009 ) have demonstrated the role that land-atmosphere feedbacks have 
had on the recent Australian drought: their model results imply that feedbacks in 
the system act to exaggerate a drying period and that, during a warm, dry period, the 
feedbacks in the climate system act to extend the dry period. In contrast, there are 
areas where the land use change involves extensive moistening of the land through 
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  Fig. 2    Summary of impact of land-cover on atmospheric conditions       
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irrigation. This might be the case in India where the strength of the monsoon is 
determined by the land-sea temperature contrast and decreasing surface tempera-
tures due to irrigation would be expected to reduce the intensity of the monsoon 
systems (Lee et al.  2009 ). Tuinenburg et al. ( 2011 )’s study of the observed (from 
Radiosondes) atmospheric structures in the region show a potential alteration of the 
timing of the monsoon due to changes in PBL moisture from irrigated land. Douville 
et al. ( 2001 ) conclude that although precipitation does increase as a consequence of 
increasing evaporation this is somewhat counterbalanced, in the case of the Indian 
peninsula, by a reduced moisture convergence. Saeed et al. ( 2011 ) looked at these 
infl uences in more detail using a regional climate model, with and without irrigation. 
They found increased rainfall over the irrigated areas due to increased local moisture 
recycling and also an increase of the penetration of rain bearing depressions travel-
ling inland from the Bay of Bengal, caused by a reduction in the westerly fl ows from 
the Arabian Sea. 

 Several researchers have managed to capture this large-scale long-term relation-
ship between climatological precipitation (P), evapotranspiration (E) and potential 
evapotranspiration (PE) and, by implication, runoff (R), but possibly the most famous 
empirical equation was derived by Budyko ( 1974 ); see also Choudhury ( 1999 ):

  

E
PPE

P PE

=
+( )n n n

1

  

 ( 1 ) 

   

  Where ‘n’ is a catchment specifi c dimensionless factor (Roderick and Farquhar 
 2011 ). The shape of this curve for various values of ‘n’ is shown in Fig.  3 . Roderick 
and Farquhar ( 2011 ) examined the effect of this relation on freshwater fl ows at the 
global scale and how well the climate models are able to represent it. They note that 
there are different regional responses to the large scale forcing of the water balance: 
in some regions where ‘n’ is high, changes in runoff follow closely the changes in 
precipitation. In other systems or regions where ‘n’ is low, changes in runoff are 
always greater than the changes in precipitation. Part of the reason for the differ-
ences is associated with different rainfall types (see Porporato et al.  2004 ) and 
different topographic and land-cover responses to rainfall. Other infl uences include 
atmospheric feedbacks with the atmosphere as outlined in the previous section. 
In addition, an analysis by Zhang et al. ( 2004 ) showed that the land cover is a factor 
in defi ning ‘n’ with forests displaying a higher ‘n’ compared to data from grass sites 
(see their Figure 8). This result is confi rmed by Yang et al. ( 2009 ). The change from 
forest to grass decreases the ‘n’ from 2.12 to 1.83. Since it is logical that the value 
of ‘n’ is affected by the strength of the land-atmosphere feedbacks, the results from 
Zhang et al. ( 2004 ) suggest that forests have a higher feedback strength than 
crops, a point that has also been made by Bonan ( 2008 ). This is consistent with 
the result of Teuling et al. ( 2010 ) who showed that forests have a conservative 
approach to the water use, so as precipitation drops and evaporative demand 
increases, the evaporation decreases quickly. Grasses and crops however do not 
drop their evaporation so quickly (they have a more linear response to precipitation 
decrease) and they lose the water, thus leading to hotter drier conditions in drought 
conditions. The larger feedback strength of forested regions is also consistent with 
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the finding of McNaughton and Spriggs ( 1989 ), who used a PBL model and 
found that the Priestley-Taylor parameter – which is a measure of the strength of 
land-atmosphere interactions – should be higher for forests than for grasses.

   According to this analysis, the impact of having a decreased level of feedback 
between the surface and the atmosphere when changing the land cover from forest 
to crops and pastures is to reduce the sensitivity of the change in runoff to changes 
in precipitation. This will mean a more linear relationship between changes in 
precipitation and river fl ow, with less conservation of water and more drought 
vulnerability. These conclusions need to be more thoroughly examined with large 
scale observations and models.  

3      Land Use Change and Ecosystems 

 Climate is the main regional driver of ecosystem structure and functioning through 
the timing and amount of energy and water that is available in the system (Stephenson 
 1990 ). In turn, ecosystems infl uence climate by determining the energy, momentum, 

  Fig. 3    Ratio of evaporation to potential evaporation as a function of the ratio of precipitation to 
potential evaporation (aka the Budyko Curve) for different values of ‘n’       
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water, and chemical balances between the land-surface and the atmosphere (Chapin 
et al .   2008 ). Hence, extensive impacts on ecosystems, both from natural origin and 
human made (e.g., land use changes), alter one or several pathways of the ecosys-
tem–climate feedbacks, which ends up affecting the regional and global climate. 

 Indeed, several studies (e.g., Pielke et al.  2002 ; Kalnay and Cai  2003 ; Weaver 
and Avissar  2001 ; Werth and Avissar  2002 ) have concluded that the contribution of 
land-use changes to climate change might be about 10 % of the total global change, 
but that regionally the relative contribution of land-use change may be notably 
larger, even larger than that from greenhouse gas emissions. There are conspicuous 
known cases showing how land-use changes may end up altering the regional climate, 
such as the aridifi cation of the Mediterranean basin during the Roman Period 
(Reale and Dirmeyer  2000 ; Reale and Shukla  2000 ), or changes in the hydrome-
teorology of Amazonia after deforestation (Baidya Roy and Avissar  2002 ; Gedney 
and Valdes  2000 ). In South America, inter-annual variability in climate conditions 
signifi cantly affects vegetation structural and functional properties (Phillips et al. 
 2009 ; Brando et al.  2010 ; Zhao and Running  2010 ), whose effects may end up 
infl uencing the regional climate. 

 The ecosystem-climate feedbacks are a central problem not only for modeling 
the land-atmosphere interactions of the climate system (e.g., Mahmood et al.  2010 ), 
but also for many other biological and environmental issues. Ecosystem-atmosphere 
interactions and feedbacks depend on the physical properties of the underlying sur-
face, like surface albedo, surface roughness, and stomatal resistance, among others. 
These properties affect the radiation balance at the surface as well as the exchange 
of momentum, heat, moisture, and other gaseous/aerosol materials. Changes in the 
structure and functioning of the ecosystems will thus have an impact on those 
exchanges that may end up affecting the climate regulation service that ecosystems 
provide to societies (Anderson-Teixeira et al.  2012 ). 

 Many land surface models do not consider the inter-annual dynamics of ecosys-
tems. Models of intermediate complexity have static vegetation or land-cover classes 
with look-up tables to identify their corresponding biophysical properties (Chen and 
Dudhia  2001 ; Ek et al.  2003 ). Land cover types are assumed to remain constant but, 
in reality, they may experience important changes. For instance, the biophysical 
properties of a typical vegetation type during a wet period should be very different 
during a drought. The same is true during anomalous periods of intense rain that can 
create numerous ponds, or fl ooding. A model that assumes constant surface proper-
ties will still be able to represent in general changes in soil moisture content and 
water stress, but will be unable to represent the different conditions that emerge, 
e.g., when a fi eld is fl ooded affecting land-atmosphere interactions, the radiation 
budget, and the surface water, energy and carbon cycles. Dynamical vegetation 
models that include the carbon cycle are an attempt to advance in the area of 
ecosystem-atmosphere interactions, since they allow for changes in vegetation com-
position and have advanced assumptions regarding surface processes that will feed 
back into the atmosphere. Yet, direct human-imposed land use change, as deforesta-
tion and land cover conversions may have an immediate impact on the atmosphere, 
as opposed to the slower effects included in a dynamical vegetation model. 
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 Traditionally, land-cover maps are mainly driven by vegetation structure and 
composition but do not formally include ecosystem functional aspects such as the 
dynamics of carbon gains. Ecosystems functional attributes (i.e., different aspects 
of the exchange of matter and energy between the biota and the atmosphere) add 
some advantages to the traditional use of structural variables. First, variables 
describing ecosystem functioning have a faster response to disturbances than 
 vegetation structure (Milchunas and Lauenroth  1995 ). Second, functional attributes 
allow the quantitative and qualitative characterization of ecosystems services (e.g., 
carbon sequestration, nutrient and water cycling) (Costanza et al.  1998 ). Additionally, 
they can be more easily monitored than structural attributes by using remote sensing 
at different spatial scales, over large extents, and utilizing a common protocol (Foley 
et al.  2007 ). Functional descriptors of ecosystems have been successfully used to 
defi ne Ecosystem Functional Types (EFTs) (Alcaraz-Segura et al.  2006 ,  2013 ; see 
also Körner  1994 ; Valentini et al.  1999 ; Paruelo et al.  2001 ). In ecology, such 
 classifi cations into functional units aim to reduce the diversity of biological entities 
(e.g. ecosystems) on the basis of processes, and allow for the identifi cation of homo-
geneous groups that show a specifi c and coordinated response to the environmental 
factors. EFTs are groups of ecosystems that share functional characteristics in rela-
tion to the amount and timing of the exchanges of matter and energy between the 
biota and the physical environment. In other words, EFTs are homogeneous patches 
of the land surface that exchange mass and energy with the atmosphere in a  common 
way (Valentini et al.  1999 ; Paruelo et al.  2001 ; Alcaraz-Segura et al.  2006 ,  2013a , 
 2013b ). EFTs are computed from satellite information (e.g., spectral vegetation 
indices), so they do not identify the functions of a given plant species (as it occurs 
with plant functional types; see Wright et al.  2006 ), but instead identify a patch of 
land that has homogeneous properties in terms of exchanges of energy and mass 
over a given region. EFTs can thus be considered a top-down functional  classifi cation 
directly based on ecosystem processes. 

 The defi nition of EFTs relies in three metrics derived from the NDVI (Normalized 
Difference Vegetation Index) time series. First, the average of NDVI over 1 year 
(NDVI-mean) is a linear estimator of the amount of solar energy that is used for 
photosynthesis, formally called the Fraction of Absorbed Photosynthetically Active 
Radiation (fAPAR), and is empirically (Paruelo et al.  1997 ) and conceptually 
(Monteith  1972 ) related to net primary production (NPP; Tucker and Sellers  1986 ). 
Second, the seasonal coeffi cient of variation (CV) is a measure of the intra-annual 
variation of photosynthetic activity, which has been used as an indicator of the sea-
sonality of carbon fl uxes or the amplitude of the annual cycle (Oesterheld et al. 
 1998 ; Potter and Brooks  1998 ; Guerschman et al.  2003 ). Third, the phenology, or 
date of the absolute maximum of NDVI (DMAX), indicates the intra-annual distri-
bution of the period with maximum photosynthetic activity (Lloyd  1990 ; Hoare and 
Frost  2004 ). These three metrics capture important features of ecosystem function-
ing for temperate ecosystems (Pettorelli et al.  2005 ; Lloyd  1990 ; Paruelo and 
Lauenroth  1995 ; Nemani and Running  1997 ; Paruelo et al.  2001 ; Virginia et al. 
 2001 ) and up to 90 % of the variability of the NDVI temporal dynamics (Paruelo 
et al.  2001 ; Alcaraz-Segura et al.  2006 ,  2009 ). 
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 Figure  4  is an example that presents the median of the 64 EFTs for North America 
as computed from MODIS (or Moderate Resolution Imaging Spectroradiometer) 
NDVI. The warm colors indicate greatest exchanges of mass and energy between the 
ecosystems and the atmosphere. As expected, these regions include the coastline of 
the Gulf of Mexico extending over the Great Plains, subtropical forests surrounding 
the Gulf of Mexico and the Caribbean, the Pacifi c coast, the North American 
Monsoon in northwestern Mexico and the East Coast states. On the other hand, 
desert regions in Arizona and Nevada, where the net productivity is very low, are 
depicted with dark colors; tundra is distinctly identifi ed in light purple. The fi gure 
depicts the median EFTs for 2001–2009, but since EFTs can be defi ned on a year- 
to-year basis, they can give a much better representation of time-varying surface 
states. Since EFTs are identifi ed from time-series of satellite-derived estimates of 
the carbon gains dynamics (e.g. spectral vegetation indices such as NDVI and EVI), 
differences between sensors and datasets may occur due to the corrections applied 
(Alcaraz-Segura et al.  2010a ). Such differences can be used to evaluate the uncer-
tainty of the approach and the sensitivity to different databases (e.g. Alcaraz-Segura 
et al.  2010b ).

   Another advantage of Ecosystem Functional Types is that their defi nition is 
exclusively based upon the carbon gain dynamics estimated from time-series of 
satellite images, so EFTs are able to capture differences between natural ecosystems 

  Fig. 4    Ecosystem Functional Types based on three descriptors of the seasonal dynamics of the 
NDVI estimated from MODIS images for the period 2001–2009       
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(e.g. native oak forest) and managed ecosystems (e.g. tree plantations) when they 
differ in their carbon gain dynamics. For instance, Volante et al. ( 2012 ) showed how 
the intrusion of cattle rising and croplands on natural dry forest and shrublands 
of NW Argentina signifi cantly changed satellite-derived ecosystem functional 
attributes related to productivity and seasonality and, subsequently, the EFTs 
composition (Paruelo et al.  2011 ).  

4      Societal Needs for Research on Water Over Land 

 All organisms, including humans, require water for their survival. Therefore, ensuring 
that adequate supplies of water are available is essential for human well-being 
(Millennium Ecosystem Assessment  2005 ; Oki and Kanae  2006 ; Vörösmarty et al. 
 2010 ). Water issues are related to poverty, and providing access to safe drinking 
water is one of the key necessities for sustainable development (WHO/UNICEF 
 2012 ). However, better information on the hydro-climate system is necessary to 
understand the issues of supply and demand of water, both in the current climate and 
the future. Substantial changes to the Earth’s climate system, hydrological cycles, 
and social systems have the potential to increase the frequency and severity of water-
related hazards, such as: storm surges, fl oods, debris fl ows, and droughts (IPCC 
 2011 ). Global population is growing, particularly in the developing world and is 
accompanied by migration into urban areas, and could be associated with large scale 
land use/land cover changes. The urbanization threatens to increase the risks of urban 
fl ash fl oods and reduce per-capita water resources. Global economic growth is 
increasing the demand for food, which further drives demands for irrigation water 
and drinking water, demands more cropland, and potentially changes land use/land 
cover. Therefore it is critically important to consider both the social and climate 
changes in a concerted framework (Kundzewicz et al.  2007 ) as illustrated in Fig.  5 .

   In the past, water issues remained local; however, they are becoming a key 
global issue due to the increased awareness that human induced global warming 
has large impacts on the water cycle. Further, due to the increase in international 
trade and mutual interdependence among countries, water issues now often need to 

  Fig. 5    Impact of human activities on freshwater resources and their management, with climate 
change being only one of multiple pressures (Modifi ed after Oki  2005 )       
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be dealt on a global scale, and thus require information on global hydrological 
conditions and their changes associated with climate changes. In trans boundary 
river basins and shared aquifers, it is necessary to share not only hydrological 
information but also any development plan that implies modifying LULC to reduce 
confl icts between relevant parties. In addition, quantitative estimates of recharge 
amounts or potentially available water resources will assist in implementing sus-
tainable water use. 

 Global hydrology is not only concerned with global monitoring, modeling, and 
world water resources assessment. Owing to recent advancements in global earth 
observation technology and macro-scale modeling capacity, global hydrology can 
now provide basic information on the regional hydrological cycle which may sup-
port the decision making process in the integrated water resources management. 

 The use of offl ine land surface models at very fi ne spatial and temporal scales, 
e.g., 1-km grid spacing and hourly time intervals, is yet to be fully assessed (Oki 
et al.  2006 ; Wood et al.  2011 ). For such research efforts, observational data from 
regional studies can provide signifi cant information for validation, and efforts to 
integrate datasets from various regional studies should be promoted. The recent 
Coordinated Regional Climate Downscaling Experiment (CORDEX) initiative 
(Giorgi et al.  2009 ) from the World Climate Research Program (WCRP) promotes 
running multiple RCM simulations at higher spatial resolution for multiple regions, 
and current and future estimates of atmospheric conditions will be provided, 
although at much lower resolution than that of the offl ine land surface models. 

 Certainly another societal need is to assess the impacts of human interferences 
on the hydrological cycle due to land use changes, such as deforestation and urban-
ization, reservoir constructions, and water withdrawals for irrigation, industry, and 
domestic water uses (e.g., Haddeland et al.  2006 ; Hanasaki et al.  2006 ,  2010 ; 
Pokhrel et al.  2012a ). 

 Withholding water in reservoirs may result in a drop in the sea level. On the other 
hand, over exploitation of ground water, particularly “fossil water” which has virtu-
ally no or very little recharge at present, would have contribution to sea level rise. 
These effects are studied based on in-situ observations (Gornitz et al.  1997 ; Konikow 
 2011 ), satellite observations (Rodell et al.  2009 ; Moiwo et al.  2012 ), and modeling 
studies (Wada et al.  2010 ; Pokhrel et al.  2012b ). Satellite information like that 
provided by GRACE (Gravity Recovery and Climate Experiment) serves to monitor 
the long term changes of these major water storages over land, and provides a 
powerful tool to assess and validate the global estimates from models.  

5      Current Gaps, and Future Challenges 

 Current global land surface modeling has begun integrating most of the latest 
achievements in process understanding and regional- or local-scale modeling stud-
ies. For example, there are emerging efforts in global simulation of the occurrence, 
circulation, and balance of solutes and sediments. In addition, improvements to the 
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modeling of hydrology and groundwater are being incorporated into the models. 
Less developed are efforts to consider both natural and anthropogenic sources for 
nutrients, as well as their coupling to agricultural models that simulate crop growth 
and yield. Precise information on land use/land cover (LULC) is essential to have 
better estimates on nutrient, carbon and water cycles. Coupling of the LULC 
changes with biogeochemical and biogeophysical land surface model would be nec-
essary for better future projections considering both climate and societal changes. 

 Hydro-meteorological monitoring networks need to be maintained and further 
expanded to enable the analysis of hydro-climatic trends at the local level and the 
improvement in the accuracy of predictions, forecasts, and early warnings. As 
clearly illustrated in Fig.  6  (Oki et al.  1999 ), global hydrological simulations are 
relatively poor in areas with little in-situ observations. Basic observational net-
works on the ground are critically crucial for proper monitoring and modeling of 
global hydrology; they are also needed to validate remotely sensed information 
that in turn is needed in order to fi ll the gaps of in-situ observations. Reliable 
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observational data are essentially necessary not only as the forcing data for global 
hydrological modeling, but also for the validation of model estimates. River dis-
charge and soil moisture data are critically important for global hydrological studies. 
Hence the cooperation and coordination of operational agencies in the world need 
to be prioritized and promoted.

   Some key land surface processes, such as hydrology, have been represented in 
only simple ways in the current global climate models or earth system models due 
to their relatively minor impacts on the climatic feedbacks from the land surface to 
the atmosphere on global scales. It has also been pointed out that differences 
between land surface models is the major source of uncertainty in water balance 
estimates and multiple impact models are recommended to be used in this type of 
studies (Haddeland et al.  2011 ). However, land surface models with higher spatial 
resolution information are now being developed as impact assessment tools to sup-
port decision-making. Integrated land surface models that consider biogeochemical 
cycles and anthropogenic interventions explicitly (e.g., Hanasaki et al.  2010 ; 
    Pokhrel et al.   2012a, b ) need to be developed and implemented in order to provide 
more realistic impact assessments and to support the design of practical adaptation 
measures. In the WCRP conference held in Denver, CO, USA, in October 2011, 
these research needs and gaps were identifi ed in the Land session. The identifi ed 
research needs are outlined next:

•    The observed and modeled feedbacks between land cover change induced by 
human activities needs to be assessed. Furthermore, the impact of deforestation 
on river fl ow, heat waves and wild fi res should be investigated.  

•   There is a need to check that the earth system models are reproducing the simple 
signals that have been observed with large scale land use change, such as the 
cooling effect of deforestation under normal climate conditions, and the opposite 
warming effect under drought conditions.  

•   Current earth system models need to include and improve their representation of 
crop growth in order to better understand the role of land use change on the 
regional climate and subsequent impacts.  

•   WCRP, through efforts in GEWEX, has made great advances in understanding 
the land-atmosphere coupling and its relation to the hydrologic cycle. Yet, there 
are several areas that currently are poorly covered or not covered at all in the 
WCRP structure. Two GEWEX panels, GHP and GLASS, are the closest to the 
themes discussed in this paper, and could either assume or partner with other 
groups to lead efforts in the following areas: (a) Impacts of irrigation and water 
management on the hydrologic cycle of large basins; and (b) Effects of LULC on 
land-atmosphere feedbacks and its subsequent impact on river fl ows.  

•   For future states of the climate system, future assessments of the evolution of 
land use will require an interdisciplinary approach that considers not only the 
physical science but also societal aspects and economy information.  

•   A very challenging issue is that of prediction of land use changes based on soci-
ety’s future needs and responses to change. Assessments of future land use are 
important for climate prediction and climate change scenarios, and in this case 
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WCRP will have to partner with human dimensions groups (e.g., IHDP) in order 
to advance our knowledge of future states. Initiatives promoting interdisciplinary 
research that includes the physical aspects as well as human dynamics will be 
needed.     

6     Concluding Remarks 

 Land use has had a large impact on water cycles and carbon changes over the twen-
tieth century, and consequently understanding land surface processes is crucial for 
research of the climate system, and more so in relation with delivering policy rele-
vant knowledge. The choices we make in LULCC will likely infl uence future climate 
through the water, carbon and energy balances and cycles. 

 Major advances in recent Earth System Models (ESMs) include state of art global 
scale land surface models that include anthropogenic activities such as irrigation, res-
ervoirs and the carbon cycle. They are very promising to assess past, current and 
future global water crisis and may provide valuable information supporting better 
policy-making in crop and water management. The relation between biophysical 
effects of regional LULCC and global GHG is still unclear. For these reasons, LULCC 
matters at regional scale and so must be included in studies of climate change.     
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    Abstract     This white paper is a synthesis of several recent workshops, reports and 
published literature on monthly to decadal climate prediction. The intent is to docu-
ment: (i) the scientifi c basis for prediction from weeks to decades; (ii) current capa-
bilities; and (iii) outstanding challenges. In terms of the scientifi c basis we described 
the various sources of predictability, e.g., the Madden Jullian Ocillation (MJO); 
Sudden Stratospheric Warmings; Annular Modes; El Niño and the Southern 
Oscillation (ENSO); Indian Ocean Dipole (IOD); Atlantic “Niño;” Atlantic gradient 
pattern; snow cover anomalies, soil moisture anomalies; sea-ice anomalies; Pacifi c 
Decadal Variability (PDV); Atlantic Multi-Decadal Variability (AMV); trend 
among others. Some of the outstanding challenges include how to evaluate and 
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validate prediction systems, how to improve models and prediction systems (e.g., 
observations, data assimilation systems, ensemble strategies), the  development of 
seamless prediction systems.  

  Keywords     Seamless weather and climate prediction   •   MJO   •   ENSO   •   Annular 
modes   •   Pacifi c Decadal Variability   •   Atlantic Multi-Decadal Variability   •   Indian 
Ocean Dipole  

1         Introduction 

 Numerical weather forecasts have seen profound improvements over the last 
30-years with the potential now to provide useful forecasts beyond 10 days ahead, 
especially those based on ensemble, probabilistic systems. Despite this continued 
progress, it is well accepted that even with a perfect model and nearly perfect initial 
conditions, 1  the fact that the atmosphere is chaotic causes forecasts to lose predic-
tive information from initial conditions after a fi nite time (Lorenz  1965 ), in the 
absence of forcing from other parts of the Earth’s system such as ocean surface 
temperatures and land surface soil moisture. As a result, for many aspects of weather 
the “limit of predictability” is about 2 weeks. 

 So, why is climate prediction 2  (i.e., forecast beyond the limit of weather predict-
ability) possible? While there is a clear limit to our ability to forecast day-to-day 
weather, there exists a fi rm scientifi c basis for the prediction of time averaged cli-
mate anomalies. Climate anomalies result from complex interactions among all the 
components of the Earth system. The atmosphere, which fl uctuates very rapidly on 
a day-to-day basis, interacts with the more slowly evolving components of the Earth 
system, which are capable of exerting a sustained infl uence on climate anomalies 
extending over a season or longer, far beyond the limit of atmospheric predictability 
from initial conditions alone. The atmosphere, for example, is particularly sensitive 
to tropical sea surface temperature anomalies such as those that occur in association 
with El Nino and the Southern Oscillation (ENSO). There is also increasing evi-
dence that external forcings, such as solar variability, greenhouse gas and aerosol 
concentrations, land use and volcanic eruptions, also ‘lend’ predictability to the 
system, which can be exploited on sub-seasonal to decadal timescales. 

 Consequently, numerical models used for climate prediction have progressed 
from atmospheric models with a simple representation of the oceans to fully cou-
pled Earth system models complete with fully coupled dynamical oceans, land 
surface, cryosphere and even chemical and biological processes. In fact, many 

1    Arbitrarily small initial condition errors.  
2    Here we defi ne the prediction of climate anomalies as the prediction of statistics of weather 
(i.e., mean temperature or precipitation, variance, probability of extremes such as droughts, fl oods, 
hurricanes, high winds …).  
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operational centers around the world now produce sub-seasonal to seasonal predictions 
using observed initial conditions that include components of the Earth system 
beyond the atmosphere. 

 The traditional boundaries between weather forecasting and climate prediction 
are fast disappearing since progress made in one area can help to accelerate improve-
ments in the other. For example, improvements in the modeling of soil moisture 
made in climate models can lead to improved weather forecasting of showers over 
land in summer; and data assimilation, which has been restricted to the realm of 
weather prediction, is now becoming a requirement of coupled models used for 
longer term predictions (Brunet et al.  2010 ). 

 As the scope of numerical weather forecasting and climate prediction broadens 
and overlaps, the fact that both involve modeling the same system becomes much 
more relevant, as many of the processes are common to all time scales. There is 
much benefi t to be gained from a more integrated or “seamless” approach. Unifying 
modeling across all timescales should lead to effi ciencies in model development and 
improvement by sharing and implementing lessons learned by the different com-
munities. There are many examples of the benefi ts of this approach (e.g.    Brown 
et al.  2012 ). These include enabling climate models to benefi t from what is learned 
from data assimilation in weather forecasting, enabling weather forecasting models 
to learn from the coupling with the oceans in climate models, and sharing the 
validation and benchmarking of key common processes such as tropical convection. 
The inclusion of atmospheric chemistry and aerosols, essential components of Earth 
system models used for projections of climate change, can now be exploited to 
improve air quality forecasting and the parametrization of cloud microphysics. 
Predictions of fl ood events require better representation of hydrological processes at 
local, regional, continental and global scales, which are important across all time 
scales. Diagnostic of precipitation model errors show often signifi cant similarity 
between climate and weather prediction systems hence pointing out to a common 
solution to the problem. The use of a common core model for various applications 
is also an opportunity to save human time when porting a system to a new compu-
tational platform. 

 Clearly, there is a growing demand for environmental predictions that include a 
broad range of space and time scales and that include a complete representation of 
physical, chemical and biological processes. Meeting this demand could be acceler-
ated through a unifi ed approach that will challenge the traditional boundaries 
between weather and climate science in terms of the interactions of the bio- geophysical 
systems. It is also recognized that interactions across time and space scales are fun-
damental to the climate system itself (Randall et al.  2003 ; Hurrell et al.  2009 ; Shukla 
et al.  2009 ; Brunet et al.  2010 ). The large-scale climate, for instance, determines the 
environment for microscale (order 1 km) and mesoscale (order 10 km) variability 
which then feedback onto the large-scale climate. In the simplest terms, the statis-
tics of microscale and mesoscale variability signifi cantly impact the simulation of 
weather and climate and the feedbacks between all the biogeophysical systems. 
However, these interactions are extremely complex making it diffi cult to understand 
and predict the Earth system variability that we observe. 

Prediction from Weeks to Decades
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 We also note that predictions can be made using purely statistical techniques, or 
dynamical models, or a combination of both. Statistical and dynamical methods are 
complementary: improved understanding gained through successful statistical fore-
casts may lead to better dynamical models, and vice versa. Furthermore, statistical 
methods provide a baseline level of skill that more complex dynamical models must 
aim to exceed. Statistical methods are actively used to correct model errors beyond 
the mean bias so that model output can be used by application models. 

 Increasingly all forecasts are probabilistic, refl ecting the fact that the atmosphere 
and oceans are chaotic systems and that models do not fully capture all the scales of 
motion, i.e. the model itself is uncertain (see Slingo and Palmer  2011  for a full dis-
cussion of uncertainty). That being the case, skill cannot be judged based on a single 
case since a probabilistic prediction is neither right nor wrong. Instead an ensemble 
prediction system produces a range of possible outcomes, only one of which will be 
realized. Its skill can therefore only be assessed over a wide range of cases where it 
can be shown that the forecast probability matches the observed probability (e.g., 
Palmer et al.  2000 ,  2004 ; Goddard et al.  2001 ; Kirtman  2003 ; DeWitt  2005 ; 
Hagedorn et al.  2005 ; Doblas-Reyes et al.  2005 ; Saha et al.  2006 ; Kirtman and Min 
 2009 ; Stockdale et al.  2011 ; Arribas et al.  2011  and others). 

 Given our current modeling capabilities, a multi-model ensemble strategy may 
be the best current approach for adequately resolving forecast uncertainty (Derome 
et al.  2001 ; Palmer et al.  2004 ,  2008 ; Hagedorn et al.  2005 ; Doblas-Reyes et al. 
 2005 ; Wang et al.  2010 ). The use of multi-model ensembles can give a defi nite 
boost to the forecast reliability compared to that obtained by a single model (e.g., 
Hagedorn et al.  2005 ; Guilyardi  2006 ; Jin et al.  2008 ; Kirtman and Min  2009 ; 
   Krishnamurti et al.  2000 ). Although a multi-model ensemble strategy represents the 
“best current approach” for estimating uncertainty, it does not remove the need to 
improve models and our understanding. 

 Another factor in climate prediction is that, unlike weather forecasting, model- 
specifi c biases grow strongly in a fully coupled ocean–atmosphere system, to the 
extent that the distribution of probable outcomes in seasonal to decadal forecasts 
may not refl ect the observed distribution, and thus the forecasts may not be reliable. 
It is essential, therefore, that forecast reliability is assessed using large sets of model 
hindcasts. These enable the forecast probabilities to be calibrated based on past 
performance and the model bias to be corrected. However, these empirical correc-
tion methods are essentially linear and yet we know that the real system is highly 
nonlinear. As Turner et al. ( 2005 ) have demonstrated, there is inherently much more 
predictive skill if improvements in model formulation could be made that reduce 
these biases, rather than correcting them after the fact.  

2     Sub-seasonal Prediction 

 Forecasting the day-to-day weather is primarily an atmospheric initial condition 
problem, although there can be an infl uence from land and sea-ice (Pellerin et al. 
 2004 ; Smith et al.  2012 ) conditions and ocean temperatures. Forecasting at the 
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seasonal-to-interannual range depends strongly on the slowly evolving components 
of the Earth system, such as the ocean surface, but all the components can infl uence 
the evolution of the system. In between these two time-scales is sub-seasonal 
variability. 

2.1     Madden Julian Oscillation 

 Perhaps the best known source of predictability on sub-seasonal timescales is the 
Madden-Jullian Oscillation (MJO, Madden and Julian  1971 ). This has a natural 
timescale in the range 30–70 days. It is associated with regions of enhanced or 
reduced precipitation, and propagates eastwards, with speeds of ~5 m/s, depending 
on its longitude. The MJO clearly infl uences precipitation in the tropics. It infl u-
ences tropical cyclone activity in the western and eastern north Pacifi c, the Gulf 
of Mexico, southern Indian Ocean and Australia (See Vitart  2009  for references). 
It also infl uences the Asian and Australian monsoon onset and breaks and is associ-
ated with northward moving events in the Bay of Bengal (Lawrence and Webster 
 2002 ). Recent estimates of the potential predictability associated with the MJO 
suggest that it may be as much as 40 days (Rashid et al.  2011 ). 

 Interaction with the ocean may play some role in the development and propaga-
tion of the MJO, but does not appear to be crucial to its existence (Woolnough et al. 
 2007 ; Takaya et al.  2010 ). The way convection is represented in numerical models 
does infl uence the characteristics of the MJO quite strongly, however. Until recently 
the MJO was quite poorly represented in most models. There are now some models 
that have something resembling an MJO (Pegion and Kirtman  2008 ; Vitart and 
Molteni  2010 ; Waliser et al.  2009 ; Wang et al.  2010 ; Gottschalck et al.  2010 ; Lin 
et al.  2010a ,  b ; Lin and Brunet  2011 ) but more remains to be done. 

 Not only is the MJO important in the tropics, there is growing evidence that it has 
an important infl uence on northern hemisphere weather in the PNA (Pacifi c North 
American pattern) and even in the Atlantic and European sectors. Cassou ( 2008 ) 
and Lin et al. ( 2009 ) have studied the link from the MJO to modes of the northern 
hemisphere including the North Atlantic Oscillation. In Lin et al. ( 2009 ) time- 
lagged composites and probability analysis of the NAO index for different phases of 
the MJO reveal a statistically signifi cant two-way relationship between the NAO 
and the tropical convection of the MJO (see Table  1 ). A signifi cant increase of the 
NAO amplitude happens about 1–2 weeks after the MJO-related convection anom-
aly reaches the tropical Indian Ocean and western Pacifi c region. The development 
of the NAO is associated with a Rossby wave train in the upstream Pacifi c and North 
American region. In the Atlantic and African sector, there is an extratropical infl u-
ence on the tropical intraseasonal variability. Certain phases of the MJO are pre-
ceded by 2–4 weeks by the occurrence of strong NAOs. A signifi cant change of 
upper zonal wind in the tropical Atlantic is caused by a modulated transient west-
erly momentum fl ux convergence associated with the NAO.

   The MJO has also been found to infl uence the extra-tropical weather in various 
locations. For example, Higgins et al. ( 2000 ) and Mo and Higgins ( 1998 ) investigated 
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the relationships between tropical convection associated with the MJO and U.S. West 
Coast precipitation. Vecchi and Bond ( 2004 ) found that the phase of the MJO has a 
substantial systematic and spatially coherent effect on sub-seasonal variability in win-
tertime surface air temperature in the Arctic region. Wheeler et al. ( 2009 ) documented 
the MJO impact on Australian rainfall and circulation. Lin and Brunet ( 2009 ) and Lin 
et al. ( 2010b ) found signifi cant lag connection between the MJO and the intra-sea-
sonal variability of temperature and precipitation in Canada. It is also observed that 
with a lead time of 2–3 weeks, the MJO forecast skill is signifi cantly infl uenced by the 
NAO initial amplitude (Lin and Brunet  2011 ) (Fig.  1 ).

   The importance of the tropics in extra-tropical weather forecasting has been 
illustrated by several authors. Early results from Ferranti et al. ( 1990 ) indicated that 
better representation of the MJO led to better mid-latitude forecasts in the northern 
hemisphere, and the benefi t of the connection of the MJO and NAO in intra- seasonal 
forecasting has been demonstrated in Lin et al. ( 2010a ). With a lead time up to about 
1 month the NAO forecast skill is signifi cantly infl uenced by the existence of the 
MJO signal in the initial condition. A strong MJO leads to a better NAO forecast 
skill than a weak MJO. These results indicate that it is possible to increase the 
predictability of the NAO and the extra-tropical surface air temperature with an 
improved tropical initialization, a better prediction of the tropical MJO and a better 
representation of the tropical-extra-tropical interaction in dynamical models.  

2.2     Other Sources of Sub-seasonal Predictability 

 An important source of potential predictability comes from the relatively persistent 
variations in the lower stratosphere following sudden stratospheric warmings and 
other stratospheric fl ow changes, which have been shown to precede anomalous 

   Table 1    Lagged probability composites of the NAO index with respect to each MJO phase   

 MJO phase  1  2  3  4  5  6  7  8 

 NAO Lag −5  −35  −40  +49  +49 
 Lag −4  +52  +46 
 Lag −3  −40  +46 
 Lag −2  +50 
 Lag −1 
 Lag 0  +45  −42 
 Lag 1  +47  +45  −46 
 Lag 2  +47  +50  +42  −41  −41  −42 
 Lag 3  +48  −41  −48 
 Lag 4  −39  −48 
 Lag 5  −41 

  From Lin et al. ( 2009 ) 
 Lag n means that the NAO lags the MJO of the specifi c phase by n pentads, while Lag –n indicates 
that the NAO leads the MJO by n pentads. Positive values are for the upper tercile, while negative 
values are for the lower tercile. Values shown are only for those having a 0.05 signifi cance level 
according to a Monte Carlo test  
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circulation conditions in the troposphere (Kuroda and Kodera  1999 ; Baldwin and 
Dunkerton  2001 ). The long radiative timescale and wave-mean fl ow interactions in 
the stratosphere can lead to persistent anomalies in the polar circulation. These can 
then infl uence the troposphere, particularly in the mid-latitudes to produce persis-
tent anomalies in the storm track regions and highly populated areas around the 
Atlantic and Pacifi c basins (Thompson and Wallace  2000 ). Once they occur, strato-
spheric sudden warmings provide further predictability during winter and spring, 
although the extent to which they are themselves predictable is generally limited to 
1–2 weeks (Marshall and Scaife 2010a). 

 Soil moisture memory spans intraseasonal time scales depending on the season. 
Memory in soil moisture is translated to the atmosphere through the impact of soil 
moisture on the surface energy budget, mainly through its impact on evaporation. 
Soil moisture initialization in forecast systems is known to affect the evolution of 
forecast precipitation and air temperature in certain areas during certain times of the 
year on intraseasonal time scales (e.g., Koster et al.  2010 ). Model studies (Fischer 
et al.  2007 ) suggest that the European heat wave of summer 2003 was exacerbated 
by dry soil moisture anomalies in the previous spring. 

 Hudson et al. ( 2011a ,  b ) and Hamilton et al. ( 2012 ) have shown that modes of 
climate variability, such as ENSO, the Indian Ocean Dipole (IOD) and the Southern 
Annular Mode (SAM), are sources of intra-seasonal predictability; if ENSO/IOD/
SAM are in extreme phases, intra-seasonal prediction is extended. These studies 
argue that it is not predicting intra-seasonal variations in the tropics per se that 

  Fig. 1    Evolution of ECMWF forecast skill for varying lead times (3 days in  blue ; 5 days in  red ; 
7 days in  green ; 10 days in  yellow ) as measured by 500-hPa height anomaly correlation.  Top line  
corresponds to the Northern Hemisphere;  bottom line  corresponds to the Southern hemisphere. 
Large improvements have been made, including a reduction in the gap in accuracy between the 
hemispheres (Source: Courtesy of ECMWF. Adapted from Simmons and Holligsworth ( 2002 ))       
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matters, but that these slow variations shift the seasonal probabilities of daily 
weather one way or the other and this shift can be detected as short as 2 weeks into 
the forecast. 

 Although the fi eld is still in its infancy, early results concerning the extent of 
polar predictability also show promise (e.g., Blanchard-Wrigglesworth et al.  2011 ). 
Most of these efforts have taken place in Europe or North America and have there-
fore focused on the Arctic and North Atlantic. Operational seasonal prediction 
systems for the Arctic show the impact of summertime sea-ice and fall Eurasian 
snow-cover anomalies, and September Arctic sea-ice extent appears to be predict-
able given knowledge of the springtime ice thickness or early to mid summer sea 
ice extent.   

3     Seasonal-to-Interannual Prediction 

 In many respects seasonal prediction is the most mature of the three timescales 
under consideration in this paper. Statistical methods have been used for many 
decades, especially for the Indian Summer Monsoon, and the seasonal timescale has 
been the primary focus of the early development of ensemble prediction systems. 
The seasonal timescale is also one in which the low frequency forcing from the 
ocean, especially El Nino/La Nina, really begins to dominate and provide signifi -
cant levels of predictability. 

3.1     El Nino Southern Oscillation (ENSO) 

 The largest source of seasonal-to-interannual prediction is ENSO. ENSO is a coupled 
mode of variability of the tropical Pacifi c that grows through positive feedbacks 
between sea surface temperature (SST) and winds – a weakening of the easterly 
trade winds produces a positive SST anomaly in the eastern tropical Pacifi c which 
in turn alters the atmospheric zonal (Walker) circulation to further reduce the east-
erly winds. The time between El Niño events is typically about 2–7 years, but the 
mechanisms controlling the reversal to the opposite La Niña phase are not under-
stood completely, nor are those that lead to sustained La Nina events extending 
beyond 1 year. 

 ENSO infl uences seasonal climate almost everywhere (see Fig.  2  taken from 
Smith et al.  2012 ), either by directly altering the tropical Walker circulation 
(Walker and Bliss  1932 ), or through Rossby wave trains that propagate to mid and 
high latitudes (Hoskins and Karoly  1981 ), substantially modifying weather pat-
terns over North America. There is also a notable infl uence on the North Atlantic 
Oscillation (NAO), especially in late winter (Brönimann et al.  2007 ). It has also 
been shown that ENSO governs much of the year-to-year variability of global 
mean temperature (Scaife et al.  2008 ). However, the strongest impacts of ENSO 

B. Kirtman et al.



213

N
IN

O
 D

JF
 ta

no
m

N
IN

O
 D

JF
 s

lp

N
IN

O
 D

JF
 ta

no
m

N
IN

O
 J

JA
 s

lp

N
IN

O
 D

JF
 p

re
ci

p

N
IN

O
 J

JA
 p

re
ci

p

60
S

0

−1
.5

−0
.5

0.
5

−1
.2

5
−0

.2
5

0.
25

1.
25

1.
5

−0
.7

5
0.

75
−1

1
−1

.5
−0

.5
0.

5
−1

.2
5

−0
.2

5
0.

25
1.

25
1.

5
−0

.7
5

0.
75

−1
1

−1
.5

−0
.5

0.
5

−1
.2

5
−0

.2
5

0.
25

1.
25

1.
5

−0
.7

5
0.

75
−1

1

−1
.5

−0
.5

0.
5

−1
.2

5
−0

.2
5

0.
25

1.
25

1.
5

−0
.7

5
0.

75
−1

1
−1

.5
−0

.5
0.

5
−1

.2
5

−0
.2

5
0.

25
1.

25
1.

5
−0

.7
5

0.
75

−1
1

−1
.5

−0
.5

0.
5

−1
.2

5
−0

.2
5

0.
25

1.
25

1.
5

−0
.7

5
0.

75
−1

1

60
E

12
0E

18
0

12
0W

60
W

0
0

60
E

12
0E

18
0

12
0W

60
W

0
0

60
E

12
0E

18
0

12
0W

60
W

0

30
S

30
N

60
N

E
Q

60
S

90
S

0
60

E
12

0E
18

0
12

0W
60

W
0

0
60

E
12

0E
18

0
12

0W
60

W
0

0
60

E
12

0E
18

0
12

0W
60

W
0

90
S

30
S

30
N

60
N

90
N

E
Q

60
S

30
S

30
N

60
N

E
Q

60
S

30
S

30
N

60
N

E
Q

60
S

30
S

30
N

60
N

90
N

E
Q

60
S

30
S

30
N

60
N

E
Q

  F
ig

. 2
  

  O
bs

er
ve

d 
E

N
SO

 te
le

co
nn

ec
tio

ns
. C

om
po

si
te

 d
if

fe
re

nc
es

 b
et

w
ee

n 
po

si
tiv

e 
an

d 
ne

ga
tiv

e 
ph

as
es

 o
f 

E
N

SO
, f

or
 b

or
ea

l w
in

te
r 

(D
JF

,  t
op

 r
ow

 ) 
an

d 
su

m
m

er
 

(J
JA

,  b
ot

to
m

 ).
 C

om
po

si
te

 d
if

fe
re

nc
es

 a
re

 d
iv

id
ed

 b
y 

2 
to

 s
ho

w
 t

he
 a

m
pl

itu
de

 o
f 

th
e 

va
ri

ab
ili

ty
. T

he
 c

on
to

ur
 i

nt
er

va
l 

is
 0

.2
5 

(s
ta

nd
ar

d 
de

vi
at

io
ns

),
 w

ith
 v

al
ue

s 
gr

ea
te

r 
th

an
 0

.2
 in

 m
ag

ni
tu

de
 s

ig
ni

fi c
an

t a
t t

he
 9

5 
%

 le
ve

l b
as

ed
 o

n 
a 

on
e-

si
de

d 
t t

es
t. 

SS
T

s 
ar

e 
ta

ke
n 

fr
om

 H
ad

IS
ST

 (
R

ay
ne

r 
et

 a
l. 

 20
03

 ),
 s

ur
fa

ce
 te

m
pe

ra
tu

re
s 

ar
e 

ta
ke

n 
fr

om
 H

ad
C

R
U

T
3 

(B
ro

ha
n 

et
 a

l. 
 20

06
 ),

 s
ea

 le
ve

l p
re

ss
ur

es
 f

ro
m

 H
ad

SL
P2

 (
A

lla
n 

an
d 

A
ns

el
l  2

00
6 )

, a
nd

 p
re

ci
pi

ta
tio

n 
fr

om
 G

PC
C

 (
R

ud
ol

f 
et

 a
l. 

 20
05

 ).
 

Po
si

tiv
e 

E
N

SO
 y

ea
rs

 a
re

 1
90

2,
 1

91
1,

 1
91

3,
 1

91
8,

 1
92

5,
 1

93
0,

 1
93

9,
 1

94
0,

 1
95

7,
 1

96
5,

 1
97

2,
 1

98
2,

 1
98

6,
 1

99
1,

 1
99

7 
an

d 
20

09
. N

eg
at

iv
e 

E
N

SO
 y

ea
rs

 a
re

 1
91

6,
 

19
17

, 1
94

2,
 1

94
9,

 1
95

5,
 1

96
7,

 1
97

0,
 1

97
3,

 1
97

5,
 1

98
4,

 1
98

8,
 1

99
9 

an
d 

20
07

 (
Fi

gu
re

 r
ed

ra
w

n 
fo

llo
w

in
g 

Sm
ith

 e
t a

l. 
( 2

01
2 )

)       

 

Prediction from Weeks to Decades



214

occur in Indonesia, North and South America, East and South Africa, India and 
Australia. A notable recent example was the intense rainfall and fl ooding in 
Northeast Australia during 2010/2011 during a pronounced La Nina event – the 
strongest since 1973/1974.

   The ability to predict the seasonal variations of the tropical climate dramatically 
improved from the early 1980s to the late 1990s. This period was bracketed by two 
of the largest El Niño events on record: the 1982–1983 event and the 1997–1998 
event. In the case of the former, there was considerable confusion as to what was 
happening in the tropical Pacifi c (see Anderson et al.  2011 ). As a result the NOAA 
Tropical Atmosphere Ocean (TAO) array of tethered buoys was implemented across 
the equatorial Pacifi c, providing essential observations of the ocean’s sub-surface 
behavior. By contrast the development of the 1997–1998 El Nino was monitored 
very carefully and considerably better forecast. This improvement was due to the 
convergence of many factors. These included: (i) a concerted international program, 
called TOGA (Tropical Oceans Global Atmosphere), with the remit to observe, 
understand and predict tropical climate variability; (ii) the application of theoretical 
understanding of coupled ocean-atmosphere dynamics, and (iii) the development 
and application of models that simulate the observed variability with some fi delity. 
The improvement led to considerable optimism regarding our ability to predict sea-
sonal climate variations in general and El Niño/Southern Oscillation (ENSO) events 
in particular. 

 Despite these successes, basic questions regarding our ability to model the physical 
processes in the tropical Pacifi c remain open challenges in the forecast community. 
For instance, it is unclear how the MJO, Westerly Wind Bursts (WWBs), intra-
seasonal variability or atmospheric weather noise infl uence the predictability of 
ENSO (e.g., Thompson and Battisti  2001 ; Kleeman et al.  2003 ; Flugel et al.  2004 ; 
Kirtman et al.  2005 ) or how to represent these processes in current models. It has 
been suggested that enhanced MJO and WWB activity was related to the rapid onset 
and the large amplitude of the 1997–1998 event (e.g., Slingo et al.  1999 ; Vecchi and 
Harrison  2000 ; Eisenman et al.  2005 ). However, more research is needed to fully 
understand the scale interactions between ENSO and the MJO and the degree that 
MJO/WWB representation is needed in ENSO prediction models to better resolve 
the range of possibilities for the evolution of ENSO (Lengaigne et al.  2004 ; 
Wittenberg et al.  2006 ). 

 After the late 1990s, however, the ability of some models to predict tropical 
climate fl uctuations reached a plateau with only modest subsequent improvement in 
skill; but see for example Stockdale et al. ( 2011 ) who document progress with one 
coupled system over more than a decade of development. Arguably, there were 
substantial qualitative forecasting successes – almost all the models predicted a 
warm event during the boreal winter of 1997/1998, one to two seasons in advance. 
Despite these successes, there have also been some striking quantitative failures. 
For example, according to Barnston et al. ( 1999 ) and Landsea and Knaff ( 2000 ) 
none of the models predicted the early onset or the amplitude of that event, and 
many of the dynamical forecast systems (i.e., coupled ocean–atmosphere models) 
had diffi culty capturing the demise of the warm event and the development of cold 
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anomalies that persisted through 2001. In subsequent forecasts, many models failed 
to predict the three consecutive years (1999–2001) of relatively cold conditions and 
the development of warm anomalies in the central Pacifi c during the boreal summer 
of 2002. Accurate forecasts can still sometimes be a challenge even at relatively 
modest lead-times (Barnston 2007, Personal communication) although the recent 
2009/2010 El Nino and 2010/2011, 2011/2012 La Nina events were well predicted 
at least 6 months in advance by most operational centers. 

 Typically, prediction systems do not adequately capture the differences between 
different ENSO events such as the recently identifi ed different types of ENSO event 
(Ashok et al.  2007 ). In essence, the prediction systems do not have a suffi cient num-
ber of degrees of freedom for ENSO as compared to nature. There are also apparent 
decadal variations in ENSO forecast quality (Balmaseda et al.  1995 ; Ji et al.  1996 ; 
Kirtman and Schopf  1998  ), and the sources of these variations are the subject of 
some debate. It is unclear whether these variations are just sampling issues or are 
due to some lower frequency changes in the background state (see Kirtman et al. 
 2005  for a detailed discussion). 

 Chronic biases in the mean state of climate models and their intrinsic ENSO 
modes remain, and it is suspected that these biases have a deleterious effect on El 
Nino/La Nina forecast quality and the associated teleconnections. Some of these 
errors are extremely well known throughout the coupled modeling community. 
Three classic examples, which are likely interdependent, are (1) the so-called 
double ITCZ problem, (2) the excessively strong equatorial cold tongue typical to 
most models, and (3) the sub-tropical eastern Pacifi c and Atlantic warm biases 
endemic to all models. Such biases may limit our ability to predict seasonal-to-
interannual climate fl uctuations, and could be indicative of errors in the model 
formulations. Resolution may be one cause of some of these errors (e.g. Luo et al. 
 2005 ). Studies with models that employ higher resolution in both the atmosphere 
and ocean have demonstrated signifi cant improvements in the mean state of the 
tropical Pacifi c and the simulation of El Nino and its teleconnections (e.g. Shaffrey 
et al.  2008 ).  

3.2     Tropical Atlantic Variability 

 On seasonal-to-interannual time scales, tropical Atlantic SST variability is typically 
separated into two patterns of variability – the gradient pattern and the equatorial 
pattern (Kushnir et al.  2006 ). The gradient pattern is characterized as a north–south 
dipole centered at the equator with the largest signals in the sub-tropics, and is typi-
cally associated with variability in the southern-most position of the inter-tropical 
convergence zone (ITCZ). The equatorial pattern is sometimes referred to as the 
zonal mode (e.g., Chang et al.  2006 ), or the “Atlantic Nino” because of its structural 
similarities to the ENSO pattern in the Pacifi c, although the phase locking with the 
annual cycle is quite different and the air-sea feedbacks are weaker leading to a 
more clearly damped mode of variability (e.g., Nobre et al.  2003 ). 
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 The gradient pattern is linked to large rainfall variability over South America and 
the northeast region (Nordeste) of Brazil in particular during the boreal spring 
(Moura and Shukla  1981 ; Nobre and Shukla  1996 ). The positive gradient pattern 
(i.e., warm SSTA to the north of the equator) is associated with a failure of the ITCZ 
to shift its southern most location during boreal spring. This leads to large-scale 
drought in much of Brazil and coastal equatorial Africa. The equatorial pattern in 
the positive phase is linked to increased maritime rainfall just south of the climato-
logical position of the boreal summer ITCZ. The associated terrestrial rainfall 
anomalies are typically relatively small. 

 Early predictability studies (Penland and Matrosova  1998 ) suggest that the north 
tropical Atlantic component of the gradient pattern (and variability in the Caribbean) 
can be predicted one to two seasons in advance largely due to the “disruptive” or 
excitation infl uence from the Indo-Pacifi c SSTA, but this does not suggest that local 
coupled processes in the region are unimportant (e.g., Nobre et al.  2003 ). The NAO 
can also be an external excitation mechanism, but again local processes remain 
important for the life cycle of the variability. The predictability of the southern sub- 
tropical Atlantic component of the gradient mode has not been well established, and 
is largely viewed as independent from ENSO (Huang et al.  2002 ). There has been 
little success in predicting the zonal mode.  

3.3     Tropical Indian Ocean Variability 

 There are three dominant patterns of variability in the tropical Indian Ocean that 
affect remote seasonal-to-interannual rainfall variability over land: (i) a basin- wide 
pattern that is remotely forced by ENSO (e.g., Krishnamurthy and Kirtman  2003 ); 
(ii) the so-called Indian Ocean Dipole/Zonal Mode (IOD for simplicity) that can be 
excited by ENSO, but also can also develop independently of ENSO (e.g., Saji et al. 
 1999 ; Webster et al.  1999 ; Huang and Kinter  2002 ); and (iii) a gradient pattern simi-
lar to the Atlantic that is prevalent during boreal spring (Wu et al.  2008 ). The basin 
wide pattern is slave to ENSO and thus its predictability is largely determined by the 
predictability of ENSO. The IOD plays an important role in the Indian Ocean sector 
response to ENSO and contributes to regional rainfall anomalies that are indepen-
dent of ENSO. Idealized predictability studies suggest that the IOD should be pre-
dictable up to about 6-months (Wajsowicz  2007 ; Zhao and Hendon  2009 ), but 
prediction experiments are less optimistic (e.g., Zhao and Hendon  2009 ). Shi et al. 
( 2012 ) compare the skill of several operational seasonal forecast models, and con-
sider whether larger amplitude events are more skillfully predicted. The predictabil-
ity of the Indian Ocean meridional mode has not been investigated to date. 

 Mechanistically, the basin wide mode is captured in thermodynamic slab mixed 
layer models suggesting that ocean dynamics is of secondary importance and that the 
pattern is due to an “atmospheric bridge” associated with ENSO (e.g., Lau and Nath 
 1996 ; Klein et al.  1999 ). The IOD, on the other hand, depends on coupled air- sea inter-
actions and ocean dynamics. For example, Saji et al. ( 1999 ) noted that the IOD was 
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associated with east-west shifts in rainfall and substantial wind anomalies. Huang 
and Kinter ( 2002 ) argued for well defi ned (although not as well defi ned as for ENSO) 
interannual oscillations where thermocline variations due to asymmetric equatorial 
Rossby waves play an integral role in the evolution of the IOD. The importance of 
thermocline variations are a potential source of ocean memory and hence predict-
ability. The development and decay of the meridional mode is largely driven by local 
thermodynamic cloud and wind feedbacks induced by either ENSO or the IOD, 
whereas thermocline variations do not seem to be important (Wu et al.  2008 ).  

3.4     Other Sources of Seasonal to Interannual Predictability 

3.4.1     Upper Ocean Heat Content 

 On seasonal-to-interannual time scales upper ocean heat content is a known source 
of predictability. The ocean can store a tremendous amount of heat. The heat capacity 
of 1 m 3  of seawater is around 3,500 times that of air. Sunlight penetrates the upper 
ocean, and much of the energy associated with sunlight can be absorbed directly by 
the top few meters of the ocean. Mixing processes further distribute heat through the 
surface mixed layer, which can be tens to hundreds of meters thick. With the differ-
ence in heat capacity, the energy required to cool the upper 2.5 m of the ocean by 
1 °C could heat the entire column of air above it by the same 1 °C. The ocean can 
also transport warm water from one location to another, so that warm tropical water 
is carried by the Gulf Stream off New England, where in winter during a cold-air 
outbreak, the ocean can heat the atmosphere at a rate of many hundreds of W/m 2 , 
similar to the heating rate from solar irradiation. 

 Ocean heat can also be sequestered below the surface to re-emerge months later 
and provide a source of predictability (e.g., Alexander and Deser  1994 ). This occurs 
in the North Pacifi c and has been well documented in the North Atlantic where 
Spring atmospheric circulation patterns associated with a strong (weak) Atlantic jet 
drive positive (negative) tripolar anomalies in Atlantic ocean heat content (Hurrell 
et al.  2003 ). A positive tripole here indicates cold anomalies in the Labrador and 
subtropical Atlantic and warm anomalies just south of Newfoundland. The shoaling 
of the thermocline in summer then preserves these heat content anomalies in the 
subsurface until late Autumn or early winter when the more vigorous storm track 
deepens the mixed layer and the original heat content anomalies can “re-emerge” at 
the surface (Timlin et al.  2002 ) to infl uence the atmosphere again. This has been the 
basis of some statistical methods of seasonal forecasting (Folland et al.  2011 ) and it 
appears to have played a role in some recent extreme events (Taws et al.  2011 ). 
However it is still the case that models produce only a weak response to Atlantic 
ocean heat content anomalies, and higher resolution (e.g. Minobe et al.  2008 ; 
Nakamura et al.  2005 ) or other atmosphere–ocean interactions may need to be rep-
resented if the levels of predictability suggested in some studies from this coupling 
are to be fully realized.  
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3.4.2     Snow Cover 

 Snow acts to raise surface albedo and decouple the atmosphere from warmer underlying 
soil. Large snowpack anomalies during winter also imply large surface runoff and soil 
moisture anomalies during and following the snowmelt season, anomalies that are of 
direct relevance to water resources management and that in turn could feed back on 
the atmosphere, potentially providing some predictability at the seasonal time scale. 

 The impact of October Eurasian snow cover on atmospheric dynamics may 
improve the prediction quality of northern hemisphere wintertime temperature fore-
casts (Cohen and Fletcher  2007 ), and winter snow cover can affect predictive skill 
of spring temperatures (Shongwe et al.  2007 ). The autumn Siberian snow cover 
anomalies have also been used for prediction of the East Asian winter monsoon 
strength (Jhun and Lee  2004 ; Wang et al.  2009 ) and spring-time Himalayan snow 
anomalies may affect the Indian monsoon onset (Turner and Slingo  2011 ). Becker 
et al. ( 2001 ) demonstrated that Eurasian spring-time snow anomalies may also 
affect Indian summer monsoon strength through the infl uence of soil moisture 
anomalies on Asian circulation patterns.  

3.4.3     Stratosphere 

 Recent investigations suggest that variations in the stratospheric circulation may 
precede and affect tropospheric anomalies (e.g. Baldwin and Dunkerton  2001 ; 
Ineson and Scaife  2009 ; Cagnazzo and Manzini  2009 ). The long timescales of the 
stratospheric QBO could also have an effect under some circumstances (e.g. Boer 
and Hamilton  2008 ; Marshall and Scaife  2009 ). All of these infl uences act on the 
surface climate via the northern and southern annular modes (or their regional 
equivalents such as the NAO). Currently skill is very limited in these patterns of 
variability and given their key role in extratropical seasonal anomalies this could be 
an important area for future development. A key factor in this is the vertical resolu-
tion of the models used for seasonal prediction, which typically do not include an 
adequately resolved stratosphere, but should.  

3.4.4     Vegetation and Land Use 

 Vegetation structure and health respond slowly to climate anomalies, and anomalous 
vegetation properties may persist for some time (months to perhaps years) after the 
long-term climate anomaly that spawned them subsides. Vegetation properties such 
as species type, fractional cover, and leaf area index help control evaporation, radia-
tion exchange, and momentum exchange at the land surface; thus, long-term memory 
in vegetation anomalies could be translated into the larger Earth system (e.g. Zeng 
et al.  1999 ). Furthermore a signifi cant portion of the Earth’s land surface is cultivated 
and hence the seasonality of vegetation cover may be different from natural vegeta-
tion. Early work with coupled crop-climate models suggests that this may also con-
tribute to seasonal variations that may be predictable (e.g. Osborne et al.  2009 ).  
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3.4.5     Polar Sea Ice 

 Sea ice is an active component of the climate system and is coupled with the atmosphere 
and ocean at time scales ranging from weeks to decadal. When large anomalies are 
established in sea ice, they tend to persist due to inertial memory and feedback in 
the atmosphere–ocean-sea ice system. These characteristics suggest that some aspects 
of sea ice may be predictable on seasonal time scales. In the Southern Hemisphere, 
sea ice concentration anomalies can be predicted statistically by a linear Markov 
model on seasonal time scales (Chen and Yuan  2004 ). The best cross-validated skill 
is at the large climate action centers in the southeast Pacifi c and Weddell Sea, reach-
ing 0.5 correlation with observed estimates even at 12-month lead time, which is 
comparable to or even better than that for ENSO prediction. 

 On the other hand we have less understanding of how well sea ice impacts the 
predictability of the overlying atmosphere although some studies now suggest a 
negative AO response to declining Arctic Sea Ice (e.g. Wu and Zhang  2010 ).    

4     Decadal Prediction 

4.1     Potential Sources of Decadal Predictability 

4.1.1     External Forcing 

 Anthropogenic forcing effects from greenhouse gases and aerosols are a key source 
of skill in decadal predictions, and are incorporated through the initial conditions 
and boundary forcings (e.g. Smith et al.  2007 ). The forcing from greenhouse gases 
and aerosols are included in the initial condition in that they affect the current state 
of the climate system. A fi rst order estimate of the likely effects of anthropogenic 
forcings is provided by the trend since 1900 (Fig.  3  from Smith et al.  2012 ). This is 
over-simplifi ed because not this entire trend is attributable to human activities. The 
response to greenhouse gases is non-linear so that future human-induced changes 
could be different, and other sources of anthropogenic forcing such as aerosols and 
ozone could produce responses very different to the trend. Nevertheless, in many 
regions the trend is comparable to the natural climate variability, suggesting that 
anthropogenic climate change is a potentially important source of decadal predic-
tion skill. 3 

   Solar variations have also been recurring themes historically in discussions of 
decadal prediction. Variations in solar forcing are, however, generally compara-
tively small and tend to operate on long timescales with the most notable being the 

3    In some of the literature a “prediction” corresponds to an initial value problem and the “projection” 
corresponds to a boundary forced problem. Here we recognize that decadal prediction and even 
seasonal prediction is a both an initial value and a boundary value problem. Throughout the text we 
refer to the combined initial value and boundary value problem as prediction problem.  
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11-year solar cycle. Van Loon et al. ( 2007 ) review some aspects of solar forcing, and 
Ineson et al. ( 2011 ) have recently shown that the 11-year solar cycle could be an 
important component of extra-tropical decadal predictability on regional scales, 
especially in the Euro-Atlantic sector, provided models contain an adequate repre-
sentation of the stratosphere. 

 Explosive volcanic eruptions, although relatively rare (typically less than one per 
decade) also have a signifi cant impact on climate (Robock  2000 ) and can ‘lend’ 
predictability on timescales from seasons to several years ahead. Aerosol injected 
into the stratosphere during an eruption cools temperatures globally for a couple of 
years. The hydrological cycle and atmospheric circulation are also affected, globally. 
Precipitation rates generally decline due to the reduced water carrying capacity of a 
cooler atmosphere, but winters in northern Europe and central Asia tend to be milder 
and wetter due to additional changes in the NAO. 

 Volcanic eruptions are not predictable in advance, but once they have occurred 
they are a potential source of forecast skill (e.g. Marshall et al.  2009 ). A similar 
approach has been considered for seasonal forecasting; once the atmospheric load-
ing has been estimated based on the severity and type of explosion, this could be 
used in the forecast model. Furthermore, volcanoes impact ocean heat and circula-
tion for many years, even decades (Stenchikov et al.  2009 ). In particular, the Atlantic 
meridional overturning circulation (AMOC) tends to be strengthened by volcanic 
eruptions. Volcanoes could therefore be a crucial source of decadal prediction skill 
(Otterå et al.  2010 ), although further research is needed to establish robust atmo-
spheric signals on these timescales. Moreover, there is also evidence that volcanism 
can reduce the AMOC and may have been a contributor to the Little Ice Age onset 
(e.g., Miller et al.  2012 ).  

4.1.2     Atlantic Multi-decadal Variability 

 Atlantic multi-decadal variability (AMV) is likely to be a major source of decadal 
predictability (Fig.  4  from Smith et al.  2012 ). Observations and models indicate that 
north Atlantic SSTs fl uctuate with a period of about 30–80 years, linked to varia-
tions of the AMOC (Delworth et al.  2007 ; Knight et al.  2005 ). The AMOC and 
AMV can vary naturally (Vellinga and Wu  2004 ; Jungclaus et al.  2005 ) or through 
external infl uences including volcanoes (Stenchikov et al.  2009 ; Otterå et al.  2010 ), 
anthropogenic aerosols and greenhouse gases (IPCC  2007 ).

   Idealized model experiments suggest that natural fl uctuations of the AMOC 
and AMV are potentially predictable at least a few years ahead (Griffi es and 
Bryan  1997 ; Pohlmann et al.  2004 ; Collins et al.  2006 ; Dunstone and Smith 
 2010 ; Matei et al.  2012 ). If skilful AMV predictions can be achieved in reality, 
observational and modeling studies suggest that important climate impacts, 
including rainfall over the African Sahel, India and Brazil, Atlantic hurricanes 
and summer climate over Europe and America, might also be predictable (Sutton 
and Hodson  2005 ; Zhang and Delworth  2006 ; Knight et al.  2006 ; Dunstone 
et al.  2011 ).  
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4.1.3     Pacifi c Decadal Variability 

 Pacifi c decadal variability (PDV; Fig.  5  from Smith et al.  2012 ) is also associated 
with potentially important climate impacts, including rainfall over America, Asia, 
Africa and Australia (Power et al.  1999 ; Deser et al.  2004 ). The combination of 
PDV, AMV and climate change appears to explain nearly all of the multi-decadal 
US droughts (McCabe et al.  2004 ) including key events like the American dustbowl 
of the 1930s (Schubert et al.  2004 ). However, mechanisms underlying PDV are less 
clearly understood than for AMV. Furthermore, predictability studies show much less 
potential skill for PDV than AMV (Collins  2002 ; Boer  2004 ; Pohlmann et al.  2004 ).

4.1.4        Other Sources of Decadal Predictability 

 As mentioned above, another potential source of interannual predictability is the 
Quasi-Biennial Oscillation (QBO) in the stratosphere. The QBO is a wave-driven 
reversal of tropical stratospheric winds between easterly and westerly with a mean 
period of about 28 months. The QBO infl uences the stratospheric polar vortex and 
hence the winter NAO and Atlantic-European climate. Because the QBO is predict-
able a couple of years ahead, this may provide some additional predictability of 
Atlantic winter climate (Boer and Hamilton  2008 ; Marshall and Scaife  2009 ). 

 The ongoing decline in Arctic sea ice volume (e.g. Schweiger et al.  2011 ) as a 
result of global warming may also provide another element that infl uences decadal 
prediction. As already discussed, there is emerging evidence that reduced Arctic sea 
ice favors negative AO circulation patterns in winter; as yet there is no evidence for 
how an increasingly ice-free summer Arctic may affect the summer circulation but 
much more research needs to be done.   

4.2     Achievements So Far 

 Decadal prediction is much less mature than seasonal prediction and does not ben-
efi t from a dominant mode of variability, ENSO, as is the case for seasonal to inter-
annual prediction. Skilful statistical predictions of temperature have been 
demonstrated, both for externally forced signals (Lean and Rind  2009 ) and for ide-
alized model internal variability (Hawkins et al.  2011 ). Lee et al. ( 2006 ) found evi-
dence for skilful temperature predictions using dynamical models forced only by 
external changes. Furthermore, several studies show improved skill through initial-
ization, although whether this represents skilful predictions of internal variability or 
a correction of errors in the response to external forcing cannot be determined. In 
addition to demonstrating useful predictions of global temperature (Smith et al. 
 2007 ), initialization also improves regional predictions of surface temperature, 
mainly in the north Atlantic and Pacifi c Ocean (Pohlmann et al.  2009 ; Mochizuki 
et al.  2009 ; Smith et al.  2010 ). Evidence for improved predictions over land is less 
convincing. 
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 Skillful retrospective predictions of Atlantic hurricane frequency out to years ahead 
have been achieved (Smith et al.  2010 ). As discussed earlier, some of this skill is attrib-
utable to external forcing from a combination of greenhouse gases, aerosols, volcanoes 
and solar variations, but their relative importance has not yet been established. 
Initialization improves the skill mainly through atmospheric teleconnections from 
improved surface temperature predictions in the north Atlantic and tropical Pacifi c. 

 On longer timescales, studies of potential predictability within a “perfect model” 
framework suggest multi-year predictability of the internal variability over the high- 
latitude oceans in both hemispheres. The fi rst attempts at decadal prediction have 
identifi ed the Atlantic subpolar gyre as a key source of predictability, with a telecon-
nection to tropical Atlantic SSTs (Smith et al.  2010 ). 

 Based on model predictability experiments, improved skill in north Atlantic SST 
is expected to be related to skilful predictions of the Atlantic meridional overturning 
circulation (AMOC), but this cannot be verifi ed directly because of a lack of obser-
vations. However, recent multi-model ocean analyses (Pohlmann et al.  2013 ) 
provide a consistent signal that the AMOC at 45°N increased from the 1960s to the 
mid-1990s, and decreased thereafter. This is in agreement with related observations 
of the NAO, Labrador Sea convection and north Atlantic sub-polar gyre strength. 
Furthermore, the multi-model AMOC is skilfully predicted up to 5 years ahead. 
However, models forced only by external factors showed no skill, highlighting the 
importance of initialization.   

5     Summary 

 The societal requirement for climate information is changing. Across many sectors, 
the need to be better prepared for and more resilient to adverse weather and climate 
events is increasingly evident and that is placing new demands on the climate sci-
ence community. Even without global warming, society is becoming more vulner-
able to natural climate variability through increasing exposure of populations and 
infrastructure, so the need for reliable monthly to interannual predictions is growing, 
especially in the Tropics. Also, it is now generally accepted that the global climate 
is warming and the requirement to adapt to current and unavoidable future climate 
change is becoming more urgent. The emphasis is moving quite rapidly from end-
of-the-century climate scenarios towards more regional and impacts- based predic-
tions, with a focus on monthly to decadal timescales. 

 Various physical mechanisms exist to support long-range predictability beyond 
the infl uence of atmospheric initial conditions. These come from slowly varying 
components of the Earth system, such as the ocean, and boundary conditions such 
as increasing greenhouse gases or solar variability. While there have been impor-
tant developments in representing these processes to provide skill in monthly to 
decadal prediction, there are likely to be other sources of predictability that are 
currently not exploited due to lack of scientifi c understanding and/or the ability to 
capture them in models. 

 Major areas of research include. 
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5.1     Improving the Fidelity of the Climate Models 
at the Heart of Forecast Systems 

 Model biases remain one of the most serious limitations in the delivery of more reliable 
and skillful predictions. The current practice of bias correction is unphysical and 
neglects entirely the non-linear relationship between the climate mean state and 
modes of weather and climate variability. Reducing model bias is arguably the most 
fundamental requirement going forward.  A key activity must be the evaluation of 
model performance with a greater focus on processes and phenomena that are 
fundamental to reducing model bias and for delivering improved confi dence in 
the predictions.  Likewise, the potential predictability in the climate system for 
monthly to decadal timescales is probably underestimated because of model 
shortcomings. 

 Recent research has already shown that higher horizontal and vertical resolution 
has the potential to increase signifi cantly the predictability in parts of the world 
where it is currently low, such as western Europe, and  a coordinated effort to 
assess the value of model resolution to improved predictability is needed.   

5.2     Developing More Sophisticated Measures of Defi ning 
and Verifying Forecast Reliability and Skill 
for the Different Lead Times 

 The development of probabilistic systems for weather forecasting and climate 
prediction means that the concept of skill has to be viewed differently from the 
traditional approaches used in deterministic systems. The skill and reliability of 
probabilistic forecasts have to be assessed against performance across a large num-
ber of past events, the hindcast set, so that the prediction system can be calibrated. 

 The process of forecast calibration using hindcasts presents some serious chal-
lenges, however, when the lead time of the predictions extends beyond days to months, 
seasons and decades. That is because to have a high enough number of cases in the 
hindcast set means testing the system over many realizations, which can extend to 
many decades in the case of decadal prediction. The observational base has improved 
substantially over the last few decades, especially for the oceans, and so the skill of the 
forecasts may also improve just because of better-defi ned initial conditions. The fact 
that the observing system is changing can introduce spurious variability making cali-
bration and validation diffi cult. Additionally, the process of calibration assumes that 
the current climate is stationary, but there is clear evidence that the climate is changing 
(see the Fourth Assessment Report of the Intergovern mental Panel on Climate Change 
(IPCC  2007 )), especially in temperature. The potentially increasing numbers of 
unprecedented extreme events challenges our current approach to calibrating monthly 
to decadal predictions and interpreting their results. 
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 Although both the limited nature of the observational base and a changing climate 
pose some problems for seasonal prediction, for decadal prediction, they are extremely 
challenging. As already discussed, there is decadal predictability in the climate sys-
tem through phenomena such as the Atlantic multi-decadal oscillation and the 
Pacifi c decadal oscillation, but our understanding of these phenomena is still limited 
largely owing to the paucity of ocean observations. 

  A review of the current methods of quantifying forecast skill and reliability 
in a changing climate is needed and an assessment of their fi t for purpose going 
forward.   

5.3     Design of Ensemble Prediction Systems 

 Ensemble prediction systems (EPS) are now established in extended range weather 
and climate prediction, but the techniques to represent forecast uncertainty and to 
sample adequately the phase space of the climate system are quite diverse. One of 
the challenges in the past has been ensuring that the spread of the probabilistic sys-
tem is suffi cient to capture the range of possible outcomes. One of the implications 
of model bias is a restriction in the spread of the ensemble, and a response to this 
was to develop multi-model ensembles.  There is still more research to be done 
on how to best combine multiple forecasting tool as well as how to measure 
progress.  

 The techniques used to sample forecast uncertainty range from initial condition 
uncertainty (including optimal perturbations and ensemble data assimilation), 
through stochastic physics to represent the infl uence of unresolved processes, to the 
use of perturbed parameters in the parametrizations to represent model uncertainty, 
and on longer timescales uncertainties in the boundary forcing (e.g. anthropogenic 
GHG and aerosol emissions).  New activities in coupled data assimilation and in 
defi ning more physically-based approaches to representing stochastic, unre-
solved processes in models are recommended.  

 The methods outlined above essentially address different aspects of forecast and 
model uncertainty, but there is currently little understanding of the relative impor-
tance of each for forecasts on different lead times.  A new research activity is pro-
posed that will bring together the various techniques used in weather forecasting 
and climate prediction to develop a seamless EPS.   

5.4     Utility of Monthly to Decadal Predictions 

 There is a growing appreciation of the importance of hazardous weather in driving 
some of the most profound impacts of climate variability and change, and a clear 
message from users that current products, such as 3-month mean temperatures and 
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precipitation, are not very helpful. Instead,  information on weather and climate 
variables that directly feed into decision-making (such as the onset of the rainy 
season, the likelihood of days exceeding critical temperature thresholds, the 
number of land-falling tropical cyclones) is needed  (see Fig.  6 ).

   Increased computational power has meant that it is now possible to perform 
simulations that represent synoptic weather systems more accurately (~50 km) 
and are closer to the global resolutions used in weather forecasting. This raises 
the questions of how best to exploit the wealth of weather information in 
monthly to decadal prediction systems; how to understand more fully the 
weather and climate regimes in which hazardous weather forms; and how to 
derive products and services that address levels of risk that relate to customer 
needs.  Stronger links must be established between the science and the 
service provision.       

  Acknowledgements   This manuscript was greatly improved by the comments and suggestions 
made by Julia Slingo. The authors also thank the anonymous reviewers for helpful comment on 
improving the manuscript. Ben Kirtman was supported by NOAA grants NA10OAR4320143 and 
NA10OAR4310203. Adam Scaife and Doug Smith were supported by the Joint DECC/Defra 
MetOffi ce Hadley Centre Climate Programme (GA01101).  

  Fig. 6    Seamless forecasting services and potential users of monthly to decadal predictions (From 
Met Offi ce Science Strategy:   http://www.metoffi ce.gov.uk/media/pdf/a/t/Science_strategy-1.pdf    )       
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    Abstract     In spite of the yet incomplete subsample of the 5th phase of the Coupled 
Model Intercomparison Project (CMIP5) model ensemble to date, evaluation of 
these models is underway. Novel diagnostics and analysis methods are being  utilized 
in order to explore the skill of particular processes, the degree to which models have 
improved since CMIP3, and particular features of the hindcasts, decadal and centennial 
projections. These assessments strongly benefi t from the increasing availability of 
state-of-the-art data sets and model output processing techniques. Also paleo-climate 
analysis proves to be useful for demonstrating the ability of models to simulate climate 
conditions that are different from present day. The existence of an increasingly wide 
ensemble of model simulations re-emphasizes the need to carefully consider the 
implications of model spread. Disparity between projected results does imply that 
model uncertainty exists, but not necessarily refl ects a true estimate of this uncertainty. 
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Projections generated by models with a similar origin or utilizing parameter 
perturbation techniques generally show more mutual agreement than models 
with different development histories. Weighting results from different models is a 
potentially useful technique to improve projections, if the purpose of the weighting 
is clearly identifi ed. However, there is yet no consensus in the community on how 
to best achieve this. 

 These fi ndings, discussed at the session “Assessing the reliability of climate 
models: CMIP5” of the World Climate Research Program (WCRP) Open Science 
Conference (OSC), illustrate the need for comprehensive and coordinated model 
evaluation and data collection. The role that WCRP can play in this coordination is 
summarized at the end of this chapter.  

  Keywords     Climate model assessment   •   Evaluation   •   Model ensembles   •   Process 
verifi cation   •   CMIP5   •   WCRP coordinations  
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1           Introduction 

 The assessment of the reliability of climate models is needed to have confi dence 
in the information about future development of the climate system generated with 
these models. It is generally applied by confronting climate model output with 
observations over a past period, and interpreting the performance of the model to 
replicate observed trends, spatial and temporal variability patterns, mean seasonal 
cycles, responses to perturbation and mutual relationships between relevant quantities. 
However, this assessment is subject to a large number of aspects:

•    the quality and representativity of the reference observational data set  
•   the knowledge on the initial and time-varying boundary conditions needed to 

force the climate model  
•   the comparability between the observed and modeled quantities  
•   interpretation of discrepancies in terms of model or observational defi ciencies, etc.    

 Yet, this assessment is rapidly evolving and improving. In the context of the 5th 
Coupled Model Intercomparison Project (CMIP5) an increasing number of climate 
model simulations is becoming available, and a wide range of analyses currently 
based on a sub-set of the anticipated model ensemble is being undertaken. During 
the WCRP Open Science Conference (OSC) held in Denver, October 2011, a selec-
tion of studies dedicated to the assessment of the reliability of these climate models 
was presented in the parallel session B7. Many studies referred back to results from 
the earlier CMIP3 project, which likewise benefi ted from the public availability of 
a large set of model results, leading to a revolution of model evaluation tools, obser-
vations and diagnostics. This revolution is ongoing as CMIP5 is running ahead, but 
important new fi ndings can already be noted. Here we provide an overview of the 
main topics that emerged during the OSC, which refl ect the current state-of-the-art 
assessments for the reliability of climate models. In particular we summarize what 
has been implied from the spread in model results, provide examples of novel obser-
vations and diagnostics, and give a set of examples of ongoing process evaluation 
studies that have been discussed as part of the session. Recommendations for WCRP 
to the governance of this important activity are given at the end of this document.  

2     The Implications (and Usefulness) of Model Spread 

 CMIP5 is clearly more ambitious than its predecessors (in particular CMIP3): 
although it is still under development, more experiments and associated research 
questions, more participating models, more model fi elds, a better documentation of 
models, and more data storage are becoming available (CLIVAR  2011 ; Taylor et al. 
 2012 ). As model data are submitted to the Program for Climate Model Diagnosis 
and Intercomparison (PCMDI) and the several storage nodes that are linked together, 
it becomes evident that model spread will still be substantial. Part of the difference 
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between model results can be attributed to unforced variability, originating from the 
nonlinear nature of the variable climate system. The impact of this unforced vari-
ability reduces as the projection horizon, spatial scale or averaging period increases 
(Hawkins and Sutton  2009 ), although natural variability may still be pronounced at 
the small spatial scales at the end of the twenty-fi rst century. At short time scales 
(i.e., less than 5 years) unforced uncertainty may potentially be reduced by a realis-
tic initialization of the forecasts, a procedure at the heart of the decadal projections 
contained in CMIP5. 

 The spread between equally forced models at longer projection time scales or 
averaging intervals can be considered to be related to the total model uncertainty. 
However, this spread does not refl ect systematic biases in the models, it assumes 
that the model sample is representative across the model space, and may be limited 
due to model formulations that are mutually similar. In general, model spread does 
imply that model uncertainty exists, but it may not refl ect what we think the “true” 
model uncertainty is, because models are related by taking some observations as 
reference for the model tuning (Masson and Knutti  2011 ) and may not sample all 
possible uncertainties. 

 Although an increased model ensemble does not capture model defi ciencies 
common to all models (like missing small-scale processes), it is informative about 
our ability to reliably simulate the climate and its response to external forcings. The 
design of CMIP5 allows assessment of the importance of many processes in the 
climate system (see examples of process analyses below), and can help set research 
priorities in order to reduce this aspect of uncertainty (Dufresne and Bony  2008 ). 
Some of these process uncertainties can potentially be reduced by making use of 
observations showing variability due to comparable forcings at seasonal or interan-
nual time scales. Examples include the evaluation of the snow-albedo feedback 
(Hall and Qu  2006 ) and the evaluation of the terrestrial biosphere in the carbon- 
climate feedback (see below). A paleo-modeling experiment is explicitly included 
in CMIP5, focusing on the mid Holocene, the Last Glacial Maximum (LGM, where 
large ice sheets and low greenhouse gas levels were present) and the Past Millennium 
are considered specifi cally. Also paleo-observations of SST during the LGM from 
the MARGO synthesis (Margo Project Members  2009 ) allow “out-of-sample” 
evaluation of climate models, that is, evaluation of models under climate conditions 
different from present day. In spite of a fair amount of uncertainty of these obser-
vations, a reliable model ensemble should encompass the observed observation 
range, showing as a preferably uniform rank histogram of model-observation differ-
ences. Comparisons between MARGO data and a Perturbed Physics Ensemble 
(PPE) generated by perturbing physical parameters clearly showed this PPE to be 
incapable of capturing the large SST-responses of the LGM relative to the current 
climate. The available CMIP5 Multi-Model Ensemble (MME) was shown to be able 
to encompass the LGM observed global mean SST-response, although spatial patterns 
of this response and individual model results were not as reliable (Hargreaves 
et al.  2011 ). 

 Model spread can also be utilized to diagnose the inherent predictability of the 
climate at decadal time scales. Climate states can be considered to be predictable 
if their probability of occurrence conditional to the initial state is signifi cantly 
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different from the climatological probability of occurrence. An ensemble of initialized 
model simulations will at some stage diverge to their climatological probability 
distribution, preferably at the same rate as nature. The predictability of the natural 
climate system given an initial state cannot be assessed, as we have only a single 
realization of the near future. But long integrations of climate models can be used to 
infer their inherent predictability, for instance by calculating the rate of divergence 
from an ensemble of episodes that have analogous start conditions (Branstator and 
Teng  2010 ). This procedure does assume the absence of model error and thus maps 
the inherent predictability in the modeled climate, which can be considered as an 
upper limit of predictability under the assumption that models are free of systematic 
errors. Analysis of the predictability of the 5 year low-pass fi ltered ocean heat con-
tent in the upper 300 m from six climate models for which a long unforced integra-
tion was available revealed that the time range in which useful predictions could be 
made varied between 5 and 20 year for the North Atlantic basin and somewhat 
shorter for the Pacifi c. An evaluation with 10 CMIP5 models shows comparable 
results, albeit that the results varied widely across the ensemble. Assessment of 
the inherent predictability should be carried out for every model participating in the 
decadal prediction simulations (e.g. Matei et al.  2012 ). 

 The existence of an MME and their varying degree of consistence with a wide 
range of observations raises the question as whether a probability distribution of 
future climate conditions could be constructed by weighting the models using 
performance metrics. Model quality metrics obtained by combining multi-variable 
performance metrics such as those presented by Reichler and Kim ( 2008 ) demon-
strate an increase in skill of climate models over time, but their interpretations are not 
clear, and not very useful for any particular purpose. For example, climate change 
assessments in the Arctic regions will be tempted to give a stronger weight to metrics 
that represent sea ice conditions, whereas climate change assessments for the Sahel 
will need other variables to be represented well (Knutti  2008 ). The increased skill 
of climate models does not imply that the spread in future projections is reducing. 
On the contrary, preliminary analysis of a small subset of CMIP5 (10 models) 
shows that the spread in twenty-fi rst century global mean temperature is similar to 
the CMIP3 ensemble, despite considerable model development. New observational 
analyses put extra constraints on the range in modeled climate sensitivity (e.g. the 
analysis of land-ocean contrasts in longwave radiation by Huber et al.  2011 ), but the 
probability distribution of this climate sensitivity is still wide. 

 The Intergovernmental Panel on Climate Change (IPCC) Expert Meeting on 
“Assessing and Combining Multi Model Climate Projections 1 ” held in Boulder in 
January 2010 (Knutti et al.  2010 ) gave a list of properties of performance metrics to 
be useful. In particular:

•    they should be simple to interpret  
•   they should be related to the prediction purpose  
•   they should refl ect known processes  

1      https://www.ipcc-wg1.unibe.ch/publications/supportingmaterial/IPCC_EM_MultiModel
Evaluation_MeetingReport.pdf      
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•   relevant observations with suffi ciently low uncertainty should be available  
•   they should be robust against their exact defi nition and aggregation procedure.    

 When metrics comply with these criteria, they could be used to generate a model 
weighting or selection procedure, provided that the rationale and implementation of 
the weighting are clearly defi ned and documented. 

 The existence of a range of models is a prerequisite of generating useful climate 
change assessment. No model is perfect, and even a model based on “the best avail-
able knowledge” cannot easily be defi ned since the “best knowledge” concerning a 
particular process or regime cannot easily be defi ned. The variability in the multi- 
model ensemble should be utilized and tailored to the application at hand.  

3     New Observations and Diagnostics 

 Since the CMIP3 era a wealth of new observations, diagnostics and analysis methods 
have evolved, tailored to the evaluation of physical processes, their interactions, 
prediction skill and reliability for describing climate change. A full review of these 
developments is out of the scope of this report, but a few noticeable developments 
were discussed at the session, which are summarized here. 

 Use of observations is often implicit in the development and tuning of climate 
models: no model can be constructed without them. Model output evaluation using 
observations implies an explicit use of these. This evaluation supports the further 
development of the models, and gives credibility to the projections produced. In 
practice model evaluation and generation of “operational” climate model projec-
tions are parallel processes, where the model versions that usually have some inertia 
between upgrades. It preferably should be designed to highlight concrete model 
components that should be changed or replaced in order to improve the model’s 
skill. An assessment of the model uncertainty in quantities that are subject to many 
processes (such as near surface temperature or precipitation) is in itself useful 
(see previous section), but often does not reveal the necessary adjustments to models 
with limited skill. In the context of model evaluation, observations should be as 
much as possible analogous to the model variables that are generated (see the CMIP5 
protocol of Taylor et al.  2012 ), and readily be available to the research community. 
For this a strong collaboration between model developers and data collectors 
(including satellite mission teams) is mandatory, not only concerning the technical 
infrastructure that allows model-to-observation comparisons, but also in the area of 
defi ning comparison metrics and skill thresholds. 

 A promising initiative in this respect is the presence of a “Obs4MIPS” tab on the 
PCMDI website (Teixeira et al.  2011 ) that discloses a number of satellite products 
designed to evaluate model cloud, precipitation and radiation characteristics. For 
instance, Jiang et al. ( 2012 ) compared A-train ice/water cloud and integrated water 
vapor observations to a range of CMIP3 and CMIP5 models, generally showing an 
improvement of the modeled cloud characteristics over the recent past. A traditional 
approach to compare model output to satellite data is to transfer the observed 
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radiances into physical fi elds using retrieval algorithms. However, using this 
approach error propagation and aggregation are diffi cult to assess. Therefore, sig-
nifi cant progress has been made in CMIP5 by building in satellite simulators into 
the GCMs, allowing evaluation of radiances instead (e.g. Bodas-Salcedo et al.  2011 ). 
However, the translation of radiance errors back to model improvement is often 
concealed by the many processes considered in the forward radiance modeling. 
A new stage in model-to-observation comparison is to map radiances back to model 
fi elds that takes the observational postprocessing and aggregation into account, but 
yet allows a model evaluation in geophysical units. 

 A powerful analysis method is to conditionally sample observations and model 
data in order to obtain quantities that are representative for a certain climate 
regime. A Cloud Regime Error Metric is derived by Williams and Webb ( 2009 ) by 
decomposing cloud regimes from the International Satellite Cloud Climatology 
Project (ISCCP) data archive discriminating classes of cloud top temperature and 
optical thickness. Utilizing this conditional sampling approach model biases can be 
specifi ed for particular cloud regimes, enabling discerning errors due to a misrepre-
sentation of cloud radiative forcing for particular classes and signals attributable to 
changes in the relative frequency of occurrence of particular cloud regimes. Using 
transpose-AMIP simulations from a single CMIP5 model for which all necessary 
data were available it was shown that biases in cloud radiative properties develop 
very fast in the forecast (already present 1 day after the initialization). Also a per-
sistent problem of undersampled frequency of mid-level clouds is evident from 
this analysis. 

 Advanced statistical techniques are also being utilized to detect the scale depen-
dence of skill of GCMs (Sakaguchi et al.  2012 ). The skill of GCM-generated 
surface temperature trends over the past decades obviously varies over temporal 
and spatial scales: global mean and long term trends are more easily reproduced 
than similar trends at smaller scales. The detection of the spatial and temporal scale 
of model skill is strongly relevant for the confi dence in model climate projections. 
Global mean temperature trends from a sub-set of CMIP5 climate models are shown 
to be accurate: the uncertainty is smaller than the observational uncertainty. At 
smaller spatial scales the CMIP5 subset outperforms the earlier CMIP3 ensemble, 
at least for longer time scales. 

 Also for evaluation of land surface processes more data sets have become available. 
Jung et al. ( 2009 ) used a regression tree analysis to extrapolate Fluxnet site observa-
tions of surface evaporation and gross primary production (GPP) to all land areas by 
means of a set of climate data and vegetation indices satellite products. This data set 
is useful for evaluation of global patterns of mean GPP and evaporation, but by 
nature of its construction trend analysis cannot be applied. Leaf area index (LAI) 
data from MODIS show that simulations by the CMIP5 Earth System models show 
a fair correlation for the northern hemisphere (Anav    et al.  2013 ). 

 For paleo-studies an increasing number of observations becomes available. 
Mutually independent data sets exist that reveal information on vegetation (pollen 
and other tracers), fi res (charcoal deposition), regional hydrology (lake level marks) 
and aerosol level (dust deposition). Schmittner et al. ( 2011 ) used the Univ. of 
Victoria climate model to constrain the likelihood range of the climate sensitivity 
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using LGM temperature reconstructions. Similar exercises are currently being 
undertaken using CMIP5 model output. In general, climate models seem to reproduce 
fi rst order responses to different climate conditions fairly well, but do not recon-
struct the regional signature of these responses and the various feedbacks at the 
millennium time scale (such as vegetation feedback) very well.  

4     Examples of Process Evaluations Currently in Progress 

 Many process evaluations are currently underway, exploring the (yet limited) 
CMIP5 data archive with sophisticated analysis methods. Here we give a small 
number of examples of such studies that were presented during the session, not 
attempting to give a complete overview of the ongoing analyses. 

 An important source of uncertainty is the degree to which terrestrial and oceanic 
fl uxes of CO 2  respond to future climate change. In the C4MIP experiment, 
Friedlingstein et al. ( 2006 ) showed that uncertainty in this response, represented in 
an ensemble of Earth System Models (ESMs) representing the carbon cycle and its 
interactions with the climate system, has a strong impact on the projected global 
temperature, due to pronounced feedbacks between the climate and the carbon 
cycle. Increased ecosystem release of carbon under warmer climate conditions may 
imply a strong positive carbon-climate feedback. Determination of the strength of 
this feedback is one of the outstanding problems in climate research. 

 Hall and Qu ( 2006 ) used the pronounced seasonal cycle in observed snow cover to 
determine the strength of the snow-albedo feedback (where reduced snow cover leads 
to higher radiative absorption which in turn promotes snow melt), and compared this 
to climate change projections from a range of GCMs. The physical mechanism of the 
snow-albedo feedback is fairly well understood and operates similarly at the seasonal 
and centennial time scale, thus allowing to determine the optimal feedback strength 
that should be present in the model simulations. Cox et al. ( 2012 ) similarly utilize 
observations collected at time scales covered in the current data record to infer an 
estimate of the carbon-climate feedback strength. Notifying that the observed inter-
annual variability of atmospheric CO 2  concentration is primarily due to terrestrial 
biosphere responses to (ENSO-modulated) temperature fl uctuations, the terrestrial 
carbon loss per degree warming can be derived from the observational record. During 
ENSO years the carbon uptake by vegetation is much weaker than during non-ENSO 
years. CMIP5 models can similarly be evaluated on such interannual time scales and 
tested against the observed CO2-climate sensitivity. 

 Using a similar approach, Mahlstein and Knutti (JGR submitted) use the relation 
between Arctic temperature and sea ice extend to estimate future ice-cover area as 
a function of regional temperature projections from CMIP5. According to this sim-
ple extrapolation the Arctic will be free of ice during summer when global mean 
temperature increases by 2K above present, whereas the uncalibrated CMIP3 
 models suggest that this does not occur until a 3K global mean warming. 

 Analysis of feedbacks between processes is the key in evaluating the ocean com-
ponent of GCMs. This feedback analysis requires advanced processing of available 
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observations and the use of informative conceptual frameworks. The CMIP5 archive 
and individual models participating to this experiment are currently explored intensively 
to diagnose the complex physical feedbacks between the ocean and atmosphere. 
Guilyardi et al. ( 2011 ) revisit the classical ENSO theory of the interplay between the 
dynamical Bjerkness feedback and the heat fl ux feedback, and conclude that the 
disparity between a subset of 6 CMIP5 models is largest in the strength and sign of 
the Bjerkness feedback. Spatial patterns of the shortwave radiative forcing play a key 
role. Evaluation of the CCSM4 hindcasts by Bates et al. ( 2012 ) reveal the existence 
of compensating errors between solar and evaporative fl uxes. Using the Common 
Ocean-ice Reference Experiments data set the atmospheric feedbacks are further 
disentangled in a heat fl ux equation decomposition, and errors in the surface wind 
fi elds explain a signifi cant portion of the model disparity. The wind driven forcing 
also tends to play a role in explaining model errors in Atlantic meridional heat trans-
port at 26°N, where a trade off between overturning and wind driven gyre transport 
takes place. Msadek ( 2011 ) found that the slope of the wind driven gyre transport as 
function of the Atlantic Meriodinal Overturning Circulation strength (another exam-
ple of an advanced feedback diagnostic) has the wrong sign in the GFDL model. 
These diagnostic studies are crucial to gain confi dence in decadal predictions which 
critically depend on a right initialization and propagation of anomalies in the ocean 
component of coupled AOGCMs, and on centennial time scale in which the ocean 
mixing properties play a crucial role in determining the time scale of the transient 
climate response to the changed radiative forcing. 

 The recent trends in surface solar radiation, attributed to global dimming and 
brightening, provide a useful testbed for evaluation of the representation of the clear 
sky direct aerosol radiative forcing. CMIP3 models underestimate the amplitude of 
the dimming/brightening signals particularly over China, Europe and India (Dwyer 
et al.  2010 ), which was partly attributed to incorrect aerosol emission scenarios. 
Allen et al. ( 2012 ) revisit this analysis for CMIP5, where in contrast to CMIP3 only 
a single aerosol emission inventory was used. 14 CMIP5 models with a total of 54 
ensemble members were available, and compared to observations from the Global 
Energy Balance Archive, ISCCP, and surface data sets. Clear sky radiation was 
calculated by removing radiation variability explained by cloud cover. In spite of 
the increased consistency in the aerosol fi elds, the dimming trend was not well cap-
tured by CMIP5: the timing of the reversion from dimming to brightening in Europe 
was about right, but the amplitude both in Europe and China is still too small. The 
conclusions are robust after correcting for cloud cover in the observations and mod-
els. It is of interest to explore the ability of detailed radiation process models in 
simulating the dimming and brightening features.  

5     Summary and Recommendations for WCRP 

 Since CMIP3 signifi cant progress has been made in the design of multi-model 
experiments, the interpretation of model spread, the availability and usage of obser-
vations, and the diagnostics of complex processes and their interactions. As the 
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CMIP5 archive is fi lling up these analyses will further develop. Many other studies, 
not reported here, are underway along the lines sketched above. The coordinating 
role of WCRP in these developments has been very benefi cial. But where can 
WCRP play a further role? 

 The evident increase in the level of sophistication in the practice of model evalu-
ation, data collection and development of diagnostics and experimental design is 
clearly refl ected in a number of recent WCRP coordination meetings and documents, 
such as the world modeling summit (2008), and the WCRP modeling coordination 
meeting (2010). Many recommendations documented in the workshop reports call 
for enhanced collaboration, particular focus areas and promotion of development of 
e.g. better observational data bases. Here we will review these recommendations in 
the light of the discussions and developments reported previously. 

 The current overall organizational design of WCRP is well targeted to establish 
the required improved collaboration of experts with a different disciplinary back-
ground. Specifi cally, improved links should be encouraged between observational-
ists and modelers, NWP and climate model developers, and physical and statistical 
experts. Links between observation and model experts should be organized around 
the development of agreed observable model evaluation diagnostics and perfor-
mance metrics (see e.g. the “Good practice paper” by Knutti et al.  2010 ). Frequents 
meetings between model developers and application experts can benefi t from a 
cross-fertilization of common practices in these communities. Frequent evaluation 
of climate models using data assimilation and routine observations, as commonly 
applied in NWP, can help target the most important biases and their causes in 
climate models. Long climate integrations can highlight systematic shortcomings in 
NWP systems normally masked by routine application and model state adjustments. 
The concept of seamless prediction is a fruitful research area where climate and 
NWP applications are joined. And fi nally, the involvement of statisticians is impor-
tant to improve the detection and evaluation of extreme events in the model suite. 

 Another step forward is the identifi cation of a number of key model defi ciencies. 
An inventory over >100 experts, carried out in 2010, revealed a number of persistent 
shortcomings in model performance, that urgently need improvement. The issues 
mentioned most frequently were:

•    tropical variability and biases  
•   moist processes (clouds, convection, precipitation)  
•   carbon cycle and land/ocean–atmosphere coupling  
•   troposphere-stratosphere interaction  
•   formulation of physics in high resolution models.    

 The fi rst three topics are well covered in the studies reported previously in this 
paper, while the agreed need to improve the predictability of the atmospheric circu-
lation, and the representation of extremes are refl ected by the last two topics. 
Improvements in these areas require an increased investment in model development 
capacity (Jacob  2011 ), but also require improved experimental design (e.g. initial-
ized forecasts, specifi c feedback experiments, experiments aimed at describing 
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specifi c (extreme) events) and diagnostics. The WCRP working group structure is 
well capable for designing these focused studies. 

 Finally, WCRP can continue to play its role as ambassador aiming at targeting 
funding resources, improving interdisciplinary links and engaging experts and students. 
It can do so by organizing targeted conferences and sessions, and provide input to 
circuits where decisions are being made. Important overarching targets are for 
instance:

•    the continued need to close the gaps between observations and models  
•   the continuation of the collection and storage of high-quality homogenized 

observation records  
•   the design of focused fi eld observation studies  
•   the involvement of the NASA and ESA climate initiatives  
•   the call for focused modeling studies  
•   the promotion of development of comprehensive Earth System Models including 

components of e.g. the biosphere, cryosphere, and human dimensions, requiring 
strengthened links with IGBP and IHDP.    

 Most recommendations require efforts from the researchers in the fi elds: submit 
targeted research proposal, commit to coordinated activities, maintain or improve 
the interdisciplinary network. By its organizational design with its working groups 
and conference sessions, WCRP can synchronize the activities of the wide range of 
involved researchers, and as such help in improving the important understanding of 
our environment.     
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    Abstract     In this paper, we briefl y discuss changes in large-scale oscillations such as 
the El Nino/Southern Oscillation (ENSO), the North Atlantic Oscillation (NAO), and 
the northern and southern annular modes (NAM and SAM), changes in the polar and 
tropical troposphere, and interactions between the stratosphere and troposphere in a 
changing climate. We consider both changes in variability as well as trends in the 
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mean state. We conclude, that to fully understand how modes of  variability will 
change in a changing climate, we need additional analysis of observations, both 
paleo and present day, and a solid fundamental understanding of mechanisms. 
Understanding of mechanisms necessarily requires use of models, ranging from 
simple to complex. Such models need to be fully coupled, between atmosphere and 
ocean, and need to include a fully resolved middle atmosphere as well.  

  Keywords     Climate variability   •   Climate change   •   Annular modes   •   El Niño 
Southern Oscillation   •   Sea ice   •   Greenhouse gases   •   Ozone   •   Stratosphere  

1         Introduction 

    Climate change involves changing statistical properties in the climate system over 
an extended period of time. Such changes may be induced through long-term 
changes in solar or orbital parameters, long periods of enhanced volcanic activity or 
through long-term changes in radiatively signifi cant gases. Whatever the actual 
forcing is, the end result will likely be long-term changes in the mean state or in the 
variability of the system or both. There are multiple ways to assess whether such 
changes may be occurring. Extended model simulations, where appropriate forcing 
parameters are varied are one means of assessing changes in the mean state or vari-
ability of the climate system. These simulations can then be used to provide esti-
mates of the climate response to changing forcings as well as assess the internal 
variability, both of which are needed for detection and attribution studies. Past 
changes in climate variability can be addressed via analysis of historical data, using 
both recent measurements as well and geologic records or ice core records. As we 
are currently in the midst of a large scale climate change experiment, with changes 
in radiative gases and surface conditions induced by anthropogenic activity, analysis 
of existing climate data over the industrial era is another means of assessing impacts 
on variability due to changes in forcings of the climate system. We are interested in 
changes in the mean circulation and variability of that circulation ultimately because 
it impacts surface temperature and precipitation. 

 In this paper, we briefl y cover an extremely broad topic: “How climate change 
impacts climate variability” with focus on the identifi cation and mechanisms for 
modes and regimes of large-scale variability in different climates. We are basing the 
content of this paper largely on work discussed at the WCRP Open Science Conference 
held in Denver in 2011. Although there are many modes of variability that can be 
addressed in a review paper such as this, we will concentrate our efforts on just a few 
topics. In particular, we will briefl y discuss changes in large-scale oscillations such 
as the El Nino/Southern Oscillation (ENSO), the North Atlantic Oscillation (NAO), and 
the northern and southern annular modes (NAM and SAM), changes in the polar and 
tropical troposphere, and interactions between the stratosphere and troposphere in a 
changing climate. We consider both changes in variability as well as trends in the 
mean state in our discussion. We will then make recommendations as to key issues 
that require additional research.  
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2     How Do Changes in Greenhouse Gases and Solar 
and Orbital Parameters Impact the Tropics? 

2.1     ENSO 

 Decades of observational, theoretical, and numerical modeling research has shown 
that El Nino/Southern Oscillation (ENSO) is the result of dynamical coupling between 
the ocean and atmosphere which results in growth of perturbations to the tropical 
Pacifi c climate on seasonal to interannual timescales, generally referred to as the 
‘Bjerknes feedback.’ However, while the fundamental mechanism of ENSO is fairly 
well understood, there are still some important open questions, particularly with 
regards to how ENSO will change in the future in response to anthropogenic forcing. 

 One way to address this is to look for detectable trends in the behavior of ENSO 
over the twentieth century that might be attributable to external forcing. For example, 
in the 1990s, it was argued that the persistent, weak El Nino that occurred from 1990 
to 1995 was highly unlikely given the character of the record prior to that time 
(Trenberth and Hoar  1996 ,  1997 ), and that this may be an indication of ‘El Nino and 
Climate Change’ (though no formal attribution statement was made in those studies). 
What we have learned since then is that the details of ENSO continue to present new 
puzzles with practically every realization of the phenomenon (Stevenson et al.  2012 ). 
For example, there seems to be an increasing number of ‘central Pacifi c’ events, 
which, in contrast to the classic eastern Pacifi c event, have their maximum tempera-
ture response confi ned to the central basin (Yeh et al.  2009 ; Newman et al.  2011 ). 
There also appears to be variations in the predictability of ENSO, which depend on 
the mean state (e.g. Kirtman and Schopf  1998 ). In short, the ‘natural’ behavior of 
ENSO is so varied that detecting anthropogenic trends in likely to take an extremely 
long record (Wittenberg  2009 ). 

 One might look back further using paleoclimate records, and then the basic story 
is actually fairly straightforward: A simple, fi rst-order answer which is supported 
both by paleoclimate records and by climate models is that the Pacifi c is character-
ized by large seasonal and interannual variability with global impacts no matter 
what the state of the mean climate is. Seasonally-resolved tropical Pacifi c paleocli-
mate records from periods in the Earth’s history that were both warmer and colder 
than today show that ENSO-like interannual variability was present. Available 
Pliocene records, for example, when the Earth was several degrees warmer than 
present and ice sheets were minimal in extent, show that ENSO frequency and 
amplitude were not signifi cantly different from today (Watanabe et al.  2011 ; 
Scroxton et al.  2011 ). The same goes for the glacial climates: Koutavas and Joanidis 
( 2009 ) have shown using isotope measurements on individual forams that there is 
large variability at the Last Glacial Maximum, and coral records from prior glacial 
stages also suggest considerable interannual variability (Tudhope et al.  2001 ). 
Climate models have thus far not been able to rid the tropical Pacifi c of ENSO vari-
ability by either warming (Huber and Caballero  2003 ; Galeotti et al.  2010 ; von der 
Heydt et al.  2011 ) or cooling the climate (Zheng et al.  2008 ). Nor does there appear 
to be an obvious relationship between radiative forcing and ENSO behavior over the 
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last millennium, when solar and volcanic forcing as well as the mean climate state 
all have varied (Cobb et al.  2003 ; Emile-Geay et al.  2012 ). 

 The only external climate forcing that, thus far, has been shown to infl uence 
ENSO in a systematic way that is consistent in observations and models is preces-
sional forcing. It appears that when perihelion occurs in Northern Hemisphere sum-
mer (every 21 kyr), ENSO variance is reduced. The mechanism varies from model 
to model, but fundamentally it is the altered annual cycle of the large-scale atmo-
sphere–ocean circulation that appears to infl uence ENSO. Models underestimate 
the infl uence of this effect compared with observations (c.f. Brown et al.  2008 ). 

 Looking forward using climate models, there is also considerable uncertainty. First, 
there are large biases in climate model simulations of the mean tropical Pacifi c climate, 
which may impact their ability to simulate ENSO (Roberts and Battisti  2011 ). That said, 
if models are run into the future with greenhouse gas forcing, they robustly simulate an 
enhanced equatorial warming (IPCC  2007 ; Liu et al.  2005 ), but this should not be 
thought of as a change in ENSO. Rather, models do not simulate a consistent response 
in ENSO, and the changes are generally small even with the large 4× CO 2  forcing (Fig.  1 , 
from Guilyardi et al.  2012 ). An analysis of CMIP3 models by DiNezio et al. ( 2012 ) sug-
gests an explanation: They argue that ENSO is fairly insensitive to greenhouse gas forc-
ing because the winds and thermocline actually have opposing effects on ENSO. As the 
climate warms, the Walker circulation weakens, which on its own would weaken ENSO 
variability. However, the ocean response to the weaker trade winds is a less tilted, but 
 shallower  thermocline, and this effect would strengthen ENSO variability. DiNezio 
et al. ( 2012 ) argue that these competing mechanisms can explain why climate models 
simulate overall little change in ENSO in response to greenhouse gas forcing, and the 
same arguments can be made for interpreting past climate changes as well.

   These prior studies point to some important, outstanding questions about the 
response of ENSO to external forcing:

    1.    Can we develop a more complete characterization of the ENSO system with 
paleoclimate proxies including the internal variability as well as the radiatively- 
forced changes?   

   2.    What are the mechanisms by which changes in the mean state can infl uence 
interannual variability of ENSO? Can models represent these mechanisms, and 
can observational networks support their characterization in the real system?   

   3.    What are the mechanisms that contribute to the different ‘fl avors’ of ENSO, and 
how may these be altered by a changing mean state?   

   4.    What are the prospects for improving the predictability of ENSO on seasonal, 
interannual and even decadal timescales? Is predictability altered by an  externally 
forced change in mean state?      

2.2     Width of the Tropics 

 A geographic defi nition of the “tropical belt” is the region between the Tropics of 
Cancer and Capricorn, which are currently at 23º27′S and 23º27′N, respectively. 
This geographic defi nition of the tropical edge latitudes is a consequence of the 
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axial tilt of the earth, which varies with a periodicity of approximately 41,000 years. 
From an atmospheric perspective, there is no similarly simple defi nition of the lati-
tudinal extent of the tropical belt, but most defi nitions refer approximately to the 
region equatorward of the Hadley cell edges. These atmospheric tropical edge lati-
tudes have been quantitatively diagnosed from observations and models by identify-
ing arbitrary thresholds or local extremes in meteorological properties (e.g., winds, 
tropopause height) as they change with latitude from their tropical to extratropical 
values. Figure  2  shows examples of tropical edge diagnostics considered in the lit-
erature. From a surface climate perspective, the tropical edges are signifi cant 
because they are essentially the poleward boundaries of the subtropical deserts. 
Potential changes in the latitudinal extent of the tropics are thus related to changes 
in precipitation patterns, and could lead to signifi cant regional impacts in the eco-
system health, water resources, and agriculture.

   Additionally, there are more subtle implications regarding transport of mass and 
species into the stratosphere. The tropical upper troposphere is the primary location 

  Fig. 1    Standard deviation of Niño3 SST anomalies for CMIP5 model experiments.  Blue bars , 
preindustrial control experiments,  orange bars , years 90–140 from the 1 %/year CO 2  increase 
experiments,  red bars  years 50–150 from the abrupt 4× CO 2 . Calculations are performed for the 
models indicated on the x axis. The  black  ‘ error bar ’ indicates the minimum and maximum of 
50 year windowed standard deviation of Niño3 anomalies computed from the multi-century con-
trol experiments. Thus, when the Niño3 standard deviation in one of the CO 2  runs falls  below  or 
 above  the error bar, the changes are deemed to be signifi cant. If signifi cant changes are seen in both 
experiments that indicates a more robust response in that model (After Guilyardi et al.  2012 )       
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through which air enters the stratosphere; it is the gateway for stratospheric entry of 
tropospheric trace gasses, some of which are potentially ozone depleting or radia-
tively active. If the tropical upwelling region widens, it can conceivably alter the 
amount of such species entering the stratosphere, especially if the upwelling region 
encompasses a greater concentration of populated regions emitting anthropogenic 
pollutants. Hence, how the tropical belt responds to natural and anthropogenic forc-
ings is not only signifi cant for regional surface climate in the subtropics, it also has 
a potentially global-scale impact via changes in stratospheric composition and radi-
ative forcing. 

 Multiple independent analyses using chemical constituent measurements, 
meteorological observations, and meteorological fi elds from reanalyses have iden-
tifi ed changes in the latitudinal extent and character of the tropical belt during the 
past 40–50 years. Specifi cally, studies have noted an intensifi cation and poleward 
expansion of the Hadley cell as defi ned by OLR and the meridional mass stream-
function (Hu and Fu  2007 ; Johanson and Fu  2009 ; Mitas and Clement  2005 ), 

180

200

220

240

260

280
O

LR
 (

W
 m

–2
)

OLR=250 W m–2 ΔOLR=20 W m–2

–3
–2
–1
0
1
2
3

P
 -

 E
 (

m
m

 d
ay

–1
)

P-E=0

0 10 20 30 40 50 60
Latitude (φ)

1000

100

P
re

ss
ur

e 
(m

b)

0.0

0.0

1.0

1.
0

1.0

1.0
3.03.0 5.0

5.0

5.0
10.0

10.0

15.0

15.0

–1.0

-1
.0

0

5

10

15

A
pp

ro
x 

he
ig

ht
 (

km
)

ψ500=0

-3.0--Peak u850

zTP=15 km

3.0

Peak ∂zTP/∂φ

ΔzTP=1.5 km

Peak u400-100

ψ, Streamfunction (1010 kg s–1)
Tropopause (zTP)

  Fig. 2    An example monthly-mean zonal-mean cross section of atmospheric properties from the 
NCEP/NCAR reanalysis and NCEP OLR dataset for January 2008. The zonal-mean zonal wind is 
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meridional wind is contoured in  blue . Tropical edge diagnostics are denoted by  asterisks .  Dashed 
vertical bars  illustrate the relative threshold metrics, and the solid vertical bar illustrates the verti-
cal range of averaging for the peak wind metric (From Davis and Rosenlof  2012 )       
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the region of high-altitude tropical tropopause (Lu et al.  2009 ; Seidel and Randel 
 2007 ; Seidel et al.  2008 ), and the region of “tropical”-like low column ozone 
(Hudson et al.  2006 ). 

 Other studies based on reanalyses have suggested changes in both the strength 
and position of the subtropical and polar jet streams (Archer and Caldeira  2008 ; 
Strong and Davis  2007 ), and a poleward shift in storm tracks (Fyfe  2003 ; McCabe 
et al.  2001 ). A lack of trend has also been noted (   Swart and Fyfe  2012 ). Although 
changes in the eddy-driven jets are discussed in Sect.  3.1 , and are not strictly related 
to the other tropical edge diagnostics discussed here, it is worth noting that the jet 
latitudes and Hadley cell edge latitudes are correlated during Austral summer in the 
SH (Kang and Polvani  2011 ). 

 Tropical widening and poleward expansion of the jets has been detected in 
climate model simulations with anthropogenic forcings, and pre-industrial control 
runs indicate that the magnitude of the late-twentieth century widening cannot be 
explained by natural variability alone (Johanson and Fu  2009 ; Lu et al.  2009 ; 
Yin  2005 ). However, the rate of widening is greater in observations than in models 
for the few diagnostics that have been tested (Johanson and Fu  2009 ). For example, 
the late-twentieth century poleward expansion rates from several Hadley cell 
diagnostics span a range of ~ 0.6–1.8° decade −1 , whereas comparable model estimates 
are 0.1–0.2° decade −1  (Hu and Fu  2007 ; Johanson and Fu  2009 ). 

 A better understanding of the dynamical mechanisms for tropical belt expansion 
is very important for assessing the relative importance of ozone depletion and 
anthropogenic greenhouse gas (GHG) forcing of tropical widening, and may help in 
reconciling the discrepancy between observations and models, thus allowing for 
better predictions of future widening. Several dynamical mechanisms have been 
proposed for explaining the poleward expansion of the tropics and jets, and in general 
these mechanisms involve interactions between the atmospheric thermal structure/
gradients, winds, and wave breaking. More specifi cally, tropical belt changes have 
been proposed to occur due to polar stratospheric cooling (Polvani and Kushner  2002 ; 
Polvani et al.  2011a ,  b ; Tandon et al.  2011 ), increases in upper tropospheric static 
stability associated with global warming (Frierson et al.  2007 ; Lu et al.  2007 ), warming 
in the tropical Indo-Pacifi c ocean (Johanson and Fu  2009 ; Lau et al.  2008 ), and 
changes in wave propagation and breaking associated with changes in the near- 
tropopause meridional temperature gradient (Chen and Held  2007 ; Lorenz and 
Deweaver  2007 ; Simpson et al.  2009 ). 

 A comparison of a variety of estimates of changes in the width of the tropics over 
the past 30 years is given in Davis and Rosenlof ( 2012 ). This study demonstrated 
that there is a large spread among tropical width trends calculated from different 
edge defi nitions, as well as from different reanalyses. The study also shows that the 
use of objective defi nitions gives trends that are smaller than previous subjective 
estimates (i.e., z TP  = 15 km and OLR = 250 W m −2  in Fig.  2 ). For one metric 
(the Hadley cell streamfunction, ψ 500 ), the reanalysis trends are large (> 1° decade −1 ), 
statistically signifi cant, and signifi cantly larger than those derived from climate 
models. Other than the Hadley cell metric, reanalysis trends over the past 30 years 
from objective defi nitions are mostly positive but not statistically signifi cant. 
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 To date, much work has focused on trends, and relatively little work has been 
done comparing the co-variability of various metrics on seasonal, interannual, 
hemispheric, and longitudinally-resolved scales. Such comparisons, for models, 
observations, and between models and observations, would help give a clearer 
picture of what aspects of tropical widening are robust. Clearly, additional studies 
are needed to ascertain the reasons for the differences in model- and observation-
based trends, and mechanisms for the changes in tropical width need to be further 
explored. Key questions that need answering include:

    1.    Are historical (i.e., satellite- and reanalysis-based) trends in tropical width 
accurate? How well can the observational- and model-based trends of the past 
several decades be reconciled?   

   2.    What are the predominant drivers of historical and future tropical width trends in 
models (e.g., natural variability, greenhouse gasses, stratospheric ozone depletion)?   

   3.    What are the dynamical mechanisms by which these drivers affect the tropical 
width? To what extent can trend variations (e.g., as a function of season, hemi-
sphere, defi nition) be used to test these proposed mechanisms?   

   4.    How do tropical width trends relate to changes in other modes of climate 
variability?   

   5.    Are there feedback processes operating whereby tropical width changes impact 
stratospheric composition, leading to a radiative impact on surface temperatures 
or further tropical width changes?       

3     How Does Climate Change Impact Middle 
and High Latitudes? 

3.1      The Northern Annular Mode and Related Latitudinal 
Shifts of the Eddy-Driven Jet 

 The Northern Annular Mode (NAM), also called the Arctic Oscillation, is the 
main atmospheric mode of variability in the northern extratropics (Thompson and 
Wallace  2000 ). It is usually defi ned as the fi rst empirical orthogonal function (EOF) 
of Northern Hemisphere (20°–90°N) winter sea level pressure but other defi nitions 
exist. While the NAM structure is very similar to the North Atlantic Oscillation 
(NAO) pattern in the Atlantic, it exhibits stronger anomalies over the North Pacifi c, 
leading to a more zonally symmetric structure. It has been argued that the two pat-
terns, NAM and NAO, may in fact represent two different paradigms of the Northern 
Hemisphere variability: the sectoral paradigm (NAO) and the annular one (NAM) 
(Deser  2000 ;    Ambaum and Hoskins  2002 ). While the debate of which of them is 
more appropriate remains unresolved, here we take a simple and pragmatic view-
point: it likely depends on the asked scientifi c question and context. Consequently, 
we will be alternatively using both paradigms. In the Atlantic, the NAM/NAO is 
also strongly related to latitudinal displacements of the eddy-driven jet although 
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other modes of variability (such as the East Atlantic pattern) are also needed to fully 
account for the jet variability (Woollings and Blackburn  2012 ). NAM/NAO positive 
phases are characterized by a strong subpolar jet (the eddy-driven jet) that is well 
separated from the subtropical jet. During negative phase periods, in contrast, the 
two jets merge and lead to a more zonal circulation across the Atlantic. The NAM/
NAO is an intrinsic mode of atmospheric variability as it always appears in long 
atmospheric simulations with climatological SST forcing. NAM and related jet 
stream variations are due to mean fl ow forcing associated with the breaking of tran-
sient, synoptic-scale Rossby wave (Benedict et al.  2004 ; Franzke et al.  2004 ; Riviere 
and Orlanski  2007 ). The NAM/NAO can also be viewed as a stochastic process with 
a characteristic e-folding time around 10 days (Feldstein  2000 ). On longer interan-
nual time scales, it exhibits long-range dependence with more power than a simple 
red-noise process (Stephenson et al.  2000 ). 

 The observed interannual persistence of positive NAO phase winter events in the 
1990s following the mostly negative phases in the 1960s has led to a strong NAM/
NAO trend and many related climate impacts in the Northern Hemisphere (Hurrell 
et al.  2003 ; Hurrell and Deser  2009 ). This remarkable phenomenon has spurred a 
strong interest in the research community on the possible infl uence of low-frequency 
external forcings, such as interannual-to-decadal SST variability or the increasing 
GHG concentrations, onto the NAM/NAO. A couple of studies then suggested 
detection of an anthropogenic infl uence on sea level pressure (SLP) with a response 
pattern projecting strongly on the NAM in the northern extratropics (Gillett et al. 
 2003 ,  2005 ). However, they also pointed out that the climate models used in these 
studies strongly underestimated the amplitude of the response. A more recent study 
(Gillett and Stott  2009 ) carried out a global seasonal SLP detection and attribution 
analysis suggesting detection of an anthropogenic infl uence for the tropics but not 
for the southern and northern extratropics. This indicates that the NAM pattern did 
not dominate the anthropogenic fi ngerprint identifi ed in previous SLP detection 
results. Note however that this last study uses a single climate model and needs to 
be extended using a multimodel approach to assess the robustness of the fi ndings. 
Furthermore, the recent winter NAO/NAM trend has considerably weakened when 
updated to 2011 due to the dominance of negative phase years since 2000, to the 
extent that it is no longer signifi cant at the 5 % level. 

 The study of the infl uence of external forcing upon the extratropical atmospheric 
circulation has often been based on the following paradigm (often termed the non- 
linear paradigm): the forced response and the leading mode(s) of the unperturbed 
climate have similar structure implying also that the dominant patterns of intrinsic 
variability remain unchanged. Among the various arguments which have been pro-
posed to sustain this paradigm (Branstator and Selten  2009 ), the following explana-
tion is the most often invoked. The atmospheric variability exhibits preferred fl ow 
states or regimes such as blocked and zonal fl ows (Vautard  1990 ; Cheng and Wallace 
 1993 ; Kimoto and Ghil  1993 ; Hannachi  2007 ). In this framework, the response to 
anthropogenic forcing may be a change in the residence frequency of the most dom-
inant regimes such as the phases of the NAM/NAO (Palmer  1999 ; Corti et al.  1999 ; 
Terray et al.  2004 ). Recent work suggests that this paradigm might not be adapted 
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to fully capture the atmospheric response to anthropogenic forcing. First, while the 
structure of the NAM is mainly barotropic, it has been suggested from CMIP3 
model studies that the response to anthropogenic forcing has a strong baroclinic 
component in the Arctic due to strong surface warming induced by ice melting 
(Woollings  2008 ). Second, the horizontal pattern of the mean response is never 
exactly the NAM (and even less so the NAO) but rather projects onto the NAM/
NAO with different amplitudes depending on the models and periods used, the size 
of the ensembles, and other parameters. Third, in the context of the anthropogenic 
infl uence on the Northern Hemisphere extratropical circulation, the signal-to-noise 
ratio is likely to be low as shown by a study of a very large ensemble (40 members) 
of twenty-fi rst century climate scenarios performed with one climate model (Deser 
et al.  2012 ). For example, more than 25 members are needed to detect the forced 
response in the NAM as estimated by the ensemble mean (Fig.  3 ).

   Many studies have documented the possible impacts of increased amounts of 
greenhouse gases (GHG) upon the mid-to-high latitude atmospheric circulation 
changes in the Northern hemisphere. Among them, one can cite the rise in the height 
of the tropopause (Lorenz and DeWeaver  2007 ), the increase in dry static stability 
(Frierson  2006 ) and a NAM-related poleward shift of the tropospheric jet streams 
and storm tracks (Yin  2005 ). The latter is well marked in the Southern Hemisphere 
and less so in the Northern one, where it can actually be missing in some models. 
When present, this change is related to changes in baroclinicity with different effects 
between low and upper-level baroclinicity in the context of the twenty-fi rst century 
GHG increase. Stronger warming in the tropical upper troposphere leads to an 
increase in upper-level horizontal temperature gradients in mid-latitudes while the 
increased warming of the polar regions due to sea ice melting leads to a decrease of 
low-level baroclinicity. Several mechanisms have been proposed to support the 
dynamical interpretation of the jet stream poleward shift due to enhanced upper- 
level baroclinicity. They usually invoke the increase and poleward shift of eddy 

  Fig. 3    Projected changes in the 10 year running mean wintertime Northern Annular Mode (NAM) 
from CCSM3 forced by the SRES A1B GHG scenario. The  thick black curve  shows the forced 
response, estimated from the average of the 40 realizations. The  thin colored curves  show results 
for ten individual realizations in which internal variability is superimposed upon the forced 
response. The  green shaded curve  shows the minimum number of model realizations needed to 
detect a 95 % signifi cant change relative to the decade centered on 2010 (After Deser et al.  2012 )       
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kinetic energy as well as an increase in eddy length scale and its effects on the 
nature of wave breaking (Kidston et al.  2010 ; Riviere  2011 ). Other changes such as 
the tropopause height increase (Lorenz and DeWeaver  2007 ) or changes in subtropical 
stability (Lu et al.  2010 ) could also lead to similar effects. 

 While much has been learned about the impact of radiative forcing associated 
with changes in GHG and other constituents upon the NAM/NAO and related 
changes in the jet streams and other characteristics of the extratropical circulation, 
some key questions remain, including:

    1.    What are the relative impacts of the known mechanisms of the NAM and jet 
streams response? To what extent do competing changes in low and upper-level 
baroclinicity explain the model spread in the poleward shift of the Jet streams? If 
yes, what are the relative roles and spread of the surface and upper-level tem-
perature response?   

   2.    Does the NAM affect subtropical and tropical atmospheric circulations, and if so, 
by what processes? Is the potential interaction between tropical and extratropical 
modes going to change with increasing GHGs?   

   3.    Do stratospheric dynamics play a role in the tropospheric NAM response? 
Is there a two-way interaction in the response to GHGs?   

   4.    Is the non-linear paradigm still useful? Should we think instead in terms of two- way 
interaction between the response and variability?     

 To answer these, both observational and modeling approaches (including coupled 
ocean–atmosphere-land-sea ice models, those with a well resolved stratosphere and 
with and without interactive atmospheric chemistry) are needed. Simpler models 
such as the three-level quasi-geostrophic (QG) model or dry GCMs with simple 
setups must be widely used to provide dynamically coherent mechanisms and support 
complex GCM analysis.  

3.2     The Southern Annular Mode 

 The Southern Annular Mode (SAM) refers to a seesaw of atmospheric mass between 
the middle and high latitudes of the Southern Hemisphere (SH; e.g. Thompson et al. 
 2000 ; Thompson and Wallace  2000 ; Marshall  2003 ; Fogt and Bromwich  2006 ). It 
is the leading pattern of tropospheric circulation variability over the extra-tropical 
SH, accounting for the largest fraction of variance on time scales longer than a few 
weeks (e.g. Thompson et al.  2000 ). The positive phase of the SAM is associated 
with reduced Sea Level Pressure (SLP) at polar latitudes and increased SLP at mid-
dle latitudes, evident as a strengthening of the westerly winds along their poleward 
fl ank; the negative phase shows opposite-sign changes (Thompson et al.  2000 ). The 
SAM is an intrinsic mode of atmospheric variability resulting from unstable dynam-
ical feedbacks between the climatological zonal fl ow and high-frequency transient 
eddies along the storm track (e.g. Limpasuvan and Hartmann  2000 ). Although it is 
an intrinsic property of the atmosphere, it is also sensitive to a variety of external 
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forcing factors including changes in radiative forcing associated with the build-up 
of greenhouse gas (GHG), depletion of stratospheric ozone concentrations, and 
alterations in earth’s orbital parameters (e.g., Arblaster and Meehl  2006 ; Arblaster 
et al.  2011 ; Son et al.  2009 ,  2010 ; Polvani et al.  2011a ,  b ; Hall and Visbeck  2002 ; 
McLandress et al.  2011 ). The SAM is also sensitive to changes in Sea Surface 
Temperatures (SSTs) both in the extra-tropics (e.g., Sen Gupta and England  2007 ) 
and in the tropics in association with the El Nino/Southern Oscillation (ENSO) 
phenomenon (e.g., L’Heureux and Thompson  2006 ; Seager et al.  2005 ,  2010 ; Fogt 
et al.  2011 ; Schneider et al.  2011 ). While present year-round, the SAM is most 
prominent in austral summer (December-February) and autumn (March-May). 

 Assessing the response of the SAM to each of the forcing agents listed above is 
a complex task due to: (1) the limited duration of the observational record; (2) the 
high level of unforced (internal) variability in the SAM; and (3) the covariability of 
the forcings (e.g., the build-up of GHGs and the depletion of stratospheric ozone 
have occurred in tandem over the past 50 years or so). Reliable instrumental records 
of barometric pressure suitable for documenting the SAM extend back to approxi-
mately 1957 (Marshall  2003 ). Attempts have been made to extend this record fur-
ther back in time, but the degree of reliability of such efforts is not clear. The recent 
positive trend in the SAM since the late 1950s has been argued to be in part a 
response to both the increase in GHG concentrations and the decrease in polar 
stratospheric ozone amounts, based on a variety of atmospheric general circulation 
model experiments (e.g., Kushner et al.  2001 ; Arblaster and Meehl  2006 ; Deser and 
Phillips  2009 ; Son et al.  2009 ; Gillett and Thompson  2003 ). Arblaster and Meehl 
( 2006 ) show further that the impact of ozone depletion is mainly limited to austral 
summer while the effect of increased GHGs is evident year-round. The case for the 
impact of ozone depletion upon the SAM has also been made in observational anal-
yses, relying on the time-lagged response of the lower troposphere to radiative 
changes in the stratosphere to argue cause-and-effect (e.g., Thompson and Solomon 
 2002 ). A positive trend in tropical Pacifi c SSTs associated with ENSO since the late 
1950s has also been shown to contribute to the upward trend in the SAM in austral 
summer (e.g., Schneider et al.  2011 ). 

 Lower-stratospheric ozone levels are expected to return to near-normal condi-
tions in the next 30–50 years as a result of the Montreal Protocol to reduce ozone- 
depleting chemicals (Waugh et al.  2009 ). The increase in ozone levels is expected to 
drive a negative trend in the SAM which will counteract the tendency associated with 
increased GHG forcing (Perlwitz et al.  2008 ; Arblaster et al.  2011 ; Son et al.  2010 ). 
The net result may be a near-cancellation of radiative forcing and a lack of trend in 
the SAM, at least in austral summer (e.g., Polvani et al.  2011b ). 

 It should also be noted, that while many of the same issues pertain to the NAM 
and SAM responses to anthropogenic forcing, there are some differences in the 
factors affecting the two annular modes. A primary consideration is that polar strato-
spheric ozone depletion has been stronger in the Southern Hemisphere (SH) than in 
the Northern Hemisphere (NH) over the past few decades. Given that ozone deple-
tion and GHG increases both act to strengthen the SAM and to shift it poleward, one 
may expect the annular mode response to anthropogenic forcing to be stronger in the 
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SH compared to the NH in the late twentieth century and weaker in the twenty- fi rst 
century due to SH ozone hole recovery. 

 While much has been learned about the impact of radiative forcing associated 
with changes in GHG and stratospheric ozone concentrations upon the SAM, some 
key questions remain, including:

    1.    What are the mechanisms of the SAM response, and to what extent are changes 
in SSTs (in both the tropics and extra-tropics) and sea ice involved?   

   2.    To what extent does the SAM affect subtropical and tropical atmospheric circu-
lations, and by what processes?   

   3.    To what extent do changes in the stratospheric Brewer-Dobson circulation 
impact the SAM, and by what mechanisms?   

   4.    To what extent do known modes of multi-decadal climate variability such as the 
“Pacifi c Decadal Oscillation” and the “Atlantic Multi-decadal Oscillation” affect 
the SAM?     

 To answer these, both observational and modeling approaches (including coupled 
ocean–atmosphere-land-sea ice models with and without interactive atmospheric 
chemistry) are needed. In particular, paleo-climate proxy records with demonstrated 
sensitivity to the SAM are needed to provide a longer-term perspective on past 
variations in the SAM and associations with fl uctuations in CO 2  and SSTs, both 
tropical and extra-tropical. It is important that these proxy records provide information 
on austral summer and autumn conditions when the SAM is most prominent and 
distinguishable from another important mode of atmospheric circulation variability, 
the “Pacifi c-South American” pattern, which also affects middle and high latitude 
SH climate. While progress has been made towards answering these questions, for 
example Kang et al. ( 2011 ) address #2 and Li et al.  (2010)  address #3, additional 
studies are still needed.  

3.3     Sea Ice and Associated Atmospheric and Oceanic 
Circulations 

 Sea ice responds directly to the changes in wind stress and heat fl uxes associated to 
standard modes of atmospheric variability. For instance, when the NAO is in its 
positive phase, the enhanced south-westerly atmospheric fl ow in the Barents Sea 
induces a reduction of the sea ice cover while the more northerly winds in the 
Labrador Sea favors a higher sea ice extent there (Deser et al.  2000 ; Rigor et al. 
 2002 ). Anomalous circulation over the North Pacifi c also has a potential impact on 
sea ice in the Bering Sea up to the central Arctic (Overland and Wang  2005 ). In the 
Southern Ocean, SAM is associated with a decreased ice extent in the Bellingshausen 
Sea and an increase in the Ross Sea (Lefebvre et al.  2004 ). ENSO also has a clear 
impact in the Bellingshausen Sea, adding or subtracting its effect to the one of 
SAM there, depending on the polarity of the two modes (Stammerjohn et al.  2008 ; 
Pezza et al.  2011 ). Any change in atmospheric variability, as discussed in the other 
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sections of this paper, thus have a clear impact on the sea ice cover. In a similar way, 
changes in the state of the ocean, bringing more or less heat to the sea ice, have an 
imprint on the sea ice in both hemispheres (e.g. Polyakov et al.  2010 ). However, the 
role of the ocean in explaining sea ice variability has been much less studied than 
the one of the atmosphere. 

 In turn, variations in the ice concentration or thickness modify the surface albedo 
as well as the heat and freshwater transfers between the ocean and the atmosphere, 
inducing temperature and circulation changes in those two media (e.g., Deser et al. 
 2007 ; Raphael et al.  2011 ) Those changes are present both locally, close to the 
anomalies, and at the large-scale. In this framework, the effect on the atmospheric 
circulation of the reduced ice cover during the recent summers has received particu-
lar attention because of the expected further reduction in the coming decades. In 
particular, it has been suggested that a low summer ice extent could be associated 
with stronger easterly winds (or reduced westerlies) in the following seasons, lead-
ing to colder conditions in some regions of Eurasia in Autumn and winter (e.g., 
Honda et al.  2009 ; Overland and Wang  2010 ; Petoukhov and Semenov  2010 ). 
However, additional work is still required to confi rm and refi ne this hypothesis. 

 When analyzing changes in sea ice variability as a function of the mean condi-
tions, we must take into account that sea ice displays a fundamental difference com-
pared to the ocean and atmosphere as the surface it covers depends directly on the 
state of the system. By comparing various model results in different set up, it has 
been shown that the standard deviation of the summer ice extent in the Southern 
Ocean is roughly proportional to the root square of the mean extent (Goosse et al. 
 2009 ). The proposed explanation simply states that the largest fraction of the vari-
ability occurs nears the mean ice edge. A larger ice extent corresponds thus to a 
longer ice edge and thus to a larger variability. The variability of the ice extent is 
also strongly dependent on the mean state in the Arctic. However, its geometry, with 
a central basin surrounded by continents compared to the roughly annular Southern 
Ocean, induces a maximum standard deviation of the ice extent in summer for a sea 
ice cover of about 3 × 10 6  km 2 , i.e. when enough ice remains to sustain large vari-
ability but the mean limit of the ice edge is still far away from the continent to allow 
strong variability of its position both southward and northward during cold and 
warm years (Goosse et al.  2009 ; Eisenman  2010 ). 

 Consequently, sea ice obviously plays a larger role in the setting up the mean 
conditions and the variability of the climate during cold periods such as the Last 
Glacial Maximum than in much warmer ones where it was absent of the surface of 
the Earth (Polyak et al.  2010 ). The few paleorecords of sea ice concentration are 
generally related to the presence or absence of sea ice during some periods covering 
centuries to millennia, with not much information on interannual to decadal vari-
ability. However, information from the early Holocene suggest low frequency varia-
tions of the sea ice transport, likely related to changes in atmospheric circulation 
and possibly to the forcing changes, as well as periods with larger multi-decadal 
variability of the ice cover compared to more quiet ones (e.g. Funder et al.  2011 ). 
The large-scale structure of those suggested changes and the mechanisms potentially 
responsible for them are still largely unknown and thus deserve attention. 
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 In the future, models suggest an increase of the variability of the summer ice 
extent in the Arctic as sea ice extent is reduced (Holland et al.  2008 ; Goosse et al. 
 2009 ). This is consistent with the geographic arguments mentioned above but could 
also be related to a thinning of the ice pack (Notz  2009 ). Such a higher variability, 
combined with the reduction caused by anthropogenic forcings, can explain the 
very low ice extent observed during some recent years and the abrupt reductions 
of the sea ice extent simulated in response to the warming (e.g., Holland et al.  2006 , 
 2008 ). An alternative explanation is that those large reductions would occur when 
the system is crossing a threshold (or tipping point) but this hypothesis appears 
unlikely on the basis of our present knowledge (Holland et al.  2008 ; Notz  2009 ; 
Eisenman and Wettlaufer  2009 ). 

 This brief overview illustrates that, although we have learned much about sea ice 
variability over the past decades, many questions remain. Some keys ones include

    1.    What is the response of atmospheric and oceanic circulation to anomalies in the 
sea ice cover?   

   2.    Will the knowledge of the sea ice concentration and thickness bring predictability 
at the seasonal to decadal time scale?   

   3.    Are warm states in polar regions (as for instance in the Arctic during the mid- 
twentieth century, the so-called Medieval Climate Anomaly roughly 1,000 year 
ago and the early Holocene) characterized by different amplitude/modes of vari-
ability than colder periods?   

   4.    What is the role of ocean in setting up sea-ice variability at multidecadal 
time-scales?     

 Answering the fi rst two questions will help us to understand and predict the 
impact of changes of the sea ice cover (mean and variability). Answering the third 
one will provide essential information on the behavior of the system that will help us 
to refi ne our projections of future changes. However, this will require additional 
high-resolution proxy records and simulations devoted to the target periods. 
Additional long time series will also be required in order to address question 4 but 
this will allow better estimates of the mechanisms responsible for the multi-decadal 
variability of the ice extent. A striking example is the occurrence of the big Weddell 
Polynya, covering about 250 10 3  km 2  during the entire austral winters of 1974, 1975, 
and 1976 (Carsey  1980 ). We still do not know if this major event is extremely rare 
one and may still occur in the future or if it was a recurring feature of the Southern 
Ocean that is not observed anymore because of some shifts in the Southern Ocean.   

4     How Do Greenhouse Gas Induced Climate Changes 
Interact with Ozone Depletion? 

 Just as the GHG induced climate changes impact stratospheric ozone, changes to the 
ozone layer will also affect climate (Forster et al.  2011 ; Eyring et al.  2010 ). Changes 
in both long-lived greenhouse gases and stratospheric ozone infl uence surface 
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climate directly via radiative effects and indirectly by forcing circulation and 
temperature changes. There have been a number of studies looking at the impact of 
Antarctic stratospheric ozone depletion on climate. In particular, lower-stratospheric 
cooling associated with the Antarctic ozone hole during austral spring and early sum-
mer strengthens the SH polar stratospheric vortex compared with pre-ozone hole 
periods (see Thompson and Solomon  2002 ; Baldwin et al.,  2007 ; Forster et al.  2011 ). 
There may also be impacts on rainfall patterns (Kang et al.  2011 ) and the latitudinal 
extent of the tropics (Lu et al.  2009 ; Polvani et al.  2011a ). Additionally there has 
been work considering the climate interactions between greenhouse gas increases 
and stratospheric ozone recovery. Key issues under current research include assess-
ing how climate change may impact ozone recovery, how the current levels of strato-
spheric ozone depletion have affected surface climate and how changes in ozone 
expected with the decreases in concentrations of ozone depleting substances will 
impact the troposphere. 

 It has been found that changes in stratospheric ozone, water vapor and aerosols 
all radiatively affect surface climate. Observations and model simulations show that 
the Antarctic ozone hole is the major contributor to SH circulation changes over the 
past 50 or so years (Polvani et al.  2011a ), and these changes extend all the way to 
the SH tropics. Additionally, ozone increases expected with the reduction in ozone 
depleting substances in the stratosphere may act to counteract some SH circulation 
changes expected from CO 2  increases (Polvani et al.  2011b ). Recent literature 
(Scaife et al.  2012 ) has shown that there is a signifi cant impact of stratospheric 
changes on tropospheric climate. It is quite likely that stratospheric ozone changes 
will alter the temperature and wind structure of the stratosphere. This will ulti-
mately impact surface climate regimes. 

 The horizontal structure, seasonality and amplitude of the observed trends in the 
SH tropospheric jet are only reproducible in climate models forced with Antarctic 
ozone depletion. The southward shift of the SH tropospheric jet due to the ozone 
hole has been linked to a range of observed climate trends over SH mid and high 
latitudes during summer. Because of this shift, the ozone hole has contributed to 
summertime changes in surface winds, warming over the Antarctic Peninsula, and 
cooling over the high plateau. Other impacts of the ozone hole on surface climate 
have been investigated but have yet to be fully quantifi ed. These include a potential 
impact in sea ice area averaged around Antarctica (e.g., Sigmond and Fyfe  2010 ), a 
southward shift of the SH storm track and associated precipitation, warming of the 
sub-surface Southern Ocean at depths up to several hundred meters; and decreases 
of carbon uptake over the Southern Ocean (see Forster et al.  2011  and references 
therein). Robust connections between NH ozone depletion and surface climate have 
not yet been established with observational data, possibly due to the fact that NH 
ozone losses are much smaller than those observed in the SH. 

 In addition to ozone changes impacting surface climate as noted in the previous 
discussion here on the SAM, GHG changes also can alter stratospheric ozone chem-
istry. This is through the GHG contribution to stratospheric temperature change, 
which then impacts ozone concentrations through changes in reaction rates for 
ozone controlling chemical reactions that are temperature-dependent. GHG forced 
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changes in the stratospheric circulation can in turn alter the ozone distribution in the 
stratosphere and the fl ux of ozone into the troposphere. As noted above, ozone 
depletion/NH climate connections are not robust, however it remains to be seen 
whether NH ozone losses will increase with expected increases in GHGs and asso-
ciated stratospheric cooling, thereby potentially altering NH surface climate as well. 

 There may very well be coincident changes in ozone, water vapor (a key GHG) 
and circulation. Randel et al. ( 2006 ) demonstrated a strengthening in tropical 
upwelling led to decreases in stratospheric water vapor as well decreases in ozone 
in a narrow layer near the tropical tropopause. They note that part of the temperature 
changes may also be explained as a radiative response to the observed ozone 
decreases. The changes in water vapor were subsequently used in a model study that 
demonstrated that the water vapor change may have induced a surface temperature 
response (Solomon et al.  2010 ). There are clearly feedback processes operating 
here, but they are not fully understood and warrant additional study. 

 Important questions remain that require further research.

    1.    When will stratospheric ozone recover to values seen prior to the discovery of 
the Antarctic ozone hole?   

   2.    How will stratospheric ozone recovery interact with changing greenhouse gas 
concentrations?   

   3.    How will changes in ozone impact surface climate? (primarily see discussion on 
the SAM)   

   4.    What are the feedbacks between ozone changes, other radiatively active gases, 
and circulation changes?     

 To answer these questions, observations of stratospheric ozone and ozone deplet-
ing constituents need to continue. Key to furthering our understanding of strato-
spheric ozone/climate relationships are development and analysis of climate models 
that fully represent stratospheric processes.  

5     Summary 

 There are strong indications that some aspects of climate variability either will 
change or have already changed with variations in GHGs. In this paper, we have 
discussed climate changes related to ENSO, tropical width, the NAM and SAM, sea 
ice and variations in stratospheric ozone. There is solid fundamental knowledge in 
regards to control mechanisms. However, there are many open questions in regards 
to all of these as well. 

 In regards to ENSO, there is more work that can be done using paleoclimate 
proxies. There are also questions as to how mean state changes impact interannual 
variability and predictability. More work is needed both in regards to modeling and 
observations. 

 In analysis of the latitudinal extent of the tropics there remain many unknowns. 
First off, there are questions on the accuracy of historical trends and details on 
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mechanisms. More observations are needed, and further analysis of models that 
include all potentially relevant processes, both tropospheric and stratospheric. 
Similar conclusions can be drawn in regards to the state of knowledge for the NAM 
and the SAM, stratospheric ozone and sea ice variability in a changing climate. 

 The bottom line is that to fully understand how modes of variability will change 
we need additional analysis of observations, both paleo and present day, and solid 
fundamental understanding of mechanisms. Understanding of mechanisms neces-
sarily requires use of models, ranging from simple to complex. Because coupling, 
between ocean and atmosphere, and between different segments of the atmosphere 
is important for many of the phenomena discussed, there should be an emphasis on 
fully coupled general circulation models. Stratospheric processes are also likely to 
be important, so models also need to include ozone chemistry. These topics involve 
all of the core WCRP projects, and answering the key questions will involve coop-
erative research between all the WCRP communities.     
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    Abstract     The chapter highlights selected scientifi c advances made under WCRP 
leadership in understanding climate variability and predictability at regional scales 
with emphasis on the monsoon regions. They are mainly related to a better under-
standing of the physical processes related to the ocean-land-atmosphere interaction 
that characterize the monsoon variability as well as to a better knowledge of the 
sources of climate predictability. The chapter also highlights a number of challenges 
that are considered crucial to improving the ability to simulate and thereby predict 
regional climate variability. The representation of multi-scale convection and its 
interaction with coupled modes of tropical variability (where coupling refers both to 
ocean-atmosphere and/or land-atmosphere coupling) remains the leading problem 
to be addressed in all aspects of monsoon simulations (intraseasonal to decadal 
prediction, and to climate change). 
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 Systematic errors in the simulation of the mean annual and diurnal cycles continue 
to be critical issues that reflect fundamental deficiencies in the representation 
of moist physics and atmosphere/land/ocean coupling. These errors do not appear 
to be remedied by simple model resolution increases, and they are likely a major 
impediment to improving the skill of monsoon forecasts at all time scales. Other 
processes, however, can also play an important role in climate simulation at regional 
levels. The infl uence of land cover change requires better quantifi cation. Likewise, 
aerosol loading resulting from biomass burning, urban activities and land use 
changes due to agriculture are potentially important climate forcings requiring 
better understanding and representation in models. More work is also required 
to elucidate mechanisms that give rise to intraseasonal variability. On longer times-
cales an improved understanding of interannual to decadal monsoon variability 
and predictability is required to better understand, attribute and simulate near-term 
climate change and to assess the potential for interannual and longer monsoon 
prediction. 
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 A need is found to strengthen the links between model evaluation at the applications 
level and process-oriented refi nement of model formulation. Further work is required 
to develop and sustain effective communication among the observation, model user, 
and model development communities, as well as between the academic and “opera-
tional” model development communities. More research and investment is needed 
to translate climate data into actionable information at the regional and local scales 
required for decisions.  

  Keywords     Monsoons   •   Climate variability   •   Climate change   •   Regional climate 
modeling   •   Predictability  

1         Introduction 

 The better understanding, simulation and prediction of climate and its variability at 
regional and local scales have challenged the scientifi c community for many 
decades. These are complex subjects due to the physical processes and interactions 
that occur on space and time scales among the different elements of the climate 
system. In addition, climate variability is of great importance for society. Particularly 
diffi cult are the world’s monsoon regions where more than two thirds of the Earth’s 
populations live. 

 Understanding, simulating and predicting monsoons involves multiple 
aspects of the physical climate system (i.e., atmosphere, ocean, land, and cryo-
sphere), as well as the impact of human activities. During the last decades World 
Climate Research Programme (WCRP) has promoted international research 
programs that have implemented modeling activities and field experiments 
aimed to the fundamental processes that shape the monsoons. The WCRP/
CLIVAR panel on the Variability of American Monsoon Systems (VAMOS, 
Mechoso  2000 ) contributed to the organization of multinational research on the 
American Monsoons. VAMOS encouraged the realization of the South American 
Low Level Jet experiment (SALLJEX, Vera et al.  2006a ), the North American 
Monsoon Experiment (NAME, Higgins et al.  2006 ), La Plata Basin (LPB) 
Regional Hydroclimate Project (Berbery et al.  2005 ), VAMOS Ocean-Cloud- 
Atmosphere-Land Study (VOCALS, Wood and Mechoso  2008 ) in the south-
eastern Pacific, and more recently the Intra-Americas Study of Climate 
Processes (IASCLIP) Program (Enfield et al.  2009 ). The West African Monsoon 
(WAM) has also received considerable attention through the international 
African Monsoon Multidisciplinary Analysis (AMMA) program (Redelsperger 
et al.  2010 ). Several observational campaigns, such as the GEWEX/CEOP 
(Coordinated Enhanced Observing Period) and the YOTC (Year of Tropical 
Convection) have archived both in-situ and satellite observation data, providing 
a continuous record of observations for studies on processes and interactions 
affecting monsoon variability. WCRP also recently sponsored the Asian 
Monsoon Years (2007–2012). 
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 The chapter presents outstanding scientifi c advances made under WCRP leadership 
in understanding, simulating and predicting climate variability and change at 
regional scales with an emphasis in the monsoon regions. The chapter also discusses 
important related challenges to be addressed by the WCRP community in refer-
ences to the monsoons  

2      Regional Perspectives 

 This section is a brief review of progress in understanding the different monsoon 
systems. The focus is on monsoon variability and predictability on time scales of 
great societal value, such as intraseasonal, interannual, decadal and longer including 
climate change. Rather than being comprehensive, the review highlights major 
advances made mainly during the last decade. 

2.1     Asian-Australian Monsoons 

2.1.1     Regional Variability and Predictability 

 A prominent feature of the Asia-Australian (AA) monsoon is its intraseasonal varia-
tion (ISV). This consists of a series of active and break cycles, which typically origi-
nate over the western equatorial Indian Ocean. Enhanced and suppressed convective 
activity associated with boreal summer intraseasonal oscillations propagate both 
poleward over land and eastward over the ocean during the summer monsoon, 
exhibiting both 10–20 and 30–50 day modes (Goswami  2005 ). During the Australian 
summer monsoon, ISV is dominated by the Madden Julian Oscillation (MJO) with 
a periodicity between 30 and 50 days and propagation primarily west-east with only 
limited poleward infl uence over subtropical Australia (Wheeler et al.  2009 ). The 
AA monsoon ISV with far greater amplitude than the interannual variation can have 
a dramatic impact on the region. For example, the intraseasonal break in the mon-
soon over India in July 2002 resulted in only 50 % of normal rainfall that month, 
causing enormous loss of crops and livestock. The ISV infl uences predictability of 
the seasonal mean climate (Goswami and Ajaya Mohan  2001 ) and shortest time 
scales through modulating the frequency of occurrence of synoptic events such as 
lows, depressions and tropical cyclones (Maloney and Hartmann  2000 ; Goswami 
et al.  2003 ; Bessafi  and Wheeler  2006 ). 

 There is some evidence that models that are more successful in simulating the 
seasonal mean climate of the AA monsoon region tend to make better predictions of 
intraseasonal activity (e.g.    Kim et al.  2009 ). Important westward propagating varia-
tions also occur on the 10–20 day time scale during the boreal summer Asian mon-
soon (Annamalai and Slingo  2001 ), but the ability to predict these features has yet 
to be demonstrated. 
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 Rainfall in the greater AA monsoon is surprisingly consistent from year to year, 
refl ecting the robust forcing arising from the seasonal land-surface heating (Fig.  1 ). 
However, even relatively small percentage variations, when set against large seasonal 
rainfall totals, can have dramatic impacts on society, particularly where agriculture 
remains the main source of living (Gadgil and Kumar  2006 ). Floods are also common 
disasters in monsoon Asia. Due to the recent growth of Asian economies, fl ood 
damage is increasing, particularly in larger cities.

   El Niño Southern Oscillation (ENSO) is the dominant forcing of AA monsoon 
interannual variability (IAV). ENSO’s warm phase (El Niño) tends to be associated 
with reduced summer monsoon rainfall, although in the case of the Australian 
monsoon, the impact of El Niño is stronger in the pre-monsoon season (e.g., Hendon 
et al.  2012 ). In addition, antecedent Eurasian snow cover has been reported to con-
tribute to monsoon IAV (e.g. Goswami  2006 ) while tropical Atlantic Ocean tem-
peratures have also been associated with variations of the Indian summer monsoon 
(Rajeevan and Sridhar  2008 ; Kucharski et al.  2008 ). The Southern Annular mode 
(SAM) also infl uences the Australian summer monsoon through a poleward shift 
of the Australian anticyclone during SAM positive phase, resulting in stronger 
easterly winds impinging on eastern Australia, enhancing summer rainfall (Hendon 
et al.  2007 ). A large fraction of the AA monsoon IAV is unexplained by known, 
slowly varying forcing and may be considered ‘internal’ IAV arising from interactions 
with extra-tropics (e.g. Krishnan et al.  2009 ) or scale-interactions within the tropics 
(e.g. Neena et al.  2011 ). 

 Seasonal prediction of land-based seasonal rainfall in the AA monsoon region 
with the most modern dynamical coupled models such as those that contributed to 
Asian-Pacifi c Economic Cooperation Climate Center (APCC)/Climate Prediction 
and its Application to Society (CliPAS) Project (Wang et al.  2009 ) and in DEMETER 
Project (Kang and Shukla  2006 ) remains too low to be of practical use, even at the 
shortest lead times. Poor seasonal predictions of the AA monsoon seems to be 
related to model diffi culties with the representation of land surface processes and 
uncertainty of initial conditions over land, but it also stems from local air-sea inter-
action in the surrounding oceans that tends to damp ocean-atmosphere variability in 
regions of monsoonal westerlies (Hendon et al.  2012 ). However, an encouraging 

  Fig. 1    Seasonal change in observed lower tropospheric wind (925 hPa) over the tropical monsoon 
regions (JJA minus DJF). Note the obvious reversal from north-easterly to south-westerly winds 
near West Africa and India and from anticlockwise to clockwise circulation in tropical South 
America, from northern hemisphere winter to summer (Courtesy of A. Turner)       
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trend of improvement in prediction skill of the Asian monsoon has emerged in 
recent models such as in ENSEMBLES Project (e.g. Rajeevan et al.  2011 ; Delsol 
and Shukla  2012 ). The high level of unpredictable intraseasonal variability during 
the AA monsoon is another contributing factor, which on top of poor MJO simula-
tion and other monsoon ISV further limits the ability to predict and simulate mon-
soon variability. 

 The fi nding that the multi-decadal variability of the south Asian monsoon 
(Goswami  2006 ) and the Atlantic Multi-decadal Oscillation (AMO) are strongly 
linked (Goswami et al.  2006 ), raised hope of decadal predictability of the monsoon. 
However, the recent long decreasing trend of Indian monsoon rainfall since 1960 
and decoupling with AMO indicates a changing character of multi-decadal vari-
ability of south Asian monsoon, also supported by reconstruction of rainfall over the 
past 500 years (Borgaonkar et al.  2010 ). Character and robustness of decadal vari-
ability of all monsoon systems need to be established from the instrumental records 
supplemented by multi-proxy reconstructions. In order to exploit predictability of 
such decadal variability, the ability to simulate observed decadal monsoon variability 
by the current coupled ocean-atmosphere models need to be established.  

2.1.2     Long-Term Trends and Projections 

 Lack of an increasing trend of South Asian monsoon rainfall in the backdrop of a 
clear increasing trend of surface temperature (Kothawale and Rupa  2005 ) has been 
reconciled as due to contribution from a increasing trend of extreme rainfall events 
being compensated by contributions from a decreasing trend of low and moderate 
events (Goswami et al.  2006 ). It is also suggested that an increased intensity of 
short-lived extreme rain events may lead to a decreasing predictability of monsoon 
weather (Mani et al.  2009 ). 

 Future projections based on the Coupled Model Intercomparison Project-3 
(CMIP3, Meehl et al.  2007b ) show monsoon precipitation increasing in South and 
East Asia during June-August and over the equatorial regions and parts of eastern 
Australia in December-February, though model consistency is not high locally, 
especially for Australia (Fig.  2 ). The projected increase in the monsoon precipita-
tion comes with large uncertainty (Krishna Kumar et al.  2011 ) making it diffi cult to 
infl uence policy decisions. Unfortunately, even the CMIP5 models (Taylor et al.  2012 ) 
show similar uncertainty in regional projection of precipitation (Kitoh  2012 ). Both 
CMIP3 and CMIP5 models indicate that while projected monsoon precipitation is 
likely to increase, the monsoon circulation strength is likely to decrease in warmer 
climate (Kitoh  2012 ). Projected changes in the atmospheric circulation impact 
those on regional precipitation (Kitoh  2011 ). For example, in the East Asian 
summer monsoon, a projected intensifi cation of the Pacifi c subtropical high, defi n-
ing the Meiyu-Changma-Baiu frontal zone and the associated moisture fl ux, may 
bring about increase rainfall (Kitoh  2011 ). Most models project an increase in the 
interannual variability of monthly mean precipitation (Krishna Kumar et al.  2011 ). 
The intensity of precipitation events is also projected to increase, with a shift 
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towards an increased frequency of heavy precipitation events (e.g. >50 mm day-1). 
Changes in extreme precipitation follow the Clausius–Clapeyron constraint and 
are largely determined by changes in surface temperature and water vapor content 
(e.g. Turner and Slingo  2009 ).

2.2         American Monsoon Systems 

2.2.1     Regional Variability and Predictability 

 During the warm season, the MJO modulates a number of weather phenomena 
affecting the North American monsoon system (NAMS) and the inter-American 
seas (IAS) region, like tropical cyclones, tropical easterly waves, and Gulf of 

  Fig. 2    Projected change in precipitation amount over the Asian-Australian monsoon region in 
June-August ( top row ) and December-February ( bottom row ) due to anthropogenic climate change 
using the CMIP-3 models. The  left panels  show the 2001–2100 trend in mm/day (21-model aver-
age), and the  right panels  show the number of models (of 21) that have an increasing trend 
(Figure provided by G. Vecchi (GFDL), following analysis method of Christensen et al. ( 2007 ) 
using the CMIP3 model archive described in Meehl et al. ( 2007 b))       
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California surges (Barlow and Salstein  2006 ; Yu et al.  2011 ). Intraseasonal (and 
even interannual and interdecadal) variations of South American Monsoon System 
(SAMS) appear to be dominated by a continental-scale eddy centered over eastern 
subtropical South America (e.g. Robertson and Mechoso  2000 ; Zamboni et al. 
 2012 ). In the cyclonic phase of this eddy, the South Atlantic Convergence Zone 
(SACZ) intensifi es and precipitation weakens to the south, resembling a dipole-like 
structure in the precipitation anomalies; the anticyclonic phase (Fig.  3b ) shows 
opposite characteristics (e.g. Nogues-Paegle and Mo  1997 ,  2002 ; Ma and Mechoso  
 2007 ). Such an anomaly dipole pattern seems to have a strong component due to 
internal variability of the atmosphere, but it is also is infl uenced on intraseasonal 
timescales (Fig.  3a ) by the MJO (e.g. Liebmann et al.  2004 ) and, on interannual 
timescales, by both ENSO (Nogues-Paegle and Mo  2002 ) and surface conditions in 
the southwestern Atlantic (Doyle and Barros  2002 ).

   El Niño and La Niña tend to be associated with anomalously dry and wet events, 
respectively, in the equatorial belt of both NAMS and SAMS. ENSO infl uences 
NAMS and SAMS activity through changes in the Walker/Hadley circulations of 
the eastern Pacifi c and through extratropical teleconnections extended across both 
the North and South Pacifi c Oceans (PNA and PSA, respectively). During austral 
spring, climate variability in southeastern South America is infl uenced by combined 
activity of ENSO (Vera et al.  2006b ) and SAM (Silvestri and Vera  2003 ). Infl uences 
of ENSO on rainfall in the IAS region is complicated by concurrent infl uences from 
sea surface temperature (SST) anomalies in the tropical Atlantic Ocean; the Pacifi c 
and Atlantic rainfall responses are comparable in magnitude but opposite in sign 

  Fig. 3    ( a ) EOF1 pattern for 10–90 day fi ltered OLR anomalies during austral summer. ( b ) Regression 
map between EOF1 principal component and 850-hPa wind anomalies (vectors) and the associated 
divergence ( shading ) (Courtesy of Paula Gonzalez, IRI)       
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(Enfi eld  1996 ). An additional complication is the reported change in Atlantic- Pacifi c 
Niños since the late 1960s, according to which summer Atlantic Niños (Niñas) alter 
the tropical circulation favoring the development of Pacifi c Niñas (Niños) in the 
following winter (Rodríguez-Fonseca et al.  2009 ). 

 Contemporary GCMs are able to capture large-scale circulation features of the 
American Monsoon Systems. Moreover, the models can reasonably predict early- 
season rainfall anomalies in NAMS, but they have diffi culty in maintaining useful 
forecast skill throughout the monsoon season (Gochis  2011 ). In general, models 
still have diffi culty in producing realistic simulations of the statistics of American 
monsoon precipitation and their modulation by the large-scale circulation (Wang 
et al.  2005 ; Marengo et al.  2011 ,  2012 ). Model limitations are more evident with the 
intensity of the mid summer drought and the SACZ, the timing of monsoon onset 
and withdrawal, diurnal cycle, and in regions of complex terrain (e.g. Gutzler et al. 
 2003 ; Ma and Mechoso  2007 ). Assessment of simulated behavior is also limited by 
uncertainties in spatially averaged observations (Gutzler et al.   2003 ), which under-
mines model improvement. 

 Accurate MJO activity forecasts could be expected to lead to signifi cant improve-
ments in the skill of warm season precipitation forecasts in the tropical Americas 
(e.g., Jones and Schemm  2000 ). On the other hand, CGCM skill in predicting sea-
sonal mean precipitation in both NAMS and SAMS core domains are low and con-
sistent with a weak ENSO impact. In contrast, north and south of the SAMS core 
region, higher predictability can be attributed to stronger ENSO impacts (Marengo 
et al.  2003 ). 

 Land surface processes and land use changes can signifi cantly impact both 
NAMS and SAMS (e. g. Vera et al.  2006b ). The continental-scale pattern of NAMS 
IAV shows anomalously wet (dry) summers in the southwest U.S. are accompanied 
by dry (wet) summers in the Great Plains of North America. Stronger and weaker 
NAMS episodes often follow northern winters characterized by dry (wet) condi-
tions in the southwest U.S. Moreover, land-atmosphere interactions have to be con-
sidered to reproduce correctly the temperature and rainfall anomalies over all South 
America during El Niño events (Grimm et al.  2007 ; Barreiro and Diaz  2011 ). 
Moreover SAMS precipitation seems to be more responsive to reductions of soil 
moisture than to increases (Collini et al.  2008 ; Saulo et al.  2010 ). Recently Lee and 
Berbery ( 2012 ) examined through idealized numerical experiments potential 
changes in the regional climate of LPB due to land cover changes. They found that 
replacement of forest and savanna by crops in the northern part of the basin, leads 
to overall increase in albedo which in turns leads to reduction of sensible heat fl ux 
and surface temperature. Moreover, a reduction of surface roughness length favors 
a reduction of moisture fl ux convergence and thus precipitation. They found oppo-
site changes in the southern part of the basin where crops replace grasslands. 

 On decadal and multidecadal time scales, the infl uence of the Pacifi c Decadal 
Oscillation (PDO) on precipitation has been described in both NAMS (Brito- 
Castillo et al.  2003 ; Englehart and Douglas  2006  and SAMS (e.g. Robertson and 
Mechoso  2000 ; Zhou and Lau  2001 ; Marengo et al.  2009 ) regions. The warm PDO 
phase tends to have dry (wet) El Niño and wet (dry) La Niña summers in North 
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America (southern South America) (Englehart and Douglas  2006 ; Kayano and 
Andreoli  2007 ). The North Atlantic Oscillation (NAO) and, the AMO can also 
infl uence the American Monsoons (Hu and Feng  2008 ; Chiessi et al.  2009 ) and the 
IAS region (e.g. Giannini et al.  2001 ), while decadal changes in the SAM infl uence 
on precipitation anomalies in southeastern South America have also been recorded 
(Silvestri and Vera  2009 ).  

2.2.2     Long-Term Trends and Projections 

 Between 1943 and 2002, NAMS onset has become increasingly later and NAMS 
rainfall more erratic, though the absolute intensity of rainfall has been increasing 
(Englehart and Douglas  2006 ). In the NAMS core region, daily precipitation 
extremes have shown signifi cant positive trends during the second half of the twen-
tieth century (e.g. Arriaga-Ramirez and Cavazos  2010 ), while consecutive dry days 
with periods longer than 1 month have signifi cantly increased in the U.S. southwest 
(Groisman and Knight  2008 ). The SAMS has shown a climate shift in the mid 
1970s, starting earlier and fi nishing later after that date (Carvalho et al.  2010 ). 
Positive trends in warm season mean and extreme rainfall have been documented in 
southeastern South America during the twentieth century (e.g. Marengo et al.  2009 ; 
Re and Barros  2009 ). 

 Climate change scenarios for the twenty-fi rst century show a weakening of 
the NAMS, through a weakening and poleward expansion of the Hadley cell 
(Lu et al.  2007 ). Projected changes in ENSO have, however, substantial uncertainty 
with regard to the hydrological cycle of the NAMS (Meehl et al.  2007a ). Changes 
in daily precipitation extremes in the NAMS have inconsistent or no signal of future 
change (e.g. Tebaldi et al.  2006 ). CMIP3 models do not indicate signifi cant changes 
in SAMS onset and demise under the A1B scenario (Carvalho et al.  2010 ). On the 
other hand, the majority of CMIP3 models project positive trends in summer 
precipitation for the twenty-fi rst century over southeastern South America (e.g. Vera 
et al.  2006c ). That trend has been recently related to changes in the activity of the 
dipolar leading pattern of precipitation IAV (Junquas et al.  2012 ). In addition, a 
weak positive trend in the frequency of daily rainfall extremes has been projected in 
southeastern part South America by the end of the twenty-fi rst century, associated 
with more frequent/intense SALLJ events (e.g. Soares and Marengo  2009 ).   

2.3     Sub-Saharan Africa 

2.3.1     Regional Variability and Predictability 

 WAM (Fig.  4 ) is characterized by rainfall ISV dominating in two distinct periods: 
10–25 and 25–90 days (Sultan and Janicot  2003 ; Matthews  2004 ; Lavender and 
Matthews  2009 ; and Janicot et al.  2010 ). In the 10–25 day range, rainfall variability 
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has been associated with a “quasi-biweekly-zonal-dipole mode” that includes a 
notable eastward propagating signal between Central America and West Africa 
(Mounier et al.  2008 ), and a “Sahelian mode” that includes a westward propagating 
signal in the Sahelian region (Mounier and Janicot  2004 ). In the 25–90 day range, 
rainfall variability appears to have a signifi cant MJO contribution but the mecha-
nisms for impact are not straightforward, possibly arising in association with a 
westward propagating Rossby wave signal that can be equatorial or sub-tropical 
(e.g. Janicot et al.  2010 ; Ventrice et al.  2011 ) as well as eastward propagating Kelvin 
waves (e.g. Matthews  2004 ).

   Recent studies confi rm the importance of SST IAV in the Atlantic, Pacifi c –
Indian and the Mediterranean basins on the WAM (e.g. Losada et al.  2009 ; Mohino 
et al.  2010 ,  2011 ; Rodriguez-Fonseca et al.  2011 ). It has also been suggested that 
vegetation IAV (affected by the previous year’s rainy season) infl uences the early 
stages of the following rainy season (Philippon et al.  2005 ). Abiodun et al. ( 2008 ) 
examined the impacts on the WAM of large-scale deforestation or desertifi cation in 
West Africa. Either change yielded strengthened moisture transport by easterly fl ow, 
which led to reduced moisture for precipitation. Short rains over equatorial East 
Africa are strongly sensitive to ENSO (e. g. Ogallo  1988 ; Hastenrath et al.  1993 ) and 
to the Indian Ocean Dipole (e.g. Saji et al.  1999 ; Webster et al.  1999 ). One of the 
strongest SST-rainfall correlations anywhere on the African continent exists between 
East African rainfall and tropical Indian Ocean SST in October- November-December. 
Teleconnections between the NAO and austral autumn Congo River discharge and 
regional rainfall have also been documented (Todd and Washington  2004 ). 

  Fig. 4    Three-dimensional schematic view of the West African monsoon (see text for details) 
(Adapted from Lafore ( 2007 ), illustration: François Poulain)       
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 In general, warm (cool) SST anomalies east of South Africa are associated with 
above (below) average summer rainfall over southeastern Africa (Reason and 
Mulenga  1999 ). ENSO also exerts a strong infl uence on summer rainfall over southern 
Africa. The South Indian Ocean SST dipole, which infl uences summer rainfall over 
southern Africa (Behera and Yamagata  2001 ; Reason  2001 ,  2002 ), has its south-
western pole in the greater Agulhas Current region. In addition, warm (cold) events 
in the Angola-Benguela Frontal Zone (ABFZ) region during summer/autumn, not 
only disrupt fi sheries but also often produce large positive (negative) rainfall 
anomalies along the Angolan and Namibian coasts and inland (Rouault et al.  2003 ). 
A teleconnection between the SAM, tropical southeast Atlantic SST and central / 
southern African rainfall has also been identifi ed (Grimm and Reason  2011 ). On the 
other hand, local re-circulation of moisture (e.g., Cook et al.  2004 ), and land surface 
feedbacks (e.g., Mackellar et al.  2010 ) can also contribute to climate variability in 
southern Africa. Strong relationships between the frequency of dry spells during the 
summer rainy season and Nino 3.4 SST have been found for areas in northern South 
Africa/southern Zimbabwe, and Zambia (Reason et al.  2005 ; Hachigonta and 
Reason  2006 ). A weaker relationship exists between dry spell frequency and the 
Indian Ocean Dipole. 

 Predictability of the seasonal and intra-seasonal regional climate over Africa 
depends strongly on location, season, and state of global modes of variability that 
couple to a given region. In most regions demonstrable statistical is readily shown. 
For example, Ndiaye et al. ( 2011 ) examine the performance of eight AGCMs and 
eight coupled atmosphere-ocean GCMs (CGCMs) over the Sahel and fi nd skill lev-
els of correlation between predicted and observed Sahel rainfall at up to 6 month 
lead time. The same study explores the relative merits of AGCMs versus CGCMs, 
and while there are indications that AOGCMs have the advantage, how benefi cial 
this is to skill enhancement remains an open question. Comparable results are found 
over southern Africa, for example Landman    and Beraki (2012), who also highlight 
the added value of multi-model approaches for improving skill. Generally the 
seasonal forecasting studies collectively show forecast skill strongly variable in 
time, especially when the equatorial Pacifi c Ocean is in a neutral state (Landman 
et al. 2012). Nonetheless, the value to society, when translating this measure 
of predictive skill into the realms of decision maker, remains a point of debate. 
While some positive experiences with using forecasts have led to valuable lessons 
(e.g. Tall et al.  2012 ), the interface with decision makers in the context of a variable 
skill forecast product remains a signifi cant challenge. 

 Multi-decadal SST variability in both the Atlantic and Pacifi c has been shown to 
be important for the WAM (e.g. Rodriguez-Fonseca et al.  2011 ) and southern Africa 
(Reason et al.  2006 ). The partial recovery in West African rainfall over the past 
decade has received substantial debate over the respective roles of the Atlantic and 
Indian basins (e.g. Giannini et al.  2003 ; Knight et al.  2006 ; Hagos and Cook  2008 ; 
Mohino et al.  2011 ). It has been argued that at interannual time scales the relation-
ship between West African rainfall and tropical SST is non-stationary (Losada 
et al.  2012 ). That is, the impact on West African rainfall of SST anomalies in a 
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tropical ocean basin differs before and after the 1070s because in the more recent 
period those basin anomalies tend to develop simultaneously with others in the 
global tropics. Such fi ndings emphasize the need for proper initial conditions in the 
forecasts. Central to the decadal predictability, however, is the challenge of how to 
initialize the models (Meehl et al.  2009 ), and whether the initial state can adequately 
capture the mechanisms central to regional predictive skill (for example, the AMO, 
PDO, etc.). For Africa this is particularly important, especially southern Africa 
where the regional response is linked to a broad range of hemispheric-scale 
processes. Liu et al. ( 2012 ) explore this initialization issue, and show that while 
initialization leads to improvements in hindcast simulations over the oceans, the 
improvement with initialization of the land areas was detectable, but limited. 
Chikamoto et al. ( 2012 ) likewise examine predictability with a hindcast ensemble 
experiment, and note the value of ocean subsurface temperatures for decadal signals, 
but fi nd this most notable for the north Pacifi c and Atlantic and the corresponding 
connection to North and West Africa. The skill for southern Africa remains more 
complicated. Perhaps especially important for Africa in general, is that it remains 
unclear what level of skill is required to support stakeholder decisions on a decadal 
scale (Meehl et al.  2009 ).  

2.3.2     Long-Term Trends and Projections 

 The spatial patterns and seasonality of African rainfall trends since 1950 seem to be 
related to the atmosphere’s response to SST variations (e.g. Hoerling et al.  2006 ). 
While drying over the Sahel during boreal summer seems to be a response to warm-
ing of the South Atlantic relative to North Atlantic SST, Southern African drying 
during austral summer seems to be a response to Indian Ocean warming (e.g. 
Hoerling et al.  2006 ). A reduction in precipitation over eastern and southern Africa 
has also been detected in relation with Indian Ocean warming (Funk et al.  2008 ). 
In general, an increasing delay in wet season onset has been detected over Africa 
during the last part of the twentieth century (Kniveton et al.  2009 ). 

 Climate change projections from WCRP/CMIP3 models fail in showing agree-
ment on changes of West African rainfall for the twenty-fi rst century (Biasutti and 
Giannini  2006 ; Christensen et al.  2007 ; Joly et al.  2007 ). However, precipitation 
changes derived from empirical downscaling applied to GCM projection ensemble, 
show larger agreement in projecting an increased precipitation along the southern 
Africa coast, widespread increase in late summer precipitation across south-east 
Africa, reduced precipitation in the interior, and a less spatially coherent early sum-
mer decrease (Hewitson and Crane  2006 ; Tadross et al.  2009 ). In general across 
southern Africa there are indications of future drying in the west and wetter condi-
tion in the east (Hewitson and Crane  2006 ; Giannini et al.  2008 ; Batisani and Yarnal 
 2010 ). Hewitson and Crane ( 2006 ) further note that the interplay between change in 
derivative aspects of rainfall (such as increasing intensity but reducing frequency) 
can be masked in the more common representation of seasonal averages.    
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3     Regional Climate Simulation 

3.1     Regionalization Needs 

 Access to quality-controlled high-resolution, regional climate data is key for assessing 
regional climate vulnerability, impacts and the subsequent development of informed 
adaptation strategies. Currently, CGCMs used for seasonal to decadal prediction and 
climate change projection typically employ horizontal resolutions of ~1–2°. This limits 
their ability to represent important effects of complex topography, surface heterogene-
ity, and coastal and regional water bodies, all of which modulate the large-scale climate 
on local scales. Coarse resolution also limits the ability of CGCMs to simulate extreme 
weather events that contribute non-linearly to the societal impact of regional climate 
variability. To increase the utility of CGCM simulations some form of downscaling or 
regionalization is usually applied to increase the spatial detail of the simulated data. 

 Regionalization techniques currently include (i) Dynamical downscaling (DD), 
where a Regional Climate Model (RCM) is run at increased resolution over a lim-
ited area, forced at the boundaries by GCM data (Giorgi and Mearns  1999 ), (ii) 
Global Variable Resolution Models (GVAR), that employ a telescoping procedure 
to locally increase model resolution over a limited area within a continuous AGCM 
(Deque and Piedelievre  1995 ) and (iii) Empirical-Statistical Downscaling (ESD), 
where statistical relationships, developed between observed large-scale predictors 
and local scale predictands, are applied to GCM output (Hewitson and Crane  1996 ). 
Most of these techniques aim to add regional detail without changing the large-scale 
climate derived from the GCM. All regionalization methods are, to a fi rst-order, 
dependent on the quality of the large-scale climate simulated by the driving GCM.  

3.2     Coordinated Downscaling Exercises 

 Several large-scale efforts have been pursued to assess regional climate change 
based on the development of ensembles of RCMs in an attempt to sample a fraction 
of the uncertainty space associated with projecting regional climate change. Efforts 
over North America have occurred in NARCCAP (Mearns et al.  2009 ,  2012 ) and 
over South America in CLARIS (Menendez et al.  2010 ) and other regional projects 
(Marengo et al.  2009 ,  2011 ). A number of coordinated RCM projects have focused 
on specifi c regional phenomena, such as PIRCS for North American summer season 
precipitation (Takle et al.  1999 ; Anderson et al.  2003 ), WAMME for the west 
African monsoon (Druyan et al.  2010 ), R-MIP for East Asia (Fu et al.  2005 ) and the 
Mediterranean region (Gualdi et al.  2011 ). The GEWEX-sponsored ICTS project 
(Takle et al.  2007 ) investigated the transferability of RCMs across a range of differ-
ent regions using unmodifi ed model formulations. Over the past 15 years such activ-
ities, many sponsored by WCRP, have provided detailed knowledge of the RCMs’ 
ability to simulate important regional climate processes and climate change. 

 In 2008 the WCRP initiated the Coordinated Regional Downscaling Experiment 
(CORDEX), with the intention to (i) provide a coordinated framework for the 
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development, and evaluation of accepted downscaling methodologies; (ii) generate 
an ensemble of high-resolution, regional climate projections for all land-regions, 
through downscaling of CMIP5 projections; (iii) make these projections available to 
climate researchers and the impact-adaptation-vulnerability community and sup-
port the use of such data in their activities; and (iv) foster international collaboration 
in regional climate science, with an emphasis on increasing the capacity of develop-
ing nations to generate and utilize climate data local to their region. CORDEX is an 
unprecedented opportunity for scientists to collaborate in order to evaluate and 
improve downscaling methods for different regions of the world and to engage more 
closely with users of this data (Giorgi et al.  2009 ; Jones et al.  2011 ). 

 CORDEX has defi ned a set of target domains along with a standard resolution 
for regional data of 50 km. The evaluation phase of CORDEX entails downscaling 
global reanalysis data for the past 20 years over all regions for which a group plans 
to generate downscaled future projections (e.g. Africa, South America, Europe, 
etc.). For each CORDEX area, evaluation teams have been established to defi ne key 
climate processes and metrics of performance pertinent to that region, in order to 
make a detailed evaluation of downscaling methods for the recent past. Subsequent 
to this, DD and ESD methods will be applied to CMIP5 projections for the same 
regions. 1950–2010 will used be available for evaluation while 2010–2100 consti-
tutes the time period over which regional projections will be made. While each of 
the CORDEX regions will be targeted by groups local to the region, the interna-
tional downscaling community has agreed to target Africa as a common domain for 
the coming few years, with an aim of generating an ensemble of climate projections 
for Africa to support the Intergovernmental Panel on Climate Change (IPCC) fi fth 
Assessment process.   

4     Challenges in Monsoon Simulation and Prediction 

 Although there has been substantial progress in understanding and simulating 
regional climate as a result of research promoted by WCRP, the successful predic-
tion and simulation of the monsoon and surrounding subtropical regions remains 
elusive. Limiting factors to improving simulation of the Earth’s monsoon systems 
include the inability to adequately resolve multi-scale interactions that contribute to 
the maintenance of those systems (Sperber and Yasunari  2006 ). A discussion of 
some selected processes requiring improved simulation and prediction in the differ-
ent monsoon systems is presented in the following subsections. 

4.1     Large to Regional Scale Processes Infl uencing Monsoon 
Variability and Predictability 

 The identifi cation and understanding of phenomena offering some degree of 
intra- seasonal to inter-annual predictability, is necessary to skillfully predict climate 
fl uctuations in those scales (CLIVAR  2010 ). In that sense, a prerequisite for a 
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successful simulation of regional-scale monsoon variability is an accurate represen-
tation of large-scale modes of variability (e.g. MJO, ENSO). While CGCMs are 
improving in their ability to simulate such modes, capturing their remote impact on 
monsoon variability requires also simulating atmospheric and oceanic teleconnec-
tions from the mode source regions into the monsoon regions as well as simulating 
related regional features (e.g. Alexander et al.  2002 ). 

 A number of phenomena that directly impact the quality of simulated monsoon 
climates include both large-scale features as well as monsoon features. An exam-
ple is the MJO that can propagate into, and out of the monsoon region while 
locally infl uencing monsoon ISV. While dynamical prediction of the MJO has 
improved in recent years (e.g. Rashid et al.  2010 ; Kang and Kim  2010 ; Gottschalck 
et al.  2010 ), climate models of the sort used for seasonal prediction have diffi cul-
ties with the simulation and prediction of monsoon intraseasonal variability, 
which compounds the problem of trying to predict relatively low interannual vari-
ability together with the modest relationship with El Niño (CLIVAR  2010 ). The 
inadequate simulation of MJO and monsoon ISV and in general, the inadequate 
simulation of the interaction of organized tropical convection with large-scale 
circulation has limited extensively the studies of predictability of monsoon ISV 
(CLIVAR  2010 ). Some of the model limitations in predicting monsoon on intra-
seasonal and seasonal time scales are related to the fact that predictable variations 
of the monsoons associated with El Niño are typically confi ned to pre-monsoon 
and post monsoon, while most of the variability of the main monsoon appears to 
be associated with internally generated (i.e. independent of slow boundary forc-
ing) intraseasonal variations (CLIVAR  2010 ). 

 Regarding longer time scales, the recent increased capacity of global decadal 
prediction brings up the issue of how to address regional decadal prediction. On 
decadal timescales, natural variability overlaps with trends and signals associated to 
anthropogenic climate change, which might induce different regional climate 
responses (as it was discussed in Sect.  2 ). Moreover, the magnitude of decadal vari-
ability exceeds in many regions of the world those associated with the trends result-
ing from anthropogenic changes. The provision of present and future climate 
information on decadal time scales is important considering the need of climate 
information on those timescales for decision making of many different socio- 
economic sectors (Vera et al.  2010 ). 

 The better understanding of how energy and water cycles of the monsoon sys-
tems change as the climate warms is a critical problem (GEWEX  2011 ). Hydrological 
responses to changes in precipitation and evaporation are complex and vary between 
regions. For example, it has been shown that a direct infl uence of global warming 
leads to increase water vapor in the atmosphere and more precipitation. However, 
with more precipitation and, thus, more latent heat release per unit of upward motion 
in the atmosphere, the atmospheric circulation weakens, causing monsoons to falter. 
Therefore, sorting out the role of natural variability from climate change signals and 
from effects due to land-use change is a key challenge for monsoon related research 
(GEWEX  2011 ). In addition, a warming climate is expected to alter the occurrence 
and magnitude of extreme events, especially, droughts, heavy precipitation and heat 
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waves. How both, natural variability combined with anthropogenic climate change 
signal, affect the nature of climate extremes at regional scales is also a grand chal-
lenge for future research (GEWEX  2011 ). 

 Progress in understanding and quantifying predictability of regional decadal climate 
variations require climate model simulations that resolve and capture regional pro-
cesses accurately. Moreover, developing skillful decadal predictions at regional scales 
relies on better understanding of the associated mechanisms and in particular of the 
identifi cation of the climate patterns that offer some degree of decadal predictability 
(e.g. PDO, AMO, CLIVAR  2010 ). Doblas-Reyes et al. ( 2011 ) have evaluated the skill 
of decadal predictions made with the European Centre for Medium-Range Weather 
Forecasts coupled forecast system using an initialization common in seasonal predic-
tion with realistic initial conditions. Despite model drift and model limitation in repro-
ducing several climate processes, positive correlations between decadal predictions 
with observations are found for tropospheric air temperature for many regions of the 
world with increasing skill with forecast time. On the other hand, precipitation does not 
show signifi cantly positive skill beyond the fi rst year. The recent availability of the 
CMIP5 prediction experiments (Meehl et al.  2009 ; Taylor et al.  2012 ) should help to 
expand research on monsoon decadal variability and predictability. Evaluation of 
decadal predictions over monsoon regions is a challenge by itself in view of the limited 
availability of enough long and spatially dense records. Paleo-climate proxy records 
might provide useful information for the validation task (CLIVAR  2010 ). 

 Besides the infl uence of large-scale climate variability on monsoon systems, 
regional phenomena may also impact the monsoon circulation simulation depend-
ing on how they are locally reproduced. Examples include; Tibetan plateau snow 
cover and its impact on large-scale thermal gradients and thereby the monsoon cir-
culation (Shen et al.  1998 ; Becker et al.  2001 ) or the Saharan heat low and its impact 
on the West African monsoon (Fig.  4 , Lavaysse et al.  2009 ). Interactions between 
regional orography and monsoon circulations have been documented for South 
America (Lenters and Cook  1999 ), South Asia (Wu et al.  2007 ) and East Africa 
(Slingo et al.  2005 ). Over Asia, regionally aerosol emissions can modify both sur-
face and atmospheric solar heating, altering thermal gradients and the monsoon- 
scale circulation (Meywerk and Ramanathan  1999 , Meehl et al.  2008 ). Similar 
effects were found by Konare et al. ( 2008 ), related to radiative cooling due to 
Saharan dust and the West African monsoon. Such processes are particularly impor-
tant to represent when estimating potential changes in monsoon circulations in 
response to future GHG and aerosol emissions (Ramanathan et al.  2001 ).  

4.2     Key Local to Regional Processes Infl uencing Monsoon 
Variability and Predictability 

 A number of local- to regional-scale processes strongly infl uence the accuracy and 
utility of simulated monsoon data. These processes are all highly regional, involving 
complex interactions across a range of spatial and temporal scales, but are often 
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fundamental to the specifi c development of each monsoon. Improvement in the 
understanding and simulation of such processes is crucial for progress in predicting 
monsoon variability and change. 

4.2.1     Surface Heterogeneity 

 Land surface processes and land use change play an important role in regional mon-
soon variability. CLIVAR ( 2010 ) concludes that during a monsoon early stages, 
when the surface is not suffi ciently wet, soil moisture anomalies may modulate the 
onset and development of precipitation. Furthermore, when the soil is not too dry or 
not too wet, the soil conditions can control the amount of water being evaporated, 
and also can produce fundamental changes in the planetary boundary layer (PBL) 
structure that affects the development of convection and precipitation. 

 Koster et al. ( 2004 ) identifi ed a number of “hot spots” of land–atmosphere cou-
pling, where sub-seasonal precipitation variability is modulated by regional soil 
water characteristics. Strong coupling was identifi ed over the Great Plains of North 
America, northern India and West Africa–Sahel. In these regions accurate estimates 
of soil water, either in initial conditions or during model integration, will likely 
impact simulated intra-seasonal monsoon variability. Dirmeyer et al. ( 2009 ), showed 
that regions and seasons that have large soil moisture memory predominate in both 
summer and winter monsoon regions in the period after the rainy season wanes, 
excepting the Great Plains of the North America and the Pampas/Pantanal of South 
America, where there are signs of land-atmosphere feedback throughout most of the 
year. Soil moisture anomalies seem to have a signifi cantly larger impact on rain 
rates in the African monsoon than over South Asia, likely due to a weaker oceanic 
moisture contribution to Africa and to the South Asian monsoon (Douville et al. 
 2001 ). Taylor et al. ( 2005 ) further showed that a more responsive and heterogeneous 
surface vegetation scheme impact both the simulated diurnal cycle of convection, as 
well as the frequency and intensity of convective events over West Africa. Xue et al. 
( 2006 ) showed that, during the austral summer, consideration of explicit vegetation 
processes in a GCM does not alter the monthly mean precipitation at the planetary 
scales, but produces a more successful simulation of the South American monsoon 
system at continental scales. The improvement is particularly clear in reference to 
the seasonal southward displacement of precipitation during the monsoon onset and 
its northward merging with the intertropical convergence zone during its mature 
stage, as well as better monthly mean precipitation over the South American conti-
nent. Kelly and Mapes ( 2010 ) showed that biases in land surface fl uxes reduce the 
accuracy of seasonal precipitation in the North American monsoon. 

 Adequate representation of the land surface conditions should be then carefully 
included in monsoon climate predictions (CLIVAR  2010 ). For example, recently 
Guo et al. ( 2012 ) showed using forecast experiments from the second phase of the 
Global Land- Atmosphere Coupling Experiment (GLACE-2, e.g. Koster et al.  2011 ) 
that predictability of air temperature and precipitation in climate models over North 
America rebounds during late spring to summer because of information stored in the 
land surface. Coupling becomes established in late spring, enabling the effects of 
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soil moisture anomalies to increase atmospheric predictability in 2-month forecasts. 
The latter indicates that climate prediction in that particular region could be signifi -
cantly improved with soil moisture observations during spring.  

4.2.2    Diurnal Cycle 

 An accurate representation of the diurnal cycle of convection over tropical lands 
remains an unresolved problem in climate models employing convection parameteriza-
tions, with convection systematically triggered too early in the day and precipitation 
maxima often phased with local noon, some 6–8 h earlier than observed (Yang and 
Slingo  2001 ; Guichard et al.  2004 ). Figure  5  presents the mean diurnal cycle of rainfall 
for July-August-September, averaged over of West Africa from 10 RCMs that down-
scaled ERA-interim using the CORDEX-Africa domain (see for details Nikulin et al. 
 2012 ). TRMM is used as an observational reference, with a clear peak in precipitation 
from ~18.00 local time to 03.00 in the night and a minimum at local noon. ERA-
interim 24-h forecast precipitation is completely out of phase with TRMM, exhibiting 
a maximum at local noon and minimum from early evening to early morning. Most 
RCMs show the same out of phase shape for the diurnal cycle. Two models exhibit 
an evening/nocturnal precipitation maximum (UQAM-CRCM and SMHI-RCA). 
These models employ variants of the Kain-Fritsch convection scheme (Kain and 
Fritsch  1990 ; Bechtold et al.  2001 ) with relatively advanced convective trigger 

  Fig. 5    Mean diurnal cycle of precipitation averaged over West Africa and for the period 1998–2008. 
 Left panel  shows TRMM342B, ERA-interim, the 10 RCM ensemble mean and results from each 
RCM.  Right panel  plots in  yellow shading  the spread of the 50 % most accurate RCMs and the full 
spread of the RCM results       
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functions and entrainment/detrainment schemes that are responsive to large-scale 
conditions (Kain and Fritsch  1990 ). Although parameter adjustments in convective 
schemes can reduce diurnal cycle errors, much deeper physical insight is needed in 
boundary-layer/convection coupling, triggering processes (e.g., Lee et al.  2007 ) and 
the multi-scale behavior of convective systems (Tao and Moncrieff  2009 ; Stechmann 
and Stevens  2010 ). Clearly, despite concerted efforts, the problem remains challenging 
and the need for better physical understanding of convective processes implies that 
simply increasing model resolution will not resolve the problem. Thus, much work 
remains to fully simulate all components of the precipitation diurnal cycle over 
tropical land regions.

   Excessive triggering of convection over land contributes to models precipitating 
too frequently and at too low intensities (Dai  2006 ), while an incorrect phase to the 
diurnal cycle of convection and associated precipitation and clouds can induce sys-
tematic biases in the diurnal cycle of surface temperature and surface evaporation 
(Betts and Jakob  2002 ). Such errors may have a cumulative impact on soil moisture 
through the rainy season. Recent studies have thrown new light on the diurnal cycle 
of convection (Grabowski et al.  2006 ; Khairoutdinov and Randall  2006 ; Hohenegger 
et al.  2008 ) and suggest a number of extensions to convection parameterizations that 
may improve the diurnal cycle. These include; advanced convective trigger functions 
that account for heterogeneous surface and atmospheric forcing (Rio et al.  2009 ; 
Rogers and Fritsch  1996 ), super-parameterizations that embed cloud- permitting 
models in each grid box (Xing et al.  2009 ), convective entrainment that is sensitive 
both to the size of developing convective systems and the surrounding environment 
(Grabowski et al.  2006 ), the inclusion of evaporatively driven downdrafts and the 
impact of cold pools on vertical stability (Khairoutdinov and Randall  2006 ; 
Rio et al.  2009 ), and updraft mass-fl ux detrainment that impacts the convergence 
of convective outfl ows with low-level jets (Anderson et al.  2003 ).  

4.2.3    Low Level Jets 

 As discussed above, LLJs are integral part of many monsoon systems. Statistically 
signifi cant relationships have been found between nocturnally-peaking LLJs and 
nocturnal precipitation extremes in numerous disparate regions of the world 
(Monaghan et al.  2010 ). Widespread changes in the amplitude of near-surface diur-
nal heating cycles have been recorded as an important component of LLJ mainte-
nance and that careful assessment of the impact of these changes on future LLJ 
activity is required. The complicated interactions involved in LLJ formation and 
maintenance provides an excellent testbed for understanding interactions of a mul-
titude of physical parameterizations. Improvement in the simulation of LLJs should 
lead to a better representation of the phase and amplitude of the diurnal cycle of 
precipitation and thus warm season rain, though appropriate coupling of LLJs and 
convection is required (Anderson et al.  2003 ). This is a severe test for models given 
the unique land-sea distributions, surface types, and orographic infl uences of the 
disparate monsoon regions (Sperber and Yasunari  2006 ).  
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4.2.4    Regional Ocean-Atmosphere Coupling 

 The primary source of water for monsoon rainfall is evaporation from the ocean. 
Processes infl uencing SSTs and ocean thermocline depth are therefore likely impor-
tant for a good representation of monsoon precipitation. There are indications that 
detailed representation of coastal ocean processes may lead to improvements in 
model simulations of monsoon ISV in some regions (Annamalai et al.  2005 ). 
Furthermore, it is well established that cyclone variability in the Bay of Bengal 
seems sensitive to a detailed representation of ocean mixed layer processes (e.g. 
Pasquero and Emanuel  2008 ). On seasonal time scales, coupled ocean-atmosphere 
models are required to simulate the observed negative correlation between precipi-
tation and SST over the warm waters of the AA monsoon region (Wang et al.  2005 ). 
Furthermore, Xie et al. ( 2007 ) using a regional coupled model of the tropical East 
Pacifi c, highlight its ability to simulate tropical ocean instability waves, Central 
American gap winds, and their impact on coastal SSTs. 

 The better monitoring and understanding of air-sea interaction processes in sub-
tropical anticyclones/subtropical and tropical gyres in the South Pacifi c, South 
Atlantic and South Indian Oceans will likely lead to improvements in the under-
standing and modeling of climate variability in Africa, South America and Oceania. 
The VOCALS program (Wood and Mechoso  2008 ), which grew out within the 
VAMOS panel, focuses on the South East Pacifi c climate and emphasizes the inter-
actions among major climate components: atmosphere, ocean, clouds, and the aero-
sol. The program has a fi eld component (Wood et al.  2011 ), and a model assessment 
of cloud and PBL which compared the regional performance of a number of differ-
ent models (Wyant et al.  2010 ). The comparison of model outputs with VOCALS 
observations showed a good representation of large-scale dynamics, but a poor rep-
resentation of clouds in general, with too shallow coastal model boundary layers. 
Moreover, the model assessment analyses has clarifi ed quantitatively the erroneous 
way in which models reproduce the SST underneath the stratocumulus decks in the 
region (de Szoeke et al.  2010 ). Model improvements under VOCALS, nevertheless, 
have had more impact on the simulated SSTs in the Pacifi c than for the Atlantic. The 
latter could be due either to a more complex nature of the bias problem in addition 
to a lack of focused attention from the research community (Zuidema et al.  2011 ).    

5     Challenges in Generating Actionable Regional Climate 
Information 

 The importance of climate information systems that provide products and services 
relevant to climate-related risk management and decision-making has risen dramati-
cally in the last few years, a trend that is likely to continue. However, science and 
scientifi c capacity-building on climate variability and change has been so far insuf-
fi ciently translated into policy relevant discourse and action. The lessons learned 
strongly suggest that the way forward needs a cultural change in the interaction of 
the climate science community and the users (Goddard et al.  2010 ; Vera et al.  2010 ; 
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and references therein). This change should consider the demand side as the starting 
point and the main focus of this interaction, as opposed to using a supply-oriented 
approach (e.g. Lemos et al.  2002 ; Ziervogel  2004 ). In addition, it is also essential to 
enhance natural–social science coupling as well as to improve dialogue with 
decision- makers. Such coupling needs to be built into climate modeling institutions 
and programs (e.g., SDWG  2012 ). Building effective partnerships between the pro-
viders and users of climate information are multi-faceted and often not straight-
forward, but it is crucial if the investments in climate science and their potential 
benefi ts to society are to be made (e.g. Barsugli et al.  2009 ; Vera et al.  2010 , and 
references therein). 

 A key need for any climate service is the provision of timely and reliable predic-
tions of the likelihood of hazardous weather and climate events. Defi ning what 
hazardous means, for whom and where, requires detailed understanding of the 
vulnerability of society and key systems (e.g. food and water) to changes in the 
patterns and characteristics of weather and climate. It also needs to consider how 
interactions with other components of the earth system act to mediate the impacts of 
hazardous weather and climate (e.g. soil moisture in intensifying heat waves, atmo-
spheric chemistry in linking blocking to poor air quality, oceans and the cryosphere 
in determining sea level rise), along the underpinning research required to represent 
those processes. These multi-scale, interdisciplinary challenges require the WCRP 
to work closely with WWRP, IGBP and IHDP. 

 The development of climate services needs to be made in parallel to improving 
model capability. Besides the overall tasks that WCRP will do in the future to build 
better climate models, the effort must include regional-to-local scale verifi cation of 
climate predictions pursued together with a dynamical understanding of the pro-
cesses behind the predictability, and a determination of the quality of experimental 
predictions (including initialization issues) to provide guidance for climate model 
improvement (Vera et al.  2010 ; Goddard et al.  2010 ). 

 A fundamental component of climate services must be the provision of historical 
climate data and assessments of the current climate. Improved reanalyses drawing 
on the latest developments in models and data assimilation should be promoted 
as fundamental to climate services. In particular, ways to assemble, quality-check, 
reprocess and reanalyze datasets relevant to climate prediction at regional and local 
scales are needed. Also development of quantitative climate information for a wide 
range of variables in addition to surface temperature and precipitation is required at 
regional and local scales. Efforts should also be made for a better determination and 
availability of agreed and reliable datasets and variables required addressing specifi c 
socio-economic sector vulnerability, and identifi cation of the specifi c regions where 
society is most vulnerable to changes in the near-future climate (Vera et al.  2010  
and references therein). 

 Climate services need to provide probabilistic predictions at regional and 
local scales which allow users to manage their own risks in an objective way. 
Characterization of the uncertainties associated with climate predictions are needed 
including properly accounting for those aspects that are and are not predictable. 
Ensemble prediction systems are now well established in climate prediction, but the 
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techniques to represent prediction uncertainty are quite diverse. Future research 
should consider how these diverse approaches can be brought together and the 
relative value of each assessed (Goddard et al.  2010 ).  

6     Concluding Remarks 

 This chapter highlighted a number of advances made in monsoon research, mainly related 
to a better understanding of the physical processes related to the ocean-land-
atmosphere interaction that characterize the monsoon variability as well as to a 
better knowledge of the sources of climate predictability. Considerable challenges 
need to be overcome, however, before predictions of regional monsoon variability 
can be achieved at a level of accuracy required by society applications. These chal-
lenges relate both to our basic understanding of physical processes, as well as to 
their successful representation in numerical models and the ability to translate that 
knowledge in climate information actionable for decision makers. This chapter pre-
sented challenges that we consider crucial to improve our ability to simulate and 
predict regional climate variability, particularly in monsoon regions. Central to 
many of these is the representation of moist convection and its interaction with 
regional dynamics and surface processes. For all aspects of monsoon simulations 
(intraseasonal to decadal prediction and to climate change) the representation of 
multi-scale convection and its interaction with coupled modes of tropical variability 
(where coupling refers both to ocean-atmosphere and/or land-atmosphere coupling) 
remains the leading problem to be addressed. 

 Systematic errors in the simulation of the mean annual and diurnal cycles con-
tinue to be critical issues that refl ect fundamental defi ciencies in the representation 
of moist physics and atmosphere/land/ocean coupling (they do not appear to be 
remedied by simple model resolution increases), and are likely a major impediment 
to improving the skill of monsoon forecasts at all time scales. Other processes, 
however, can also play an important role in climate simulation at regional levels. 
The infl uence of land cover change requires better quantifi cation. Likewise, aerosols 
loading resulting from biomass burning, urban activities or, land use changes due to 
agriculture are potentially important climate forcings requiring better understanding 
and representation in models. 

 Besides the progress already made, more work is required to elucidate mecha-
nisms that give rise to intraseasonal variability. This timescale is key for users of 
climate forecasts and so there is a high societal need to exploit any potential predict-
ability present using current dynamical and/or statistical models. It is expected that 
new observational and modeling campaigns, such as DYNAMO (Dynamics of 
Madden-Julian Oscillation) and YOTC (Year of Tropical Convection) will contribute 
to improving the understanding and numerical representation of active and break 
monsoon cycles. Alongside this, it is important to consider how the time-varying, 
large-scale environment interacts with variability in regional weather systems 
including MCS, easterly waves and tropical cyclones. 
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 On decadal and multi-decadal timescales an improved understanding of monsoon 
variability and predictability is required to better understand, simulate and attribute 
near-term climate change and to assess the potential for monsoon prediction. CMIP5 
simulations (Taylor et al.  2012 ) provide improved regional-scale information com-
pared to earlier GCM intercomparison projects, through the use of higher resolution 
models. Careful analysis of these simulations will provide new indications of how 
climate change may affect monsoon systems particularly in the coming decades. 
Community analysis of simulated monsoon processes in these runs are expected, 
with some activities having already started (e.g. by CLIVAR- AAMP). CORDEX 
will also downscale CMIP5 runs over monsoon land regions, allowing the benefi ts 
of increased model resolution in simulating e.g. intraseasonal variability of the vari-
ous monsoons to be assessed. 

 Intense work is currently dedicated in many WCRP programs and projects to 
improve models, data-assimilation and data-gathering components of numerical climate 
prediction systems in order to increase forecast skill. However, further advances are 
needed to accelerate the improvement of overall model performance, and strength-
ening the links between model evaluation at the level of the application and the 
process-oriented refi nement of the model formulation. There is a very large amount of 
information generated by numerous process studies and multi-model analyses that 
potentially could be used by projects aimed to improve climate models. The com-
munity needs to develop and sustain effective communication and implementation 
of this new knowledge. In order to facilitate the access to it by modeling groups, 
such synthesis efforts require closer collaboration among the observational data, 
model user, and model development communities, and also between the academic 
and “operational” model development communities (Jakob  2010 ). An important area 
of common research is the design of metrics to quantify the ability of models to 
simulate key features of regional climate systems. It should also be noted that 
models largely developed and tuned in the Northern Hemisphere may not perform 
optimally over parts of South America or sub-Saharan Africa and attention needs to 
be given to regionally sensitive parameterizations. 

 The community must also exploit the rapidly evolving computing opportunities 
afforded by advances in computer hardware and software engineering. Priority must 
be given to developing multi-model, multi-member prediction systems, running 
models with suffi cient resolution to resolve key topographic features and mesoscale 
factors that mold regional climate. Complementing this effort is the need to expand 
climate models into earth system models that more thoroughly represent the climate 
system (Shukla et al.  2009 ). 

 A challenge will still remain to connect predictions of regional climate variability 
and projections of change to practical outcomes. More research and investment is 
needed to translate climate data into actionable information at the regional and local 
scales required for decisions (Vera et al.  2010 ). The expansion of activities must 
include: (i) Better determination and availability of agreed and reliable sets of data/
variables required to address specifi c socio-economic sector vulnerability; (ii) ways 
of securing climate observing systems, particularly in less developed regions; 
(iii) ways to assemble, quality-check, reprocess and reanalyze datasets relevant to 
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climate prediction at regional and local scales; (iv) characterization of the uncertainties 
associated with climate predictions including properly accounting for those aspects 
that are and are not predictable; (v) tailoring climate information to local scales and 
sector needs, and (vi) supporting long-term training of climate scientists in develop-
ing nations, coupled with an effort to ensure suitable infrastructures by which scien-
tists in these regions can access, analyze, and ultimately develop prediction data and 
subsequently distribute this data to users in the region.     
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    Abstract     Unusual or extreme weather and climate-related events are of great 
 public concern and interest, yet there are often confl icting messages from scientists 
about whether such events can be linked to climate change. There is clear evidence 
that climate has changed as a result of human-induced greenhouse gas emissions, 
and that across the globe some aspects of extremes have changed as a result. But this 
does not imply that human infl uence has signifi cantly altered the probability of 
occurrence or risk of every recently observed weather or climate-related event, or 
that such events are likely to become signifi cantly more or less frequent in the future. 
Conversely, it is sometimes stated that it is impossible to attribute any individual 
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weather or climate-related event to a particular cause. Such a statement can be 
interpreted to mean that human-induced climate change could never be shown to be 
at least partly responsible for any specifi c weather event, either the probability of its 
occurrence or its magnitude. There is clear evidence from recent case studies that 
individual event attribution is a feasible, if challenging, undertaking. 

 We propose a way forward, through the development of carefully calibrated 
physically-based assessments of observed weather and climate-related events, to 
identify changed risk of such events attributable to particular factors including 
estimating the contributions of factors to event magnitude. Although such event- 
specifi c assessments have so far only been attempted for a relatively small number 
of specifi c cases, we describe research under way, coordinated as part of the inter-
national Attribution of Climate-related Events (ACE) initiative, to develop the 
science needed to better respond to the demand for timely, objective, and authorita-
tive explanations of extreme events. The paper considers the necessary components 
of a prospective event attribution system, reviews some specifi c case studies made 
to date (Autumn 2000 UK fl oods, summer 2003 European heatwave, annual 2008 
cool US temperatures, July 2010 Western Russia heatwave) and discusses the 
challenges involved in developing systems to provide regularly updated and reliable 
attribution assessments of unusual or extreme weather and climate-related events.  

  Keywords     Attribution   •   Extreme weather   •   Climate variability   •   Climate change  

1         Introduction 

 Episodes of extreme weather or unusual climatic conditions often cause major 
economic and human losses. In the aftermath of such events, the scientifi c commu-
nity is often faced with the challenge of generating and communicating scientifi -
cally robust and timely information about their causes, quantifying their links to 
human- induced climate change, if any, and evaluating the prospects for better early 
warning of any enhanced risk of such events a month or more in advance. 

 In this paper we refer to such episodes under the general nomenclature of 
“weather and climate-related events”. Such events are discrete episodes of extreme 
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weather or unusual climate conditions, often associated with deleterious impacts 
on society or natural systems, defi ned using some metric to characterize either 
the meteorological characteristics of the event or the consequent impact. Examples 
in the literature considering attribution of weather and climate-related events 
include the fl ooding of Vicarage Road in a suburb of Oxford, England (   Allen  2003 ), 
the relatively cool annual mean temperatures across North America during 2008 
(   Perlwitz et al.  2009 ), and the extreme summer temperatures in Europe in 2003 (Stott 
et al.  2004 ). Events are often defi ned as occurring when some relevant threshold is 
crossed. For example, in their study of the 2003 European heatwave, Stott et al. 
( 2004 ) chose a threshold for mean summer temperatures averaged over a large 
region of Europe that before 2003 had not been exceeded since the start of the 
instrumental record in 1851. An attribution analysis of the event in question usually 
requires a consideration of aspects of the atmospheric and ocean conditions in 
addition to that captured by a simple metric, but the latter serves to identify the 
occurrence of the event in question as a discrete meteorological episode. An event, 
therefore, has specifi city in place and time, and event attribution is concerned 
with determining the changed probability of the event’s occurrence, due to various 
factors, or is concerned with determining how various factors contribute to the 
intensity of the event. 

 The demand for information is often at its greatest in an event’s immediate after-
math, requiring a rapid response from the scientifi c community. But apparently con-
fl icting views can confuse the public, for example that all weather events are affected 
by climate change (Trenberth  2011 ), or that it is not possible to attribute an extreme 
weather event to climate change (an oft quoted statement as for example in an online 
answer to how many people have died from heat waves per ton of carbon emissions, 
  http://wiki.answers.com/Q/How_many_people_have_died_from_heat_
waves_per_ton_of_carbon_emissions    ). 

 The risk is that such potential confusion could undermine the credibility of the 
science of climate change. As a result there is a need for climate science to better 
inform decision makers, keenly aware of the need to protect life and property from 
the impacts of extreme weather and climate, and who wish to know whether any 
enhanced risk of such events could have been anticipated regardless of whether 
there has been a human infl uence (Stott et al.  2011 ), and whether they are likely to 
become more or less frequent owing to future climate change. 

 A main contributor to any adaptation strategy therefore are reliable assessments 
of the probabilities of such events, the likely magnitudes that climate-related events 
might be expected to acquire in a stationary climate, and how those might be chang-
ing in time due to human-induced climate change. 

 Climate science has already provided robust evidence that human infl uence, 
dominated by emissions of greenhouse gases, has altered the climate system (e.g. 
Hegerl et al.  2007 ; Stott et al.  2010 ), in such a way as to change the occurrence 
of extreme temperatures (Zwiers et al.  2011 ; Christidis et al.  2011a ; Morak et al. 
 2011 ,  2012 ) and to lead to an intensifi cation of heavy precipitation events over a 
large fraction of northern hemisphere continents (Min et al.  2011 ). However, 
notwithstanding the assertion that all weather events are affected to some extent 
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by climate change (Trenberth  2012 ), and recognizing that all events are in fact 
affected by large-scale climate conditions whether natural or anthropogenic, it is 
clearly not the case that the occurrence of a specifi c weather or climate-related 
event should,  a priori,  be assumed attributable unambiguously to human infl uence. 
Many types of such events could happen in a stationary climate, and indeed have 
happened in pre- industrial times (Büntgen et al.  2011 ) and, some types of events 
are set to become less not more likely in future (Massey et al.  2012 ; Christidis and 
Stott  2012 ). Therefore, attribution assessments that relate to the specifi c weather or 
climate- related event in question are required before a conclusion can be drawn 
about the links between that event and climate change. 

 Whereas detection is concerned with determining whether or not climate or a 
system affected by climate has changed in such a way that the change’s likelihood 
of occurrence by chance due to internal variability alone is small, attribution is the 
process of evaluating the relative contributions of multiple drivers of climate to a 
change or event with an assignment of statistical confi dence (Hegerl et al.  2010 ). 
Consequently, all attribution analyses compare what has actually happened with 
what would have happened if a particular climate driver had not been present, and 
therefore requires models as well as observations (Hegerl and Zwiers  2011 ). An 
attribution analysis of a weather or climate-related event focuses on a specifi c region 
and time period and in the case of an extreme event focuses on the tails of distribu-
tions of variables (e.g. Stott et al.  2004 ). Attribution is inherently probabilistic and an 
attribution analysis applied to a specifi c event is no exception. While in most cases it 
is not possible to determine that the weather or climate-related event in question 
could only have happened because of a particular climate driver, it is possible to 
calculate how the climate driver has changed the likelihood of the event (Allen  2003 ). 

 While regular and reliable observational assessments of recent weather and 
climate- related events are regularly produced (e.g. the annual State of the Climate 
report published in the Bulletin of the American Meteorological Society; Blunden 
and Arndt  2012 ), such a regular attribution assessment has only recently been 
launched for a few selected events (Peterson et al.  2012 ). However, attribution of 
extreme weather and climate-related events in this way severely stretches the cur-
rent state of climate science (Stott et al.  2012a ). Furthermore, mistakenly attributing 
an increased risk of an extreme event to climate change could, if natural variability 
is playing the major role, lead to poor adaptation decisions; for example, through 
allocating resources toward preparing for a greater frequency of such events when 
in fact they have become less likely. 

 The overarching challenge for the community is to move beyond research-mode 
case studies and to develop systems that can deliver regular, reliable and timely 
assessments in the aftermath of notable weather and climate-related events, typi-
cally in the weeks or months following (and not many years later as is the case with 
some research-mode studies; e.g. Pall et al.  2011 ). In this paper, potential stakehold-
ers are identifi ed who could benefi t from such assessments and illustrations pro-
vided of specifi c case studies that have been carried out so far. Progress in developing 
attribution systems is described. We draw lessons from the research work to date 
and propose some future research needs.  
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2        Relevance of Attribution Assessments of Weather 
and Climate-Related Events 

 Here we discuss six reasons why the development of reliable attribution assessments 
of weather and climate-related events could be relevant to different groups of stake-
holders. We describe the potential benefi ts to climate science, to informing the 
public, to litigation, for adaptation to ongoing climate change, to geoengineering and 
for insurance. 

2.1     Improved Climate Science 

 The regular assessment of weather and climate-related extremes is central to a 
rigorous process that seeks to improve understanding and to ensure the provision 
of better prediction systems. This involves identifying gaps in how such events are 
described from the existing observing systems, in better identifying the physical 
processes by which extremes arise, and in evaluating the suitability of existing 
models that are used for near-term predictions and long-term projections 
(Trenberth  2008 ). 

 Predicting, with known accuracy, the statistics of occurrence of weather or 
climate- related events that pose imminent and/or long-term threats to lives, prop-
erty, and overall environmental health and sustainability represents a frontier of 
climate science (e.g. Smith et al.  2012 ; Knutti et al.  2010 ). At present a wide class 
of extreme events are not fully understood, including the physics of their causes and 
how those may link to human-induced climate change, nor are some classes of 
extremes well represented in many climate models (Seneviratne et al.  2012 ). The 
development of a carefully calibrated physically based assessment of observed 
weather and climate-related events must therefore occur in tandem with the appraisal 
of models, an ongoing evaluation of their suitability, and a quest to improve their 
representation of physical processes. 

 A key element in using a model for event attribution is to assess how reliably the 
model captures the real-world predictability of the events in question (Christidis et al. 
 2012 ). Attribution assessments are thus also central to the ongoing evaluation of pre-
dictability. A routine question regarding extremes is whether the event could have 
been anticipated a month or more in advance (Dole et al.  2011 ). Due to the chaotic 
nature of the climate system many extreme events are inherently unpredictable but 
this does not prevent attribution provided the model is capable of reliably capturing 
the statistics of the event. Central to the challenge of attribution is the identifi cation of 
the forced climate change signal and therefore the extent to which the signal of the 
climate forcing can be identifi ed above the noise of natural chaotic weather variability 
(Hegerl and Zwiers  2011 ). A grand scientifi c challenge is to improve capacities to 
quantify the climate change signal at regional scales, to determine the extent to which 
emerging trends are a forced signal or internal variability, and to assess how the prob-
ability of extreme events is sensitive to mean climate changes.  
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2.2     General Public 

 There is growing public awareness of climate change (Leiserowitz et al.  2012a ) and 
that this might result in not just changes in averages, but that the frequency or inten-
sity of extremes might vary (Sampei and Aoyagi-Usoi  2009 ; Leiserowitz et al. 
 2012b ). Given climate model projections for changes in some extremes, including 
in some parts of the world more frequent and intense heatwaves and heavy daily 
rainfall, and in other places less frequent and intense cold spells and snowfall 
(Seneviratne et al.  2012 ), there is often considerable public interest in the possible 
link between a particular extreme weather or climate-related event (such as a very 
cold or hot season or year) and climate change, interest that is often at its greatest 
during or in the immediate aftermath of such events (Schiermeier  2011 ). 

 Recent examples in the UK include, in 2010, the coldest December in the UK 
national temperature record from 1910 (BBC  2011 ; Met Offi ce 2010   http://www.
metoffice.gov.uk/climate/uk/ineresting/dec2010/    ), with considerable adverse 
consequences including closed airports and schools and large economic losses 
(  http://www.guardian.co.uk/uk/2010/dec/17/snow-closes-roads-airports-travel-
misery    ), and the particularly hot spell the following Spring, that included the 
warmest April in the Central England temperature record stretching back to 1659 
(  http://www.metoffi ce.gov.uk/climate/uk/interesting/2011-spring/    ). In the aftermath, 
many people were interested in knowing whether such events are expected to happen 
more often in the future and whether they should be seen as a sign of a changing 
climate or an unusual occurrence of natural weather. In such circumstances the 
public often receives equivocal answers (Nature  2011 ). 

 Given that reliable attribution of extreme weather and climate-related events is 
important for the public’s understanding of the effects of climate change, and can 
affect their willingness to support measures to mitigate greenhouse gas emissions 
(Schiermeier  2011 ), what is often lacking in the aftermath of an extreme weather 
event is a fully informed and timely response based on the best available climate sci-
ence that enables the public and decision makers to put such an event into the context 
of both natural variability and climate change. Ideally one would wish such assess-
ments to be issued regularly, applying a pre-defi ned methodology, and in a timely 
fashion, as in the case of weather forecasting (although not necessarily to be issued 
as frequently). This would limit the scope for ad-hoc structural biases, post- hoc rea-
soning and politicization of scientifi c information. While such rapid attribution 
assessments may be superseded by later more detailed analyses, they are nonetheless 
potentially of great value, and, like weather forecasts which offer great user value 
despite the remaining inherent forecast errors, timely probabilistic event attribution 
assessments should not necessarily be embargoed barring defi nitive conclusions, 
providing appropriate validation procedures are put in place and there is careful com-
munication of the remaining uncertainties (Stott et al.  2012b ). 

 As with weather forecasting, a regular attribution process would potentially lead to a 
continued improvement in reliability and could enhance the prospects for early warning 
of extreme events through enhanced understanding of predictability (Dole et al.  2011 ). 
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 In addition, such a regular process meets an important need to be proactive in the 
attribution activity and not solely reactive to specifi c events, which may give an 
unwarranted impression of selectivity and bias (Stott et al.  2012a ).  

2.3     Litigation 

 The extent to which a specifi c damaging weather event could be blamed on green-
house gas emissions is of relevance in legal contexts. There will almost certainly be 
attempts to seek redress for harm caused by emissions or, as in the case of six states 
before the US Supreme Court, to force power companies to cut their emissions of 
greenhouse gases under environmental protection legislation (Adam  2011 ). This 
would require robust evidence presented on the extent to which emissions can be 
linked to harmful effects (David  2003 ). Allen et al. ( 2007 ) argue that an objective 
operational attribution approach would be of considerable benefi t to the courts since 
it would reduce the extent to which courts rely on expert judgment in legal contexts 
where the outcome often depends delicately on the exact question being asked. For 
example, even the same expert might agree that “human influence on climate 
played a substantial role in causing the European heatwave of 2003” and that “it is 
impossible to attribute any single weather event to human infl uence on climate”, 
positions that could initially appear to be contradictory to a court. Therefore 
Allen et al. ( 2007 ) argue the need for agreed objective operational assessments that 
could, like routine operational weather forecasts, be used by courts. These would 
contribute as objective testimony requiring a more minor role for expert judgment 
in interpretation. A number of questions need to be considered by the legal com-
munity including what a court might consider as natural climate, over what time 
scales are damages relevant, and what levels of reliability, neutrality and accept-
ability are required for attribution assessments to be successfully used in legal con-
texts (Allen et al.  2007 ). These are diffi cult issues and not those traditionally 
considered by the climate modeling community.  

2.4     Adaptation 

 The character of societal responses to extreme climate events often reveals details 
of the society’s resilience and vulnerability, potentially exposing major “adaptabil-
ity gaps” (IPCC et al.  2007 ). Activities designed for adaptation to climate change 
can be concerned with time frames ranging from the present through to many 
decades into the future, while those activities designed to better deal with the rare 
extremes associated with natural variability may have a different character. 
Attribution studies can thus be usefully tailored to inform adaptation strategies 
encompassing natural hazard mitigation as well as to help reduce the vulnerability 
of societies to human induced climate change (Hoegh-Guldberg et al.  2011 ). 
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 By determining the causes of extreme weather events being observed now, robust 
information can be provided on the extent to which a specifi c extreme event is a 
harbinger of the future (e.g. Beniston  2004 ). If a recent extreme weather or climate- 
related event has shown a society to be vulnerable, that society may want to develop 
further resilience; alternatively, if an attribution assessment concludes that the event 
is either likely to remain extremely rare or become less likely in the future, the soci-
ety may adjust policies, for instance, by judging that such events and their impacts 
do not constitute a long-term adaptation priority (Hoegh-Guldberg et al.  2011 ). 
While it has been argued that attribution studies should not play a role in informing 
adaptation policies (Hulme et al.  2011 ), incorporating attribution assessments as 
part of a regular suite of climate services alongside weather and climate prediction 
systems should help avoid the misuse of attribution results through politicization 
and bias.  

2.5     Geoengineering 

 With greenhouse gas emissions still following a “business-as-usual” trajectory, geo- 
engineering, as an option for reducing the risk of dangerous climate change, is an 
issue rising up the climate change agenda and attribution will likely become an 
important component of any research and development of such technologies. A 
recent report by the Royal Society provided a comprehensive assessment of all geo- 
engineering options that are actively being considered (Royal Society  2009 ). It 
raised a number of concerns about the possible adverse consequences on climate in 
some regions as a result of attempting to reduce the risks of crossing dangerous 
thresholds of climate change were society unable to constrain global emissions. 
Given that geoengineering could be benefi cial to some stakeholders and damaging 
to others, were a damaging weather or climate-related event to occur following a 
geoengineering intervention, attribution assessments would be of interest to stake-
holders seeking compensation for any unwelcome effects as a consequence of 
attempts at delivering collective overall planetary benefi ts. Event attribution studies 
could also inform the design of experiments to test geoengineering options at a local 
scale before planetary scale implementation, and would also be needed post- 
implementation to determine whether geoengineering is working in the sense of 
reducing the occurrence of dangerous extreme weather and climate-related events.  

2.6     Insurance 

 The insurance industry relies heavily on observed records and extreme value theory 
to assess the probability of occurrence of rare weather events (e.g. Smith  2003 ) but 
both tools may yield incorrect conclusions if the location or shape of the distribution 
of a particular class of weather event is changing as a result of some external driver 
on a timescale comparable to the length of record used for model-calibration 
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(Räisänen and Ruokolainen  2008 ). Faced with uncertainty about how these risks are 
changing, but knowing that human infl uence on climate has altered the occurrence 
of climate extremes (as discussed above) and therefore that they should distrust 
historical probabilities, insurers can respond simply by withdrawing cover entirely, 
as has been observed in certain sectors of the US hurricane insurance market 
(Haufl er  2009 ). Providing information on how the risks are changing would thus 
provide insurers with the possibility to continue cover by altering premiums 
appropriately.   

3     Development of Event Attribution 

 In recent years event attribution has developed considerably, with a number of stud-
ies having been published that quantify the role of human and natural infl uences on 
specifi c weather and climate-related events. 

 The approach of using model experiments to calculate how a particular climate 
driver has changed the probability of an event occurring (Allen  2003 ; Stone and 
Allen  2005 ) has been applied to a number of different cases (e.g. Stott et al.  2004 ; 
Christidis et al.  2010 ; Pall et al.  2011 ). The probability of a particular event happen-
ing in an ensemble of model simulations representing current conditions is com-
pared with a parallel ensemble of model simulations representing an alternative 
world that might have occurred had the particular driver been absent. Although 
many detection and attribution studies that analyze long term changes in climate 
variables do not require the climate model to simulate the correct amplitude of the 
responses to forcings, since they include scaling terms that can compensate for 
under- or over-responsive models (Hegerl and Zwiers  2011 ), event attribution stud-
ies typically make stronger assumption about the correctness of models, the validity 
of which needs to be carefully tested (Christidis et al.  2012 ). 

 The approach for calculating the change in likelihood of an event attributable to 
a particular climate driver is illustrated schematically in Fig.  1 . The distribution 
shown in red represents the current probability distribution of a particular climate 
variable, and that in green, the equivalent probability distribution of that variable in 
the world that might have been in the absence of the climate driver. Then for a par-
ticular threshold, the probabilities, P1, of exceeding that threshold currently, and P0, 
of exceeding the threshold in the absence of the climate driver, can be calculated.

   From these two probabilities the Fraction Attributable Risk (FAR) can be calcu-
lated, where FAR = 1-P0/P1 (Allen  2003 ). FAR expresses the fraction of risk of a 
particular threshold being exceeded (e.g., an extreme temperature threshold associ-
ated with a heat wave) that can be attributed to a particular driver. For example if the 
probability that a particular threshold being exceeded has increased by a factor of 4 
as a result of human infl uence on climate, FAR = 0.75, and hence three quarters of 
the risk of that event is attributable to human infl uence. In this case, under the cur-
rent climate, on average ¾ of such events could be blamed on human infl uence. 
Such a result does not indicate that human infl uences were responsible for 75 % of 
the observed magnitude of the particular metric being used to defi ne the event. 
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 By their very defi nition, the nature of most extreme events means that their prob-
abilities need to be estimated by statistical extrapolation or modeling unless they 
occur suffi ciently commonly that their probabilities can be estimated directly from 
their observed frequencies. If events are suffi ciently frequent it can be possible to 
carry out a “single-step” attribution analysis (Hegerl et al.  2010 ), in which observed 
and modeled changes are compared directly. In this way, Stott et al. ( 2011 ) detected 
a signifi cant increase in the observed frequencies of warm seasonal temperatures in 
many regions that were attributable to human infl uence. 

 It is always necessary to use models to generate simulations of the counter- 
factual world that did not happen in order to estimate P0, the probability of the event 
in the absence of a particular climate driver. It is helpful to express fi ndings in 
statements that are robust to modeling and observational uncertainties. A number of 
studies (e.g. Stott et al.  2004 ; Pall et al.  2011 ) have employed a particular formula-
tion to characterize uncertainty in FAR, which states the minimum value that FAR 
is expected to exceed at some level of likelihood. Thus in the case of European 
summer temperatures, Stott et al. ( 2004 ) concluded that despite uncertainty in the 
precise value of FAR for the threshold chosen in that study as being relevant to the 
2003 European heatwave, it was “very likely” (using the IPCC defi nition of a >90 % 
chance of the statement being correct) that FAR was greater than 0.5, i.e. that the 
probability of the threshold being exceeded had more than doubled as a result of 
human infl uence. Such statements are also more closely aligned with interests of 
many potential stakeholders listed in Sect.  2  who are concerned whether iconic 

  Fig. 1    A schematic illustration of the distributions of a climatic variable with ( red ) and without 
( green ) the effect of anthropogenic forcings.  The hatched areas  mark the probability of exceeding a 
threshold value in the two climates. The FAR is the fractional change in the probability 1 – (P 0 /P 1 )       
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thresholds, such as a doubling of the probability, as in Stott et al. ( 2004 ), have been 
passed (e.g. Grossman 2003). For the same reason, it may also be helpful to determine 
whether the probability of the event has likely not changed substantially. 

 Characterizing changes in the shape of tails of extreme event distributions is 
challenging, so it is important not to read too much into heuristic examples based on 
idealized distributions such as Fig.  1 . In some cases (e.g. Stott et al.  2004 ; Pall et al. 
 2011 ), the change in the distribution of a particular climate variable can be consistent 
with a constant ratio of exceedance probabilities, P0/P1, over a broad range of 
thresholds, a point that is important for the robustness of results from such analyses 
where there is ambiguity about the actual threshold that was exceeded during the 
event in question and where models have biases that affect the probability of exceed-
ing absolute thresholds in the model. While some such biases can be addressed 
by an adjustment of the model’s baseline statistics to an observed climatology 
(e.g. Otto et al.  2012 ), others can be harder to correct. For example if a climate 
model’s representation of phenomena such as the variability of the El Niño/Southern 
Oscillation is inaccurate this could lead to systematic biases that may only be corrected 
through model improvements. 

 Recent attribution studies have also begun to pose the question how various 
factors, including human-induced climate change, contributed to the  magnitude  of 
an event (e.g. Perlwitz et al.  2009 ; Dole et al.  2011 ; Hoerling et al.  2012 ). These 
investigations are broadly aligned with a class of studies that assess the intensity 
of the signal of anthropogenic climate change relative to the intensity of the back-
ground climate variability (e.g. Hawkins and Sutton  2012 ). Of specifi c interest 
has been to diagnosis the relative magnitude of specifi c naturally occurring climate 
conditions within which an event developed, relative to estimates of the regional 
impact of human-induced climate change. 

 The predictability of an event and therefore the potential for early warning 
(including both its amplitude and temporal characteristics) are also investigated in 
some attribution studies. Diagnosing the ability of a model to capture the physical 
and statistical properties of a particular event is an important test of its capabilities 
if it is to be used for attribution. While attribution is possible in the absence of 
predictability (from initial conditions or from knowledge of the sea-surface 
temperatures or from other conditions internal to the climate system), a high level 
of confi dence in an attribution assessment can only be justifi ed if the models used 
are capable of capturing the relevant processes, since anomalous atmospheric fl ow 
and unusual oceanic and land surface conditions are often associated with extreme 
weather (Perlwitz et al.  2009 ; Dole et al.  2011 ). An example is that climate models 
are often criticized for their shortcomings in representing atmospheric blocking 
although much of this may be related to climatological biases in models (Scaife 
et al.  2010 ). But blocking is not the only phenomenon that can challenge models 
and hence limit confi dence in attribution assessments. Therefore attribution assess-
ment should assess the extent to which conclusions drawn about the metrics used to 
represent a particular event are robust to inadequacies in the representation of such 
phenomena in the models used; conversely such studies can be valuable in suggest-
ing needs for model improvements. 
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 In many cases, the most damaging weather events will be those that are least 
predictable, in the sense that, even with a perfect seasonal forecasting system, there 
would be little basis for anticipating that they would occur when they did a month 
or more in advance. The 2010 Russian heatwave may be a case in point, with Dole 
et al. ( 2011 ) observing that there was no basis for climate predictability (month or 
longer lead times) of the extreme blocking associated with the heatwave in two 
models forced by observed sea surface temperatures and sea ice or in the NOAA 
coupled forecast model used for seasonal predictions. This apparent lack of predict-
ability need not imply lack of understanding: in a chaotic system, certain low- 
probability events occur infrequently with little warning. It also does not necessarily 
imply inability to attribute to human infl uence: as Rahmstorf and Coumou ( 2011 ) 
observe, the probability of occurrence of the 2010 Russian heatwave, while still low, 
may have been substantially increased by the large-scale warming that has occurred 
since the 1960s. This conclusion is not inconsistent with the statement that there 
was little basis for anticipating the heatwave a month or more in advance. 

 The crucial test of whether models are capable of simulating specifi c weather 
events with a view to using them for attribution is the  reliability  of seasonal fore-
casts or hindcasts of the event in question based on these models: that is, when the 
forecasting system predicts a particular class of event will occur 10 % of the time, it 
is observed to occur 10 % of the time (Christidis et al.  2012 ). As noted above, attain-
ing reliability may often require correction of biases. Whether or not forecasts of the 
event have any  resolution  (that is, whether the combination of initial and boundary 
conditions that obtain at the time make the forecast probability of the event any 
different from its climatological probability) is a separate question. Some events are 
intrinsically unpredictable because they are not affected either by initial conditions 
or by short-term changes in boundary conditions. These events will often be the 
most damaging precisely because of this lack of predictability. Because they occur 
infrequently, direct detection of a trend in occurrence-frequency is also very diffi cult. 
Given adequate models and computing resources, however, it may still be possible 
to assess reliably how these low probabilities are changing and hence how much of 
the present-day risk can be attributed to external climate drivers. 

 To illustrate further the challenges involved in event attribution and to describe 
the main progress made so far in this area, published studies carrying out attribution 
of specifi c events are outlined in the next section.  

4     Examples of Event Attribution for Specifi c Cases 

4.1     2003 Central European Summer Temperatures 

 In their study following the 2003 European heatwave, Stott et al. ( 2004 ) (and later 
Christidis et al.  2010a , using additional data) analyzed the temperature changes 
averaged over summer for a large part of continental Europe and the Mediterranean. 
Using an optimal detection analysis of simulations of the HadCM3 coupled climate 
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model with and without anthropogenic forcings, Stott et al. ( 2004 ) showed that 
there had been a signifi cant anthropogenic contribution to the observed warming of 
regional summer mean temperatures. They then used the model to infer the proba-
bilities in the current world (P1) and the world without human infl uence on climate 
(P0) of exceeding a particular seasonal mean temperature threshold associated with 
the year 2003 event. The threshold they chose was the summer mean temperature 
that was exceeded in 2003 but in no other year (before that) since the start of the 
instrumental temperature record in 1851, a threshold somewhat lower than that 
reached in 2003 and a formulation designed to minimize the selection effect of 
choosing a threshold too closely associated with what actually occurred in 2003. 

 This multi-step attribution approach yielded an estimate for the Fraction 
Attributable Risk (FAR) of 2003 European mean summer temperatures where in the 
fi rst step, a change in the decadal background summer temperature was attributed to 
human infl uence, and then in the second step the relationship between year-to-year 
variability and the decadal background variability in summer temperatures was 
attributed to processes simulated in a climate model, allowing an inference of the 
probability of exceeding the threshold in that particular summer to be made. 
Figure  2a  shows the calculated distributions of P0 (green) and P1 (red) expressed 
as number of occurrences per thousand years where the likelihood distribution 
represents their uncertainty, a combination of uncertainty in the estimate of the 
anthropogenic warming in the region and uncertainty in the probability of exceed-
ing the chosen temperature threshold given a particular level of anthropogenic 
warming (Stott et al.  2004 ). The derived distribution of FAR is shown in Fig.  2b  
(estimated from the two probability distributions shown in Fig.  2a ) with the median 
value also shown. Based on the result that the 10th percentile of the distribution (as 
shown by the leftmost grey band in Fig.  2b ) is greater than 0.5, Stott et al. ( 2004 ) 
concluded that the probability of seasonal mean temperatures as warm as those 
observed in Europe in 2003 had very likely at least doubled as a result of human 
infl uence. Their conclusion that FAR for their metric is very likely greater than 0.5 
serves as the fi rst practical example of how to make a scientifi cally robust attribution 
assessment about a specifi c extreme event. Many of the excess deaths in summer 
2003 were associated with the period when the heatwave was at its most intense in 
early August in central Europe (Schar and Jendritzky  2004 ). Attribution of the 
impacts of the heatwave of 2003 would therefore require consideration of a shorter 
period and a more geographically restricted region than analyzed by Stott et al. ( 2004 ).

4.2         2000 UK Floods 

 Pall et al. ( 2011 ) considered the extensive fl oods that occurred during the record- wet 
Autumn of year 2000 in England and Wales, and estimated the change in probability 
of such fl oods occurring at that time as a result of twentieth-century anthropogenic 
greenhouse gas emissions. This study again followed a multi-step approach, with 
the fi rst step attributing the bulk of warming in global sea surface temperatures to 
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anthropogenic greenhouse gas emissions through the use of an established “optimal 
fi ngerprinting” regression analysis (Stott et al.  2006 ; Nozawa et al.  2005 ). Because 
of the lack of observations of events this rare and recognizing the largely atmo-
spheric seasonal-timescale nature of the event, the second step used a seasonal-
forecast-resolution atmospheric climate model to generate simulations of possible 

  Fig. 2    Change in risk of mean European summer temperatures exceeding the 1.6 K threshold. 
( a ) Histograms of instantaneous return periods under late-twentieth-century conditions in the 
absence of anthropogenic climate change ( green line ) and with anthropogenic climate change 
( red line ). ( b ) Fraction attributable risk (FAR). Also shown, as the  vertical line , is the ‘best estimate’ 
FAR, the mean risk attributable to anthropogenic factors averaged over the distribution. From Stott 
et al. ( 2004 ). Bands of  white  and  shade underneath the curve  represent ten percent bands of the 
distribution (i.e. 0–10 %, 10–20 % etc.)       
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Autumn 2000 weather. These simulations were conducted both under conditions 
observed at that time and under parallel conditions that might have been obtained at 
that time in the absence of increased greenhouse gases, as determined from the fi rst 
attribution step. 

 The observed event was relatively rare and unpredictable, so ensembles of 
several thousand weather simulations were generated under these two conditions 
(via climate prediction .net public volunteer distributed computing) to suffi ciently 
capture such unusual fl ood-producing weather and its change. Results were fed into 
a precipitation-runoff model for England and Wales to then simulate a measure of 
fl ooding, with the probability of fl oods of a specifi c magnitude counted directly 
from the simulations. The atmospheric model simulations acted as pseudo- 
observations for investigating the role of various mechanisms that could lead to 
changes in fl ood frequency between the two climates, noting that the reliability of 
the model in delineating mechanisms therefore becomes critical to the correctness 
of the fi ndings of such a study. It was found that almost all differences were due to 
a simple thermodynamic increase in precipitable water, a mechanism that is well 
understood, although this conclusion is dependent on the reliability of the model in 
discounting non-thermodynamic changes, such as circulation changes, as major fac-
tors. Quite a large uncertainty was found in the magnitude by which the greenhouse 
gases increased fl ood risk at the threshold relevant to autumn 2000. Thus there is 
quite a large spread in the return times of particular values of daily runoff shown in 
(Fig.  3a ) under conditions that would have been obtained in the absence of anthro-
pogenic greenhouse warming over the twentieth century, the wide spread being 
largely driven by uncertainty in the change in sea surface temperatures attributable 
to greenhouse warming. While Pall et al. ( 2011 ) found that the precise magnitude 
of the anthropogenic contribution to fl ood risk was uncertain, in nine out of ten 
cases their analysis indicated that twentieth-century anthropogenic greenhouse gas 
emissions increased the risk of fl oods occurring in England and Wales in autumn 
2000 by more than 20 %, and in two out of three cases by more than 90 %.

   In contrast, Kay et al. ( 2011 ) showed, using the same climate model experiments, 
that there was a decrease in the risk of fl ooding in Spring as a result of a reduced risk 
of snow-melt-induced run off (Fig.  3b ). This provides an example of a hypothetical 
weather-related event that has been made less likely as a result of human infl uence 
on climate (and which did not occur in Spring 2001).  

4.3     2008 Cool US 

 Perlwitz et al. ( 2009 ) studied the nature of the very cool year 2008 climate condi-
tions in North America that diverted strongly from the long term warming trend 
observed over previous years. Based on a suite of model experiments their study 
showed that an anthropogenic warming of North American temperature was over-
whelmed by a particularly strong bout of naturally induced cooling resulting from 
the continent’s sensitivity to widespread coolness of the tropical and northeastern 
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Pacifi c sea surface temperatures. Figure  4  shows North American surface temperature 
change for 1970–2007 (left) and departures for 2008 (right) as observed and as 
simulated by coupled models (CMIP) and atmosphere only models (AMIP) forced 
with the observed 2008 sea surface temperatures. The observed pattern of tempera-
tures in 2008 (Fig.  4b ) is much closer to the pattern of temperatures from the ensemble 
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  Fig. 3    ( a ) and ( b ) Return times for precipitation-induced fl oods aggregated over England and 
Wales for ( a ) conditions corresponding to October to December 2000 and ( b ) conditions corre-
sponding to January to March 2001 with (for both panels) boundary conditions as observed ( blue ) 
and under a range of simulations of the conditions that would have obtained in the absence of 
anthropogenic greenhouse warming over the twentieth century ( green ) (Adapted from Pall et al. 
 2011 ; Kay et al.  2011 ). ( c ) Return periods of temperature-geopotential height conditions estimated 
for the 1960s ( green ) and the 2000s ( blue ). The  vertical black arrow  shows the anomaly of the 
Russian heatwave 2010 ( black horizontal line ) compared to the July mean temperatures of the 
1960s ( dashed line ). The  vertical red arrow  gives the increase in temperature for the event whereas 
the  horizontal red arrow  shows the change in the return period (From Otto et al.  2012 )       
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  Fig. 4    ( left ) North American surface temperature change for 1970–2007 [K/38 year] and ( right ) 
departures for 2008 (in [K] relative to 1971–2000 mean) based on ( a  and  b ) observations, ( c  and 
 d ) ensemble CMIP simulations, and ( e  and  f ) ensemble AMIP simulations. Inset in Fig.  1d, f  are 
probability distribution functions of the individual simulated annual 2008 surface temperature 
departures area-averaged over North America. The observed 2008 departure was near zero (Fig.  1  
from Perlwitz et al.  2009 ) (Reproduced by permission of American Geophysical Union)       
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mean of the AMIP models forced with observed SSTs than the observed or modeled 
trends over recent decades or the 2008 departure as simulated by the mean of the 
CMIP models (which by averaging will have eliminated most natural internal 
variability components). There is expected to be a spread of patterns of temperature 
anomalies in different coupled model ensemble members refl ecting the combined 
effects of external forcings and internal variability. However, the greater agreement 
between the observed 2008 departure and the spread of simulations in the AMIP 
models than between the observed 2008 departure and the spread of simulations in 
the CMIP models led Perlwitz et al. ( 2009 ) to the conclusion that a large part of the 
departure from the long term trend during 2008 could be attributed to a particular 
anomalous state of SST conditions in 2008. Further, it was found that such a strongly 
anomalous ocean state and its North American impacts are well simulated by 
models, indicating their potential for skillful predictions of fl uctuations in large 
scale temperature anomalies over North America. Perlwitz et al. ( 2009 ) concluded 
that the cool year in 2008 did not indicate that the climate was likely to embark upon 
a prolonged period of cooling and, on the contrary, the pace of North American 
warming was more likely to resume in coming years.

4.4        2010 Russian Heatwave 

 Dole et al. ( 2011 ) considered the relative importance of various physical factors 
contributing to the extreme heat wave affecting Moscow and adjacent regions, using 
both observational analyses and model experiments. They showed that, in contrast 
to the region affected by the 2003 European heat wave, the primary region affected 
by the 2010 heat wave had not experienced signifi cant long-term warming in summer 
over the prior 130-year period, although other studies fi nd a warming trend in the 
past few decades (Rahmstorf and Coumou  2011 ). CMIP-3 models forced by increasing 
greenhouse gases and other external forcings showed a small mean warming over 
the same period, but no signifi cant change in variability. Ensemble model simulations 
forced by observed global sea surface temperatures and sea ice conditions also 
showed no statistically signifi cant response over the heat wave region. Dole et al. 
concluded that the extreme magnitude of the 2010 Russian heat wave was caused 
primarily by internal dynamical processes that led to a very strong and persistent 
blocking pattern over the heat wave region. They also concluded that regional land 
surface feedbacks were not important in explaining the heat wave’s intensity. While 
these results did not support increasing greenhouse gases having contributed 
substantially to the magnitude of the 2010 Russian heat wave, model projections 
suggest that western Russia is on the cusp of a period in which the probability of 
such extreme heatwaves will increase rapidly. Many other regions around the world 
are already experiencing a rapid increase in the frequency of more moderate extreme 
temperatures (Jones et al.  2008 ; Rahmstorf and Coumou  2011 ; Fig.  5 ).

   No more basic question exists in climate science than “What caused the event?” 
Yet, this obvious and simple query can invite a multitude of answers, which though 
perhaps scientifi cally consistent with each other, sometimes bear very different 

P.A. Stott et al.



325

  Fig. 5    ( top ) Daily Moscow temperature record from November 1 2009 to October 31 2010, with 
daily departures computed with respect to the climatological seasonal cycle. Data are from the Global 
Summary of the Day produced by National Climatic Data Center. ( middle ) Observed time series of 
western Russia July temperature anomalies for the period 1880–2010 indicated as positive ( red ) and 
negative ( blue ) temperature anomalies relative to the base period from 1880 to 2009. Numbers indi-
cate the years of the ten most extreme positive anomalies. The  red asterisk  indicates year 2010. The 
 light and dark shaded areas  represents the envelopes of positive and negative monthly mean tempera-
ture extremes based on 22 CMIP3 model simulations for normalized and non-normalized anomaly 
time series respectively. ( bottom ) Map of observed July temperature trend [o C/130 years] for July 
1880–2009.  Box  shows the area used to defi ne “western Russia” surface temperatures (Fig.  1  from 
Dole et al.  2011 ) (Reproduced by permission of American Geophysical Union)       
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meanings. Whereas Dole et al. ( 2011 ) concluded that the Russian heatwave event 
was mainly caused by natural internal variability, Rahmstorf and Coumou ( 2011 ) 
founded a greatly increased probability of such a heatwave. Otto et al. ( 2012 ) 
showed that these outwardly opposite conclusions are in fact reconcilable upon 
clear distinction of the different questions that each study asked. While Dole et al. 
( 2011 ) asked what factors caused the full magnitude of that heat wave, estimated by 
some to have been +10 °C above normal over Moscow during July 2010 (e.g. 
Barriopedro et al.  2011 ), Coumou and Rahmstorf ( 2012 ) asked what was the prob-
ability that a record-breaking heat wave, could have occurred in a stationary climate 
(see Fig.  3c ). The fact that human-induced climate change very likely has increased 
the odds of breaking a prior record is thus consistent with the fact that most of the 
magnitude of the event was nonetheless the consequence of natural variability.   

5     Attribution of Climate-Related Events Group 

 The studies outlined above indicate the potential for event attribution, but the remain-
ing uncertainties, even for the very small number of specifi c events so far considered, 
demonstrate that there are many scientifi c challenges to be faced in developing a 
robust assessment process for extreme events. It should also be noted that there is 
often an appreciable delay between the occurrence of the event in question and the 
appearance of the peer-reviewed studies. Meanwhile scientists continue to face 
demands for more rapid reaction on the links between climate change and unusual 
weather events, and the number of climate litigation cases is increasing (Adam  2011 ). 
As a result of this demand, interested scientists from around the world have recently 
joined together to coordinate their efforts and consider research needs as part of the 
Attribution of Climate-related Events activity (ACE). The fi rst full meeting was held 
in August, 2010 (hosted by NOAA and supported by funding from the UK FCO). 

 In the run up to the meeting, there was no shortage of illustrations regarding the 
question of who cares about the causes for extreme weather and climate-related 
events with many media stories regarding the Russian heat wave, Pakistan fl oods, 
and China fl oods, and of the concerns about the implications such events held for the 
immediate future, for example, on food supplies and commodity prices. The events 
impressed upon the attendees of this workshop the need for rapid, yet accurate, attri-
bution information. The attendees also concurred about the links between the devel-
opment of attribution information and the development of prediction systems. 

 The meeting attendees agreed that a comprehensive and authoritative attribution 
activity, one that meets user needs for coverage and for trustworthiness, will demand 
enhanced collaboration and coordination of numerous partners in order to provide a 
test bed for evaluating and applying data, theories, and computational methods. In 
this regard, the underpinning of a strong and sustained research base to provide the 
best possible operational systems for attribution was emphasized. The foundations 
of an authoritative explanation of extreme events begin with a real-time monitoring 
and climate analysis capability, and availability of historical data sets, such that 
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current events can be placed into a reliable and physically consistent historical 
context. Model simulations and experimentation, including the use of multiple 
models and perturbed physics ensembles, were likewise seen as core elements that 
provide an essential tool in “connecting the dots” so as to establish plausible 
cause-effect relationships. The workshop attendees also emphasized that society 
and decision makers also need to be provided with a clear statement of the meaning 
and implications of the scientifi c fi ndings. 

 A concrete outcome of the meeting was a proposal for modeling centers to carry 
out a coordinated set of experiments in order to explore the importance of the exper-
imental design, climate model design, event location and timing, and the inclusion 
of various anthropogenic factors to increase the robustness of attribution assess-
ments. The experiment has also been endorsed by the CLIVAR C20C group (Kinter 
and Folland  2011 ). Under C20C, modeling centers have already tested the ability of 
atmosphere only models to simulate observed climate events (Scaife et al.  2008 ). 
Under this new attribution component of C20C, several modeling centers around 
the world will perform time-slice experiments with atmospheric modeling, follow-
ing the method developed by Pall et al. ( 2011 ). These experiments will cover the 
period from 1960 to the near-future, allowing an evaluation of how anthropogenic 
contributions have been changing and also how estimation of these contributions 
depends on various aspects of the experimental setup.  

6     Development of Near-Real Time Weather 
and Climate Event Attribution 

6.1     Coupled Model Approaches 

 The analysis of the 2003 European heatwave by Stott et al. ( 2004 ) provided a 
template for how a multi-step attribution analysis using coupled models could be 
carried out in which changes in the frequency of a specifi c event under human infl u-
ences can be inferred based fi rst on an attribution analysis of mean temperatures 
over a region, and second, on an analysis of the expected change in frequency of 
exceeding thresholds of extreme temperature due to the effects of internal variabil-
ity around the baseline of mean temperatures attributed in the fi rst step. This same 
approach can be applied using regularly updated data to provide assessments of 
attributable risk immediately following a particular season. Such an approach using 
coupled models has also been used to estimate the change in the probabilities of 
exceeding a pre-defi ned temperature threshold for every season in Europe (Christidis 
et al.  2010a ) and extended to sub-continental scale regions throughout the world 
(Christidis et al.  2010b ,  2011b ). Unlike previous studies that carried out an optimal 
fi ngerprinting analysis over the region of interest, these studies employed con-
straints from a global analysis to estimate the regional temperature distributions. 
Look-up tables, as shown in Fig.  6 , of the FAR of a threshold exceedance, can be 
computed for each region over a range of thresholds thereby providing the potential 
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for regularly updated attribution information to be provided alongside monitoring 
information about the season just fi nished and seasonal forecasting information of 
the season to come.

6.2        Very Large Ensembles Using Distributed Computing 
Experiments 

 Attribution approaches that are appropriate for regional precipitation are being 
developed that use larger ensembles of higher resolution models. In particular the 
use of atmosphere-only models in which sea surface temperatures are prescribed 
allows a better discrimination between ensembles of models with each being tied to 
a particular evolution of SSTs, the approach described in Sect.  4.2  (Pall et al.  2011 ). 

  Fig. 6    Estimates of the FAR in nine different regions measuring how much anthropogenic forc-
ings have increased the likelihood of exceeding a pre-specifi ed annual mean temperature anomaly 
threshold during 2000–2009. Results are shown for a range of thresholds increasing from zero by 
multiples of the standard deviation which represents the effect of internal climate variability. The 
 green  and the  black  hatched areas illustrate the 5–95 % range of the FAR computed with HadGEM1 
and MIROC fi ngerprints respectively. The  vertical blue line  marks the annual mean temperature 
anomaly in 2000–2009. The  vertical black line  corresponds to the maximum annual mean tem-
perature anomaly since 1900. The  horizontal grey lines  mark the FAR values which correspond to 
an increase in the likelihood of exceeding a threshold by a factor of 2, 3 and 4. Regions are: Global 
( GLB ), Northern Australia ( NAU ), Southern South America ( SSA ), Central North America ( CAN ), 
Northern Europe ( NEU ), Southeast Asia ( SEA ), Southern Africa ( SAF ), Greenland ( GRN ), 
Antarctica ( ANT ) (From Christidis et al.  2011b )       
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An important consideration here is that such an experimental design investigates the 
change in risk conditional on certain aspects of variability being tied to those 
observed (e.g. the state of ENSO) whereas ensembles of coupled models with dif-
ferent climate forcings are able to estimate the overall change in risk associated with 
the presence of a particular forcing. 

 In many cases interest may be in weather extremes that are extremely rare and 
therefore for which either very large ensembles of model simulations need to be 
made in order to capture the occurrence of such events, or else statistical extrapola-
tion techniques need to be used to make inferences about changes in such extremes 
based on changes in that part of the distribution that can be modeled. An important 
aspect of research therefore is to understand the benefi ts of the very large ensembles 
made possible by distributed computing, as well as the limitations of smaller ensem-
bles that could be run more regularly as part of a near-real time attribution service. 
The climateprediction.net project which has pioneered the use of large ensembles 
for attribution and prediction has recently included a regional modeling component 
(the weatherathome.org project) to downscale global models for the Western US, 
Southern African and European regions. Regional models enable a better represen-
tation than global models of small scale processes that are relevant to attribution 
assessments, particularly of extreme rainfall events.  

6.3     Analogue Methods for Diagnosing the Infl uence 
of Circulation Characteristics 

 An approach that can be applied routinely to provide information on recent climate- 
related events in a timely fashion is to quantify the contribution of large-scale circu-
lations to temperature anomalies, thereby discerning whether recent temperatures 
are warmer or colder than would be expected from fl ow-analogues from previous 
years (Cattiaux et al.  2010a ,  b ; Vautard and Yiou  2009 ). Such an approach has been 
used to show that the cold northwestern European winter of 2009/2010, associated 
with a very negative value of the North Atlantic Oscillation (NAO) index, would 
have been even colder without the effects of long-term warming (Cattiaux et al. 
 2010a ). Such approaches do not fully answer the attribution question because they 
do not quantify the link to human emissions (in explaining the long term warming 
trend in a region) but they are helpful in putting extreme events into a climate per-
spective (Peterson et al.  2012 ).  

6.4     A Near-Real Time Attribution Capability Linked 
to Seasonal Forecasting 

 A pilot version of an attribution forecast system has been implemented that runs in 
parallel with an existing seasonal forecasting service, following a simplifi ed version 
of the Pall et al. ( 2011 ) experimental design (  http://www.csag.uct.ac.za/~daithi/
forecast    ). Along with the real seasonal forecast, a parallel forecast is run of a 
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non-greenhouse gas world in which human activities had never released greenhouse 
gases to the atmosphere and the ocean had not warmed in response to those 
emissions. Currently this simple implementation mainly serves as an apparatus for 
learning about how such a linked system can function when using multiple models 
and as a demonstration to aid in ascertaining the requirements and characteristics 
that potential users of such a system might demand. It has however revealed sea-
sonal and regional variations in attributable risk, as well as some apparently robust 
similarities and differences between attribution and seasonal forecasting products, 
for instance in that the relative predictability of temperature versus precipitation 
events can be different in an attribution system when sea surface temperatures are 
known than in a standard seasonal forecast when sea surface temperatures are pre-
dicted. This system has also provided insights into the advantages and limitations of 
a pro-active approach. Pre-defi ned event defi nitions have inevitably not conformed 
to what users might wish to know about after the fact, revealing the need to refi ne 
defi nitions in a balance between relevance and systematic objectivity. The use of 
confi dence statements involving thresholds of attributable risk, such as that the 
chance of the event has at least doubled or halved, have provided a clear framework 
in communication sessions with potential users of such information. Just as impor-
tant for such users, though, is the provision of statements of when we can say that 
any infl uence is less than a certain threshold. 

 The development of a more rigorous near-real time attribution capability is underway 
at the Met Offi ce Hadley Centre with a focus on system evaluation and validation, and 
based on ensembles of simulations of the atmosphere version of the seasonal forecasting 
model with atmosphere-only GCMs and prescribed SSTs (Arribas et al.  2009 ; Christidis 
et al.  2012 ). The ensembles using the HadGEM3-A atmospheric model are generated 
using (a) random perturbations that represent the uncertainty in a number of parameters 
(Murphy et al.  2004 ; Collins et al.  2006 ) and (b) vorticity perturbations that counteract 
the damping of small scale features introduced by the semi-Lagrangian advection 
scheme (Bowler et al.  2009 ). Simulations of the ‘actual’ world employ the anthropo-
genic and natural forcings used in previous experiments with the HadGEM1 model 
(Stott et al.  2006 ) and sea surface temperature (SST) and sea-ice data from the HadISST 
dataset (Rayner et al.  2003 ). Simulations for the climate without human infl uences 
include natural forcings only (from changes in solar output and due to explosive volca-
nic eruptions) and remove an estimate of the anthropogenic change in the SSTs and 
sea-ice from the prescribed HadISST data. Experiments to date have been carried out 
using an estimate of SST change from the HadGEM1, HadGEM2 and HadCM3 mod-
els, while the change in the sea-ice is computed based on empirical relationships derived 
with HadISST data, a similar approach to Pall et al. ( 2011 ). Notably, the setup of this 
real-time system is closely aligned to the design of the ACE C20C experiments. 

 A useful tool in the validation of ensembles for seasonal forecasting is the reli-
ability diagram which plots the observed frequency of an event against the forecast 
probabilities (Wilks  1995 ). Reliability is indicated by the proximity of the plotted 
curve to the diagonal. Points above/below the diagonal indicate that the forecast 
model is under/over-forecasting at the respective probability threshold. Reliability 
diagrams can be constructed for a number of regions to examine the model skill in 
simulating high and low temperature and precipitation events. An illustrative 
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example is shown in Fig.  7  for forecasts of upper tercile temperature and precipita-
tion events in Europe. The results suggest that the model has much better skill in cap-
turing the predictability of temperature than of precipitation in the chosen region. 
Such reliability diagrams, supplemented by comparisons of observed and modeled 
distributions of the variable being attributed, can be used to inform the confi dence 
that can be placed in attribution assessments. In situations where there is a high 
degree of predictability, for example in the case of the large scale pattern of North 
American temperatures in 2008 as analyzed by Perlwitz et al. ( 2009 ) and discussed 
above, a necessary component of model fi delity is that it is able to capture the pre-
dictable features of the weather or climate-related event in question. Where there is 
little predictability, the model should be able to capture the main impacts that attrib-
utable changes in climate could have on the statistics of the event in question.

7         Discussion: Lessons Learned and Future Research Needs 

 Based on the requirements for attribution assessments outlined in Sect.  2  it is clear 
that attribution forms a key part of any climate service, the essential bridge between 
monitoring and prediction services, that puts recent weather and climate-related 
events into a long term context. An important benefi t of well defi ned attribution 

  Fig. 7    Reliability diagrams that assess the forecast skill of the model in predicting seasonal mean 
temperature ( left panel ) and precipitation ( right panel ) values averaged over Europe above the 
upper tercile of the 1971–2000 climatology. The NCEP/NCAR reanalysis was used to compute the 
observed frequency (Kalnay et al.  1996 )       
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assessments is in avoiding the apparent discrepancies that can arise between the con-
clusions of different attribution studies, for example those of the Russian heatwave 
of 2010 discussed above. While a variety of stakeholders require reliable information 
in the immediate aftermath of extreme events (Sect.  2 ), for other purposes, for exam-
ple to inform litigation, more complete information could be required at a later date. 
It will be important to identify the tolerance of potential decision-making processes 
to uncertainties and errors in observations and models, and therefore the levels of 
confi dence attached to attribution assessments. Some extreme events are amenable 
for  a priori  analysis of their probability of occurrence (for instance, droughts and 
heat waves), given expectations of near-term changes in sea surface conditions or 
external radiative forcings. Thus attribution assessments for the coming season, year, 
or decade could be conducted for regional scales with suitable methods. 

 Observational records of suffi cient length and quality are required to defi ne 
extreme events in relevant contexts and to characterize the range of variability in the 
particular climate variable and region of interest. In many regions observational 
data are not available over multi-decadal timescales or the data contains unphysical 
jumps or trends (inhomogeneities) related to measurement errors, changes in obser-
vational systems, or other non-physical factors (e.g. Stott and Thorne  2010 ). In 
many regions therefore extending the type of study made by Pall et al. ( 2011 ) of 
extreme river fl ow in the UK will be very challenging given the large gaps in many 
observational datasets. For example, the study showing human contribution to more 
intense precipitation extremes by Min et al. ( 2011 ) was restricted to limited regions 
of the Northern Hemisphere. Improvements in the robustness of the climate observ-
ing system, including improvements in in-situ observations, supported by remote 
observations and weather-forecast-related products (e.g. climate quality reanaly-
ses), will be required to develop more reliable monitoring and attribution systems 
(Trenberth  2008 ). Estimates of remaining observational uncertainties including 
their time dependence will also be a very important ingredient for robust event attri-
bution assessments (Thorne et al.  2011 ). 

 Physical understanding complements a statistical modeling approach and is 
essential for developing confi dence in modeling and statistically based approaches. 
The 2010 Russian heat wave and the 2011 Texas heat wave/drought were examples 
of climate extremes in which dynamical processes played a dominant role in the 
event’s origin, with its extreme intensity likely aided by land surface feedbacks 
(Dole et al.  2011 ; Hoerling et al.  2012 ). Many climate extremes typically refl ect 
regional climate controls (e.g. Alexander  2011 ) as well as remote linkages (telecon-
nections) to global climate. Rigorous attribution assessments will therefore require 
validation that physical and dynamical processes are suffi ciently well represented in 
the models being used. 

 Models are required in order to generate the counterfactual worlds in which 
particular factors are absent. Multiple models help assess structural modeling uncer-
tainty and large ensembles help sample the tails of distributions. Ensemble sizes 
need to be tailored for the application, recognizing that not all event attribution 
requires very large ensembles. For example Perlwitz et al. ( 2009 ) and Dole et al. 
( 2011 ) fi nd that 50 member ensembles are adequate for identifying a shift in the 
mean. However, larger ensembles or statistical models may be required to indentify 
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changes in the tails of distributions. To the extent that causal factors can be identifi ed 
and model defi ciencies addressed, the development of event attribution could lead 
to improved predictions of such events in the future. 

 Pre-agreed procedures and regular assessments conducted regardless of whether 
extreme weather events occur in a particular region or not favor largely objective 
results not distorted by selection effects (Stott et al.  2012a ). Nevertheless, some 
level of expert judgment will always be necessary for defi ning those procedures and 
in interpreting the robustness of and confi dence in results. Any such judgment can 
only be based on a careful consideration of the reliability of an attribution assess-
ment and therefore on the extent to which there is a good physical understanding of 
the causal links behind the event in question. 

 Human infl uences have increased the risk of some extreme weather- and climate- 
related events, reduced the risk of others, and for some may not have affected the 
risk substantially. A few published studies have made assessments of particular 
events, reporting an attributable human infl uence on the probability of some (includ-
ing the Autumn 2000 fl ooding in the UK, the 2003 European heatwave), the magni-
tude of others as being attributable to natural variability (the Russian heatwave of 
2010 and the Texas heat wave of 2011) and showing that some cold events are 
consistent with the interplay of on-going global warming and internal variability 
(e.g. the cold North American temperatures in 2008, the cold European winter of 
2009–2010). While such initial studies demonstrate the potential for event attribu-
tion they also highlight many of the challenges still to be faced, as discussed in this 
article. An important consideration is that regional attribution resulting from one 
region is not necessarily portable to another region even when the two regions are 
relatively close geographically. Therefore future research will need to consider a 
wider range of regions and event types as well as investigate the robustness of attri-
bution results for events already considered. 

 The potential of weather and climate-related event attribution to societies can only 
be realized with the further underpinning of research needed to develop physical 
understanding, and improve the observational and modeling basis. As the scientifi c 
underpinning develops, it will be important to have realistic expectations of what can 
be achieved. While it is possible for an event attribution service to provide quantita-
tive results, it is much harder to provide carefully assessed results that include suffi -
ciently well calibrated information that would enable a user to fully understand the 
qualities and limitations of the information provided. Therefore future progress in 
serving the needs of the public, policy makers and other stakeholders depends on 
further development of the underpinning climate science and effective communica-
tion of attribution results, including their remaining uncertainties.     
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    Abstract     This paper focuses primarily on extremes in the historical instrumental 
period. We consider a range of phenomena, including temperature and precipitation 
extremes, tropical and extra-tropical storms, hydrological extremes, and transient 
extreme sea-level events. We also discuss the extent to which detection and attri-
bution research has been able to link observed changes to external forcing of the 
climate system. Robust results are available that detect and often attribute changes 
in frequency and intensity of temperature extremes to external forcing. There is also 
some evidence that on a global scale, precipitation extremes have intensifi ed due 
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to forcing. However, robustly detecting and attributing forced changes in other 
important extremes, such as tropical and extratropical storms or drought remains 
challenging. 

 In our review we fi nd that there are multiple challenges that constrain advances 
in research on extremes. These include the state of the historical observational 
record, limitations in the statistical and other tools that are used for analyzing 
observed changes in extremes, limitations in the understanding of the processes that 
are involved in the production of extreme events, and in the ability to describe the 
natural variability of extremes with models and other tools. 

 Despite these challenges, it is clear that enormous progress is being made in the 
quest to improve the understanding of extreme events, and ultimately, to produce 
predictive products that will help society to manage the associated risks.  

  Keywords     Extremes   •   Extremes indices   •   Detection and attribution   •   Temperature 
and precipitation extremes   •   Extratropical storms   •   Tropical cyclones   •   Flood   
•   Drought   •   Sea level  

1        Introduction 

 This paper reviews some aspects of the current status of research on changes in 
climate extremes, identifying gaps and issues that warrant additional work. It focuses 
primarily on the historical instrumental period, giving a sense of the nature of the 
results that have been obtained and the challenges that arise from observational, 
methodological and climate modeling uncertainties. It also discusses the extent to 
which detection and attribution research has been able to link observed changes to 
external forcing of the climate system. In addition, the paper also very briefl y 
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discusses some aspects of projections for the twenty-fi rst century, although this is 
not its primary focus. Extremes are not discussed on paleo time scales, in the 
context of the present (i.e., short term forecasting), or in the context of climate 
surprises (tipping points). These choices refl ect our desire not to attempt too broad 
a review of the topic due to space constraints, as well as a view that high priority 
should be given to reducing uncertainty in the understanding of historical changes 
in extremes over the instrumental period as a prerequisite to confi dently predicting 
changes over the next century. This includes the development of improved and 
comprehensive observational records, the development of better physical models, 
forcing data sets and more powerful statistical techniques, the development and 
refi nement of the understanding of the physical processes that produce extremes, 
and continued improvement in the ability to attribute causes to those changes. 
Overall progress on understanding implications of ongoing and future changes in 
extremes will be strongly dependent upon the ability to document and understand 
changes in extremes during the period of history that has been (and continues to be) 
the most comprehensively and directly observed, which is why this is the topic 
of the present paper. While it is not the focus of this paper, it is clearly also very 
important to understand changes in extremes over longer periods of history, particu-
larly where proxy data indicate larger extremes than observed during the modern 
instrumental period, such as for regional drought (e.g., Woodhouse and Overpeck 
 1998 ; Woodhouse et al.  2010 ). 

 Before beginning our review, it is worth taking a few minutes to think about the 
terminology that is used to describe extremes in climate science (see also Seneviratne 
et al.  2012 , Box 3-1). Considerable confusion results from the various defi nitions of 
extremes that are in use. Part of this confusion occurs because the word  extreme  can 
be used to describe either a characteristic of a climate variable or that of an impact. 
In the case of a climate variable, such as surface air temperature or precipitation, 
the notion of an extreme is reasonably well defi ned and refers to values in the tails 
of the variable’s distribution that would be expected to occur relatively infrequently. 
However, even in this case, there can be ambiguity concerning the defi nition of 
extremes. For example, a great deal of climate research on “extremes” deals with 
indicators of the frequency or intensity of events that, in fact, describe parts of the 
distribution that are not very extreme, such as warm events that occur beyond the 90th 
percentile of daily maximum temperature. Such events lie well within the observa-
tions that are collected each season, and they are typically studied by determining 
whether there are trends in their rates of occurrence. They are often referred to as 
“moderate extremes” in the literature (and we will also use that term occasionally 
below), but this term is not one that is used in statistical science to describe the 
upper part of a distribution, since the 90th percentile of daily values, for example, 
while in the upper tail would not necessarily be considered extreme in a statistical 
sense. The mechanisms involved in these ‘moderate extremes’ nevertheless should 
be similar to those involved in truly extreme events, and they are affected by different 
model biases from those for mean values (Hanlon et al.  2012a ). There are also 
instances when the distribution of exceedances above the 90th percentile can be 
well approximated by an extreme value distribution. Nor does the term “moderate 
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extremes” comprehensively describe the collection of ETCCDI 1  indices (Klein 
Tank et al.  2009 ) since they characterize various points in the distributions of daily 
temperature and precipitation observations, including diagnostics of daily variability 
that is not extreme, at least not everywhere, such as the annual number of frost days. 

 In addition to the literature on indices, or “moderate extremes” of climate vari-
ables, there is also a body of work that deals with rare values of climate variables 
that are generally not expected to recur each year. In this case the concept corre-
sponds well to that used in the statistical sciences, and thus powerful statistical tools 
based on extreme value theory are available to aid in the analysis of historical and 
future extremes (e.g., Coles  2001 ; Katz et al.  2002 ). Such tools were originally 
developed to make statements about what might happen outside the range of the 
observed sample, such as the problem of estimating the 100-year return value on the 
basis of a 30- or 40-year sample. Hence, the notion of “extremes” in that context is 
defi ned as very high quantiles, such as the 95th, 99th or 99.9th percentiles of annual 
maximum values. An important aspect of this theory is to quantify the uncertainty 
of such extrapolations through the computation of suitably constructed confi dence 
intervals. Increasingly, these tools are being used in the evaluation extreme events 
simulated in climate models (e.g., Kharin et al.  2007 ; Wehner et al.  2010 ; Wehner 
 2013 ). These tools are being further developed in the statistical sciences, and there 
is currently a very high level of interaction between that community and the climate 
sciences community on the development and application of methods that can be 
used in the climate sciences, such as the ExtREmes toolkit (see   http://cran.r-project.
org/web/packages/extRemes/    ). 

 In the case of extremes defi ned by their impacts, the concept of what consti-
tutes an extreme may be less well defi ned, and this may affect the approaches 
that are available for analysis. For example, all tropical cyclones that are classifi ed 
as Category 1–5 storms on the Saffi r-Simpson scale are considered to be extreme 
because of their high potential to cause damage from high winds, rainfall, and/
or storm surge fl ooding. These storms are an important component of the ener-
getics climate system and occur in more or less constant numbers (globally) 
each year. They are more diffi cult to characterize statistically than, for example, 
extreme temperature events that are identifi ed relative to variability recorded at 
fi xed locations. The numbers of tropical cyclones within a region are not con-
stant, the regions affected vary with time, and historical data that might be used 
to locate tropical cyclones in the tails of an appropriate probability distribution, 
while being constantly improved, often remain subject to substantial inhomoge-
neities due to the evolution of our observing systems (Knutson et al.  2010 ; 
Seneviratne et al.  2012 ). 

1    The joint World Meteorological Organization Commission on Climatology (CCl), World Climate 
Research Program Climate Variability and Predictability project (CLIVAR), and Joint Commission 
on Marine Meteorology (JCOMM) Expert Team on Climate Change Detection and Indices. See 
  http://www.clivar.org/category/panels/etccdi      
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 For the purpose of this article we consider “extreme events” to be  well-defi ned  
weather or climate events (including tropical cyclones) that are  rare  within the 
current climate. With the term “well-defi ned” it is understood that these events 
may be defi ned in terms of measurable physical quantities such as temperature, 
precipitation, wind speed, runoff levels or similar; and the term “rare” is used to 
refer to values in the tails of the variable’s distribution as discussed above, start-
ing from the 90th percentile of the distribution to capture research on ‘moderate’ 
extremes. 

 It is important to note that the linkage between extreme events and extreme 
impacts (i.e. natural disasters) is not straightforward. Events that are rare from a 
statistical perspective may not necessarily lead to impacts if there is either no 
exposure or no vulnerability to the particular event. Also, the impact of an 
extreme event may depend on its season, its duration, and co-occurrence of further 
extremes, such as drought conditions with heat waves (Seneviratne et al.  2012 ). 
The occurrence of an extreme event does not necessarily imply monetary dam-
ages. Rather the occurrence of damages also depends upon whether there is any 
infrastructure at risk and its characteristics, population density, factors affecting 
the vulnerability of the population including whether emergency response mea-
sures are in place, etc (IPCC  2012 ). Conversely, not all damages from weather or 
climate events are related to extreme events as defi ned above. For instance, poor 
building practices may allow a “normal” or moderate event to generate extreme 
damages. For example, while the 2011 Thailand fl ood caused more than eight 
billion US dollars in insured damages, the amount of rain that fell in the region 
was not very unusual (van Oldenborgh et al.  2012 ). This issue is very familiar to 
the re-insurance industry, which uses damage models to link extreme events to 
impacts (e.g. Klawa and Ulbrich  2003 ; Watson and Johnson  2004 ). Extreme 
impacts in ecosystems may also occur following moderate events, e.g. when 
these are compounded with other climate events (see discussion in Hegerl et al. 
 2011  and Seneviratne et al.  2012 ). 

 The structure of the remainder of this paper is as follows. The paper begins in 
Sect.  2  with a discussion of the status of research on simple indices that are 
derived from daily (or occasionally more frequent) observations that are col-
lected primarily at operational meteorological stations. The main focus here is on 
temperature and precipitation extremes, but wind extremes derived from station 
data are also discussed. Section  3  discusses storms (extra-tropical cyclones, trop-
ical cyclones and tornadoes). This is followed by a discussion of hydrological 
extremes (droughts and fl oods) in Sect.  4 , and extreme sea-levels (e.g., storm 
surge events) in Sect.  5 . A summary and recommendations are presented in 
Sect.  6 . Amongst other sources, the paper draws upon the IPCC 4th Assessment 
Report (IPCC  2007a ,  b ), the US Global Change Program Special Assessment 
Product on extremes (i.e., CCSP 3.3, Karl et al.  2008 ), the recent WMO assess-
ment on tropical cyclones (Knutson et al.  2010 ), a recently completed review of 
research on indices by Zhang et al. ( 2011 ), and on the IPCC Special Report on 
Extremes (Seneviratne et al.  2012 ).  
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2      Simple Indices Derived from Daily Data 

2.1     Introduction 

 The indices that are discussed in this section are generally derived from daily 
observations of individual meteorological variables, such as temperature or pre-
cipitation. Indices calculated from daily data have appeal for a number of reasons, 
including the fact that they are relatively easy to calculate and that they summarize 
information on changes in variability compactly, and in a way that is accessible to a 
broad range of users. 

 Indices have been designed to characterize different parts of the distribution of a 
given variable. The indices that are of interest here are those that characterize 
aspects of the tails of the distribution (the “extremes”) since these tend to be more 
relevant to society and natural systems than indices that characterize aspects of 
the distribution that occur more frequently, since extreme events are more likely to 
cause societal or environmental damage. However, a benefi t of ‘moderate’ extremes 
is that they are better sampled and hence estimates of change in these kinds of 
extremes are less uncertain than estimates of changes in extremes that are further 
out in the tail of the distribution (Frei and Schär  2001 ). 

 Most indices of extremes tend to represent only “moderate extremes,” i.e. those 
that typically occur at least once a year. In many cases, changes in the tails of 
the distribution, as indicated by changes in the indices, are essentially similar to 
those in other parts of the distribution (Fig.  1 ). However, even for temperature, 
changes may be seen that are not consistent between means and extremes, minimum 
and maximum, and upper and lower tail (e.g., Hegerl et al.  2004 ; Kharin et al.  2007 ) 
due to soil freezing, alterations in feedback processes, or energy balance constraints 
that may affect different parts of the distribution differently (e.g., Fischer and Schär 
 2009 ; Zazulie et al.  2010 ; Hirschi et al.  2011 ; Mueller and Seneviratne  2012 ). This 
can lead, for example, to strong changes where ice and snow-cover changes (Kharin 
and Zwiers  2005 ). Some indices for climate extremes can also be used for second-
ary inference; for example, statistical extreme value theory can be used to estimate 
long return period precipitation amounts from long time series of annual maximum 

Fig. 1 (continued) Extremes are denoted by the  shaded areas . In the case of temperature, changes 
in the frequencies of extremes are strongly affected by changes in the mean; a relatively small shift 
of the distribution to the right would substantially increase warm extremes and decrease cold 
extremes. In addition, the frequency of extremes can also be affected by changes in the shape of 
the tails of the temperature distribution, which could become wider or narrower, or could become 
somewhat skewed rather than being symmetric as depicted. In a skewed distribution such as that of 
precipitation, a change in the mean of the distribution generally affects its variability or spread, and 
thus an increase in mean precipitation would also likely imply an increase in heavy precipitation 
extremes, and vice-versa. In addition, the shape of the right hand tail could also change, affecting 
extremes. Furthermore, climate change may alter the frequency of precipitation and the duration of 
dry spells between precipitation events (From Zhang and Zwiers ( 2013 ), after Folland et al. ( 1995 ) 
and Peterson et al. ( 2008 ))       
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  Fig. 1    Schematic representations of the probability distributions of daily temperature, which 
tends to be approximately Gaussian (exceptions can be caused by soil freezing, feedbacks, or 
energy balance constraints, see text), and daily precipitation, which has a skewed distribution. 
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daily precipitation amounts (Klein Tank et al.  2009 ). It should be noted that the 
estimation of return levels is often based on the assumption of spatial and/or temporal 
independence among sites or grid points (either on the raw data or conditionally on 
their distributional parameters). Consequently, uncertainties can be underestimated 
or these assumptions can be challenged. On the other hand, many studies also employ 
schemes that borrow information from adjacent locations to improve local param-
eter and return value estimates. Approaches range from simple averaging of key 
parameters across nearby grid points (e.g., Kharin and Zwiers  2000 ) to regional 
analysis approaches that derive spatial trends in distributional parameters estimated 
at different locations (e.g., Hanel et al.  2009 ).

   In addition to indices that summarize various aspects of the tails of the daily 
variability of individual meteorological parameters, there have also been a variety 
of attempts to build indices that incorporate information from multiple parameters 
to summarize information related to impacts, such as fi re weather indices that were 
fi rst developed for operational use in wild fi re risk management (e.g., Van Wagner 
 1987 ) and subsequently used to study the potential impacts of climate change on 
wild fi re frequency and extent (e.g., Flannigan et al.  2005 ). Similar types of devel-
opment are seen in a variety of indices (another example being health-related heat 
indices such as that described by Steadman  1979 ; Karl and Knight  1997 ; Fischer 
and Schär  2010 ; Sherwood and Huber  2010 ). Since these types of indices are impact 
specifi c, their construction must ultimately be informed by the characteristics and 
functioning of the system (ecological, social, or economic) or biological organism 
that is impacted (health, agriculture). This requires inter- and trans-disciplinary 
collaboration, and involves a range of potential compound indices far greater than 
would be required to monitor and understand change in the physical climate system.  

2.2     Status 

2.2.1     Temperature and Precipitation Indices 

 Many indices have been defi ned (e.g., Frich et al.  2002 ; Klein Tank et al.  2009 ) for 
the purpose of monitoring changes in the moderately far tails of surface variables 
such as temperature and precipitation that are routinely observed on a daily, or more 
frequent, basis. These indices include: (i) absolute quantities such as the annual 
maximum and minimum temperature and the annual maximum precipitation; (ii) the 
frequency of exceedance beyond a fi xed absolute threshold, such as the annual 
count of the number of days with precipitation amounts greater than 20 mm; (iii) the 
frequency of exceedance above or below fi xed relative thresholds such as the 90th 
percentile of daily maximum temperature or the 10th percentile of daily minimum 
temperature where the threshold is determined from a climatological base period 
such as 1961–1990; and (iv) dimensionless indices, such as the proportion of annual 
precipitation that is produced by events larger than the 95th percentile of daily precipi-
tation amounts, where the threshold is again determined from a fi xed base period. 
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These indices are studied because they describe aspects of temperature and 
precipitation variability that have been linked, to greater or lesser degrees, to societal 
or ecological impacts. Relative indices also have the advantage that they can be 
applied across different climatic zones. Their calculation is actively coordinated by 
the CLIVAR/CCl/JCOMM Joint Expert Team on Climate Change Detection and 
Indices (ETCCDI). The state of development of these indices has recently been 
reviewed comprehensively by Zhang et al. ( 2011 ). Further, Sillmann et al. ( 2013a ,  b ) 
have recently described the performance of climate models participating in the 
Coupled Model Intercomparison Project Phase 3 (Meehl et al.  2007b ) and Phase 
5 (Taylor et al.  2012 ) in simulating observed and projected changes in the suite 
of ETCCDI indices. 

 The calculation of indices requires high quality, high frequency (daily or better), 
homogeneous meteorological data. High quality data are available from hydro- 
meteorological services in many parts of the world, and are often freely available for 
scientifi c research at least nationally, if not on a fully open basis internationally, 
though various limitations to (mostly raw) data access remain an issue (see also 
point i below). Data availability is generally greater in developed countries than in 
developing countries, where resources and/or mandate sometimes limit the collec-
tion and dissemination of daily meteorological observations, although restricted 
data access also remains a problem in some developed countries. The ETCCDI 
has an ongoing program of open source software development and international 
workshops that are intended to train developing world scientists in the homoge-
nization of data that are collected by their hydro-meteorological services, and in 
the subsequent calculation of indices (Peterson and Manton  2008 ). The calculated 
indices are published in the peer-reviewed literature (e.g., Aguilar et al.  2009 ) and 
are subsequently contributed to global scale index datasets such as HadEX 
(Alexander et al.  2006 ) and its updates (e.g. Donat and Alexander  2011 ; Alexander 
and Donat  2011 ), thereby helping to improve the global coverage of these datasets 
and consequently enabling more confi dent global scale monitoring and detection 
and attribution. 

 While the ETCCDI type of approach is helpful, there are nevertheless ongoing 
challenges. These include:

    (i)    Concerns about the reproducibility of the entire chain of index production. 
Currently the reproducibility of the full processing sequence cannot be guaran-
teed because, while methods and codes are freely available, the underlying 
daily station data are not always openly accessible to the international scien-
tifi c community since regional data gathering organizations may not have the 
capacity or mandate to support open data dissemination.   

   (ii)    Lack of access to daily station data also implies a lack of access to metadata 
describing the history of observing stations. This is an important concern 
because small changes in observing station location or exposure can affect 
both the mean and variability of the recorded data, leading to large artifi cial 
changes in extremes (Katz and Brown  1992 ). In the absence of station meta-
data, it is often diffi cult to determine if such issues have affected indices 
derived from the underlying data.   
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   (iii)    Lack of real-time updating, particularly for regions that are unable to contribute 
to the Global Historical Climate Network (GHCN, see   http://www.ncdc.noaa.
gov/oa/climate/ghcn-daily/    ). This is a concern because maintaining and moni-
toring indices is not always part of the primary mandate of the developing 
world scientists who participate in the ETCCDI workshops and are involved in 
index development for their countries or regions. It should be noted however, 
that the Asia Pacifi c Network (APN; Manton et al.  2001 ), which has focused 
on a specifi c region, has been successful in running repeat workshops that have 
allowed for the updating of indices in that region.   

   (iv)    While the indices provide much needed information on daily variability, some 
scientifi c information is lost when providing only a limited number of pieces 
of information about the distribution of daily temperature and precipitation. 
This is ameliorated somewhat by approaches to the analyses of indices (such 
as the annual extremes of daily minimum and maximum temperature) that are 
based on extreme value theory. Such methods can be used to make inferences 
about changes in extremes over time and are able to provide results for thresholds 
more extreme than that used to defi ne the underlying index.   

   (v)    Potential diffi culties in characterizing the statistical distributions of some indi-
ces, particularly where extreme value theory cannot be directly applied, which 
makes it more diffi cult to make reliable statistical inferences about things such 
as the presence or absence of trend in a time series of annual indices.   

   (vi)    Consideration of specifi c impacts often requires information that relies upon 
simultaneous values of several climate variables. For instance, health impacts 
from heat waves depend upon temperature and humidity (and additional 
factors), information that cannot be recovered from standard indices.     

 An additional challenge is that the spatial coverage of index datasets remains far 
from being truly global, with signifi cant fractions of the globe still under-sampled, 
for example, in Africa and South America (see Fig.  2a–c ). Further challenges in the 
production of global datasets are also related to the choice of gridding framework 
in addition to parameter choices that are made within a chosen gridding method 
(e.g. Donat and Alexander  2011 ). This adds additional uncertainty to long term vari-
ability measures and trend estimates. Nevertheless, even when different choices 
are made, trends are broadly similar, at least on a global scale and particularly for 
temperature extremes. Large differences in observed trends can be associated with 
data processing choices, such as whether the daily data are gridded fi rst before the 
indices are calculated, as occurs when indices are derived from HadGHCND (red 
curve in Fig.  2d ), or vice-versa as in HadEX2 (blue curve in Fig.  2d ) or GHCNDEX 
(green curve in Fig.  2d ). These sensitivities are addressed in some studies by using 
data that are processed in more than one way (Morak et al.  2011 ).

   The index approach also has several scientifi c limitations. One such limitation, 
for which a solution has been found, is the possibility that inhomogeneities can be 
introduced into index time series unintentionally, such as can occur in the case of 
threshold crossing frequency indices when thresholds representative of the far tails 
are estimated from a fi xed observational base period (e.g., Zhang et al.  2005 ). 
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Another limitation, which can also be circumnavigated, is that differences in the 
recording resolution of observational data can cause non-climatic spatial variations 
in threshold crossing frequency and trends (e.g., Zhang et al. 2009). A third limita-
tion is that in a changing climate, the number of exceedances of thresholds based on 
a climatological base climate may saturate, e.g. exceedances may never or almost 
always occur under strong climate change. Thus, percentage exceedance indices are 
only useful for characterizing change in a distribution that is not too far from the 
base period (see e.g. Portmann et al.  2009 ). A further limitation is that the nature of 
index data, which typically provides only one value per month (Alexander and 
Donat  2011 ), and in the earlier data, only one per year (Alexander et al.  2006 ), may 
limit the range of possible approaches that can be used to analyze change in certain 
types of extremes. For example, long return period extremes (e.g., the intensity of 
the 20-year extreme daily precipitation event) can be estimated from the annual 
extremes that are recorded in HadEX, but the analyst can only do so using the so- 
called block-maximum approach to extreme value analysis, which only considers 
the most extreme of a series of values observed within a block of a defi ned length 
(e.g. the annual maximum). In contrast, it is often argued by statisticians that the 
so-called peaks-over-threshold approach, by which all values exceeding a given 
threshold are used in the analysis, may result in more confi dent estimates of long 

a b

c d

  Fig. 2    Annual trends in warm nights (TN90p) using different datasets for the period 1951–2010 
where at least 40 years are available. The datasets are ( a ) HadEX2 (Alexander and Donat  2011 ), 
( b ) HadGHCNDEX (ETCCDI indices calculated from an updated version of HadGHCND (Caesar 
et al.  2006 )) and ( c ) GHCNDEX (Donat and Alexander  2011 ).  Panel  ( d ) represents the global 
average time series plots for each of the three datasets presented as anomalies relative to the 
1961–1990 with associated 21-year Gaussian fi lters       
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period return values since it has the potential to utilize the information about 
extremes that is available in a long time series of daily values more effectively than 
the block-maximum approach. Dupuis ( 2012 ) gives a recent example of a peaks- 
over-threshold analysis for temperature extremes in several US cities. It should be 
noted however, that the peaks-over-threshold approach remains diffi cult to apply to 
large gridded datasets, such as the output from global climate models, because of 
the challenges associated with fi nding an automated procedure for reliably deter-
mining the appropriate threshold at each location in the grid. A further consider-
ation is that most available index datasets do not currently provide the date (or 
dates) on which the extreme values were recorded. This creates a limitation when 
attempting to study the association between the occurrences of extremes in different 
variables or between climate extremes on the one hand and impacts on the other, 
and limits process based analyses of the conditions leading to recorded extremes. In 
contrast, the availability of monthly indices now makes it possible to study changes 
in the seasonality of extremes (see, for example, Morak et al.  2013 ). 

 As noted, methods have been developed to prevent inhomogeneities in indices 
that count exceedances beyond quantile based thresholds and to account for the 
effects of different data reporting resolutions (Zhang et al.  2005 ,  2009 ). Other limi-
tations could be overcome by adding a modest number of additional indices to the 
“standard” ETCCDI list. For example, one could include within the suite of indices 
the r most extreme values observed annually for some small number r > 1 and not 
just the most extreme value annually, thereby enabling the application of the more 
effi cient “r-largest” extreme value analysis techniques (e.g., Smith  1986 ; Zhang 
et al.  2004 ). Another example would be to store the dates of the annual occurrence 
of indices. In addition, it would be appropriate to redefi ne the ETCCDI indices such 
that they describe annual extremes and counts that pertain to a year that is defi ned 
in a climatologically appropriate manner, where the defi nition of the year would 
depend upon location and parameter, taking into account the form of the annual 
cycle for the specifi c aspect of the parameter that is relevant for each index. This 
may be challenging in regions with complex annual cycles, such as those with mul-
tiple wet and dry seasons. It should also be noted that the defi nition of the year has 
implications for many types of indices and not just annual extremes as discussed 
above. A specifi c example is CDD (consecutive dry days, see Klein Tank et al. 
 2009 ), an index that can show very large changes in climate models under future 
emissions scenarios (e.g. Tebaldi et al.  2006 ; Orlowsky and Seneviratne  2012 ). 
CDD calculated on the basis of the calendar year has a different interpretation in 
places where the climatological dry period spans the year boundary as opposed to 
places where the climatological dry period occurs in the middle of the year; while 
dry periods may be of comparable length in both types of places, CDD will tend to 
report them as being substantially shorter in the former. In contrast, a CDD index 
that was calculated from years that are defi ned locally in such a way that the clima-
tological dry period occurs everywhere in the middle of the year would have a more 
uniform interpretation across different locations. 

 There are a number of factors that limit our ability to evaluate how well models 
simulate indices in comparison to observed indices. These include observational 
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limitations, such as limited spatial and temporal coverage of observing stations, 
and the likelihood that there are few regions in the world where precipitation sta-
tion density is suffi cient to reliably estimate daily grid box mean precipitation on 
GCM and RCM scales (see discussion in Zhang et al.  2007 ). As a consequence, 
model evaluation often relies on proxies for direct observations, such as reanalysis 
products. This is a reasonable approach for variables such as surface temperature 
that are reasonably well constrained by observations in reanalyses, but it is 
more problematic in the case of variables such as precipitation (e.g. Lorenz and 
Kunstmann  2012 ) that are generally not observationally constrained in reanalyses 
(the North American Regional Reanalysis, Mesinger et al.  2006 , is an exception; it 
uses precipitation observations to adjust latent heating profi les). Furthermore, the 
observational data streams assimilated in reanalysis data products are not consis-
tent over time, e.g. because of the relatively short length of satellite data, which 
may affect their use for the assessment of climatic trends (e.g. Bengtsson et al. 
 2004 ; Grant et al.  2008 ; Lorenz and Kunstmann  2012 ; Sillmann et al.  2013a ). 
Taking these various limitations into account, models are found to simulate the 
climatology of surface temperature extremes with reasonable fi delity (Kharin et al. 
 2007 ; Sillmann et al.  2013a ) on global and regional scales when compared against 
reanalyses, although there are uncertainties associated with, for example, the rep-
resentation of land-atmosphere feedback processes in models (Seneviratne et al. 
 2006 ). In contrast, intercomparisons between models, reanalyses, and large scale 
observational precipitation products such as CMAP (Xie et al.  2003 ) suggest large 
uncertainties in all three types of precipitation products; particularly in the tropics 
(e.g., see Figure  6  in Kharin et al.  2007 ). 

 Scaling issues (e.g., differences between the statistical characteristics and spatial 
representativeness of point observations from rain gauges or gridded observed pre-
cipitation versus that of grid box mean quantities simulated by climate models; 
Klein Tank et al.  2009 ; Chen and Knutson  2008 ), uncertainties in observational 
gridded products (Donat and Alexander  2011 ), and incomplete process understand-
ing continue to limit the extent to which direct quantitative comparison can be made 
between station observations and models (Mannshardt-Shamseldin et al.  2010 ). 
It should be noted, however, that models of suffi ciently high resolution may be 
capable of simulating precipitation extremes of comparable intensity to observed 
extremes. For example, Wehner et al. ( 2010 ) show the global model that they study 
produces precipitation extremes comparable to observed extremes at a horizontal 
resolution of approximately 60 km. In contrast, most global models continue to 
operate at lower resolutions, leading to ambiguities in the interpretation of projected 
changes in extremes. Nevertheless, precipitation change at large scales is deter-
mined primarily by changes in the global hydrological cycle that are refl ected in 
changes in evaporation, atmospheric moisture content, circulation (which affects 
moisture transport and convergence), and energy and moisture budgets, providing a 
fundamental basis for the qualitative (in terms of the direction of change and its 
large scale features), if not quantitative (in terms of the absolute values of the 
changes and their detailed geographic patterns), interpretation of modeled precipita-
tion changes. The scaling issue can sometimes be circumnavigated by transforming 
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observed and simulated precipitation into dimensionless quantities that can more 
readily be intercompared, such as has been done by Min et al. ( 2011 ). A disadvantage 
of such transformations, however, is that the translation of extremes onto a probability 
or other type of relative scale may impede the physical interpretation of trends and 
variability. Also, the application of such transforms requires strong assumptions 
concerning the physical processes that generate extremes at different scales that are 
diffi cult to evaluate.  

2.2.2     Wind Indices 

 To date, temperature and precipitation indices have been studied most intensively. 
Indices of wind extremes, while of enormous importance in engineering applica-
tions, have received less attention, in part because of the greater diffi culty in obtain-
ing homogeneous high-frequency wind data. Wind records are often affected by 
non-climatic infl uences, such as development in the vicinity of an observing station 
that alters surface roughness over time. It has also been postulated by Vautard et al. 
( 2010 ) that large scale changes in vegetative cover over many land areas has altered 
surface roughness and that this may be an important contributor to the apparent 
stilling (reduction) of surface wind speeds in many mid-latitude regions (e.g., see 
also Zwiers  1987 ; Roderick et al.  2007 ). 

 An alternative to using direct anemometer observations of wind speeds is to 
consider a proxy that is based on pressure readings that are usually more homoge-
neous than wind speed observations. Several storm proxies currently being used are 
derived from pressure readings at single stations, such as the statistics of 24-hourly 
local pressure changes or of the frequency of low pressure readings. These single 
station proxies relate to synoptic experience and refl ect storminess indirectly as they 
seek to detect atmospheric disturbances (e.g. Schmith et al.  1998 ; Hanna et al.  2008 ; 
Allan et al.  2009 ; Bärring and von Storch  2004 ; Bärring and Fortuniak  2009 ). 
Another approach to explore past storminess is to make use of the statistics of geo-
strophic wind speeds. Geostrophic wind speeds can be derived by considering mean 
sea-level pressure gradients in networks of reliable surface pressure records over 
homogenous mid-latitude domains, such as the north-east Atlantic and western 
Europe (e.g., Schmidt and von Storch  1993 ; Alexandersson et al.  1998 ). These 
records, which continue to be developed in the North Atlantic and European region 
(e.g., Wang et al.  2011 ) and are also being developed for south-eastern Australia 
(e.g., Alexander et al.  2011 ), are available for much longer periods of record than 
the more limited anemometer network. For the North Atlantic region for which they 
have been most extensively developed, they show predominately the effects of natu-
ral low frequency variability in atmospheric circulation on variations in storminess 
and extreme geostrophic wind speeds. 

 Recently Krueger and von Storch ( 2011 ) used a regional climate model to evaluate 
the underlying assumption that the extremes of geostrophic wind speed are indeed 
representative of surface wind speed extremes, and found good correspondence 
between the two. They also considered the sensitivity of the proxy to the density of 
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stations in the network, concluding that higher density networks should give more 
reliable estimates of wind speed extremes. Work is currently underway to evaluate 
the robustness of such proxies to instrumental error in pressure readings and to 
inhomogeneity in one or more of the surface pressure records that are used to derive 
the geostrophic winds. Further, a study that evaluates how well a number of single-
station pressure proxies represent storminess has recently been completed (Krueger 
and von Storch  2012 ) and concludes that all single-station pressure proxies considered 
were linearly related to storm activity, with absolute pressure tendency being most 
strongly correlated. 

 Another possibility for the construction of wind speed and storminess indices is 
provided by reanalyses, such as the NCEP (Kistler et al.  2001 ), ERA-40 (Uppala et al. 
 2005 ), or the twentieth century (20CR) reanalysis of Compo et al. ( 2011 ), which is 
based only on surface observations and covers the period 1871–2010. In contrast 
with wind speed observations and recent extreme wind speed reconstructions from 
surface pressure readings (e.g., Wang et al.  2011 ), all reanalyses appear to show an 
increase in European storm indicators during the last few decades of the twentieth 
century (Smits et al.  2005 ; Donat et al.  2011 ). For tropical cyclones, the intensities 
of the storms (i.e., maximum near-surface sustained 1-min wind speeds) can also 
be estimated globally using satellite data, at least since the early 1980s (Kossin et al. 
 2007 ; Elsner et al.  2008 ).   

2.3     Role of External Infl uences 

2.3.1     Temperature Extremes 

 Considerable progress has been made in the detection and attribution of externally 
forced change in surface temperature extremes since the feasibility of such studies 
was fi rst demonstrated by Hegerl et al. ( 2004 ). Studies that detect human infl uence 
on surface temperature extremes are available on the global and regional scale and 
use a range of indices that probe different aspects of the tails of the surface tempera-
ture distribution. This includes studies of changes in the frequency moderately 
extreme temperature events (e.g., Morak et al.  2011 ; Fig.  3 , which also shows that 
human infl uence can be detected in the frequency of warm nights in most regions; 
Morak et al.  2013 ) and the magnitude (e.g., Christidis et al.  2005 ,  2011 ; Zwiers 
et al.  2011 ) of extreme surface temperature events. Results are robust across a range 
of methods and across both types of indices. Some studies use methods that rely on 
extreme value theory (e.g., Christidis et al.  2011 ; Zwiers et al.  2011 ), and are there-
fore best suited for studying change in the far tails of the temperature distribution, 
whereas other studies that consider less extreme parts of the distribution (Christidis 
et al.  2005 ; Morak et al.  2011 ,  2013 ) appropriately use standard fi ngerprinting 
approaches (e.g., Hegerl et al.  2007 ). Some studies (e.g., Christidis et al.  2011 ) are 
also able to separate and quantify the responses to anthropogenic and natural external 
forcing from observed changes in surface temperature extremes, thereby increasing 
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  Fig. 3    ( a ) 1951–1999 observed decadal trend of TN90 (in % change per decade) based on a com-
bination of HadEX (Alexander et al.  2006 ) and additional index data from Kenyon and Hegerl 
( 2008 ). The zonal average of the observations ( black line ) and the spread of trends in an ensemble 
of CMIP3 (Coupled Model Intercomparison Project Phase 3, see   http://www-pcmdi.llnl.gov/ipcc/
about_ipcc.php    ) “ALL” forcings model simulations for the same period ( green shaded area ) 
is shown on the side of the plot. ( b ) The scaling factors ( red markers ) of observed changes pro-
jected onto the multi-model mean fi ngerprint for the period 1951–1999. The “ diamonds ” indicate 
scaling-factors based the Kenyon and Hegerl ( 2008 ) dataset (labeled Duke in the legend), and the 
“ triangles ” indicate scaling-factors based on HadEX.  Grey bars  indicate 5–95 % uncertainty 
ranges. Regions in which results are detectable at the 5 % signifi cance level and where model 
simulated internal variability is consistent with regression residuals are indicated with an asterisk. 
Results indicate broad increases in the frequency of warm nights, as well as the detection of 
anthropogenic infl uence in the pattern of observed increases globally and in several regions (From 
Morak et al.  2011 )       
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confi dence in the attribution of a substantial part of the observed changes to external 
forcing on global scales. Other studies use indirect evidence for attributing sig-
nifi cant changes to forcing, such as the tight link between changes in mean and 
extreme temperatures in a multi-step attribution method (Morak et al.  2011 ; see 
Hegerl et al.  2010 ).

   There is the potential to further develop techniques in order to be able to conduct 
the analysis more fully within the framework of extreme value theory and more 
confi dently separate signals by utilizing recent developments in the statistical 
modeling of extremes that account for their spatial dependence properties. One 
approach would be to model extremes spatially via so-called max-stable processes 
(e.g., Smith  1990 ; Schlather  2002 ; Vannitsem and Naveau  2007 ; Blanchet and 
Davison  2011 ). 2  Other approaches are also actively being considered. By working 
within the framework of extreme value theory, as has already been done in the 
recent studies of Christidis et al. ( 2011 ) and Zwiers et al. ( 2011 ), it should become 
possible to attribute changes in the  likelihood  of extreme events to external causes, 
thereby contributing to the scientifi c underpinnings that will be required for event 
attribution (see Stott et al.  2012 ). For example, Zwiers et al. ( 2011 ) provide rough 
estimates of circa 1990s expected waiting times for events that nominally had a 
20-year expected waiting time in the 1960s, showing that cool temperature extremes 
have become substantially less frequent globally, whereas warm temperature 
extremes have become modestly more frequent. Approaches such as that of Zwiers 
et al. ( 2011 ), which considers grid points or stations independently of each other, 
could be made more effi cient if the spatial dependence between extremes could be 
taken into account. Statistical space-time modeling can account for spatial depen-
dence between parameters of extreme value distributions, for example, by setting 
prior expectations of spatial dependence that are updated with data. These methods 
can account for complex space-time structure of extremes and make use of information 
in data more completely (e.g., Sang and Gelfand  2009 ,  2010 ; Heaton et al.  2010 ). 
Climatologists will need the assistance of statisticians to fully realize the benefi ts 
from these types of approaches. It should be noted that several of the detection 
and attribution techniques currently applied to extremes are able to take spatial 
dependence into account (e.g., Hegerl et al.  2004 ; Christidis et al.  2005 ,  2011 ; Min 
et al.  2011 ; Morak et al.  2011 ) by casting the problem in such a way that the 
Gaussian assumption should hold approximately. 

 A limitation of many studies that have been conducted to date is that they have 
been confi ned to the twentieth century, in part due to the design of the CMIP3 experi-
ment which ended the historical simulations and the single forcing runs at 1999 or 
2000, but more importantly, because suitable observational datasets providing broad 

2    A probability distribution is said to be  stable  when the average of a sample of independently drawn 
values from that distribution has a distribution belonging to the same family of distributions (Feller 
 1971 ). The Gaussian distribution is an example of a stable distribution. Stability can also be defi ned 
in terms of some other types of operations that may be applied to a sample. In particular,  max-stable  
distributions have the property that the maximum value of such a sample again has a distribution within 
the same family of distributions. The generalized extreme value distribution is max-stable.  
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coverage of annual temperature extremes have not yet been updated to the more 
recent decade (e.g., Alexander et al.  2006 ), although recent studies extend into the 
twenty-fi rst century (e.g. Morak et al.  2013 ). Initiatives to expand these datasets, 
including updating them in near-real time are currently underway or fi nished (Donat 
and Alexander  2011 ; Alexander and Donat  2011 ). Also, modeling groups partici-
pating in CMIP3 generally were not able to make available large volumes of high 
frequency (daily or higher) output or ensembles of historical single forcing runs 
(e.g., runs with historical greenhouse gases or aerosol forcing only). Consequently, 
currently available studies that separate signals have only been performed with 
single climate models rather than with multi-model ensembles. All of these prob-
lems are presently being alleviated at least to some extent with the advent of updated 
research quality datasets, such as HadEX2 (Alexander and Donat  2011 ), and the 
growing availability of CMIP5 simulations (Taylor et al.  2012 ) that are currently 
being analyzed by the climate modeling community and are making available high 
frequency output more broadly than their predecessors in CMIP3, enabling a more 
thorough exploration of model uncertainties (for example, Hanlon et al.  2012b  show 
results for a multi-model detection analysis for temperature extremes over Europe). 

 The studies available to date use only a limited number of models. Across many 
of these studies results suggest that the climate model simulated pattern of the 
warming response to historical anthropogenic forcing in cold extremes fi ts observa-
tions best when its amplitude is scaled by a factor greater than one (i.e., when the 
simulated warming signal is scaled up). Conversely, the expected warming signal in 
warm daily maximum temperature extremes generally needs to be scaled down, and 
in fact, has only recently been detected in observations through the use of more 
sophisticated statistical techniques (Christidis et al.  2011 ; Zwiers et al.  2011 ). These 
results point to the possibility that the forcing and/or response mechanisms, including 
the possibility of feedbacks that operate differently during the warm and cold 
seasons and during different parts of the diurnal cycle (day versus night), may not 
be fully understood (e.g. Portmann et al.  2009 ) or accurately modeled. Recent 
examples include work by Seneviratne et al. ( 2006 ,  2010 ) and Nicholls and Larsen 
( 2011 ) concerning the role of land-atmosphere feedbacks in the development of 
temperature extremes, by Sillmann et al. ( 2011 ) on the role of blocking in the devel-
opment of cold temperature extremes in winter over Europe, and by Hohenegger 
et al. ( 2009 ) on the role of the soil-moisture precipitation feedback.  

2.3.2     Precipitation Extremes 

 As is also the case with change in the mean state, in comparison with surface air 
temperature only limited progress has been made in determining the extent to which 
external infl uences on the climate system have infl uenced changes in the intensity 
or frequency of heavy or extreme precipitation. Various observational studies have 
found that extreme precipitation can have heavy tailed behavior (with a shape param-
eter in the range of approximately 0–0.2 when annual maxima of daily precipitation 
are fi tted with a generalized extreme value distribution, e.g., Fowler et al.  2010 ). 
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While climate models simulate substantial precipitation extremes, it is not clear that 
they simulate daily intensities that are as heavy-tailed as observed, nor is it clear 
that they do so given the different scales represented by observed point values and 
simulated grid-box values. For example, Kharin and Zwiers ( 2005 ) do not fi nd 
strong evidence for heavy tailed behavior in the model that they studied, estimating 
shape parameters that are positive, but near zero. Fowler et al. ( 2010 ) similarly fi nd 
a discrepancy in tail behavior between observed and climate model simulated 
extreme precipitation in the model they study. Averaging in space and time smoothes 
the tail behavior recorded at weather stations but this reduces the applicability 
for impact studies. In addition, it is a real challenge to detect and attribute changes 
whenever the variable of interest has a positive shape parameter, indicating unbounded 
growth in return values as return periods become very long. In such cases, uncer-
tainties grow rapidly with a slight change in the shape parameter and consequently 
very long time series are necessary. Thus there are substantial statistical challenges 
associated with the detection and attribution of the precipitation response to external 
forcing. 

 Nevertheless, there is a modest body of literature that has investigated whether 
there is evidence that natural or anthropogenic forcing has affected global land mean 
precipitation (e.g., Gillett et al.  2004 ; Lambert et al.  2005 ), the zonal distribution 
of precipitation over land (e.g., Zhang et al.  2007 ; Noake et al.  2011 ; Polson et al. 
 2013 ) and the quantity of precipitation received at high northern latitudes (Min et al. 
 2008 ). Since the variability of precipitation is related to the mean (there is greater 
short term precipitation variability in regions that receive more precipitation), the 
detection of human infl uence on the mean climatological distribution of precipita-
tion should imply that there has also been an infl uence on precipitation variability, 
and thus extremes. Hegerl et al. ( 2004 ) found in a model-study that changes in 
moderately extreme precipitation may be more robustly detectable than changes 
in mean precipitation since models robustly expect extreme precipitation to increase 
across a large part of the globe while the pattern of increase and decrease in annual 
total precipitation is more sensitive to model uncertainty. 

 Min et al. ( 2011 ) recently investigated this possibility, fi nding evidence for a 
detectable human infl uence in observed changes in precipitation extremes during 
the latter half of the twentieth century. This was accomplished by transforming the 
tails of observed and simulated distributions of annual maximum daily precipitation 
amounts into a probability based index (PI) before applying an optimal detection 
formalism, thereby partly circumnavigating the scaling issues that are associated 
with precipitation. It should be noted however, that some strong assumptions are 
implicit in such transformations that are not necessarily verifi able. For example, it 
is implicitly assumed that forced changes in precipitation extremes result in compa-
rable changes in PI at different scales, even though the mechanisms that generate 
extreme precipitation locally may be quite different from those that determine 
extreme events on climate model grid box scales and larger. Even with the transfor-
mation, it was found that a best fi t with observations required that the magnitude of 
the large-scale climate model simulated responses to external forcing be increased 
by a considerable factor, with a greater increase in magnitude being required in the 
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case of historical simulations that take into account a combination of anthropogenic 
and natural forcing (ALL forcing), than for simulations accounting only for the 
former (ANT forcing; see Fig.  4 ). The discrepancy between scaling factors for ALL 
and ANT forcing is understandable given that the anthropogenically forced signal is 
still small, and that natural forcing (from changes in solar and volcanic activity) 
would have offset some of the response to ANT forcing, thereby weakening the 
ALL signal during the latter part of the twentieth century. This leads to smaller 
expected changes in the ALL fi ngerprint, which are more strongly affected by noise 
and thus more diffi cult to detect, than the ‘cleaner’ signal from ANT forcing. The 
on-line supplementary information accompanying Min et al. ( 2011 ) includes an 
extensive set of sensitivity analyses that consider a broad range of uncertainties 
affecting their results.

   The cause of the discrepancies between observed and simulated changes in both 
mean and extreme precipitation remains to be fully understood. Explanations could 
include uncertainties in observations, forcing, or the representation of moist 
processes in models. The observations used in detection studies to date have been 
limited to the twentieth century, extending to the early twenty-fi rst century in some 
recent cases, and have been based exclusively on station data. Noake et al. ( 2011 ) 

  Fig. 4    Geographical distribution of trends of extreme precipitation indices ( PI ) for annual maximum 
daily precipitation amounts ( RX1D ) during 1951–1999. Observations ( OBS ); model simulations 
with anthropogenic ( ANT ) forcing; model simulations with anthropogenic plus natural ( ALL ) forcing. 
For models, ensemble means of trends from individual simulations are displayed. Units: per cent 
probability per year (From Min et al. ( 2011 ; see paper for details))       
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suggest that the scale problem (see below) may be part of the model-data mismatch, 
as it reduces when precipitation changes are expressed in percent. Polson et al. ( 2013 ) 
fi nd that while detection in some seasons is robust to data uncertainty, CMIP5 
models and data agree within data and sampling uncertainty for most seasons. 
Nevertheless, coverage is limited to land areas only and in many regions, is inadequate 
due to limitations in observing network density, access to existing observations for 
the purposes of scientifi c research, or lack of capacity or mandate to facilitate the 
dissemination of observations. Remote sensing products may eventually solve these 
problems, but they have not yet been used in detection and attribution studies due to 
homogeneity concerns and lack of suffi ciently long records, although they have 
been used in some cases for model evaluation (e.g., Kharin et al.  2007 ). Without 
broader coverage it is diffi cult to assess, for example, whether discrepancies in 
changes between models and observations are a global phenomenon or whether 
they are regional in nature, refl ecting, for example, differences in moisture transport 
between models and the observed world. Topography, land- atmosphere coupling, 
and the representation of teleconnected patterns of variability all affect precipitation 
and are subject to uncertainty due to limited resolution in climate models or lack of 
complete process knowledge. In addition, wide uncertainty also remains in aerosol 
forcing (e.g., Forster et al.  2007 ), aerosol transport, the effect of aerosols upon the 
production of precipitation, and so on, which may affect both temperature extremes 
and precipitation extremes. Further, there are differences in the mechanisms of 
response to long- and short-wave forcing (e.g., Mitchell et al.  1987 ; Allen and 
Ingram  2002 ) and thus the possibility that models may over- or under-simulate the 
response to one or the other type of forcing.    

3      Storms 

 High energy cyclonic phenomena driven by latent heat release occur in the atmo-
sphere on a number of scales, ranging from individual tornadoes to mesoscale con-
vective complexes to extra-tropical and tropical cyclones. They often cause extensive 
damage directly by high wind speeds and/or heavy precipitation, and this may be 
compounded by the effects of fl ying debris, drifting snow, storm surges and high 
waves, and wind driven ice movements and other associated events. 

3.1     Extra-Tropical Cyclones 

 Extratropical cyclones (synoptic-scale low pressure systems) exist throughout the 
mid-latitudes and are associated with extreme winds, sea levels, waves and precipi-
tation. Climate models project changes in the large scale fl ow and reduced meridi-
onal temperature gradients as a consequence of greenhouse gas forcing, both of 
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which affect extra-tropical cyclone development, and consequently produce changes 
in their number distribution (Lambert and Fyfe  2006 ) and in the positioning of 
extra- tropical storm tracks (Bengtsson et al.  2006 ). 

 Climate models represent the general structure of the storm track pattern 
reasonably well (Bengtsson et al.  2006 ; Greeves et al.  2007 ; Ulbrich et al.  2008 ; 
Catto et al.  2010 ) although models tend to have excessively zonal storm tracks 
(Randall et al.  2007 ). Detecting changes in extra-tropical cyclone numbers, intensity, 
and activity based on reanalysis remains challenging due to concerns about 
inhomogeneity that is introduced through changes over time in the observing 
system, particularly in the southern hemisphere (Hodges et al.  2003 ; Wang et al. 
 2006 ,  2012 ). Even though different reanalyses correspond well in the Northern 
Hemisphere (Hodges et al.  2003 ; Hanson et al.  2004 ; Wang et al.  2012 ), changes in the 
observing system over time may also have affected the fi delity with which cyclone 
characteristics are represented in reanalyses there as well (Bengtsson et al.  2004 ). 

 Numerous studies using reanalyses suggest that the main northern and southern 
hemisphere storm tracks have shifted polewards during the last 50 years (e.g., 
Trenberth et al.  2007 ). Idealized modeling studies (e.g., Brayshaw et al.  2008 ; 
Butler et al.  2010 ) suggest that radiative forcing from increases in well mixed green-
house gases and decreases in stratospheric ozone may have played a role in these 
shifts. However, Sigmond et al. ( 2007 ) note that the response of the extratropical 
circulation to global warming is not necessarily robust across different models 
even for a common SST change pattern, and for a given model and SST change the 
extratropical response can depend on the horizontal resolution and on certain poorly 
constrained tuning parameters. For the moment, observational studies of pressure- 
based indices (discussed above; e.g., Wang et al.  2011  for the European/North 
Atlantic region, see Fig.  5 ; Alexander et al.  2011  for south-eastern Australia) are not 
able to provide corroborating evidence of a poleward shift in the principal storm 
track locations, since in both hemispheres, the domain over which pressure triangles 
needed to produce these indices is rather limited. Ongoing work with single station 
pressure proxies may help to alleviate this situation in the future. For example, a 
regional study over Canada that considered changes in observed cyclone deepening 
rates based on pressure tendencies at stations (Wang et al.  2006 ) found qualitative 
agreement between reanalyses and station data suggesting a northward shift of the 
winter storm track over Canada.

   Detection and attribution studies examining whether human infl uence has played 
a role in changes in cyclone number, intensity or distribution have not yet been 
conducted. However, human infl uence has been detected in the global sea level 
pressure (Gillett et al.  2005 ; Gillett and Stott  2009 ) and in one study, in geostrophic 
wind energy derived from sea level pressure records (Wang et al.  2009b ). Gillett and 
Stott ( 2009 ) show that observed patterns of trends, which indicate decreases in high 
latitude sea level pressure and increases elsewhere, are robust when calculated from 
data for 1949–2009. Observed changes were consistent with expectations based on 
the model (HadGEM1) used in that study, suggesting that anthropogenic infl uence 
has contributed to both pressure decreases at high latitudes and increases at low 
latitudes. The mechanism for the latter is not well understood. Using an approach 

F.W. Zwiers et al.



361

that would not formally be considered as a detection and attribution method, Fogt 
et al. ( 2009 ) fi nd that both coupled climate model simulated trends and observed 
trends in the Southern Annular Mode (SAM) lie outside the range of internal climate 
variability during the austral summer, suggesting that human infl uence has contrib-
uted to the observed SAM trends.  

3.2     Tropical Cyclones 

 About 90 tropical cyclones have been observed annually since the introduction of 
geostationary satellites. The global frequency has remained more or less constant 
over this period, albeit with substantial variability in the frequency of tropical 
cyclones and locations of their tracks within individual ocean basins (e.g., Webster 
et al.  2005 ; Kossin et al.  2010 ). 

 Tropical cyclones are typically classifi ed in terms of their intensity according to 
the Saffi r-Simpson scale as indicated by near-surface wind speed or central pressure. 
Long-term records of the strongest storms are potentially less reliable than those of 
tropical cyclones in general (Landsea et al.  2006 ). In addition to intensity, other 
impact-relevant characteristics of tropical cyclones include frequency, duration, 
track, precipitation, and the structure and areal extent of the wind fi eld in tropical 
cyclones, the latter of which can be very important for damage through storm surge 
as well as the direct wind-related damage. 

DJF trend MAM trend JJA trend SON trenda b c d

  Fig. 5    Example of an analysis of trends in seasonal storm indices derived from long surface pressure 
records. This fi gure shows contour maps of Theil-Sen (also sometimes know as Kendall’s) linear 
trend estimates (in unit per century) in seasonal storm indices defi ned as the 99th percentile of 
sub-daily geostrophic wind speed estimated from pressure triangles for the period 1902–2007 in a 
domain that covers western Europe and the eastern North Atlantic. The contour interval is 0.3. 
The zero contours are shown in  bold . Positive trends are shown in  thin solid contours , and  reddish  
shadings indicate at least 20 % signifi cance; and negative trends in  dashed contours  and  bluish 
shadings . The  darker shadings  indicate areas with trends that are signifi cant at the 5 % level or 
lower. Signifi cance is determined using the Mann-Kendall trend test (From Wang et al. ( 2011 ). The 
statistical methods are described in Wang and Swail ( 2001 ))       
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 Forming robust physical links between changes in tropical cyclone characteristics 
and natural or human-induced climate changes is a major challenge. Historical 
tropical cyclone records are known to be heterogeneous due to changing observing 
technology and reporting protocols (e.g., Landsea et al.  2004 ) and because data 
quality and reporting protocols vary substantially between regions (Knapp and 
Kruk  2010 ). The homogeneity of the global record of tropical cyclone intensity 
derived from satellite data has been improved (Knapp and Kossin  2007 ; Kossin 
et al.  2007 ), but these records represent only the past 30–40 years. Statistically 
signifi cant trends have not been observed in records of the global annual frequency 
of tropical cyclones (e.g., Webster et al.  2005 ). Century-scale trends in frequency 
have been identifi ed in the North Atlantic, but are contested (see below). Increasing 
century- scale frequency trends have not been identifi ed in other basins although a 
declining trend in the frequency of land-falling tropical cyclones has recently been 
identifi ed in a new long-term dataset for eastern Australia (Callaghan and Power 
 2011 ). Power dissipation has increased sharply in the North Atlantic and more 
weakly in the western North Pacifi c over the past 25 years (Emanuel  2007 ), but the 
interpretation of longer-term trends is constrained by data quality concerns as well 
as uncertainties on the potential role of natural climate variability in the observed 
increases. Satellite-based records of extreme precipitation associated with tropical 
cyclones also appear to have substantial homogeneity issues due to satellite changes 
(Lau et al.  2008 ). It remains diffi cult to robustly place tropical cyclone metrics for 
recent decades into a longer historical context (Knutson et al.  2010 ) because 
pre- satellite records are incomplete and therefore require the use of methods to 
estimate storm undercounts and other biases; these methods have provided mixed 
conclusions to date (e.g., for the North Atlantic basin, see Holland and Webster 
 2007 ; Landsea  2007 ; Mann et al.  2007 ; Vecchi and Knutson  2008 ; Landsea et al. 
 2009 ; Knutson et al.  2010 ; see also Fig.  6 ).

   Our understanding of the factors that affect tropical cyclone metrics and their 
variation is improving but remains incomplete. Anthropogenic forcing has been 
identifi ed as a cause of SST warming in tropical cyclogenesis regions (e.g., Santer 
et al.  2006 ; Gillett et al.  2008 ). Potential intensity theory (Bister and Emanuel  1998 ) 
links changes in the mean thermodynamic state of the tropics to cyclone potential 
intensity and implies that a greenhouse warming could induce a shift towards greater 
intensities. This has received some support from dynamical hurricane model simu-
lations (summarized in Knutson et al.  2010 , Table S2). Results suggest that human 
infl uence could have altered tropical cyclone intensities over the twentieth century. 
However, as noted above, the available evidence concerning historical trends 
and detectable anthropogenic infl uence on tropical cyclone characteristics is mixed. 
A global analysis of trends in satellite-based tropical cyclone intensities has identi-
fi ed an increasing trend that is largest in the upper quantiles of the distribution (Elsner 
et al.  2008 ), and most pronounced in the Atlantic basin. However, this record 
extends back only to 1981 which is regarded as too short to distinguish a long-term 
trend from the pronounced multi-decadal variability in the Atlantic basin. Historical 
data show that tropical cyclone power dissipation is related to sea surface tempera-
tures (SSTs), near-tropopause temperatures and vertical wind shear (Emanuel  2007 ), 
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but it has been suggested that the spatial pattern of SST variation in the tropics may 
exert an even stronger infl uence on Atlantic hurricane activity than absolute local 
SSTs (Swanson  2008 ; Vecchi and Soden  2007 ; Ramsay and Sobel  2011 ). This 
would have important implications for the interpretation of climate model projec-
tions (Vecchi et al.  2008 ). Related to this, a growing body of evidence suggests that 
the SST threshold for tropical cyclogenesis (currently about 26 °C) would increase 
at about the same rate as tropical SSTs due to greenhouse gas forcing (e.g., Ryan 
et al.  1992 ; Knutson et al.  2008 ; Johnson and Xie  2010 ). This means, for example, 
that the areas of simulated tropical cyclogenesis would not expand along with the 26 °C 
isotherm in climate model projections. The most recent assessment by the World 
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  Fig. 6    Five-year running means of tropical Atlantic indices.  Green curves  depict global annual- mean 
temperature anomalies ( top ) and August–October Main Development Region (MDR, defi ned as 
20–80 W, 10–20 N) SST anomalies (second from  top ).  Blue curve  shows unadjusted Atlantic 
hurricane counts.  Red curve  shows adjusted Atlantic hurricane counts that include an estimate 
of “missed” hurricanes in the pre-satellite era.  Orange curve  depicts annual U.S. landfalling hur-
ricane counts.  Vertical axis tic marks  denote one standard deviation intervals (shown by the σ 
symbol).  Dashed lines  show linear trends. Only the top three curves have statistically signifi cant 
trends (Source: Adapted from Vecchi and Knutson  2011 )       
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Meteorological Organization (WMO) Expert Team on Climate Change Impacts on 
Tropical Cyclones (Knutson et al.  2010 ) concluded that it remains uncertain whether 
past changes in any measure of tropical cyclone activity (frequency, intensity, rainfall) 
exceeds the variability expected through natural causes, after accounting for changes 
in observing capabilities over time. Seneviratne et al. ( 2012 ) drew essentially the 
same conclusion, stating that “The uncertainties in the historical tropical cyclone 
records, the incomplete understanding of the physical mechanisms linking tropical 
cyclone metrics to climate change, and the degree of tropical cyclone variability 
provide only  low confi dence  for the attribution of any detectable changes in tropical 
cyclone activity to anthropogenic infl uences”. However, recent advances in under-
standing and phenomenological evidence for shorter-term effects on tropical 
cyclones from aerosol forcing are providing increasing confi dence that anthropogenic 
forcing has had a measurable effect on tropical cyclone activity in certain regions 
(Mann and Emanuel  2006 ; Evan et al.  2009 ,  2011 ; Booth et al.  2012 ; Villarini and 
Vecchi  2013 ) although the relative infl uence of aerosols vs. natural variability on 
recent multidecadal variability in the Atlantic basin remains uncertain (e.g., Ting 
et al.  2009 ; Zhang and Delworth  2009 ; Camargo et al.  2013 ; Villarini and Vecchi  2013 ). 
Thus, when assessing changes in tropical cyclone activity, it is clear that detection 
and attribution aimed simply at long-term linear trends forced by increasing well-
mixed greenhouse gasses is not adequate to provide a complete picture of the 
potential anthropogenic contributions to the changes in tropical cyclone activity that 
have been observed. 

 Based on a variety of model projections of late twenty-fi rst century climate, it 
is expected that global tropical cyclone frequency will either decrease or display 
little change as a consequence of greenhouse warming, but that there will be an 
increase in mean wind speed intensity and in tropical cyclone rainfall rates over the 
twenty- fi rst century (Meehl et al.  2007a ; Knutson et al.  2010 ). Projected changes for 
individual basins are more uncertain than global mean projections, as they show 
large variations between different modeling studies. Studies that have compared 
tropical cyclone projections downscaled from different climate models using a 
single downscaling framework (e.g., Zhao et al.  2009 ; Sugi et al.  2009 ) suggest that 
at the regional scale, the uncertainties in tropical cyclone projections due to differences 
in projected SST patterns are substantial. Concerning detection and attribution of 
tropical cyclone changes, in addition to the substantial uncertainty in historical 
records, a further challenge for identifying such an anthropogenic change signal in 
observations is that the projected changes are typically small compared to estimated 
observed natural variability. Modeling studies (e.g. Knutson and Tuleya  2004 ; 
Bender et al.  2010 ) suggest, on the basis of idealized simulations, that unambiguous 
detection of the effect of greenhouse gas forcing on Atlantic tropical cyclone character-
istics may still be decades off. Other studies that have considered projected changes 
in tropical cyclone-related damage and loss under the A1B emissions scenario 
(Crompton et al.  2011 ; Emanuel  2011 ; Mendelsohn et al.  2012 ) predict a broad 
range of emergence time-scales from decades to centuries. However, it should 
again be emphasized that regional forcing by agents other than greenhouse gases, 
such as anthropogenic aerosols, is known to affect the regional climatic conditions 
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differently (e.g. Villarini and Vecchi  2013 ), and that there is evidence that anthro-
pogenic aerosol pollution has affected tropical cyclone activity in some regions. 
Thus it seems likely that the emergence time-scales projected under A1B warming 
are sensitive to the A1B aerosol forcing projections, which are known to be highly 
uncertain (Forster et al.  2007 ; Haerter et al.  2009 ).  

3.3     Tornadoes and Other Types of Small Scale Severe Weather 

 Tornadoes typically occur during severe thunderstorms in which rapid vertical 
motion and the resulting convergence of angular momentum produces the potential 
for very high local vorticity. While our understanding of tornadoes has increased in 
recent years (e.g., Trapp et al.  2005 ), the body of research that is available globally 
on changes in tornado frequency and intensity remains limited. This is in part because 
the available data are inhomogeneous in time (e.g., Brooks  2004 ) due to changes in 
reporting practices as well as changes in population and public awareness, and the 
introduction of technology such as Doppler radar, all of which undoubtedly affect 
detection rates. The assessments of Trenberth et al. ( 2007 ) and Karl et al. ( 2008 ) 
contain brief sections summarizing available research on tornadoes and other types 
of small scale severe weather. The scale of these phenomena implies that there are 
only limited opportunities for interpretation of the observed record using models. At 
present, any change in their likelihood of occurrence can only be inferred indirectly 
from models by considering changes in atmospheric conditions such as stability and 
vertical shear that affect their occurrence. For this reason, as well as the inadequacy 
of the observational record, detection and attribution studies have not been 
attempted. Projections of future changes in the incidence and intensity of tornadoes 
due to greenhouse warming and other climate forcings also remain uncertain, partly 
because competing infl uences on tornado occurrence and intensity might change in 
different ways. Thus, on the one hand, greenhouse gas induced warming may lead 
to greater atmospheric instability due to increases in temperature and moisture 
content, suggesting a possible increase in severe weather, but on the other hand, 
vertical shear may decrease due to reduced pole-to-equator temperature gradients 
(Diffenbaugh et al.  2008 ).   

4      Hydrological Extremes 

 We discuss here fl oods and droughts, which are complex phenomena with large 
impacts that affect large numbers of people each year. Space and time scales can be 
large, particularly in the case of droughts which can occur on sub-continental to 
continental scales and have extended durations of years or longer. In contrast, some 
types of fl ooding can be localized and of short duration, although fl ooding may also 
occur in large basins over an extended period of time (months). While fl oods and 
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droughts generally represent opposite ends of the spectrum of variability in a region’s 
hydrological balance, it should be noted that the two phenomena are not completely 
mutually exclusive. For example, extreme precipitation events, with the possibility 
of local fl ash fl ooding, can occur during drought (e.g., Hanesiak et al.  2011 ). 

4.1     Floods 

 Floods are affected by various characteristics of precipitation. For example, freshet 
fl ooding is driven by meteorological and synoptic characteristics that control the 
timing and magnitude of energy fl uxes into the snowpack, possibly confounded 
by the occurrence of rainfall. The frequency and intensity of fl oods can be altered 
by natural and human engineered and non-engineered land use effects on drainage 
basins, which makes the detection of climatic infl uences diffi cult. Human 
engineering- induced effects include the possibility that the impoundment of water 
may alter the local precipitation climatology (Hossain et al.  2009 ). Storm surge 
events can cause coastal fl ooding, which may be exacerbated in estuaries if a storm 
surge event coincides with heavy discharge. Sea level rise (Sect.  5 ) can also interact 
with storm surge events to increase the risk of coastal fl ooding (Abeysirigunawardena 
et al.  2009 ). 

 The IPCC AR4 (Rosenzweig et al.  2007 ) and the IPCC Technical Paper VI based 
on the AR4 (Bates et al.  2008 ) concluded that documented trends in fl oods show no 
evidence for a globally widespread change in fl ooding (see also, for example, 
Kundzewicz et al.  2005 ), although there was abundant evidence for earlier spring 
peak fl ows and increases in winter base fl ows in basins characterized by snow 
storage. They also noted that there was some evidence of a reduction in ice-jam 
fl oods in Europe (Svensson et al.  2006 ). As highlighted in the SREX (Seneviratne 
et al.  2012 ), subsequent research, which continues to be hampered by the limited 
availability and coverage of river gauge data, provides mixed results. Some studies 
suggest that there has been an increase in fl ooding over time in some basins (e.g., 
some basins in south-east Asia, Delgado et al.  2009 ; Jiang et al.  2008 ; and South 
America, Barros et al.  2004 ). Another study tentatively concluded that a signifi cant 
increase was detectable in “great fl oods”—referring to fl oods with discharges 
exceeding 100-year levels in basins larger than 200,000 km 2  (Milly et al.  2002 ). 
However, many other studies suggest no climate-driven change (e.g., in northern 
Asia, Shiklomanov et al.  2007 ; North America, Cunderlik and Ouarda  2009 ; 
Villarini et al.  2009 ) or provide regionally inconsistent fi ndings (e.g., in Europe, 
Allamano et al.  2009 ; Hannaford and Marsh  2008 ; Mudelsee et al.  2003 ; and Africa, 
Di Baldassarre et al.  2010 ), or a change in the characteristics of fl ooding such as 
might be expected when a snowmelt driven fl ood regime switches, with warming, to 
a mixed snowmelt-rainfall regime (e.g., Cunderlik and Ouarda  2009 ). 

 River discharge simulation under a changing climate scenario is generally under-
taken by driving a hydrological model with downscaled, bias-corrected climate 
model outputs. However, bias-correction and statistical downscaling tend to ignore 
the energy closure of the climate system, which could be a non-negligible source of 
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uncertainty in hydrological projections (Milly and Dunne  2011 ). Most hydrological 
models must fi rst be tuned on a basin-by-basin basis to account for sub-grid-
scale characteristics such as basin hypsometry, the degree of watercourse meander 
and other channel characteristics. Hydrologic modeling is therefore subject to a 
cascade of uncertainties from climate forcing, climate models, downscaling 
approach, tuning, and hydrological model uncertainty that remain diffi cult to quan-
tify comprehensively. 

 Recently, several studies have detected the infl uence of anthropogenically- 
induced climate change in variables that may affect fl oods. These include Zhang 
et al. ( 2007 ), Noake et al. ( 2011 ) and Polson et al. ( 2013 ), who detected human 
infl uence in observed changes in zonally averaged land precipitation, Min et al. 
( 2008 ), who detected human infl uence in northern high-latitude precipitation and 
Min et al. ( 2011 ), who detected human infl uence in observed global scale change in 
precipitation extremes. Nevertheless, the extent to which such changes in precipita-
tion may lead to changes in fl ooding depend on the regional climate characteristics 
of the respective river catchments, as well as on changes in other climate variables 
such as soil moisture content. While human infl uence has not yet been detected 
in the magnitude/frequency of fl oods, at least two studies using detection and 
attribution methodologies that incorporated output from hydrologic models driven 
with downscaled climate model output have suggested that human infl uences have 
had a discernable effect on the hydrology of the regions that they studied. Barnett 
et al. ( 2008 ) detected anthropogenic infl uence in western US snowpack and the 
timing of peak-fl ow (see also Hidalgo et al.  2009 ), and Pall et al. ( 2011 ) estimated 
that human infl uence on the climate system increased the likelihood of a fall 2000 
fl ooding event that occurred in the southern part of the UK. 

 Uncertainty is still large in the projected changes in the magnitude and frequency 
of fl oods. The largest source of uncertainties in hydrological projections is from 
differences between the driving climate models, but the choice of future emission 
scenarios, downscaling method, and hydrologic model also contribute uncertainty 
(e.g., Kay et al.  2009 ; Prudhomme and Davies  2009 ; Shrestha et al.  2011 ; Taye et al. 
 2011 ). The relative importance of downscaling, bias-correction and the choice of 
hydrological models as sources of uncertainty may depend on the selected region/
catchment, the selected downscaling and bias-correction methods, and the selected 
hydrological models (Wilby et al.  2008 ). Chen et al. ( 2011 ) demonstrated considerable 
uncertainty was caused by the choice of downscaling method used to make hydro-
logical projections for a snowmelt-dominated Canadian catchment. Downscaling 
and bias-correction are also a major source of uncertainty in rain- dominated catch-
ments (van Pelt et al.  2009 ).  

4.2     Droughts 

 Drought is affected by multiple climate variables on multiple times scales, including 
atmospheric circulation, precipitation, temperature, wind speed, solar radiation, 
and antecedent soil moisture and land surface conditions. It can feed back upon the 
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atmosphere via land-atmosphere interactions, potentially affecting the extremes 
of temperature, precipitation and other variables (e.g., Seneviratne et al.  2010 ; 
Nicholls and Larsen  2011 ). It can take multiple forms including meteorological 
drought (lack of precipitation), agricultural (or soil moisture) drought and hydro-
logical drought (runoff or streamfl ow). There are few direct observations of drought-
related variables (e.g., Trenberth et al.  2007 ), including soil moisture, and hence 
drought proxies such as the Palmer Drought Severity Index (PDSI – Palmer  1965 ; 
Dai et al.  2004 ; Heim  2002 ), the Standardized Precipitation Index (SPI – McKee 
et al.  1993 ; Heim  2002 ) and the Standardized Precipitation Evapotranspiration 
Index (SPEI – Vicente-Serrano et al.  2010 ) are often used to monitor and study 
changes in drought conditions. However, the use of these indirect indices results in 
substantial uncertainties in the resulting analyses; in particular the PDSI has been 
criticized as having several limitations (see discussion in Seneviratne et al.  2012 ). 
In contrast, hydrologic drought can be observed/analyzed via statistical analysis 
of discharge records (see e.g., Fleig et al.  2006 ). 

 Global assessments of changes in drought remain uncertain. Trenberth et al. 
( 2007 ), using the Dai et al. ( 2004 ) dataset, found large increases in dry areas as 
indicated by the PDSI. However, it has been noted that the PDSI may not be com-
parable between diverse climatological regions (e.g., Karl  1983 ; Alley  1984 ). The 
self-calibrating (sc-) PDSI introduced by Wells et al. ( 2004 ) attempts to alleviate 
this problem by replacing fi xed empirical constants with values based on the local 
climate. Using the sc-PDSI, van der Schrier et al. ( 2006 ) show that twentieth 
century soil moisture trends in Europe are not statistically signifi cant. Using a more 
comprehensive land surface model than that implicit in either the PDSI or sc-PDSI, 
together with observation-based forcing, Sheffi eld and Wood ( 2008 ) inferred that 
decreasing trends in drought duration, intensity and severity were prevalent globally 
during 1950–2000 (Fig.  7 ). However, they also noted strong regional variation and 
increases in drought indicators in some regions, consistent with some regional stud-
ies. For example, Andreadis and Lettenmaier ( 2006 ), using a similar approach, 
found increasing trends in soil moisture and runoff in much of US in the latter half 
of twentieth century. On the other hand, Dai ( 2011 ) found a global tendency for 
increases in drought based on various versions of the PDSI including the sc-PDSI 
and soil moisture from a land surface model driven with observation-based forcing. 
Patterns of change obtained with those different techniques were largely consistent, 
with substantial spatial variability being a dominant characteristic. Nevertheless, 
inconsistencies between studies and indicators demonstrate that there remain large 
uncertainties with respect to global assessments of past changes in droughts, 
making it diffi cult to confi dently attribute observed changes to external forcing on 
the climate system (Seneviratne et al.  2012 ).

   Characterizing hydrologic (i.e. runoff and streamfl ow) drought globally and 
regionally is also challenging due to diffi culties in establishing robust and/or standard-
ized quantitative drought descriptions over varied hydrologic regimes (e.g., Fleig et al. 
 2006 ). Some recent examples regarding analysis of streamfl ow records for detection 
of possible trends in low fl ow include work in Europe (Stahl et al.  2010 ), Canada 
(Ehsanzadeh and Adamowksi  2007 ) and the UK (Hannaford and Marsh  2006 ). 
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 Despite these uncertainties in global scale studies, there is often more agreement 
amongst regional studies of historical and current drought, consistent with the 
notion that circulation changes should induce regionally coherent shifts in drought 
regimes. For example, precipitation is strongly affected by the El Niño/Southern 
Oscillation in many parts of the world (Ropelewski and Halpert  1987 ), including 
extremes (Alexander et al.  2009 ; Kenyon and Hegerl  2010 ; Zhang et al.  2010 ), and 
the resulting teleconnected circulation responses are often linked to the occurrence 
of precipitation defi cits and drought in different regions (e.g., Folland et al.  1986 ; 
Hoerling and Kumar  2003 ; Held et al.  2005 ; Hoerling et al.  2006 ; Giannini et al. 
 2008 ; Schubert et al.  2009 ) although internal atmospheric variability that is not 
forced by slowly changing boundary conditions can also create drought (e.g., 
Hoerling et al.  2009 ). Also, progress is being made in understanding the role of 
land-atmosphere feedbacks that affect surface conditions (e.g., Koster et al.  2004 ; 
Seneviratne et al.  2006 ,  2010 ; Fischer et al.  2007 ), although the rate of advance is 
limited by the availability of observational data. 

 Christensen et al. ( 2007 ) provide an assessment of regional drought projections 
based on simulations that were performed for CMIP3, noting consistency across 
models in projected increases in droughts particularly in subtropical and mid- latitude 

  Fig. 7    Global distribution of linear trends in annual mean volumetric soil moisture for 1950–2000 
obtained from the Variable Infi ltration Capacity ( VIC ) hydrologic model when driven with obser-
vationally based forcing. The trends are calculated using the Theil-Sen estimator and evaluated 
with the Mann–Kendall nonparametric trend test. Regions with mean annual precipitation less than 
0.5 mm day −1  have been masked out because the VIC model simulates small drying trends in desert 
regions that, despite being essentially zero, are identifi ed by the nonparametric test (From Sheffi eld 
and Wood ( 2008 ; Fig.  1 ))       
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areas. Uncertainty in drought projections stems from multiple sources. Perhaps the 
most fundamental of these is the uncertainty in the pattern of sea- surface tempera-
ture response to forcing, which is “El Niño like” in many models (Meehl et al. 
 2007a ), and which therefore cascades to other aspects of model behavior through 
the teleconnected responses to SST change. A second source of uncertainty is asso-
ciated with the possible alteration of land-atmosphere feedback processes, both as a 
consequence of change in the physical climate system and change in the terrestrial 
biosphere. A third source of uncertainty arises because the complexities of drought 
are at best incompletely represented in commonly used drought indices, leading to 
potential discrepancies of interpretation. For example, Orlowsky and Seneviratne 
( 2012 ) show, using a more complete ensemble of CMIP3 simulations than was 
available at the time of Christensen et al. ( 2007 ), that ensemble projections based on 
meteorological and agricultural drought indices can be quite different, particularly 
at higher latitudes. Also, Burke and Brown ( 2008 ), considering several drought 
indices and two different ensembles of climate model simulations, show little 
change in the proportion of the land surface that is projected to be in drought based 
on the SPI, whereas indices that account for change in the atmospheric demand for 
moisture showed signifi cant increases in the global land area affected by drought. 
It has been suggested that inferences based on climate model simulated soil 
moisture may be more robust than those based on other types of drought indicators. 
This is because model results are often found to be consistent after simple scaling 
(e.g., Koster et al.  2009 ; Wang et al.  2009a ).   

5       Sea Level 

 Transient sea level extremes caused by severe weather events such as tropical or 
extratropical cyclones can produce storm surges and extreme wave heights at the 
coast. Extreme sea levels may change in the future as a result of both changes in 
atmospheric storminess and mean sea level rise, neither of which will be spatially 
uniform across the globe. Sea level change along coast lines may also be affected by 
some additional factors including glacial isostatic adjustment, coastal engineering, 
and changes in the Earth’s gravitational fi eld (e.g., Mitrovica et al.  2010 ) arising 
from glacial and ice-sheet melting. Global mean sea level rose at an average rate 
of 1.7 [1.2–2.2] mm year −1  over the twentieth century, 1.8 [1.3–2.3] mm year −1  over 
1961–2003, and at a rate of 3.1 [2.4–3.8] mm year −1  over 1993–2003 (Bindoff et al. 
 2007 ). Externally induced sea level rise occurs against a backdrop of natural vari-
ability in sea level that must be taken into account when attributing causes to 
observed changes. For example, natural modes of variability such as the El Niño/
Southern Oscillation (Menéndez and Woodworth  2010 ), the Pacifi c Decadal 
Oscillation (Abeysirigunawardena and Walker  2008 ), the North Atlantic Oscillation 
(Marcos et al.  2009 ) and the position of the South Atlantic high (Fiore et al.  2009 ) 
all have transient effects on extreme sea levels. It is  very likely  that humans contributed 
to sea level rise during the latter half of the twentieth century (Hegerl et al.  2007 ), 
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and therefore  more likely than not  that humans contributed to the trend in extreme 
high sea levels (Solomon et al.  2007 ). Both mean and extreme sea level has contin-
ued to rise since the AR4 (Church et al.  2011 ; Menéndez and Woodworth  2010 ; 
Woodworth et al.  2011 ; see Fig.  8 ).

   Meehl et al. ( 2007a ) projected model based 90 % ranges for sea level rise for 
2090–2099 relative to 1980–1999 that varied from 18 to 38 cm in the case of the 
SRES B1 scenario to 26–59 cm in the case of the A1FI scenario. These estimates 
accounted for ocean thermal expansion, glaciers and ice caps, and modeled aspects 
of ice sheets. It was also estimated that an acceleration of the fl ow of ice from 
Greenland and Antarctic could increase the upper ends of these ranges by 10–20 cm, 
and it was noted that insuffi cient understanding of ice sheet dynamics meant that a 
larger contribution could not be ruled out. Subsequent studies that use statistical 
models to extrapolate sea level changes based on historical relationships between 
temperature and sea level have suggested somewhat higher ranges, for example, 
0.75–1.90 m (Vermeer and Rahmstorf  2009 , based on SRES B1 to A1FI scenarios), 
and 0.90–1.30 m (Grinsted et al.  2010 , based on the SRES AIB scenario only). 

  Fig. 8    Estimated trends in ( upper ) annual 99th percentile of sea level based on monthly maxima 
of hourly tide gauge readings from 1970 onwards, and ( lower ) 99th percentile after removal of the 
annual medians of hourly readings. Only trends signifi cant at the 5 % level are shown in color:  red  
for positive trends and  blue  for negative trends. Linear trends were estimated via least-squares 
regression taking the interannual perigean tidal infl uence into account (From Menéndez and 
Woodworth  2010 ). The fi gure shows that extreme sea levels have risen broadly, and that the domi-
nate infl uence on that rise is from the increase in mean sea level       
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 Projections of extreme sea level can be produced regionally in several ways. 
Often, such studies involve a combination of downscaling and hydrodynamic 
modeling (e.g., Debernard and Roed  2008 , who consider the European region and 
projected both decreases and increases depending upon location). Lin et al. ( 2012 ) 
used a statistical-dynamical hurricane simulation model together with a dynamical 
model of storm surge to project large reductions in the return periods of tropical 
cyclone- related surge events in New York City over the twenty-fi rst century. Such 
approaches may not be feasible in all locations if the driving climate model does 
not simulate the phenomena that are likely to cause storm surge in a given region 
(e.g., tropical cyclones). In such cases it may be possible to construct statistical 
or idealized models of tropical cyclone characteristics from observations that 
can then be perturbed to represent future conditions and to drive hydrodynamic 
models (e.g., McInnes et al.  2003 ; Harper et al.  2009 ; Mousavi et al.  2011 ). A further 
approach is to conduct sensitivity analyses to assess the relative impacts on mean 
sea level rise and wind speed increase (e.g., McInnes et al.  2009 ).  

6      Summary and Recommendations 

 In this paper we have reviewed some, but not all, aspects of the current status 
of research on changes in climate extremes. We have focused primarily on the 
historical instrumental record, noting results and challenges that arise from obser-
vational, methodological and climate modeling uncertainties. The choice to focus 
on the historical instrumental record refl ects our view that high priority should be 
given to reducing uncertainty in our understanding of historical changes in extremes 
over the instrumental period as a prerequisite to confi dently predicting changes 
over the next century. This includes the development of improved and comprehen-
sive observational records, improvement in our ability to confi dently detect changes 
in observations through the development of better physical models, forcing data 
sets and more powerful statistical techniques, the development and refi nement of 
our understanding of the physical processes that produce extremes, and continued 
improvement in our ability to attribute causes to those changes. This does not imply 
that research on other aspects of extremes is of lesser importance, but rather that 
overall progress on understanding the implications of ongoing and future changes in 
extremes will be strongly dependent upon our ability to document and understand 
changes in extremes during the period of history that has been (and continues to be) 
the most comprehensively and directly observed. 

 Despite the limited scope of this review, it is apparent that a number of sub-
stantive challenges remain that impede the advancement of our understanding 
of extreme phenomena. We will discuss several in the following paragraphs. 

 The most fundamental of all of these challenges is simply  the state of the historical 
observational record  itself. Irrespective of the state of our process knowledge and 
our ability to integrate that knowledge into climate and weather prediction models, 
it is diffi cult to have confi dence in predictions or projections if we do not have 
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adequate historical data to reliably document how the extremes behavior of the 
climate system has changed over the past century and to evaluate both model 
variability and model behavior under historical forcing. While progress has been 
made in improving datasets, much remains to be done to improve access to even 
basic daily meteorological observations. The current situation, improved somewhat 
through the efforts of the ETCCDI and APN 3  (but at the loss of complete reproduc-
ibility of all calculations involved in the derivation of extremes indices, and at the 
cost of large delays in the construction of research-quality datasets), is far from 
satisfactory as is clearly evident by the far less than global coverage of available 
datasets of temperature and precipitation extremes. We cannot state strongly enough 
the importance of continuing and enhancing such efforts to develop datasets of 
high-frequency in situ observations that are as spatially and temporally complete as 
possible, as homogenous as possible, and that are accompanied by as much 
metadata as possible concerning the history of each observing system or station. 
The lack of metadata describing changes in the exposure and location of observa-
tions and in observing procedures is arguably the greatest uncertainty in any work 
regarding instrumentally observed changes in extremes. With such metadata we 
know we can remove many of the non-climate infl uences of changes in instrumenta-
tion or location – but these metadata are simply not available for most of the world. 
This applies to fl oods, droughts, extreme temperature and precipitation, and tropical 
cyclones. An additional concern is that there remains a great deal of historical high-
frequency data in hard-copy that has yet to be digitized. Much of this data is under 
threat, thus additional programs (such as the US NOAA Forts Program 4 ) are needed 
to ensure the archival and digitization of such data (see also Page et al.  2004 ). The 
limitations of current datasets, whether they are derived directly from the available 
observational record or interpret observations using models of various complexities 
(e.g., drought indicators), severely limit our ability to answer key policy-relevant 
questions about the historical record, such as whether humans have infl uenced the 
intensity of extreme precipitation, or whether they have contributed to any perceived 
change in tropical cyclone behavior. 

 An important effort with regard to surface temperature is the International 
Surface Temperature Initiative 5  which seeks to assemble a comprehensive, open, 
transparent and traceable international data base of surface temperature observations 
with temporal resolution ranging from hourly upwards, and including associated 
metadata. A similar effort for precipitation observations, and other key variables 
such as surface pressure and wind observations, would also be exceedingly valuable. 
An innovative and promising development with regard to the improvement of 
climate datasets is the use of “crowd-sourcing” 6  for the digitization and analysis 

3     Asia-Pacifi c Network for Global Change Research.  
4     See   http://www.ncdc.noaa.gov/oa/climate/cdmp/forts.html      
5       http://www.surfacetemperatures.org/      
6     The use of unpaid volunteers, often solicited via the internet.  
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of climate data, as is being done at US National Climatic Data Centre for both 
surface temperature data rescue and ongoing tropical cyclone reanalysis. 7  

 A second set of challenges concerns  the state of our tools for analyzing observed 
changes in extremes . It should be acknowledged that a great deal of progress has 
been achieved using available tools. For example, there is now a large body of 
research on more “moderate” extremes because more data tend to be available, 
signal- to-noise ratios tend to be higher, and because changes in their characteristics 
can often be successfully studied with more or less standard statistical techniques. 
However, further progress could be made by improving our tools. 

 One basic tool is the language that is used to describe extremes, and in this case 
it is clear that there is a lack of precision in the language that is used in climatology. 
This lack of precise language hinders advances in research on extremes because it 
makes the job of clearly articulating hypotheses and objects for analysis all the more 
diffi cult. In climatology, the term “extreme” can refer to occurrences of high impact 
phenomena (e.g., droughts, fl oods, tropical cyclones) that may or may not be 
characterized by rare values of the underlying meteorological variables, events that 
are in fact not very rare (e.g., exceedance of the 90th percentile of temperature or 
precipitation), or rare events that occur in the far tails of the distributions of clearly 
defi ned hydro-meteorological variables such as temperature, precipitation, wind 
speed, stream fl ow, and so on. While statistical reasoning and methods are useful 
in all three cases, the powerful extreme value theory of statistical science can only 
be brought to bear on the latter, and even in this case, there are clear limitations 
in practice and in the available theory that impede progress in the analysis of clima-
tological extreme values. Some of these challenges include,

•    The need for improvements in the reliability of estimators of the attributes of 
heavy-tailed variables, and in methods to determine whether these attributes are 
changing over time.  

•   A need for the further development of methods or concepts to realistically repre-
sent the spatial dependence of extreme values. Currently available approaches 
based on max-stable processes (e.g., Smith  1990 ; Schlather  2002 ) remain diffi -
cult to use, do not appear to provide a suffi cient broad set of models to represent 
the heterogeneity and anisotropy of the spatial dependence of extremes that is 
seen in the real world, and do not provide an obvious approach to dimension 
reduction, which is a more or less essential component of standard detection and 
attribution methods.  

•   The development of methods that would allow for the automated application of 
so-called peaks-over-threshold approaches to extreme value analysis. If this 
could be achieved with suitable statistical rigor, it would represent a highly desir-
able development for the analysis of large collections of station data and gridded 
datasets since peaks-over-threshold approaches arguably use the available data 

7      http://www.cicsnc.org/corp/presentations/Scott%20Hausman.pdf     (presentation made to the 
30th Conference on Hurricanes and Tropical Meteorology, Ponte Verde, Florida, USA, 15–20 
April 2012).  
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more efficiently than the more frequently used block-maximum approach. 
It should be noted however, that such a development would only be benefi cial if 
the underlying high-frequency weather data were available for analysis; indices 
defi ned on fi xed thresholds or annual blocks, such as those that result from the 
work of the ETCCDI, would not be suitable.  

•   Development of methods that are able to combine information on extremes from 
observations and models, suitably representing uncertainty in the analysis that 
arises from multiple sources, including uncertainties in the responses to external 
forcing that are present in extremes and uncertainty associated with the forcing, 
the climate models themselves, and the internal variability that they simulate.    

 A third set of challenges concerns  continuing defi ciencies in the state of our 
understanding of the processes that are involved in the production of extreme events , 
which limits our confi dence in the interpretation of observed extreme events and in 
observed changes in the frequency and intensity of extreme events. This type of 
challenge is evident in a number of different ways. A very fundamental aspect is 
apparent when comparing observed and model-simulated precipitation extremes; 
due to limited resolution, current global climate models do not simulate precipita-
tion extremes that are of the same intensity as those that are observed in station data 
(Chen and Knutson  2008 ). Climatologists refer to this in the literature as a “scaling” 
issue, and statisticians refer to it as a “change of support” problem. One approach 
that has been used in detection and attribution research (e.g., Min et al.  2011 ) is to 
use probability integral transforms to convert model-simulated and observed 
precipitation extremes to a common dimensionless scale. While this formally allows 
comparison between the two, it does not at all resolve the question of whether the 
physical processes that lead to extreme precipitation on a climate model grid-point 
scale are the same as those that lead to extreme precipitation at the local scale. 
While this problem will become less severe as climate model resolution improves, 
it will still challenge, particularly the interpretation of warm season convective 
heavy precipitation. 

 Another area in which the importance of process knowledge is increasingly 
apparent is in the understanding and interpretation of temperature extremes, where 
there is a growing understanding of the role of feedback processes in determining 
the amplitude, duration and extent of extreme events (e.g., Seneviratne et al.  2006 ; 
Fischer et al.  2007 ; Sillmann et al.  2011 ; Mueller and Seneviratne  2012 ). It is also 
increasingly apparent that large scale low-frequency variability plays an important 
role in altering the likelihood of extreme events, including the effects of ENSO on 
the intensity and frequency of extreme precipitation (e.g., Alexander et al.  2009 ; 
Kenyon and Hegerl  2010 ; Zhang et al.  2010 ) and the effects of tropical SST anoma-
lies on drought in regions such as the Sahel (e.g., Held et al.  2005 ; Hoerling et al. 
 2006 ) and southwestern North America (Cook et al.  2007 ). As is evident from the 
example of North American drought, it is often only through the study of paleo- 
climate data that we become aware of the role of low-frequency climate variability 
in the occurrence of extremes. In the case of tropical cyclones, there are some very 
specifi c improvements in process knowledge that would increase our confi dence in 
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both historical changes and future projections. These include improvements in the 
understanding of historical and future changes in tropical tropospheric lapse rates, 
up to and including the tropopause transition layer, which is important for determining 
tropical cyclone potential intensity (Emanuel  2010 ). An important question that 
remains unresolved is whether projections of relative SST (i.e., regional SST 
relative to the tropical mean) can be used as proxy for future potential intensity 
(Emanuel et al.  2013 ), since relative SST is generally not shown to increase substan-
tially in the next century (Vecchi and Soden  2007 ). Another presently unresolved 
question is what portion of the observed multi-decadal climate variability in the 
tropical Atlantic (which tropical cyclones are observed to substantially respond to) 
is due to natural variability versus external forcing by greenhouse gasses and anthro-
pogenic aerosols. Understanding changes in the frequency and intensity of extremes 
both due to external forcing and internal climate variability is further only possible 
if seasonally resolved information on changes in extremes is available and analyzed. 
For example, circulation (some of aspects of which are predicted to change in a 
changing climate) impacts both temperature and precipitation extremes differently 
in different seasons (Kenyon and Hegerl  2008 ,  2010 ). This can only be captured if 
indices of extremes are resolved at seasonal or shorter time scales. 

 A topic that has not been explicitly discussed in this paper, which poses a challenge 
that cuts across defi nitional issues, our state of process understanding in the physical 
climate system, and our state of understanding of the impacts of extremes, is the 
analysis of compound or multi-variable climate extremes; that is, events where the 
combined effect of, for example, temperature, wind speed and precipitation 
produces extreme impacts where perhaps the individual temperature, wind or pre-
cipitation readings would not be considered to be particularly extreme. While much 
discussed, there has as yet been relatively little research to investigate such events. 
That said, research on recognized phenomena such as heat waves, drought, or tropical 
and extra-tropical cyclones does fi t into this category, as does recent event attribution 
research (e.g., see Stott et al.  2004 ; Fischer et al.  2007 ; Pall et al.  2011 ; Stott et al. 
 2012 ; see also Peterson et al.  2012  and Otto et al.  2012 ). Also, there have been a few 
attempts to develop multi-indicator extremes indices for monitoring the extent to 
which a large region is being affected by extremes (e.g., such as introduced by Karl 
et al.  1996  and revised by Gleason et al.  2008 ). This situation comes about in part 
because of the state of available data resources, which remains limited, but also 
because there is insuffi cient process and impacts knowledge to rigorously describe 
multi-variable events in a manner that avoids selection bias. 

 Finally, the reliable detection and attribution of changes in extremes, regardless 
of the specifi c type of phenomenon of interest, depends heavily upon  the ability of 
models to simulate the natural background variability of the climate system . In the 
case of tropical cyclones, this means simulating tropical SSTs patterns and their 
variability correctly, as well as simulating the variability of the vertical structure of 
the tropical atmosphere correctly. More generally, it means ensuring that the large 
scale modes of variability, such as the El-Niño/Southern Oscillation, the Pacifi c 
Decadal Oscillation and the Atlantic Multi-decadal Oscillation, are well understood 
from an observational perspective and well simulated from a modeling perspective. 
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While extremes represent the tail behavior of climate and weather variables, a 
growing body of research indicates that their likelihood and intensity is very 
much infl uenced by behavior that is more central to the distribution of climate 
and weather states. 

 While we have focused on the challenges that are faced by those who attempt to 
undertake research on extremes, it is also evident that this is an area in which enormous 
progress has been made, as is discussed by Nicholls and Alexander ( 2007 ) and as 
is clearly evident from recent assessments, including IPCC ( 2007a ), Karl et al. 
( 2008 ) and particularly Seneviratne et al. ( 2012 ). This is an area with very signifi -
cant momentum and in which the potential exists for the development of applied 
climate science in terms of predicting or identifying the predictability of extremes. 
There is considerable potential for developing useful products, for example, which 
may be able to provide predictions or projections of changes in the likelihood of 
extremes, either through modeling the infl uence of seasonal to multi-decadal climate 
variability on the frequency and/or intensity of extremes, or modeling the direct 
or indirect impact of external forcing on the properties of extremes. Their interpre-
tation and possible predictive utility may be instrumental for the development of 
useful climate services and the user interface for those services, for example, as 
envisioned through the WMO Global Framework for Climate Services.     
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    Abstract     Many of the fi ndings of the Charney Report on CO 2 -induced climate 
change published in 1979 are still valid, even after 30 additional years of climate 
research and observations. This paper considers the reasons why the report was so 
prescient, and assesses the progress achieved since its publication. We suggest that 
emphasis on the importance of physical understanding gained through the use of 
theory and simple models, both in isolation and as an aid in the interpretation of the 
results of General Circulation Models, provided much of the authors’ insight at the 
time. Increased emphasis on these aspects of research is likely to continue to be 
productive in the future, and even to constitute one of the most effi cient routes 
towards improved climate change assessments.  
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1         Introduction 

 In 1896 Svante Arrhenius fi rst suggested that increased CO 2  in the atmosphere 
might affect climate. Observational evidence that CO 2  concentrations were actually 
increasing in the atmosphere became available in the 1960s, thanks to the con-
tinuous measurement begun by Charles D. Keeling in 1958. In 1979 the US National 
Academy of Sciences asked a small work group of scientists led by Jule Charney to 
undertake a scientifi c assessment of the possible effects of CO 2  on climate (Charney 
et al.  1979 : “ Carbon Dioxide and Climate: A Scientifi c Assessment ”). Owing to the 
striking consistency of most of its conclusions with those of current assessments on 
climate change, the report (which became known as the “Charney Report”) arouses 
admiration but also inevitably makes us wonder: since then, what progress have we 
made in assessing the effects of CO 2  on climate in the last 30 years? Where are the 
gaps? What are the implications for community efforts to improve assessments of 
future long-term climate change? This paper addresses these issues based on the 
personal refl ections of a small group of scientists from a range of backgrounds and 
specialities. 

 After a brief presentation of the Charney report (Sect.  2 ), we discuss the scien-
tifi c progress (or lack of progress) addressed in the key disciplines identifi ed by this 
report (Sect.  3 ). In Sect.  4 , we highlight lessons drawn from climate research over 
the last decades, and make some suggestions for further progress.  

2      The Charney Report 

 In the foreword to the Charney report, Vern Suomi noted that scientists had known 
for more than a century that changing atmospheric composition could affect cli-
mate, that they now had “incontrovertible evidence” that atmospheric composition 
was indeed changing and that this had prompted a number of recent investigations 
of the implications of increasing CO 2 . Thus the Charney Report was written at an 
auspicious moment: 20 years of measurements at Mauna Loa had established 
beyond doubt that CO 2  concentrations were rising, and general circulation models 
were just beginning to be applied to understanding the consequences. 

 The relatively high impact of the Charney Report might be partially attributable 
to its succinctness. The whole report is 16½ small pages long, and the main conclu-
sions are summarized in an introductory section only 2¼ pages in length. The 
authors begin by estimating that CO 2  concentrations would double by some time in 
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the fi rst half of the twenty-fi rst century, and proceed to estimate the resultant change 
in equilibrium global mean surface temperature  to be near 3°C  with larger increases 
at higher latitudes. After discussing the uncertainties inherent in such an estimate, 
they state that  it is signifi cant, however, that none of the model calculations predicts 
negligible warming . While the report focuses on changes in global mean tempera-
ture, the authors note that

  The evidence is that the variations in these anomalies with latitude, longitude, and season 
will be at least as great as the globally averaged changes themselves, and it would be 
misleading to predict regional climatic changes on the basis of global or zonal averages 
alone. 

 While the authors make it clear that their conclusions are based primarily on the 
results of three-dimensional general circulation models, they state that

  Our confi dence in our conclusion that a doubling of CO 2  will eventually result in signifi cant 
temperature increases and other climate changes is based on the fact that the results of the 
radiative-convective and heat-balance model studies can be understood in purely physical 
terms and are verifi ed by the more complex GCM’s. [General Circulation Models] 

 The authors’ philosophy in using GCMs is emphasized again, later in the report:

  In order to assess the climatic effects of increased atmospheric concentrations of CO 2 , we 
consider fi rst the primary physical processes that infl uence the climatic system as a whole. 
These processes are best studied in simple models whose physical characteristics may read-
ily be comprehended. The understanding derived from these studies enables one better to 
assess the performance of the three-dimensional circulation models on which accurate esti-
mates must be based. 

 The authors discussed what they considered to be the primary obstacles to better 
projections of climate change, including the rates at which heat and CO 2  are mixed 
into the deep ocean and the feedback effect of changing clouds. They also discussed 
their inability to say much about the regional patterns of climate change, given the 
large uncertainties associated with regional climate projections from GCMs. Such 
issues remain very much alive today. 

 What made the  Charney Report  so prescient? The emphasis on the importance of 
physical understanding gained through theory and simple models, both for its own 
sake, to facilitate the distillation of scientifi c knowledge, and to help interpret and 
check the results of GCMs, proved highly productive and led to a projection of the 
global mean temperature increase that is virtually identical to current projections, 
even though the authors did not have the benefi t of a clear signal of warming in the 
observations at their disposal. For instance, the authors used a variety of approaches 
to estimate climate feedbacks, starting with simple physical principles and assump-
tions, working through one-dimensional models to make an initial quantifi cation of 
feedbacks, and using full general circulation models to refi ne or extend that assess-
ment. This meant that they had a good understanding of the main processes govern-
ing climate sensitivity, and could defend their range of answers without having to 
rely on complex models. This may be why their fi ndings were accepted and have 
stood the test of time.  
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3      Key Areas of Progress (or Lack of Progress) 
Since the Charney Report 

 The importance of non-CO 2  forcings such as methane or other long-lived green-
house gases, ozone and aerosols, has been emphasized since the publication of the 
Charney Report, especially for interpreting the evolution of the twentieth century 
climate. However, we expect the increase in CO 2  concentration to dominate the 
acceleration of the anthropogenic forcing over the next decades. Therefore, antici-
pating the effects of CO 2  on climate remains a key issue. The progress achieved on 
that issue over the last three decades is discussed here by considering the different 
components of the CO 2 -induced climate change problem considered by the Charney 
report: the evolution of carbon in the atmosphere (Sect.  3.1 ), the CO 2  radiative forc-
ing (Sect.  3.2 ), climate sensitivity (Sect.  3.3 ), the physical processes important for 
climate feedbacks (Sect.  3.4 ), the role of the ocean (Sect.  3.5 ), and the credibility of 
GCM projections (Sect.  3.6 ). 

3.1      Carbon in the Atmosphere 

 The Charney Report presented little new information on the global carbon cycle, 
only briefl y summarizing its key features, based on a SCOPE review book pub-
lished on the same year (Bolin et al.  1979 ). This includes comments that the “proper 
role of the deep sea as a potential sink for fossil-fuel CO 2  has not been accurately 
assessed” and “whether some increase of carbon in the remaining world forests has 
occurred is not known”. Nevertheless, the report concluded that “Considering the 
uncertainties, it would appear that a doubling of atmospheric carbon dioxide will 
occur by about 2030 if the use of fossil fuels continues to grow at a rate of about 4 
percent per year, as was the case until a few years ago. If the growth rate were 2 
percent, the time for doubling would be delayed by 15 to 20 years, while a constant 
use of fossil fuels at today’s levels shifts the time for doubling well into the twenty- 
second century.” Although they do not say so explicitly, their main assumption 
appears to be that the ocean acts as the sole sink of anthropogenic carbon, and that 
the terrestrial biosphere remains neutral. Also, they report that “it has been custom-
ary to assume to begin with that about 50 percent of the emissions will stay in the 
atmosphere”. 

 We now have a clearer and much more quantitative picture of the global carbon 
cycle. Although deforestation is still recognized as a source of CO 2  (LeQuéré et al. 
 2009 ; Friedlingstein et al.  2010 ), terrestrial ecosystems overall are now understood 
to be net sinks of anthropogenic CO 2 , absorbing about the same amount of CO 2  as 
the global oceans. This is now well known from observations of combined changes 
in atmospheric CO 2  and O 2 , top-down inversions of atmospheric CO 2 , and bottom-
 up modeling of ocean and terrestrial biogeochemistry (see Denman et al.  2007  for a 
review of these different methods). 
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 Over the last decade, work has also shown how climate change might affect the 
ability of both oceans and land ecosystems to absorb atmospheric CO 2 . Modeling 
studies performed this last decade have suggested a positive feedback between 
climate change and the global carbon cycle (Cox et al.  2000 ; Dufresne et al.  2002 ). 
Increased stratifi cation of the upper-ocean due to warming at the surface reduces the 
export of carbon from the surface to the deep ocean, and hence limits the air-sea 
exchange of CO 2 . Declining productivity in tropical forests and a general increase 
in the rate of soil carbon decomposition (heterotrophic respiration) partially offset 
the land carbon uptake due to the CO 2  fertilization effect. Despite the large uncer-
tainty in the magnitude of the climate carbon cycle feedback (Friedlingstein et al. 
 2006 ), analysis of proxy-based temperature and CO 2  from ice cores indicates that it is 
likely to be positive (Frank et al.  2010 ). The airborne fraction is expected to increase 
in the future as a result of sinks saturating with increasing CO 2  and declining in a 
warmer world. Coupled climate carbon cycle models suggest the airborne fraction 
could rise from the current value of 45–62 % (median estimate). Analysis of the past 
50 years seems to indicate that the airborne fraction has already increased (LeQuéré 
et al.  2009 ). In the context of the Charney report, this fi nding would not alter the 
estimate of the climate sensitivity, as it is based on the climate response to a prescribed 
doubling of the CO 2  concentration, however, it would accelerate the timing of the 
CO 2  doubling (Fig.  1 ).

   Perhaps the most important development has simply been the ice core CO 2  
records, which began to appear shortly after the Charney report (Delmas et al.  1980 ). 
The remarkable glacial-interglacial fl uctuations of the CO 2  provide constraints on 
climate sensitivity and pose a challenge to our understanding of the controls on the 
background carbon cycle that is being perturbed by anthropogenic emissions.  

3.2      Radiative Forcing 

 The concepts of radiative forcing and equilibrium climate sensitivity were well 
established at the time of the Charney report. The major issues in estimating the 
radiative forcing for an atmosphere with fi xed clouds and water vapor had already 
been addressed in the literature on which the Charney report is based (e.g. 
Ramanathan et al.  1979 ; Manabe and Wetherald  1967 ,  1975 ). The importance of 
using radiative fl uxes at the tropopause rather than the surface, the stratospheric 
adjustment, the dependence of CO 2  absorption on CO 2  concentration, and the over-
lap between the H 2 O and CO 2  absorbing bands were all discussed. The radiative 
forcing for a doubling of CO 2  concentration was estimated in the report to be about 
4 W m −2  within an uncertainty of ±25 %. The authors anticipated some of the diffi -
culty of computing this forcing, and rejected much larger values in the available 
literature ( e.g.,  MacDonald    et al. ( 1979 ) estimated a radiative forcing of 6–8 W m −2 ) 
on methodological grounds. 

 Since the report, the radiative calculations underlying this computation have 
been regularly improved, with the number of absorption lines used in radiative 
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transfer calculations increasing by a factor of several tens and a larger number of gas 
species taken into account, while the water vapor absorption continuum is better if 
still incompletely understood. For standard atmospheric profi les, the value of the 
CO 2  radiative forcing estimated with different line-by-line radiation codes vary with 
only about a 2 % standard deviation, while estimates from GCM codes exhibit a 
larger standard deviation of about 10 % (Collins et al.  2006 ). These differences 
increase if one takes into account uncertainties in the specifi ed cloud distribution 
and the fuzziness in the defi nition of the tropopause. Yet the current best estimate 
for this “classic” radiative forcing, 3.7 ± 0.3 W m −2  (Myhre et al.  2001 ; Gregory and 
Webb  2008 ), is fully consistent with the estimate in the Charney report, while the 
uncertainty has been considerably reduced. 

 However, the concept of radiative forcing continues to evolve, particularly owing 
to the recognition that the fast responses to a change in CO 2  (responses that occur 
before the oceans and troposphere warm signifi cantly) include not only the strato-
spheric adjustment but also tropospheric changes, particularly in cloud. This alters 
the defi nitions of both forcing and feedback (e.g., Hansen et al.  2002 ; Shine et al. 
 2003 ; Gregory et al  2004 ; Andrews and Forster  2008 ). These new concepts are 
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  Fig. 1    Atmospheric CO 2  concentration future projections assuming, as in the Charney report, 
future anthropogenic emissions to increase at a rate of 4 % per year ( blue ), 2 % per year ( red ) or to 
remain constant ( green ). Also shown ( dotted lines ) are the projected concentrations for these three 
cases accounting for a positive climate-carbon feedback, absent from the Charney’s calculations. 
The observed CO 2  concentrations, and the twenty-fi rst century CO 2  concentrations projected for 
the four Representative Concentration Pathways ( RCPs ) used in CMIP5 are shown in  black 
symbols        
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proving valuable in sharpening our understanding of the spread of model responses 
(Gregory and Webb  2008 ; Williams et al.  2008 ), but in the process one loses the 
clean distinction between a “forcing” that can be computed from radiative processes 
alone and “feedbacks” that are model dependent.  

3.3      Climate Sensitivity 

 The Charney report produced a range in equilibrium climate sensitivity of 1.5–4.5 °C, 
with a best guess of 3 °C. As is well known, the large range has proven diffi cult to 
reduce. IPCC AR4 (Meehl et al.  2007 ) states that the equilibrium climate sensitivity 
is “likely to be in the range 2–4.5 °C, with a best estimate of 3 °C”. 

 Since the Charney report, it has been emphasized how the defi nition of “equilib-
rium” depends on which relatively slow processes are considered, including the evolu-
tion of the Greenland and Antarctic ice sheets as well as the carbon and other 
biogeochemical cycles. It has been argued, in particular, that albedo feedback from the 
ice sheets can increase climate sensitivity substantially above that estimated from the 
relatively fast feedbacks considered in the Charney report (e.g.,    Hansen and Sato  2011 ). 

 A number of issues that dominate many current discussions of climate sensitivity 
do not appear in the Charney report. There is no discussion of transient climate 
sensitivity or appreciation of the multi-century time scales required to approach 
these equilibrium responses (see Sect.  3.4 ). There is also little discussion of obser-
vational constraints on climate sensitivity – such as the response to volcanic aerosol 
in the stratosphere, the response to the 11 year solar cycle, and the glacial- interglacial 
responses to orbital parameter variations (and many other paleoclimate observa-
tions), and most, obviously, the warming trends over the past century itself – and the 
role of models in interpreting these observations, for example, by determining how 
a response to the Pinatubo volcano relates to responses to more slowly evolving 
greenhouse gas forcings. And the report reads very differently from recent assess-
ments in that there is no discussion of detection and attribution, and consistently, no 
discussion of non-CO 2  anthropogenic forcings (greenhouse gases other than CO 2 , 
aerosols, land-use changes). Nevertheless, the power of the climate sensitivity con-
cept highlighted by the report is likely to have infl uenced the current thinking about 
the effect of non-CO 2  forcing agents on climate. 

 Finally, there is little or no attempt to discuss the hydrological cycle or regional 
climate changes or climate extremes. Was this a fl aw in the report? Why should we 
care about global mean climate sensitivity? We return to this question in Sect.  4  below.  

3.4       Principal Feedbacks 

 The Charney Report clearly outlined the main feedback mechanisms within the 
physical climate system and endeavored to estimate the climate sensitivity through 
their quantifi cation. The report’s focus was on the water vapor and surface albedo 
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changes, as these were the best known feedback mechanisms (e.g. Manabe and 
Wetherald  1967 ), and the nature or sign of each could be inferred based on simple 
physical arguments; one expects the absolute humidity to increase as the atmo-
sphere warms while maintaining an approximately constant relative humidity, and 
the surface albedo to decrease as snow and ice retreat with surface warming. Based 
on model studies that incorporated this reasoning, the Charney Report estimated the 
magnitude of the water-vapor feedback to be 2.0 W m −2  K −1  and gave 0.3 W m −2  K −1  
as the most likely value for the surface albedo feedback. For reference the water 
vapor and lapse rate feedbacks as most recently assessed by the IPCC are 1.8 ± 0.18 
and 0.26 ± 0.08 W m −2  K −1  respectively (Randall et al.  2007 ). Thus while our best 
estimate of the magnitude of these important feedbacks has changed little since the 
Charney Report, considerable effort and progress has been made in establishing the 
robustness of the physical reasoning that underpinned their assessment, and in 
assessing it using observations (e.g. Soden et al.  2005 ). 

 The Charney Report also recognized possible changes in cloudiness, relative 
humidity, and temperature lapse rates as the leading sources of uncertainty in their 
estimate of climate sensitivity, associating a feedback strength of 0 ±0.5 W m −2  K −1 , 
with the combined effects of such processes. The report is not at all clear as to how 
its authors arrived at this number, although it seems likely that the magnitude of the 
water vapor feedback which was and is generally believed to be “the most important 
and obvious of the feedback effects”, and a desire to maintain consistency with the 
general circulation model studies, may have played a role in their thinking. For 
reference, the IPCC most recently assessed the combined effect of the lapse rate and 
cloud feedbacks, each of which is estimated as somewhat stronger than 0.5 W m −2  K −1  
but of opposing sign, as 0.15 ± 0.46 W m −2  K −1 . 

 Admittedly little progress has been made in narrowing the uncertainty the 
Charney Report ascribed to the net effects of these climate feedbacks. Discussions 
about the potential role of cloud-aerosols interactions in these feedbacks have even 
complicated the issue. But this does not imply that progress in our understanding 
and estimation of climate feedbacks is out of reach (Bony et al.  2006 ; see also 
Hannart et al  2009  for a response to the argument of Roe and Baker ( 2007 ) that 
reducing this uncertainty will be very diffi cult for fundamental statistical reasons). 
Actually, important strides have been made towards developing better physical 
understanding of physical mechanisms associated with climate feedbacks. At the 
time of the Charney Report there seems to have been little more than a vague idea 
as to why cloudiness should change with either increasing concentrations of green-
house gases or surface temperatures. The intervening decades have seen an articu-
lation of a wide variety of mechanisms, ranging from the tendency for clouds to 
shift upward as the climate warms (e.g. Hansen et al.  1984 ; Wetherald and Manabe 
 1988 ; Mitchell and Ingram  1992 ), hypotheses that link cloud liquid water to the 
lapse rate of liquid water (Somerville and Remer  1984 ), cloud amounts in the sub-
tropics to the tropical temperature lapse rates (Klein and Hartmann  1993 ), these 
lapse-rates themselves having been linked to the behavior of deep convection 
(Zhang and Bretherton  2008 ). Ideas have also emerged as to why the storm tracks 
can be expected to migrate poleward in a warmer climate, and how this effect may 
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redistribute clouds relative to the distribution of solar radiation, or how the 
increased surface fl uxes and changing profi les of moist static energy demanded by 
an atmosphere that maintains a constant relative humidity might be expected to 
produce more precipitation, but fewer clouds (Held and Soden  2006 ; Brient and 
Bony  2013 ; Rieck et al.  2012 ).  

3.5      Role of the Ocean 

 The Charney Report considered the primary role of the ocean in climate change as 
setting the timescale over which heat and carbon are sequestered into the ocean 
interior, and there was little appreciation for the role of the ocean in climate dynam-
ics at decadal to centennial time scales. From a modern perspective, its treatment of 
the oceans is likely its weakest aspect. 

 While the report correctly anticipated the role of ocean intermediate and mode 
waters in controlling the rate at which the ocean takes up heat, there was little under-
standing of the physical mechanisms involved in this control (Fig.  2 ). Ocean heat 
content may change through passive ventilation, whereby a water parcel interacting 
with the atmosphere carries heat into the interior largely through isopycnal transport 
(e.g., Church et al.  1991 ). Additionally, ocean heat may be modifi ed as stratifi cation 
increases and overturning circulation decreases, so that interior ocean properties 
accumulate (Banks and Gregory  2006 ).

   Ocean observations and modeling capabilities were very rudimentary 30 years 
ago. The observational network, which formerly consisted of measurements by 
ship-based platforms, has been revolutionized by satellite measurements and profi l-
ing fl oats (Freeland et al.  2010 ). The density of the measurements in the upper 
700 m of the ocean, while not covering the mode waters that ventilate at high lati-
tudes, have nonetheless begun to make it possible to track changes in ocean heat 
content on decadal scales (Lyman et al.  2010 ). However, large uncertainties remain 
in current observational estimates of the ocean heat content. It is likely that diffi cul-
ties in closing the Earth’s global heat budget (Trenberth and Fasullo  2010 ) partly 
result from these uncertainties, although Meehl et al. ( 2011 ) suggest that deep- 
ocean heat uptake may explain the apparent ‘missing heat’. 

 The oceanic component of climate models, though still possessing errors and 
limitations, has advanced greatly over the last decades. A new generation of mod-
els is now able to represent important processes such as mesoscale eddies (e.g., 
Farneti et al.  2010 ) and high latitude shelf and overfl ow processes (e.g., Legg et al. 
 2009 ) that regulate how the ocean transports heat and mass from the surface to its 
interior. 

 The incorporation of the new generation of measurements into both process and 
realistic ocean climate models now facilitates mechanistic interpretations of obser-
vations and physically based evaluation of more complex models (see,  e.g.,  Griffi es 
et al.  2010 ), thereby developing the type of robust understanding that must underlie 
our confi dence in estimates of the ocean’s role in climate change. 
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 Through this process, the role of stratifi cation has emerged as a particularly 
important one. In addition to its role in the carbon cycle and net ocean heat 
uptake (mentioned in the Charney report), the stratifi cation of the ocean may also 
modify much shorter time-scale processes ranging from decadal climate fl uctua-
tions, to ENSO, to the life-cycle of tropical cyclones which depend crucially on 
their ability to extract heat from the upper ocean. This contributes to our increas-
ing appreciation of the importance of characterizing climate variability on the 

  Fig. 2    Understanding and quantifying the ocean’s role in climate change involves a variety of 
questions related to how physical processes impact the movement of tracers (e.g., heat, salt, car-
bon, nutrients) across the upper ocean interface and within the ocean interior. In general, processes 
move tracers across density surface (dianeutrally) or along neutral surfaces (epineutrally), with 
epineutral processes dominant in the interior, yet dianeutral processes directly impacting vertical 
stratifi cation. This fi gure provides a schematic of such processes, including turbulent air-sea 
exchanges and upper ocean wave breaking and Langmuir circulations; gyre-scale, mesoscale, and 
submesoscale transport; high latitude convective and downslope shelf ventilation; and mixing 
induced by breaking internal gravity waves energized by winds and tides. Nearly all such processes 
are subgrid scale for present day global ocean climate simulations. The formulation of sensible 
parameterizations, including schemes that remain relevant under a changing climate (e.g., modifi -
cations to stratifi cation), remains a key focus of oceanographic research efforts       
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decadal to century time scales, and the potential for internal variability to 
complicate the attribution of observed climate changes to specifi c anthropogenic 
forcing agents.  

3.6       Credibility of GCM Projections 

 The Charney Report considered only fi ve models, and examined the key physical 
features of each to assess the most realistic and robust outcome. For example, in a 
model simulation with excessive sea-ice extents, it was assumed that the ice-albedo 
effect would be exaggerated, and this bias was accounted for in the fi nal assessment. 
Over time, models have increased in number (model inter-comparisons can now 
involve more than 20 modeling groups and 40 models) and complexity, advancing 
opportunities to identify the robust features of complex model simulations, but linking 
individual model biases to a particular model process or feature has become more 
diffi cult. In view of this, intercomparisons increasingly make use of metrics to assess 
models rather than direct physical interpretation. Since there are so many potential 
metrics, and since different metrics often tell different stories as to which models 
are better or worse, a key problem for the fi eld is to tailor metrics to particular 
predictions. An instructive example is Hall and Qu ( 2006 ), who show a clear relation-
ship between simulated snow surface albedo/temperature feedback estimated from 
the current seasonal cycle and from climate change simulations. The climate feed-
back can then be calibrated using the observed seasonal cycle feedback. Research 
on the climatic response to the ozone hole has likewise isolated the persistence time 
for the Southern Annular mode as a key metric for predictions of the poleward 
movement of the westerlies and midlatitude storm track (Son et al.  2010 ). 

 The report did not consider changes in regional climate. It noted that due to lack 
of resolution and differences in parameterizations, two models could give very 
different changes in regional circulations such as the monsoon and related rainfall 
patterns, and therefore were unreliable. The use of regional models may improve 
regional detail, but is dependent on the driving model providing the correct change 
in large-scale circulation and with a few notable exceptions little progress has been 
made in identifying robust changes in regional circulations. 

 Higher resolution is invaluable in distinguishing between errors that are 
dependent on resolution and those that are not, sharpening focus on key physically 
based errors. The use of ensemble simulations, sampling the structural uncertain-
ties among the world’s climate models and also the physical uncertainties obtained 
by systematically perturbing individual models, has helped identify some robust 
features of climate change (for example, in changes in precipitation), and prompted 
further research to explain the robustness in physical terms. These multi-model 
studies are indispensable for improving the quantifi cation of some sources of 
uncertainty. However they do not necessarily produce insights into how to reduce 
uncertainty, unless they help in interpreting and understanding model errors or 
inter-model differences.   
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4       Lessons from Past Experience and Recommendations 
to WCRP 

 Looking back at the Charney report and at the progress (or lack of progress) in 
climate research and modeling achieved over the last few decades, several key 
lessons for the future can be drawn. A selection of them are highlighted below. 

4.1     Several Key Fundamental Questions Raised by the 
Charney Report Remain Burning Issues 

 If the scope of current climate change assessments has broadened since the Charney 
report, some of the key questions recognized in 1979 as critical for assessing the 
effect of CO 2  on climate remain with us. At least two striking examples are worth 
emphasizing: 

 (1) Climate sensitivity: 
 Should global climate sensitivity continue to be a focal point for climate research 
since impacts of climate change are dependent on regional scale transient responses 
in hydrology and extreme weather, rather than the globally averaged equilibrium 
response? We argue that it should and that this emphasis continues to be justifi ed. 
The estimate of climate sensitivity matters for the evaluation of the economic cost 
of climate change and the design of climate stabilization scenarios (Caldeira et al. 
 2003 ; Yohe et al.  2004 ). It also conditions many other aspects of climate change. 

 Imagine that we aggregate our estimates of the impacts of climate change on 
societies and ecosystems into a globally aggregated cost function,  C(R) . Given an 
ensemble of model outputs  R , it is reasonable to assume that  C(R)  will increase with 
increasing climate sensitivity, as climates are pushed farther into regimes to which 
societies and ecosystems would adjust with greater and greater diffi culty. C(R) will 
of course also depend on regional changes of the climate system and their specifi c 
impacts on societies and ecosystems, but these will certainly scale with climate 
sensitivity. We do not have to trust detailed regional projections to make this argu-
ment, but only to assume that response magnitudes typically increase alongside the 
global mean temperature response, and that limits in our understanding of processes 
that control the equilibrium response of the system also infl uence its transient 
response (as justifi ed by the analysis of Dufresne and Bony  2008 ). 

 There is, in fact, considerable coherence across models in the spatial and sea-
sonal patterns of the temperature response, understandable in part due to the land/
ocean confi guration, sea ice and snow cover retreat, and (in transient responses) 
spatial structure in the strength of coupling of shallow to deeper ocean layers. 
Regional hydrological changes in models are less coherent, but common features 
still emerge that are understandable in part as responses to the pattern of warming 
and the accompanying increases in total atmospheric water content, and in part as 
responses to the C O   2   radiative forcing itself (Bony et al.  2013 ). Although much 
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research is needed, we can hope to understand changes in weather extremes, in 
turn, as reactions to these changes in the larger scale temperature and water vapor 
environment and to changes in surface energy balances.  We conclude that climate 
sensitivity continues to be a centrally important measure of the size, and signifi -
cance, of climate response to CO   2.    The aggregated impacts of climate change can 
be expected to scale superlinearly with climate sensitivity.  

 (2)  “Inaccuracies of general circulation models are revealed much more in their 
regional climates owing to shortcomings in the representation of physical processes 
and the lack of resolution. The modelling of clouds remains one of the weakest links 
in the general circulation modelling efforts”.  

 As reaffi rmed by a recent survey on “climate and weather models development and 
evaluation” organized across the World Climate and Weather Research Programmes 
(Pirani   , Bony, Jakob, and van den Hurk, personal communication, 2011), model 
errors and biases remain a key limitation of the skill of model predictions over a 
wide range of time (weather to decadal) and space (regional to planetary) scales. It 
is not a new story, and the increase of model complexity has not solved the problem; 
on the contrary, shortcomings in the representation of basic fundamental processes 
such as convection, clouds and precipitation or ocean mixing often amplify the 
uncertainty associated with more complex processes added to make models more 
comprehensive. For example, inaccurate representations of clouds and moist 
processes lead to precipitation errors which may result in inaccurate atmospheric 
loadings of aerosols or chemical species, inaccurate climate-carbon feedbacks over 
land, the wrong regional impacts of climate change, and so on. 

 There is ample evidence that the increase in resolution (horizontal and vertical) 
is benefi cial for some aspects of climate modeling (e.g., the latitudinal position of 
jets and storm tracks or the magnitude of extreme events) that matter for regional 
climate projections. However, many model biases turn out to be fairly insensitive 
to resolution and seem rather rooted in the physical content of models, although 
separating the role of dynamical errors from physical errors through use of high 
resolution models or short initialized forecasts (e.g., Boyle and Klein  2010 ) has 
helped to elucidate this. Promoting improvements in the representation of basic 
physical processes in GCMs thus remains a crucial necessity. 

 Relatively little was known at the time of the Charney report about how clouds 
and convection couple to the climate system let alone why or how this picture might 
change. However, coming as it did at the dawn of the satellite era, and in the early 
days of cloud-resolving modeling studies, it is interesting that the report did not 
emphasize the importance of these emerging technologies for our understanding of 
the susceptibility of the climate system to cloud changes (e.g., Hartmann and Short 
 1980 ; Held et al.  1993 ). Indeed the reports oversight in this respect is matched only 
by its prescience in recognizing the extent to which the modeling of clouds would 
remain one of the “ weakest links in the general circulation modelling efforts ”. To 
narrow the uncertainty in estimates of the response of the climate system to increas-
ing concentration of greenhouse gases will require a determined effort to address 
this “ weak link .” Our best hope of doing so is to connect the revolution the Charney 
report missed with the crisis it anticipated.  
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4.2     Improvements of Long-Term Climate Change Assessments 
Disproportionately Depend on the Development of 
Physical Understanding 

 The pressure put on the scientifi c community to provide improved assessments 
of how climate will change in the future, including at the regional scale, has never 
been as high as it is today. Climate models play a key role in these assessments, 
and conventional wisdom often suggests that models of highest realism (higher 
resolution, more complexity) are likely to have wider and better predictive capabilities. 
Consequently, Earth System Models increasingly contribute to climate change 
assessments, especially in the 5th round of the Coupled Model Intercomparison 
Project (CMIP5). However, past experience shows that the spread of GCM projec-
tions did not decrease as they became more complex; instead this complexity (e.g. 
climate-carbon cycle feedbacks) introduces new uncertainties often by amplifying 
existing uncertainty. 

 About the large uncertainties associated with regional climate projections from 
GCMs, the Charney report stated its authors’ optimistic belief that “ this situation 
may be expected to improve gradually as greater scientifi c understanding is acquired 
and faster computers are built” . Previous discussion (Sect.  3.6 ) suggests that 
increased computing resources (necessary to increase resolution, complexity and 
the number of ensemble simulations) have helped to confi rm inferences from simple 
models or back-of-the-envelope estimates (e.g. the “dry get drier, wet get wetter” 
behavior of large-scale precipitation changes or the poleward shift of the storm tracks 
in a warmer climate), and thus have increased our confi dence in the credibility of 
some robust aspects of the climate change signal. However, the current diffi culty of 
identifying robust changes in regional circulations (e.g. monsoons) or phenomena 
(e.g. El-Nino) suggests that improved assessments of many aspects of regional climate 
change will depend more on our ability to develop  greater scientifi c understanding  
than to acquire  faster computers . 

 Looking into the future, many hold out hope for global non-hydrostatic atmospheric 
modeling in which the energy-containing eddies or dominating deep moist convec-
tion begin to be resolved explicitly, and for global ocean models with more explicit 
representations of mesoscale eddy spectrum. These efforts do need to be pushed 
vigorously, but what we already know of the importance of turbulence within clouds, 
cloud microphysical assumptions, small-scale ocean mixing, and the biological 
complexity of land carbon cycling indicate that increasing resolution alone will 
not be a panacea. 

 Progress should be measured not by the complexity of our models, but rather the 
clarity of the concepts they are used to help develop. This inevitably requires the 
development and sophisticated use of a spectrum of models and experimental 
frameworks, designed to adumbrate the basic processes governing the dynamics of 
the climate system (Fig.  4 ). This point of view gains weight when it is realized that 
unlike in numerical weather prediction (for which fairly direct evaluations of the 
predictive abilities of models are possible), observational tests applied to climate 
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models are not adequate for constraining the long-term climate response to anthro-
pogenic forcings. Indeed observations are generally not fully discriminating of 
long-term climate projections (Fig.  3 ). How well a model encapsulates the present 
state of the climate system, a question to which more ‘realistic’ models lend them-
selves, provides an insuffi cient measure of how well such models can represent 
hypothesized changes in the climate system. Paleoclimatic studies, while invaluable 
in providing additional constraints, also do not provide close enough analogues to 
fully discriminate between alternative futures. The outcome of humanities ongoing 
and inadvertent experiment on the Earth’s climate may come too late help us use-
fully discriminate among models.  Hence the reliability of our models will remain 
diffi cult to establish and the confi dence in our predictions will remain dispropor-
tionately dependent on the development of understanding. 

   The formulation of clear hypotheses about mechanisms or processes thought to 
be critical for climate feedbacks or climate dynamics helps make complex problems 
more tractable and encourages the development of targeted observational tests. 
Moreover, it helps defi ne how the wealth of available observations may be used to 

  Fig. 3    Unlike weather prediction, there are limited opportunities to evaluate long-term projections 
(or climate sensitivity as an example) using observations. Multi model analysis show that many of 
the observational tests applied to climate models are not discriminating of long-term projections 
and may not be adequate for constraining them. Short-term climate variations may not be consid-
ered as an analog of the long-term response to anthropogenic forcings as the processes that primar-
ily control the short-term climate variations may differ from those that dominate the long-term 
response. By improving our physical understanding of how the climate system works using obser-
vations, theory and modeling, we will better identify the processes which are likely to be key 
players in the long-term climate response. It will help to determine how to use observations for 
constraining the long-term response       
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address key climate questions and evaluate models through relevant observational 
tests (Fig.  3 ). For instance, Hartmann and Larson ( 2002 ) formulated the Fixed Anvil 
Temperature hypothesis to explain and predict the response of upper-level clouds 
and associated radiative feedbacks in climate change. The support of this hypothesis 
by several observational (e.g. Eitzen et al.  2009 ) and numerical investigations with 
idealized high-resolution process models (Kuang and Hartmann  2007 ) together 
with its connection to basic physical principles gives us confi dence in at least one 
component of the positive cloud feedback in models under global warming (Zelinka 
and Hartmann  2010 ). Similarly, the recent recognition of the fast response of clouds 
to CO 2  radiative forcing (Gregory and Webb  2008 ; Colman and McAvaney  2010 ) 
promises progress in our understanding of the cloud response to climate change and 
our interpretation of inter-model differences in climate sensitivity. Thus we see 
many reasons for confi dence that progress will be made on pieces of the “cloud 
problem” – as for numerous other problems – seasoned by a realization of many 
remaining diffi culties. 

 The long-term robustness of the Charney report’s conclusions actually demon-
strates the power of physical understanding combined with judicious use of simple 
and complex models in making high-quality assessments of future climate change 
several decades in advance.  

4.3     The Balance Between Prediction and Understanding 
Should Be Improved in Climate Modeling 

 With the growing use of numerical modeling in meteorology, a vigorous debate 
emerged in the 1950s and 1960s (between J. Charney, A. Eliassen and E. Lorentz 
among others) around the question of whether atmospheric models were to be used 
mainly for prediction or for understanding (see Dahan-Dalmedico  2001  for an anal-
ysis of this debate). A similar debate remains very much alive today with regard to 
climate change research. As discussed by Held ( 2005 ), one witnesses a growing gap 
between simulation and understanding .  

 Communication with scientists, stakeholders and society about the reasons 
for our confi dence (or lack of confi dence) in different aspects of climate change 
modeling remains a very diffi cult task. This level of confi dence is based on an 
elaborate assessment combining physical arguments and a complex apprecia-
tion of the various strengths and limits of model capabilities. Improving our 
physical interpretation of climate change and of the different model results 
would greatly facilitate this communication. In particular it would help in con-
veying the idea that the evolution of climate change assessments resembles 
more the construction of a puzzle in which a number of key pieces are already 
in place than a house of cards in which a new piece of data can easily destroy 
the entire edifi ce. 

 Consistent with previous discussions recognizing the crucial importance of 
physical understanding in the elaboration of climate change assessments, our 
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research community should strive to fi ll this gap. For instance, graduate education 
in climate science should promote the use of a spectrum of models and theories to 
address scientifi c issues and interpret the results from complex models. Besides the 
basic need to promote fundamental research, fi lling the gap between simulation and 
understanding also implies a number of adjustments or practical recommendations 
to the climate modeling community.  

4.4     Recommendations 

 The lessons discussed above lead us to the following recommendations:

    1.     Recognize the necessity of better understanding how the Earth system 
works in terms of basic physical principles as elucidated through the use 
of a spectrum of models, theories and concepts of different complexities . 
So doing requires the community to avoid the illusion that progress in climate 
change assessments necessitates the growth in complexity of the models upon 
which they are based. Thirty years of experience in climate change research 
suggests that a lack of understanding continues to be the greatest obstacle to 
our progress, and that often what is left out of a model is a better indication of 
our understanding than what is put in to it.  In striving to connect our climate 
projections to our understanding  (what we call the Platonosphere in Fig.  4 ) , 
the promotion and inclusion of highly idealized or simplifi ed experiments in 
model intercomparison projects must play a vital role.  Very comprehensive 
and complex modeling plays a vital role in this spectrum of modeling activity, 
but it should not be thought of as an end in itself, subsuming all other climate 
modeling studies.

       2.     Promote research devoted to better understanding interactions between 
cloud and moist processes, the general circulation and radiative forcings.  
Research since the Charney report has shown us that such an understanding is 
key (i) to better assess how anthropogenic forcings will affect the hydrological 
cycle, large-scale patterns and regional changes in precipitation, and natural 
modes of climate variability; (ii) to interpret systematic biases of model simula-
tions at regional and planetary scales; (iii) to understand teleconnection mecha-
nisms and potential sources of climate predictability over a large range of time 
scales (intraseasonal to decadal); and (iv) to understand and predict biogeochem-
ical feedbacks in the climate system.   

   3.     Promote research that improves the physical content of comprehensive 
GCMs, especially in the representation of fundamental processes such as 
convection, clouds, ocean mixing and land hydrology . So doing is necessary 
to address the gaps in our understanding, as in many respects our models remain 
inadequate to address important questions raised in our fi rst two recommenda-
tions. More generally, model failures to simulate observed climate features 
should be viewed as opportunities to improve our understanding of climate, and 
to improve our assessment of the reliability of model projections.  WCRP should 
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be pro-active in encouraging the community to tackle long-standing, diffi cult 
problems in addition to new uncharted problems.  A strategy for doing so may 
include Climate Process Teams now in use in the USA.   

   4.     Prioritize community efforts and experimental methodologies that help 
identify which processes are robust vs which lead to the greatest uncertainty 
in projections and use this information to communicate with society, to guide 
future research and to identify needs for specifi c observations . When analyzing 
climate projections from multi-model ensembles, a greater emphasis should be 
placed on identifying robust behaviors and interpreting them based on physical 
principles. The analysis of inter-model differences should also be encouraged, 
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ited, and conceptual problems that arise in less realistic models are compounded as we move to 
complex models, with the result being that adding more complexity to models does not make 
necessarily make them more realistic, or bring them closer to the earth system. Understanding is 
developed by working outward from a particular starting point, through a spectrum of models, 
toward the Platonosphere, which is the realm of the Laws. Reliability is measured by empirical 
adequacy of our models, which is manifest in the fi delity of their predictions to the world as we 
know it. To accelerate progress we should work to close conceptual gaps at their source, and try to 
advance understanding by developing a conceptual framework that allows us to connect behavior 
among models with differing amounts of realism/simplifi cation. As time and technical capacity 
evolve models may move around in this abstraction-complexity space       
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particularly to the extent that such analyses advance a physical interpretation of 
the differences among models. For this purpose, fostering creativity and devel-
oping new approaches or analysis methods that connect the behavior of complex 
models to concepts, theories or the behavior of simpler model results should 
be strongly encouraged.  This process of distillation is central to the scientifi c 
process, and thus vital for our discipline.        

5     Conclusion 

 Societal demands for useful regional predictions are commensurate to the great sci-
entifi c challenge that the climate research community has to address. Climate pre-
diction is still very much a research topic. Unlike weather prediction, there are 
limited opportunities to evaluate predictions against observed changes, and there is 
little evidence so far that increased resolution and complexity of climate models 
helps to narrow uncertainties in climate projections. Hence, and as demonstrated by 
the impressive robustness of the Charney report’s conclusions, in the foreseeable 
future the credibility of model projections and our ability to anticipate future cli-
mate changes will depend primarily on our ability to improve basic physical under-
standing about how the climate system works. 

 Climate modeling, together with observations and theory, plays an essential role 
in this endeavor. In particular, our ability to better understand climate dynamics 
and physics will depend on efforts to improve the physical basis of general circula-
tion models, to develop and use a spectrum of models of different complexities and 
resolutions, and to design simplifi ed numerical experiments focused on specifi c 
scientifi c questions. Accelerating progress in climate science and in the quality of 
climate change assessments, should not only benefi t scientifi c knowledge but also 
climate services and all sectors of our society that need guidance about future cli-
mate changes. One aspect of basic research that is often overlooked, is its role in 
providing a framework for answering questions that policy makers have yet to 
think of – in this respect the search for understanding is crucial to the general social 
development. 

 Finally, and more practically, to ensure that the frequency of assessments is con-
sistent with the rate of scientifi c progress, which may vary from one topic to another, 
we suggest that in the future, the World Climate Research Programme play a larger 
role in organizing focused scientifi c assessments associated with specifi c aspects of 
climate change.     
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Abstract  The Earth’s atmosphere is changing due to anthropogenic increases of 
gases and aerosols that influence the planetary energy budget. Policy has long been 
challenged to ensure that instruments such as the Kyoto Protocol or carbon trading 
deal with the wide range of lifetimes of these radiative forcing agents. Recent 
research has sharpened scientific understanding of how climate system time scales 
interact with the time scales of the forcing agents themselves. This has led to an 
improved understanding of metrics used to compare different forcing agents, and 
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has prompted consideration of new metrics such as cumulative carbon. Research 
has also clarified the understanding that short-lived forcing agents can “trim the peak” 
of coming climate change, while long-lived agents, especially carbon dioxide, will 
be responsible for at least a millennium of elevated temperatures and altered 
climate, even if emissions were to cease. We suggest that these vastly differing 
characteristics imply that a single basket for trading among forcing agents is incom-
patible with current scientific understanding.

Keywords  Climate change • Methane • Carbon dioxide • Global warming potential • 
Climate policy

1  �Introduction

Anthropogenic increases in the concentrations of greenhouse gases and aerosols 
perturb the Earth’s energy budget, and cause a radiative forcing1 of the climate 
system. Collectively, greenhouse gases and aerosols can be considered radiative 
forcing agents, which lead to either increased (positive forcing) or decreased (nega-
tive forcing) global mean temperature, with associated changes in other aspects of 
climate such as precipitation and sea level rise. Here we briefly survey the range of 
anthropogenic greenhouse gases and aerosols that contribute to present and future 
climate change, focusing on time scales of the global anthropogenic climate changes 
and their implications for mitigation options.

Differences in atmospheric residence times across the suite of anthropogenic 
forcing agents have long been recognized. As decision makers weigh near-term and 
long-term mitigation actions and tradeoffs, residence times of forcing agents are 
important along with social, economic, and political issues, such as climate change 
impacts, costs, and risks sustained by later versus earlier generations (and how these 
are valued). Recent research has rekindled and deepened the understanding 
(advanced by Hansen et al. 1997; Shine et al. 2007) that climate changes caused by 
anthropogenic increases in gases and aerosols can last considerably longer than the 
gases or aerosols themselves, due to the key role played by the time scales and 
processes that govern climate system responses. The climate changes due to the 
dominant anthropogenic forcing agent, carbon dioxide, should be thought of as essen-
tially irreversible on time scales of at least a 1,000 years (Matthews and Caldeira 
2008; Plattner et al. 2008; Solomon et al. 2009, 2010).

The largely irreversible nature of the climate changes due to anthropogenic 
carbon dioxide has stimulated a great deal of recent research, which is beginning to 
be considered within the policy community. Some research studies have focused on 

1 Radiative forcing is defined (e.g., IPCC 2007) as the change in the net irradiance (downward minus 
upward, generally expressed in W m−2) at the tropopause due to a change in an external driver of the 
Earth’s energy budget, such as, for example, a change in the concentration of carbon dioxide.
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how cumulative carbon dioxide may represent a new metric of utility for policy, as 
a result of the identification of a near-linear relationship between its cumulative 
emissions and resulting global mean warming. In this paper, we discuss the use of 
cumulative carbon to help frame present and future climate changes and carbon 
policy formulation. We also briefly summarize several other metrics such as e.g., 
carbon dioxide equivalent concentration, the global warming potential (GWP) 
and global temperature change potential (GTP). Finally, we examine how current 
scientific understanding of the importance of time scales not just of different forcing 
agents, but also of their interactions with the climate system, sharpens the iden-
tification of approaches to formulate effective mitigation policies across a range of 
radiative forcing agents.

2  �The Mix of Gases and Aerosols Contributing  
to Climate Change

A great deal of recent research has focused on understanding changes in atmospheric 
composition, chemistry, and the individual roles of the range of forcing agents 
and precursor emissions (leading to the formation of indirect forcing agents after 
emission) as contributors to observed and future climate change (Forster et al. 2007; 
Montzka et al. 2011). It is not our goal to review that literature here, but rather to 
briefly summarize the state of knowledge of contributions of different species to 
global radiative forcing and time scales of related climate change, and to identify 
some implications for mitigation policy.

The concentrations of the major greenhouse gases carbon dioxide, methane, and 
nitrous oxide have increased due to human activities, and ice core data show that 
these gases have now reached concentrations not experienced on Earth in at least 
several thousand years (Luthi et al. 2008; Joos and Spahni 2008; MacFarling-Meure 
et al. 2006). Figure 1 depicts the dramatic increase in carbon dioxide that has taken 
place over about the past century. The recent rates of increase in CO2, CH4, and N2O 
are unprecedented in at least 20,000 years (Joos and Spahni 2008). The abundances 
of CO2, N2O and CH4 are well-mixed over the globe, and hence their concentration 
changes (and radiative forcings) are well characterized from data such as that shown 
in Fig. 1; see Table 1.

If anthropogenic emissions of the various gases were to cease, their concentra-
tions would decline at a rate governed by physical and chemical processes that 
remove them from the global atmosphere. Most greenhouse gases are destroyed by 
photochemistry in the Earth’s atmosphere, including direct photolysis and attack by 
highly reactive chemical species such as the OH free radical. Many aerosols are 
removed largely by washout. Carbon dioxide is a unique greenhouse gas that is 
subject to a series of removal processes and biogeochemical cycling with the ocean 
and land biosphere, and even the lithosphere, leading to a very long “tail” characterizing 
a portion of its removal (Archer et al. 1997). While the carbon dioxide concentration 
changes and anthropogenic radiative forcing since 1750 are very well established, 
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the relationship of its concentration changes to changes in emission (including those 
from land use) is much less well characterized, due to the flow of those emissions 
through the carbon cycle. A few industrial greenhouse gases have lifetimes of many 
hundreds or even thousands of years, due to their extreme chemical and photo-
chemical stability and represent nearly “immortal” chemicals; in particular, the 
fully fluorinated compounds such as CF4, NF3, and C2F6 fall in this category. These 
gases also are strong absorbers of infrared radiation on a per molecule basis. 
While these gases are currently present in very small concentrations, like carbon 
dioxide their contributions to climate change are essentially irreversible on 
1,000 year time scales even if policies were to lead to reduced or zero emissions.

Table 1 summarizes the lifetimes (or, in the case of CO2, multiple removal 
time scales) that influence the contributions of the range of gases and aerosols to 
radiative forcing and climate change. Some related uncertainties in lifetimes and 
distributions are also highlighted.

Direct emissions and other human actions (such as land disturbances, and emissions 
of precursor gases) have increased the atmospheric burdens of particles, including 
mineral dust, black carbon, sulfate, and organics. Tropospheric ozone has also 
increased largely as a result of emissions of precursor gases such as nitric oxide and 
organic molecules including volatiles as well as methane. Indirect forcings linked to 
atmospheric aerosols involving changes in clouds may also be very important, and 
are subject to very large uncertainties (Forster et al. 2007). The short atmospheric 
lifetimes of aerosols and tropospheric ozone lead to very large variations in their 

Fig. 1  Carbon dioxide concentrations measured in Antarctic ice cores. The blue curve shows the 
long record from several cores (Available at ftp://ftp.ncdc.noaa.gov/pub/data/paleo/icecore/antarc-
tica/epica_domec/edc-co2-2008.txt), while the red curve and inset shows data for 2,000 years prior 
to 2005 (Available at ftp://ftp.ncdc.noaa.gov/pub/data/paleo/icecore/antarctica/law/law2006.txt)
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abundances depending upon proximity to local sources and transport, increasing 
the uncertainty in estimates of their global mean forcing as well as its spatial distri-
bution (see Table 1).

Observations (e.g. of total optical depth by satellites or ground-based methods) 
constrain the net total optical depth, or the transparency of the atmosphere, and 
provide information on the total direct radiative forcing due to the sum of all aero-
sols better than they do the forcing due to individual types of aerosol. Many aerosols 
are observed to be internal mixtures, i.e., of mixed composition such as sulfate and 
organics, which substantially affects optical properties and hence radiative forcing 
(see the review by Kanakidou et al. 2005, and references therein). Aerosols lead to 
perturbations of the top-of-atmosphere and surface radiation budgets that are highly 
variable in space, and depend on the place as well as amount of emissions. Limited 
historical data for emissions or concentrations of aerosols imply far larger uncer-
tainties in their radiative forcings since pre-industrial times than for the well-mixed 
gases (see Table 1). Current research focuses on understanding the extent to which 
some regional climate changes may reflect local climate feedbacks to global forcing 
(e.g., Boer and Yu 2003a, b), versus local responses to spatially variable forcings. 
For example, increases in black carbon and tropospheric ozone (e.g., Shindell and 
Faluvegi 2009) may have contributed to the high rates of warming observed in the 
Arctic compared to other parts of the globe. Sulfate aerosols (which are present in 
higher concentrations in the northern hemisphere due to industrial emissions) have 
been suggested as a driver of changes in the north-south temperature gradients and 
rainfall patterns (e.g., Rotstayn and Lohmann 2002; Chang et al. 2011). Shortwave-
absorbing aerosols change the vertical distribution of solar absorption, causing 
energy that would have been absorbed at the surface and communicated upward by 
convection to be directly absorbed in the atmosphere instead; this can potentially 
lead to changes in precipitation and atmospheric circulation even in the absence 
of warming (e.g. Menon et al. 2002). The large uncertainties in the short-lived forc-
ing terms as well as the regional climate signals they may be inducing have heightened 
interest in their relevance for mitigation policy, and this is discussed further below 
(see e.g., Ramanathan and Feng 2008; Jackson 2009; Hansen et al. 1997; Jacobson 
2002; UNEP 2011; Shindell et al. 2012).

3  �Metrics

Given the very broad diversity of anthropogenic substances with the potential to alter 
Earth’s climate (e.g., CO2, CH4, N2O, SF6, CFCs, HFC’s, absorbing and reflecting 
aerosols, chemical precursors, etc.), it is a challenging task to compare the climate 
effect of a unit emission of (for example) carbon dioxide, with one of methane or 
sulfur dioxide. Nevertheless, there has been a demand for such comparisons, and 
various metrics have been proposed. The purpose of such metrics is to boil a complex 
set of influences down to a few numbers that can be used to aid the process of thinking 
about how different emissions choices would affect future climate. Among other 
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uses, metrics have been used to simplify the formulation of climate-related policy 
actions, climate-protection treaties and emissions trading schemes. We suggest that 
to the extent possible, a metric (or set of metrics) should not impose value judgments, 
least of all hidden value judgments (see Fuglestvedt et al. 2003). Metrics should 
provide a simplified yet clear set of tools that the policy makers can use to formulate 
policy implementations to achieve an agreed set of climate protection ends.

3.1  �Radiative Forcing and CO2-Equivalent Concentration

Radiative forcing is one measure of the influence of the burden of a range of forcing 
agents on the Earth’s radiative budget at a given point in time. A closely related metric 
sometimes used to compare the relative effects of the range of forcing agents is 
to express them as CO2-equivalent concentrations, which is the concentration of CO2 
that would cause the same radiative forcing at the chosen time as a given mix of 
CO2 and other chemicals (including greenhouse gases and aerosols).

Figure 2 shows the CO2-equivalent concentration estimates for a range of major 
forcing agents based on radiative forcing for 2005 from Forster et al. (2007), as given 
in NRC (2011). The figure shows that among the major forcing agents, by far the 
largest uncertainties stem from aerosols. Because aerosols represent a substantial 
negative forcing (cooling effect), this leads to large uncertainty in the net total CO2-
equivalent concentration that is driving current observed global climate change. 
Current warming represents a transient response that is about half as large as it 
would become in the long term quasi-equilibrium state if radiative forcing were to 
be stabilized (NRC 2011). Therefore, uncertainties in today’s total CO2-equivalent 
concentration imply large uncertainties in how close current loadings of forcing 
agents may be to eventually warming the climate by more than the 2 °C target noted 
in the Copenhagen Accord. As Fig. 2 shows, uncertainties in aerosols dominate the 
uncertainties in total net radiative forcing or total CO2-equivalent concentration. 
If aerosol forcing is large, then much of the radiative effect of increases in greenhouse 
gases is currently being masked by cooling, implying a larger climate sensitivity 
and far greater risk of large future climate change than if aerosol forcing is small.

A key limitation of radiative forcing or CO2-equivalent concentrations as metrics 
is that they do not include any information about the time scale of the impact of the 
forcing agent. For example, the radiative forcing for a very short-lived forcing agent 
may be very high at a given time but would drop rapidly if emissions were to 
decrease, while a longer-lived constituent implies a commitment to further climate 
change even if emissions were to stop altogether.

Insofar as short-lived aerosols produce a cooling, their masking of a part of the 
impact of the large load of long-lived warming agents implies that an unseen long-
term commitment has already been made to more future warming (e.g. Armour and 
Roe 2011; Ramanathan and Feng 2008); Hansen describes this as a “Faustian bar-
gain”, since short-lived aerosol masking can be accompanied by accumulation of 
more long-lasting and hence ultimately more dangerous levels of carbon dioxide and 
other long-lived greenhouse gases in the atmosphere (e.g., Hansen and Lacis 1990).
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It is evident that other metrics beyond radiative forcing are needed to capture 
temporal aspects of the climate change problem. One needs to compare not only the 
effect of various substances on today’s climate change but also how current and past 
emissions affect future climate change. As will be shown, available metrics all 
simplify or neglect aspects of temporal information related to individual gases 
(albeit in different ways), and hence incorporate choices and judgments rather than 
representing “pure” physical science metrics (Fuglestvedt et al. 2003; Manne and 
Richels 2001; O’Neill 2000; Manning and Reisinger 2011; Smith and Wigley 2000; 
Shine 2009).

The problem of formulating a metric for comparing climate impacts of emissions 
of various greenhouse gases is challenging because it requires consideration of the 
widely differing atmospheric lifetimes of the gases. Emissions metrics are of most 

Fig. 2  (Left) Best estimates and very likely uncertainty (90 % confidence, as in Forster et al. 2007) 
ranges for aerosols and gas contributions to CO2-equivalent concentrations for 2005, based on the 
concentrations of CO2 that would cause the same radiative forcing as each of these as given in 
Forster et al. (2007). All major gases contributing more than 0.15 W m−2 are shown. Halocarbons 
including chlorofluorocarbons, hydrochlorofluorocarbons, hydrofluorocarbons, and perfluorocarbons 
have been grouped. Direct effects of all aerosols have been grouped together with their indirect 
effects on clouds. (Right) Total CO2-equivalent concentrations in 2005 for CO2 only, for CO2 plus 
all gases, and for CO2 plus gases plus aerosols (From Stabilization Targets, NRC 2011)
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interest, since it is emissions (rather than concentrations) that are subject to direct 
control. The lifetime affects the way concentrations are related to emissions. For a 
short-lived gas like CH4, the concentrations are a function of emissions averaged 
over a relatively short period of time (on the order of a few decades in the case of 
CH4). For example, while anthropogenic emissions increase, the CH4 concentration 
increases but if anthropogenic emissions of CH4 were to be kept constant, the 
concentration of the gas would reach a plateau within a few decades. In contrast, 
for a very persistent gas like CO2, the concentration is linked to the cumulative 
anthropogenic emission since the time when emissions first began; concentrations 
continue to increase without bound so long as emissions are significantly different 
from zero. In essence, a fixed reduction of emission rate of a short-lived gas 
yields a step-reduction in radiative forcing, whereas the same reduction of emis-
sion rate of a very long-lived gas only yields a reduction in the rate of growth of 
radiative forcing.

3.2  �GWPh and GTPh

The most familiar and widely applied metric for comparing greenhouse gases with 
disparate atmospheric lifetimes is the Global Warming Potential (GWP). The GWP 
is defined as the ratio of the time-integrated (over some time horizon) radiative 
forcing due to a pulse emission of a unit of a given gas, to an emission of the same 
amount of a reference gas (Forster et al. 2007). This can be expressed as:

	
GWP A C t dt Ar C t dth r= ∫ ∫∆ ∆ ∆ ∆( ) / ( )

0 0

h h

	
(1)

where h is a specified time horizon, ∆C(t) is the time series of the change in concentration 
of the greenhouse gas under consideration (relative to some baseline value), 
and ∆Cr(t) that of the reference gas (usually CO2. as we shall assume throughout the 
following). ∆A (and ∆Ar) represent the radiative efficiencies due to changes in 
concentration of the greenhouse gas (and reference gas) following a pulse emission 
at t = 0. In the remainder of this paper, we refer specifically to GWPh and GTPh to 
emphasize the key role of the time horizon. If the pulse is small enough, the radia-
tive forcing is linear relative to the size of the emission pulse; the conventional 
assumption is therefore that GWPh is independent of the size of the pulse. This 
assumption of linearity can lead to substantial errors when the GWPh is extrapolated 
from an infinitesimal pulse to very large emissions. Such errors can arise from 
nonlinearities in the radiative forcing due to changes in concentration of the emitted 
gas or that of the reference gas CO2.

For gases with short atmospheric lifetimes (e.g. methane), the peak of concentration 
that immediately follows a pulse in emission decays rapidly to zero, leading to a 
strong dependence of GWPh on the timescale over which it is calculated (h in Eq. 1). 
Table 2.14 in Forster et al. (2007) gives GWPh for a variety of gases, with h = 20, 100 
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and 500 years. Methane for example, has a 100-year GWPh (GWP100) of 25, but 
a GWP500 of only 7.6. The choice of time horizon is crudely equivalent to the imposi-
tion of a discount rate, albeit a discount rate that varies with lifetime of the gas 
(Manne and Richels 2001), and thus represents a value judgment. A choice of small 
h implies that one should not care that CO2 saddles the future with an essentially 
permanent alteration of climate, whereas the choice of a very large h says that 
one should not care about the transient warming due to short-lived greenhouse 
gases. Either assumption embeds a judgment regarding whether the near term future 
is to be valued above the long term future, or vice versa.

An additional concern with the GWPh is that it represents only the change in 
integrated forcing due to the emission of different gases, rather than the change in 
(for example) global-mean temperature. This has led to the proposal of modified 
metrics, such as the Global Temperature Potential (GTPh) put forward by Shine 
et al. (2005). The GTPh represents the temperature change at some point h in time 
(rather than time-integrated radiative forcing) resulting from the unit emission of a 
greenhouse gas, relative to the same emission of carbon dioxide.

In order to illustrate some of the consequences of using GTPh or GWPh as 
climate change metrics for gases of different atmospheric lifetimes, we use a simple 
two-layer ocean model to translate radiative forcing and surface temperature 
change over time. This model is a simpler version of the upwelling-diffusion model 
used in Shine et al. (2005) to critique GWPh, and has also been proved useful in 
analyzing the transient climate response in full general circulation models (Winton 
et al. 2010; Held et al. 2010). The model consists of a shallow mixed layer with 
temperature anomaly dT′mix and heat capacity μmix coupled to a deep ocean with 
temperature anomaly dT′deep and heat capacity μdeep >> μmix. The mixed layer loses 
heat to space (in part via coupling to the atmosphere) at a rate proportional to its 
temperature. The equations are

	
µ ′ λ ′ γ( ′ ′ ∆mix mix mix mix deepdT /dt T T T F t{ } ) ( )= − − − +

	
(2)

	
µ ′ γ ′ ′deep deep deep mix{dT dt} T T/ ( )= − −

	
(3)

For constant radiative forcing ∆F, this model2 has the steady solution T′mix =  
T′deep = ∆F/λ. Hence 1/λ gives the quasi-equilibrium climate sensitivity. The model 
relaxes to this equilibrium state on two time scales. On the short time scale (generally 
a matter of a few years), the mixed layer relaxes to a near-equilibrium with the 
atmosphere but the deep ocean has not yet had time to warm up, so T′deep ≈ 0. The 
transient climate response during this stage is then T′mix = ∆F/(λ + γ). If ∆F is reduced to 
zero some time after the deep ocean has warmed up to some nonzero value T′deep, then 
on the short mixed layer time scale T′mix only falls to T′deep γ/(λ + γ), and subsequently 
relaxes to zero on the slow deep ocean time scale. This term is the “recalcitrant 
warming” due to heat burial in the deep ocean (Held et al. 2010).

2 The parameters we use in the following are: μdeep = 20, μmix = 200 J/m2 K and γ = λ = 2 W/m2 K.
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Figure  3a shows the calculated temperature response of the mixed layer in this 
model due to pulse emissions of greenhouse gases with various lifetimes and forcing 
efficiencies. In this calculation, the radiative forcing is assumed to be linear in the con-
centration, and the concentration is assumed to decay exponentially with the stated 
lifetime. The magnitude of the emission of each gas is chosen so that all correspond to 
the same value when weighted by GWP100; i.e., for a pulse emission, the radiative forc-
ing integrated over 100 years is identical in all cases. Figure 3 shows that the GWP100 

weighted emission for a gas with a 10-year (methane-like) lifetime and radiative effi-
ciency can be the same as for the longer lived gases, since a weaker long-term warming 
can be compensated by a larger short term warming. If the integrated warming over the 
100 year period is all we care about, and the damages are linear in warming, then these 
cases may indeed all be considered to have identical impact in that the methane-like 
case produces larger damages for a short time, as opposed to a longer period with 
smaller damages for the longer-lived gases. However, if the objective is to limit the 
magnitude of warming when the 100 year time span is reached, the use of GWP100 

greatly exaggerates the importance of the short-lived gas, since virtually all of the 
warming has disappeared after 100 years. This is a starting point for considering the 
value of the alternative concept of Global Temperature-Change Potential (GTPh) as in 
Shine et al. (2005). Measured in terms of 100-year GTPh, the 10-year lifetime gas has 
only 1/4.5 times the impact of e.g., a 1,000 year gas with identical GWP100. The warm-
ing after 100 years even in the 10-year lifetime case has not decayed to zero as quickly 
as the radiative forcing itself (which has decayed by a factor of 4.5 × 10−5 over this 
time). The persistent, or recalcitrant warming arises largely from ocean heat uptake 
(Solomon et al. 2010). But it should also be emphasized that the 100-year GTPh does 
not capture the impact of the large short-term warming from the methane-like case. 
Such short-term warming could be significant if, for example, the near-term rate of 
temperature change were leading to adaptation stresses.

Although GTPh may be a superior metric to GWPh for implementing climate 
protection goals based on a threshold temperature at a given time, it does not resolve 
the problem of sensitivity to the time frame chosen when computing the metric. 
Based on 100-year GTPh, emitting an amount of a 1,000-year lifetime gas might be 
considered to be about twice as bad as an emission of a 50-year lifetime gas; how-
ever the long lived gas leads to a warming that is nearly constant over the next 
200 years whereas the warming due to the 50-year gas has largely disappeared by 
the end of that time. These two cases result in radically different temperature 
changes over time and clearly do not represent identical climate outcomes.

An additional problem with both GWPh and GTPh is their dependence on the emis-
sion scenario. Figure 3a represents the case of a pulse emission while Fig. 3b shows a 
second case with constant emissions of a methane-like gas with a 10-year lifetime, 
compared to constant emissions of a gas with an infinite lifetime (see e.g., Shine et al. 
2007). In both Fig.  3a and b, the emissions scenarios were selected such that the 
GWP100 values are equivalent. Emissions are sustained for 200 years, and then set to 
zero at the year 200. In both cases, the warming continues beyond the point at which 
the concentration of the gas stabilizes; in the case of the methane-like gas, the con-
centration (not shown) stabilizes after about 10  years but warming continues to 
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Fig.  3  Surface temperature response of the two-layer ocean model subjected to various time-
series of radiative forcing as follows (a) Pulse emission of gases with various lifetimes but identi-
cal GWP100. The emission corresponds to an initial radiative forcing of 1 W m−2 for the shortest-lived 
gas. (b) Constant emission rate up to year 200 for an infinite lifetime CO2-like gas vs. a short-lived 
methane-like gas having the same GWP100. The total mass of short-lived gas emitted is the same as 
in the pulse emission calculation shown in (a). (c) Temperature increases from the CO2 time series 
in test cases in Eby et al.(2009), corresponding to cumulative carbon emissions of 640 or 1,280 GtC 
between 2,000 and 2,300, alone or with superposed effect of constant-rate methane emissions with 
total GWP100-weighted emissions equal to the difference in CO2 emissions between the two cases; 
all emissions cease by 2,300

S. Solomon et al.



427

increase, illustrating the continuing warming that occurs despite constant atmospheric 
concentrations, as the deep ocean takes up heat. For the infinitely long-lived gas, 
concentrations remain elevated even after emission stops, and warming continues to 
increase (see next section). Indeed, although both cases are equivalent in terms of 
GWP100-weighted emissions, the infinite-lifetime case leads to a warming that is not 
only larger at the end of 200 years, but persists for centuries afterwards. The constant-
emissions case illustrates the dependence of GTPh on the emissions scenario. Neither 
GWPh nor GTPh capture what occurs after emissions cease.

As a final example, we have carried out a series of calculations driven by the CO2 
time series computed in Eby et al. (2009). The concentration time series were com-
puted by driving an intermediate-complexity climate-carbon cycle model with his-
torical emissions up to the calendar year 2000, followed by two test scenarios in 
which the emissions rate rises to a peak after 150 years, and then declines to zero in 
the subsequent 150 years. The two scenarios shown in Fig. 3c show results corre-
sponding to 640 and 1,280 GtC of post-2000 cumulative carbon emissions (see next 
section). Note that the warming is fairly constant in the 700 years following cessa-
tion of emission, given the realistic atmosphere CO2 used in this case as compared 
to the infinite-lifetime case shown in Fig. 3b. Abating cumulative carbon by 640 GtC 
(the difference between the two emission scenarios shown here) reduces warming 
by about 0.6 K in the two-box model.

The dashed curves in Fig. 3c show what happens if the radiative forcing from 
CO2 is augmented by that from methane released at a constant rate between 2,000 
and 2,300, with the total emissions again equivalent to the CO2 from 640 GtC based 
on weighting with a GWP100 of 25 (Forster et al. 2007). The corresponding methane 
emission rate is 0.31 Gt per year, which is similar to the current anthropogenic emis-
sion rate of about 0.35 Gt per year (see http://cdiac.ornl.gov/trends/meth/ch4.htm). 
Emissions are stopped entirely in 2300 in this example. One can think of the curve 
for 640 GtC plus methane (dashed blue line) as the result of deciding to abate CO2 
emissions first and methane later, while the curve with 1,280 GtC and no methane 
(solid black line) corresponds to abating methane first and carbon later. It is useful 
to compare the “Methane First” to that for the “CO2 First” case, recalling that both 
have the same GWP100 weighted emissions. The blue dashed curve ramps up quickly 
and faster just after 2000 as expected from having more short-lived CH4. Overall, 
the two track quite well for the first 100 years (compare the solid black line with the 
dashed blue line), but thereafter the temperature for “CO2 First” falls well below 
that for “Methane First.” Moreover, after methane emissions are eliminated, the 
dashed blue line (“CO2 First”) case converges with the curve for 640GtC alone 
(solid blue line) within a century, as if methane had never been emitted at all.

Figure 3c highlights the comparison between the two curves representing the 
“Methane First” vs. “CO2 First” strategies. The shaded region mirrors the analysis 
of (Daniel et al. 2011), who used emissions and climate response models that were 
less idealized. The general lesson to be learned is that over the universe of strategies 
considered equivalent with regard to GWP100, an emphasis on short-lived forcing 
agents yields more near-term moderation of warming but comes at the expense of 
considerably greater long term warming.
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A comparison of the bottom two curves in Fig. 3c, in contrast, illustrates the 
“peak trimming” benefits of reductions in short-lived forcing agents. However, a 
comparison of the lower two curves alone gives an incomplete picture of the decision 
framework. One will always get more warming reduction from doing two beneficial 
things rather than one beneficial thing, but the real question is whether one would 
get a still better consequence by putting added resources into further reductions of 
CO2 versus applying them to short-lived agents.

From the examples in Figure 3, it is clear that emissions of methane (and simi-
larly other short-lived radiative forcing agents) have a strong bearing on the amount 
of warming during the time over which they are emitted, but have little lasting con-
sequence for the climate system. By contrast, CO2 and (and to a lesser extent other 
long-lived forcing agents) are relevant to both short- and long-term climate warm-
ing, and in particular generate warming which persists at significant levels long after 
emissions are eliminated. These fundamental differences between short- and long-
lived radiative forcing agents cannot be captured by either GWPh or GTPh metrics, 
which by design can only provide comparisons for the chosen time horizon. Here 
we have illustrated key limitations of such an approach over time.

3.3  �Irreversibility of CO2-Induced Warming, Climate 
Commitment, and the Cumulative CO2 Emissions Metric

As illustrated above, whereas shorter-lived gases and aerosols have a strong bearing 
on near-future climate changes, warming that persists beyond the twenty-first cen-
tury, and particularly warming that persists beyond the period of time that humans 
emit greenhouses gases, will be primarily determined by how much carbon dioxide 
is emitted over this period of time. Because of the long lifetime of carbon dioxide in 
the atmosphere compared to other major greenhouse gases, the long-term warming 
legacy of anthropogenic greenhouse gases will be primarily determined by CO2-
induced warming.

In recent literature, the concept of the irreversibility of climate change due to 
CO2 emissions was first highlighted by Matthews and Caldeira (2008) based upon 
results from an Earth Model of Intermediate Complexity (EMIC). This has led to 
the recognition that cumulative carbon (the total tonnes of carbon emitted) has 
particular utility for policy. Matthews and Caldeira (2008) showed that if CO2 
emissions were eliminated, globally-averaged temperature stabilized and remained 
approximately constant for several hundred years; notably, though CO2 concentra-
tions decreased in the atmosphere, temperatures remained at a nearly constant 
level, mainly as a result of a declining rate of heat uptake by the ocean that approxi-
mately balances the decline in carbon dioxide levels; for a detailed discussion see 
Solomon et  al. (2010). Several other EMIC studies have also demonstrated the 
irreversibility of CO2-induced warming. Solomon et al. (2009) showed that even 
after 1,000 years of model simulation following the elimination of CO2 emis-
sions, global temperatures were essentially irreversible, remaining within about 
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half a degree of their peak values for a broad range of emission rates and maximum 
concentrations. In an intercomparison of eight EMICs, Plattner et  al. (2008) 
showed persistence of high global temperatures for at least several centuries fol-
lowing zero emissions across all the models. More comprehensive global climate 
models require much more computer time and hence have thus far been run for 
zero emission tests over multiple centuries rather than millennia, and show similar 
results (Lowe et al. 2009; Gillett et al. 2011). These studies have confirmed that 
irreversibility of CO2-induced warming is a property of the climate system that is 
driven by basic properties of the system, notably the carbon and ocean heat times-
cales, and is not limited to intermediate-complexity models.

This body of literature has all contributed to estimating what has been called 
the “zero-emissions commitment”; that is the anticipated future warming that 
occurs in the absence of additional future CO2 emissions. This quantity is distinct from 
another widely-used definition of committed warming: the “constant-composition 
commitment,” which is defined as the future global temperature change which 
would be expected under constant concentrations of atmospheric CO2 (Meehl 
et al. 2007).

The difference between these two measures of committed future warming was 
highlighted by Matthews and Weaver (2010), and summarized in Fig. 4a. Under 
constant atmospheric CO2 concentrations, temperatures continue to increase as the 
climate system slowly adjusts to the current atmospheric forcing from CO2 in the 
atmosphere. By contrast, if CO2 emissions were set to zero, atmospheric CO2 would 
decrease over time due to removal by carbon sinks, but global temperature would 
remain approximately constant for several centuries. This difference can also be 
seen in the example of the simple model shown above: constant composition of an 
infinite-lifetime gas after year 200 in Fig. 3b leads to increasing global tempera-
tures, whereas zero emissions of CO2 at the year 2300 in Fig. 3c leads to approxi-
mately stable global temperatures. Persistent warming over many centuries is 
especially relevant for understanding impacts including the large sea level rise that 
occurs in a warmer world due to slow thermal expansion of the deeper parts of the 
ocean and the potentially very gradual loss of the great ice sheets of Greenland and 
Antarctica (Meehl et al. 2007 and references therein).

The difference between the constant-composition and zero-emission commit-
ment can also be understood in terms of the CO2 emissions associated with each 
scenario. Figure 4b shows the historical emissions in blue associated with both 
scenarios, and the future emissions in red required to maintain constant CO2 
concentrations at year-2010 levels. Given the required balance between emis-
sions and removal by carbon sinks to maintain constant atmospheric levels, the 
future emissions associated with a constant-composition scenario are substan-
tially larger than zero; in this example, the total emissions over 300 years required 
to maintain constant atmospheric CO2 amount to about 250 GtC, or close to half 
of the total historical CO2 emissions (about 500 GtC). These future emissions are 
consistent with the continued future warming associated with constant atmo-
spheric CO2 concentrations. By contrast, zero future emissions is consistent with 
near-zero additional future warming.
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As already noted, the removal of anthropogenic CO2 from the atmosphere 
involves a multitude of time scales, ranging from a few decades for uptake by the 
upper ocean and land biosphere, a millennium for uptake by the deep ocean, tens of 
millennia for carbonate dissolution and weathering to restore ocean alkalinity and 
allow further uptake, and hundreds of thousands of years for silicate weathering 
(Archer et al. 1997). The nonlinearity of the carbonate chemistry is important in 
determining the way climate change relates to larger and larger increases in CO2. 
Though the radiative forcing is logarithmic as a function of CO2 concentration, the 
carbonate chemistry implies that the fraction of CO2 that remains in the atmosphere 
after emission increases with the magnitude of the emission (Eby et  al. 2009). 
Further, the slow decay in radiative forcing due to ocean uptake of carbon following 
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cessation of emissions occurs at roughly the same time scale as the relaxation of the 
deep ocean temperature towards equilibrium; because these two terms work in 
opposing directions, the surface temperature attained at the time emissions cease is 
not only proportional to the cumulative carbon, but is also the temperature which 
prevails with little change for roughly the next millennium (Matthews and Caldeira 
2008; Solomon et al. 2009, 2010; Eby et al. 2009).

The coherence between cumulative emissions of carbon dioxide and global tem-
perature changes has been the subject of several recent studies, and represents a new 
metric with which to assess the climate response to human CO2 emissions. Matthews 
et  al. (2009) and Allen et  al. (2009) both identified a strong linear relationship 
between global temperature change and cumulative carbon emissions. Matthews 
et al. (2009) named this the “carbon-climate response”. In this study, they showed 
the carbon-climate response is well constrained by both coupled climate-carbon 
models and historical observations to lie between 1 and 2.1 °C per 1,000 GtC emit-
ted (see Fig. 5 above, taken from NRC 2011). Allen et al. (2009) used a simpler 
climate model, but considered a larger range of possible climate sensitivities; as a 
result, they estimated that the instantaneous temperature change associated with 
cumulative carbon emissions fell between 1.4 and 2.5 °C per 1,000 GtC emitted.

Cumulative carbon emissions provides a clear means of estimating the extent of 
climate warming that will occur from wide range of future CO2 emissions scenarios. 
Consequently, the anthropogenic warming that will occur, and which will persist for 
many subsequent centuries, will be determined to a large extent by the total cumulative 
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emissions which occur between now and the time by which humans stop emitting 
significant amounts of carbon dioxide. If a tipping point (Lenton et al. 2008) in the 
earth system were to be experienced at any time in the future, even the immediate 
cessation of CO2 emissions will be unable to substantially lower the global tempera-
ture even on timescales of tens of generations.

4  �Policy Outlook

Reducing emissions of shorter-lived gases and aerosols (e.g., black carbon) is 
indeed a highly effective way to reduce climate forcing or the rate of warming on 
shorter timescales as shown by many authors (see e.g. UNEP 2011; Jacobson 2002; 
Shindell et  al. 2012 and references therein), and illustrated here in Fig.  6. But 
Fig.  3 above provides key context to better understand choices among policy 
options. In particular, Fig. 3c goes beyond the timescale shown in Fig. 6 to illus-
trate that reductions of short-lived gases or aerosols should be most appropriately 
thought of as an approach to “trimming the peak” warming (and perhaps the rate 
of warming) in the near term (but recall the discussion in connection with Fig. 3, 
bearing on the question of choices between efforts put into peak trimming versus 
additional CO2 reductions). Furthermore, delays in the abatement of short lived 
forcing agents imply greater heat storage in the deep ocean and greater sea level 

Fig. 6  Observed deviation of temperature to 2009 and projections under various scenarios consid-
ered in UNEP (2011) and Shindell et al. (2012); see Shindell et al. (2012) for details. The bulk of 
the benefits of the assumed CH4 and black carbon reduction measures are realized by 2040, with 
the longer term warming being increasingly dependent on carbon dioxide emissions
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rise; thus, the utility of the peak trimming is affected by when it is implemented as 
well as by how much. Peak trimming can also reduce the rate of warming, with 
attendant benefits for the ability of human and natural systems to adapt. Greater 
benefits in peak trimming are obtained the sooner the emissions are abated (see 
Held et al. 2010). However, Fig. 3c also shows that the long term climate – i.e. the 
character of the “Anthropocene” – is determined largely by the cumulative carbon 
emitted. It is noteworthy that the use of GWP100 in a policy vehicle would con-
sider the “Methane First” scenario to be equivalent to the “CO2 First” scenario, but 
the figure makes clear that the latter yields a far better outcome if one is concerned 
about the climate changes that last beyond 100 years. Thus Fig. 3c demonstrates 
why trimming the peak cannot substitute for reductions in carbon dioxide emis-
sions that will dominate Earth’s climate for many centuries if unabated.

A key policy issue involves the relative reductions to make in the emissions of 
the range of greenhouse gases. The Kyoto Protocol addressed this issue by placing 
the regulated greenhouse gases into a single basket and relating their emissions in a 
common CO2-equivalent emission determined by multiplying actual emissions with 
the 100-year GWPh. Numerous studies have demonstrated that using a single metric 
in this way has drawbacks arising from the disparity in global lifetimes of the vari-
ous gases. As we have illustrated here, the choice of a particular time horizon 
includes value judgments regarding the importance of climate changes at varying 
times. For example, if a GWPh with a short time horizon is used in order to better 
equate short-term climate impacts among gases, the larger relative impact of gases 
with long lifetimes over long timescales will not be considered. Perhaps more 
importantly, the use of the GWPh as the trading metric leads to greenhouse gas trad-
ing based on relative integrated radiative forcing, which has a limited connection to 
temperature change (as shown by the comparison of GTPh to GWPh) but probably 
better represents sea level rise (Smith and Wigley 2000). Many studies have 
examined ways to more effectively address near-term and long-term warming 
(e.g., Manne and Richels 2001 and others), but the majority of policy discussions 
have revolved around greenhouse gas metrics for a given time that cannot account 
for time-varying policy goals.

The Montreal Protocol regulated ozone-depleting substances (ODSs) that were 
also characterized by very different lifetimes. This Protocol was highly successful 
in reducing ozone depletion and took a different approach from that of the Kyoto 
Protocol. Rather than group all ODSs into a single basket in which production and 
consumption reductions could be traded using some metric like the ozone deple-
tion potential (ODP), the Montreal Protocol effectively regulated groups of gases 
(e.g., CFCs, HCFC, halons) and some individual gases (e.g., CH3CCl3, CCl4, 
CH3Br) separately. Members of these groups were largely characterized by similar 
lifetimes. It has been shown that if the Montreal Protocol took an alternative single 
basket approach, and if trading among ODSs were possible and were performed, 
the success of the Protocol in limiting short term risks could have been compro-
mised (Daniel et al. 2011).

The principal conclusion of the discussion presented in this paper is that the 
scientific basis for trading among all greenhouse gases in one single basket is poor, 
and a more science-based approach for the Kyoto Protocol (and similar regulatory 
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frameworks) would be to abandon the idea of a single-basket approach altogether. 
As we have shown, short-lived greenhouse gases or aerosols, and CO2 are knobs 
that control quite different aspects of the future climate. It does not appear likely 
that any single metric will be able to fairly represent both. Yet both time scales are 
clearly important from the policy viewpoint of risks of different types of future cli-
mate changes, such as a possibly slow loss of ice from Greenland and Antarctica 
over millennia and associated massive sea level rise, versus the potential for rapid 
increases in the area burned by wildfire in the next decade or two. Thus, the research 
of the past few years shows even more clearly than previous studies that the existing 
single-basket GWPh framework is difficult to justify.

Many of the problems with GWPh and GTPh are not intrinsic to the metrics them-
selves, but to the imposition of a single time scale when computing the metric. As a 
minimum, a two-basket approach seems to be needed. One basket could be CO2, 
and the metric used to quantify the climate impact of that basket would be cumula-
tive carbon emission (Matthews et al. 2009). Further work is needed to determine 
whether perfluorocarbons might also be included in this basket through a suitable 
adjustment of cumulative carbon. The long-term basket should be recognized as the 
only path to managing long-term risks to the climate. The second basket would 
include much shorter-lived forcing agents such as CH4, tropospheric ozone, and 
black carbon, which could be grouped together and measured by a metric such as 
the GTPh. Carbon dioxide can be considered here as well, since its growth is 
expected to be important for the rate of climate change in the near term (as well as 
being not only dominant but controlling the changes in the long-term). Reducing 
short-lived gases or aerosols does nothing to reduce the long-term risk posed by 
substances such as carbon dioxide. This second basket would explicitly recognize 
and manage what can be done to reduce warming in the short-term time scale of 
decades or so, with the choice of time horizon h being essential. Such an approach 
would make explicit that reducing short-lived forcing agents can “trim the peak” of 
global warming but does not, as is sometimes erroneously stated, “buy time” to deal 
with carbon and other gases (Biello 2012), unless one neglects entirely the longer 
term impacts of current actions. A two-basket framework would require careful and 
interactive analysis of the science, risks, and value judgments associated with 
choosing how much and when to reduce the short-lived and long-lived baskets, and 
we believe that it would result in a clearer path forward for mitigation policy.
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    Abstract     This paper focuses on the relevance of adaptive capacity in the context of 
the increasing certainty that climate change impacts will affect human populations 
and different social groups substantially and differentially. Developing and building 
adaptive capacity requires a combination of interventions that address not only 
climate- related risks (specifi c capacities) but also the structural defi cits (lack of 
income, education, health, political power, etc.—generic capacities) that shape vul-
nerability. We argue that bolstering both generic and specifi c adaptive capacities, 
with careful attention to minimizing the potential tensions between these two types 
of capacities, can help vulnerable groups maintain their ability to address risks in the 
long run at the same time as they respond effectively to short term climate impacts. 
We examine the relationship between generic and specifi c capacities, taking into 
consideration that they are not always positively related. We then propose a conceptual 
model describing positive and negative feedbacks between the two.  
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1         Introduction 

 Around the world, the devastation of climate-related impacts has undermined live-
lihoods, threatened ecosystems, and stretched the capacity of sociopolitical institu-
tions. Droughts, storms, and fl oods have often caused serious agricultural losses 
and human suffering: images of famines in Africa, human displacement in the 
Caribbean, and water-covered settlements in Bangladesh illustrate just some of the 
disastrous impacts of climate on vulnerable populations. In recent years, the pos-
sibility of more frequent and extreme events as a result of climate change has 
fueled new avenues of inquiry to understand and address the vulnerability of 
human and social systems to these events. As adaptation becomes prominent on 
the social and governmental agendas of both rich and poor countries, we need to 
understand better the factors that increase or constrain their adaptive capacity, or 
the ability of different socio-ecological systems and agents to respond and recover 
from climate impact. Such an improved understanding is particularly important for 
less developed regions where these negative impacts will likely interact with and 
exacerbate other stressors already affecting those most vulnerable (Eakin and 
Lemos  2006 ; Wilbanks and Kates  2010 ). 

 In these regions, although climate change poses a grave and emerging threat, 
vulnerabilities are generally symptomatic of deep socio-economic and political 
inequalities that have historically characterized their societies (Blaikie et al.  1994 ; 
Adger  2006 ; Eakin and Luers  2006 ). In other words, vulnerability is as much – or 
more – determined by the political economy of risk than by changing climate cir-
cumstances. Under these conditions, we argue that efforts to build adaptive capacity 
must simultaneously and iteratively address climate threats and longstanding devel-
opment needs (Lemos et al.  2007 ). 

 In practice, building adaptive capacity means designing and implementing pol-
icy that both addresses: (a) structural defi cits (which we call  generic  adaptive capac-
ity) such as universal access to education and health, income and land distribution 
and redistribution (e.g. cash transfers and entitlements programs, land reform), 
political reform (e.g. increased accountability, democratic decision-making and 
transparency), and institutional and administrative capacity-building (e.g. greater 
enforcement of regulations and norms, investment in human capital, decreasing cor-
ruption and ineffi ciencies); and (b) risk management (which we call  specifi c  adap-
tive capacity) such as investment in adaptation technology (e.g. public works for 
water storage and distribution, coastal protection, development of drought resistant 
crops), social innovation (e.g. disaster response, insurance, alert systems) and spe-
cifi c interventions that either mitigate exposure of different groups to a particular 
climate threat (e.g. drought-related famine prevention, creation of early warning 
systems for storms, and relocation of vulnerable populations in the face of recurrent 
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and unmanageable fl oods). These interventions and policies will necessarily need to 
be carried out across different levels of government and across different sectors 
(Adger et al.  2005a ; Wilbanks and Kates  2010 ) and are likely to be controversial 
and politically costly (Lemos  2007 ; Eakin and Patt  2011 ). However, the implica-
tions of the interaction between specifi c and generic capacities and the relative 
importance of each in affecting the overall ability to respond and recover from cli-
mate change impact have received relatively little empirical and theoretical atten-
tion (but see Adger and Vincent  2005 ; Lemos  2007 ). 

 In this article, we specifi cally discuss these interactions and theorize about dif-
ferent ways that generic and specifi c adaptive capacity intersect and shape each 
other in the context of building adaptive capacity in less developed regions. We 
hypothesize that in the best-case scenario, the combination of generic and specifi c 
adaptive capacity is synergistic, creating a virtuous cycle in which overall capacity 
is sustainably enhanced, fostering long-term adaptation (Lemos  2007 ; Lemos and 
Tompkins  2008 ). However, in less desirable scenarios, tensions in the relationship 
between generic and specifi c adaptive capacity may lead to negative feedbacks such 
as those that foster poverty and rigidity traps and resilient undesirable states such as 
those existing in clientelistic political situations. In these cases adaptation interven-
tions can actually exacerbate inequalities or perpetuate maladaptation (Lemos  2007 ; 
Nelson and Finan  2009 ; Maru et al.  2012 ). For example, at the household level, the 
goal is to avoid an emphasis on interventions that focus on risk management without 
increasing the household’s overall asset base because while these interventions may 
allow for short term coping, they fail to assure long-term adaptation (delNinno et al. 
 2003 ; Nelson and Finan  2009 ). In contrast, targeted capacity building for specifi c 
subpopulations or sectors may result either in complacency or rigidity traps in 
which endogenous efforts at specifi c risk management are thwarted (Eakin et al. 
 2011 ; Murtinho  2011 ). 

 Although there is growing consensus that adaptation policy must take into con-
sideration structural defi cits and long-term sustainability, addressing inequalities 
that create and sustain poverty and propagate vulnerabilities will likely require 
politically diffi cult policies that profoundly challenge the existing distribution of 
power and assets (Pelling  2009 ). At best, implementation of such structural changes 
has been slow and incremental in most countries, while virtually impossible in oth-
ers. In this context, it is not surprising that adaptation interventions so far have 
mostly been technical and palliative (Lemos  2003 ). In some respect, linking prog-
ress on climate change adaptation to development goals can risk bogging adaptation 
policy down in the same politics of resource access and distribution that have 
impeded social development for decades (Eakin and Patt  2011 ). On the other hand, 
failing to integrate adaptation and development policy may result in distortions and 
ineffi ciencies that threaten sustainability in the long-run (Huq et al.  2003 ; Agrawala 
 2004 ; Bizikova et al.  2007 ). 

 To foster development that addresses climate change risk in the context of mul-
tiple stressors and enables adaptation, policy makers must decide whether it is more 
effective to invest in measures that will reduce vulnerability to a broad range of both 
climatic and non-climatic stressors, or whether it is best to focus on enhancing 
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specifi c capacities to manage particular hazards. At the level of individuals and 
households, policy makers may wish to build capacities for autonomous risk man-
agement and adaptation as part of social contracts to disadvantaged citizens. Yet 
deciding which of the diversity of assets and entitlements that constitute liveli-
hoods need to be strengthened through public investment and support is complex 
and uncertain. Additionally, the implementation of interventions that positively 
interact with household and community level capacities rather than detracting from 
them by stifl ing or constraining local level ingenuity and resources (such as the 
mobilization of cultural and social capitals) should also be taken into account in the 
design and deployment of risk management. In this sense, understanding the rela-
tionship between generic and specifi c adaptive capacity at different scales of gov-
ernance is a critical component of informing policy-making and planning to 
respond to climate change impact. In the next sections, we review the literature 
focusing on adaptive capacity and develop a conceptual model theorizing the rela-
tionship between generic and specifi c capacities across scales in the context of less 
developed regions (Box     1 ).  

   Box 1 Governance and Adaptive Capacity in the Brazilian Water Sector 

 Brazil’s national reform of water management in 1997 brought changes to 
the water resources sector that have contributed to both better governance, 
including deeper democratic participation, and improvements in disaster risk 
response (Engle and Lemos  2010 ; Johns  2011 ). Results of the reform in the 
drought-prone Jaguaribe basin in NE state of Ceará reveal how governance 
factors at the institutional scale contribute to adaptive capacity and how generic 
improvements in institutional capacity interact with specifi c risk reduction inter-
ventions. However, challenges to inclusion and equality remain that may limit 
the potential synergies between governance and adaptive capacity (Johns  2011 ). 

 In Jaguaribe, state policy makers sought to design a new set of institutions 
to manage water resources based on emerging models (Integrated Water 
Resources Management – IWRM), which included participatory user com-
missions and basin-level committees to deliberate about water allocation 
(Lemos and De Oliveira  2004 ). These new institutions have contributed to 
generic adaptive capacity by giving water users greater access to decision- 
making and voice. Increased transparency and legitimacy have begun to erode 
the legacy of clientelistic power arrangements that benefi tted elites in the 
distribution of drought aid by giving preference to irrigation and local elites. 
The negotiated allocation of water has reduced confl ict among users and 
increased equality, thereby refl ecting the positive relationship between generic 
governance factors in increasing the effi cacy and accountability in specifi c 
risk reduction interventions (Johns  2011 ). 

(continued)
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2     Understanding Adaptive Capacity 

 The concept of adaptive capacity has existed for decades (Parsons  1964 ; 
Chakravarthy  1982 ; Staber and Sydow  2002 ). Current conceptual underpinnings of 
adaptive capacity are most closely associated with the Intergovernmental Panel on 
Climate Change’s (IPCC) characterization of  adaptation  as an “adjustment in 

 However, there have been limitations in the quality and scope of democra-
tization in which centralized institutions maintain high levels of power, atten-
uating the decision-making capacity of the new participatory institutions by 
exercising veto power over democratic decisions that run contrary to the offi -
cial position. Within user commissions and committees, non-elite and poorer 
users, such as rural workers and small producers, are still marginalized in part 
due to their lack of resources, social and political capital (Taddei  2005 ). 
Alienation and continued exclusion is also a function of the control of knowl-
edge in the form of technical climate information, which is not equally acces-
sible to all participants (Lemos  2007 ). Thus, while the reform has improved 
governance and adaptive capacity, there are still constraints to risk response 
due to skewed power relationships. 

 The Jaguaribe case illustrates how integration and stakeholder participa-
tion contribute to limited gains in adaptive capacity in the case of a severe 
drought in 2001. The multiple agencies tasked with water management 
worked together to craft a solution to the water shortage by compensating 
water-intensive rice producers for foregoing their water allocation and thereby 
saving perennial fruit orchards. While the coordination enabled by the reform 
allowed for such a response, there were limitations in using this opportunity 
for installing bulk water charges in the agricultural sector, mainly due to the 
limited nature of democratic participation, which stalled a more nuanced and 
locally-informed implementation of water charges (Johns  2011 ). 

 The reform in Jaguaribe has led to increases in generic and specifi c adap-
tive capacity over time by allowing water users and small agriculturalists 
greater access to decision-making through participatory governance, but there 
are tradeoffs between centralization, knowledge access and participation 
that complicate the maturity of institutional changes. The reform has com-
plemented wider national anti-poverty measures, such as Zero Hunger and 
Family Fund (conditional cash transfer schemes), and enhanced the effective-
ness and equitable benefi ts derived from the historical reliance on measures to 
target specifi c drought risks. Despite these advances, making further gains in 
democratic participation is a continuing challenge. 

Box 1 (continued)
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natural or human systems in response to actual or expected climatic stimuli or their 
effects” (Parry et al.  2007 ). Successful adaptation should result in an equal or 
improved situation when compared with the initial condition while less successful 
responses (such as coping) would allow for short term recovery but continued vul-
nerability. But what ultimately determines the success or failure of adaptation is a 
system’s adaptive capacity, for it describes the ability of a socio-ecological system, 
group, or individual to mobilize resources to prepare for and respond to current or 
perceived stresses. Table  1  summarizes the determinants of adaptive capacity often 
found in the literature.

   Understanding what infl uences adaptive capacity is rooted in the IPCC’s catego-
rization of the determinants of adaptive capacity: economic resources, technology, 
information and skills, infrastructure, institutions, and equity (Smit et al.  2001 ). 
A number of scholars have expanded on and redefi ned this initial list of six catego-
ries, and, depending on the analytical lens of the researcher, have emphasized the 
importance of some elements over others. For example, some research suggests that 
communities are limited in their capacity to adapt by their ability to act collectively. 
Here, social capital, trust, and organization greatly infl uence this capability (Adger 
and Neil  2003 ; Pelling and High  2005 ). Others narrow in on institutions, gover-
nance, and management as critical infl uences on the system or individual’s capacity 

   Table 1    Determinants of AC       

  Source: Eakin and Lemos ( 2006 ) (Based on Smit et al.  2001  and Yohe and Tol  2002 )  
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adapt to climate change (Yohe and Tol  2002 ; Adger et al.  2005a ; Eakin and Lemos 
 2006 ; Agrawal  2008 ; Brown et al.  2010 ; Engle and Lemos  2010 ; Gupta et al.  2010 ). 
In this emphasis, the degree to which governance is inclusive, just and participatory 
can have an important infl uence on what populations are able to effectively cope and 
adapt to stressors and which populations are most likely to suffer from harm 
(O’Brien and Leichenko  2003 ). Adaptive capacity is not equally distributed (Adger 
et al.  2007 ) and differential capacities among households, between different com-
munities and even between nations can often be traced to histories of inequitable 
trajectories of development and differential access to power and resources (Dow 
et al.  2006 ). 

 Despite a long conceptual history and increasing emphasis in climate and 
sustainability literatures, adaptive capacity has yet to receive sustained empirical 
examination. In particular, analyses that move from a normative and theoretical 
understanding of adaptive capacity to test and unpack the theorized determinants of 
adaptive capacity are lacking. Moreover, it is increasingly evident that focusing on 
adaptive capacity can have practical and theoretical benefi ts. Not only is adaptive 
capacity an integral concept to both vulnerability and resilience studies uniquely 
positioned to draw from the benefi ts of both frameworks, but it also better resonates 
with practitioners and policy makers than concepts such as resilience and sensitivity 
(Engle  2011 ). 

 Adaptive capacity affects vulnerability by modulating exposure and sensitivity 
(Yohe and Tol  2002 ; Adger et al.  2007 ) and infl uencing both the biophysical and 
human elements of a socio-ecological system (Eakin and Luers  2006 ). Political- 
economy approaches to vulnerability analysis have particularly emphasized that 
adaptive capacity is socially and politically determined (Kelly and Adger  2000 ; 
Eakin  2005 ; Eakin and Bojorquez-Tapia  2008 ; Adger et al.  2009 ; Eriksen and Lind 
 2009 ). Adaptive capacity is thus both an aspect of vulnerability directly amenable 
to human infl uence and intervention, but particularly challenging to enhance because 
doing so may threaten existing power relations and resource distribution (Lemos 
 2003 ; Eakin and Patt  2011 ). In resilience studies, adaptive capacity, or adaptability, 
is the capacity of actors within the system to manage and infl uence resilience 
(Walker et al.  2004 ,  2006 ). Thus, the more adaptive capacity within a system, the 
greater the likelihood is that the system will be resilient in the face of climate stress. 
There is less attention in resilience studies, however, to how the capacities of indi-
viduals or groups – particularly those who are politically marginalized or disem-
powered – can be enhanced in order to effectively manage systemic resilience (but see 
Tschakert and Dietrich  2010 ; Brown and Westaway  2011 ). 

 These two perspectives, vulnerability and resilience, combine to suggest that 
there are two important temporal aspects of adaptive capacity. First, adaptive capac-
ity is important for a system or for the actor(s) that constitute that system to cope in 
the short-term so as to maintain the status quo (i.e., resilience), recognizing that a 
return to the status quo without challenging existing power structures or resource 
allocation may not address underlying drivers of vulnerability (Lemos et al.  2007 ). 
Second, adaptive capacity is important to facilitate transitions and transformations – the 
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long-term adaptation directed to more desirable states (Nelson et al.  2007 ). Yet high 
adaptive capacity does not necessarily translate into long-term adaptation. Rather 
than being discrete processes, resilience, transitions and transformations are part of 
a continuum to which most adaptation action can contribute. What differentiates 
between them is the quality of the outcome, with transformation leading to highly 
desirable political, social and rights regimes (Pelling  2009 ). And while ‘desirabil-
ity’ is usually defi ned by those human elements within a given system (i.e., as nego-
tiated between actors and various interests), the greater the adaptive capacity, the 
more likely the system or actor(s) will wind up in a ‘desirable’ situation in the face 
of a climate variability and change. However, it is important to take into consider-
ation that different actors within a system may have competing and even confl icting 
interests, and that these actors may have different levels of power to pursue their 
interests. Depending on the scale of the system in question and the structure of gov-
ernance, the voices of the most vulnerable populations may not have infl uence over 
how “desirability” is defi ned and achieved. Moreover, there may be tradeoffs 
between these two elements of adaptive capacity (short-term coping and long-term 
adaptation) as well as with other aspects of adaptation implementation. For exam-
ple, synergy between coping and adaptation for one population may mean failure in 
adaptation for others or enhancing resilience at one scale may exacerbate vulnera-
bilities at another (Eriksen and Brown  2011 ). Finally, adaptive capacity is a relative 
concept both in terms of spatial distribution and the way it is realized in different 
contexts. For example, within a given country or region there may be a great diver-
sity of levels of adaptive capacity both generic and specifi c and fi rst order interven-
tions may lead to second and third order adaptations (“adaptations to the 
adaptations”). In this context, policy makers and decision makers should focus 
efforts on aligning development initiatives and goals in a manner that can make 
building adaptive capacity synergistic, rather than leading to competing or incom-
patible outcomes. In this pursuit, it is important that we improve understanding of 
what builds adaptive capacity and/or functions as barriers or limits to adaptation 
through more systematic empirical evaluations (Adger et al.  2009 ; Engle  2011 ). 
Identifying what has led successful and desirable adaptations can help to build 
empirical evidence for the factors necessary to facilitate these adaptations.  

3     Generic and Specifi c Adaptive Capacity 

 As mentioned above, generic adaptive capacity is defi ned as those assets and 
entitlements that build the ability of different systems to cope with and respond 
to a range of stressors. Poor households are usually vulnerable to a number of 
overlapping and interdependent disturbances that shape their overall vulnerabil-
ity. For example, in India, agricultural households are affected not only by cli-
mate impacts but also by globalization that shapes their access to markets and 
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incomes – that is, they are double exposed to climate impacts and globalization 
processes (O’Brien et al.  2004 ). Specifi c adaptive capacity refers to conditions 
that prepare systems to cope and recover from a particular event, in this case, a 
climate-related impact such as drought, fl ooding, or extreme weather (Sharma 
and Patwardhan  2008 ). 

 Based on case-study evidence, Lemos and her colleagues (Lemos  2007 ; Tompkins   
et al.  2008 ) have argued that building adaptive capacity is a dialectic, two-tiered 
process in which risk management (specifi c adaptive capacity) and deeper level 
socioeconomic and political reform (generic adaptive capacity) iterate to shape 
overall vulnerability. In principle, risk management approaches can create positive 
synergies across the state-society divide through participatory and transparent 
approaches (such as participatory vulnerability mapping or local disaster relief com-
mittees) that empower local households and institutions which in turn mobilize 
for further socio-political reform (Lemos  2007 ; Nelson et al.  2009 ). Similarly, by 
increasing households’ overall adaptive capacity, anti-poverty programs (especially 
those that couple with education and health programs) may positively infl uence their 
ability to better take advantage of risk management mechanisms (e.g. access to social 
programs and insurance, identifi cation of effective drought response). 

 Yet, empirically, the distinction between generic and specifi c adaptive capacity 
has received little attention despite widespread recognition of its critical implica-
tions for policy choice and design. These policy implications are twofold. First, 
policy makers in less developed regions and development scholars increasingly 
argue that it makes little sense to design policy to build adaptive capacity to climate 
stressors that ignores the multitude of other factors at the root of different systems’ 
vulnerability. In this sense, this scholarship argues that adaptation policy needs to be 
 mainstreamed  into development policy to be effective (Huq et al.  2005 ; Jerneck and 
Olsson  2008 ; Kok et al.  2008 ). Second, some scholars argue that the concept of 
generic adaptive capacity can only take us so far. Some variables are not generaliz-
able between different stresses and systems (Adger and Vincent  2005 ) and there is 
the suggestion that the prospect of adaptive capacity across a range of stresses is 
essentially a myth (Tol and Yohe  2007 ). In the next two sections we discuss the 
relationship between generic and specifi c adaptive capacity fi rst at the national 
level, and second, at the household level. We use the concept of adaptive develop-
ment to argue for a new approach to development that takes into consideration cli-
mate risk in policy-making and planning so as to enable national states to respond 
and recover from current and projected negative impacts of climate change. Formally 
integrating generic and specifi c capacity through an adaptive development approach 
at the national level could effectively balance climatic and developmental chal-
lenges. Using a livelihood approach at the household level (Scoones  1998 ; Ellis 
 2000 ), we theorize the relationship between generic and specifi c adaptive capacity 
and propose a simple conceptual model of potential synergies and trade-offs 
between the two.   
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4       Adaptive Development 

 Historically, the failure of economic growth alone to solve pressing societal problems 
has encouraged the emergence of new approaches to development. For example, domi-
nant development paradigms over the past fi ve decades have included human and 
sustainable development as attempts to address inequality and environmental degra-
dation respectively (Parpart and Veltmeyer  2004 ). As unprecedented risks represented 
by climate change impacts become more palpable, the next frontier of developmental 
policy-making will have to take into account not only past concerns but also climate 
adaptation. 

 The effects of climate change will fall unequally and disproportionally on poor 
communities, and will create greater stress around issues of sustainability (Adger 
et al.  2005b ; Parks and Roberts  2010 ). Impacts will also bring already stressed 
human and ecological systems closer to the thresholds of undesirable and irrevers-
ible changes (Rockstrom et al.  2009 ). Climate change also enhances uncertainty in 
development planning, such that intended economic and social outcomes of policy 
are potentially jeopardized if climate risks are not accounted for (Box  2 ). 

   Box 2  Disaster Risk Reduction in Bangladesh  

    Bangladesh lowland’s exposure to climate-related disasters is well documented; 
between 1970 and 2004 around 0.7 million people have been killed and 
economic losses in excess of 5.5 billion dollars have been incurred as a result of 
cyclones and fl ooding (Chowdhury et al.  1993 ; delNinno et al.  2002 ). Perhaps 
the worst climate-related disaster was the 1970 Bhola cyclone that hit then East 
Pakistan (now Bangladesh), killing over half a million people. As recently as 
1991, another cyclone, this one hitting at night, killed over 130,000 people and 
negatively affected other fi ve million. Despite early warning (15 h ahead) and 
greater availability of shelters (built after the Bhola cyclone by public and pri-
vate organizations), 67,000 died on impact and property worth US$ 2.4 billion 
was destroyed (Financial Indicators Bangladesh, 1991 cited by Chowdhury 
et al.  1993 ). Human-induced climate change is expected to exacerbate the 
problem; projected half-meter sea-level rise by 2050 is likely to permanently 
inundate about 11 % of Bangladesh territory (Khan and Rahman  2007 ). 
Bangladesh is the most densely populated country in the world with more than 
1,000 people per sq. km (Khan and Rahman  2007 ). Agriculture, which provides 
about a quarter of the country’s GDP, is largely nature- dependent due to heavy 
reliance on favorable seasonal conditions, particularly on monsoon rainfall. 

 Building adaptive capacity in Bangladesh has involved developing both 
generic and specifi c capacities. Over the past 30 years, Bangladesh has sig-
nifi cantly reduced poverty. While the proportion of the population living 
below the poverty line was as high as 74 % in 1973–1974, between 1991 and 
1992 and 2000, the incidence of national poverty declined from 50 to 40 %, 

(continued)
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indicating a reduction rate of 1 % per year (Sen  2003 ). However, a signifi cant 
portion of the population remains vulnerable, especially in areas of low “geo-
graphic capital”. In these locations, social and geographical disadvantages 
overlap and residents derive few benefi ts from the economic and social oppor-
tunities created by economic growth. Natural resources crises (including 
disasters) are especially threatening in these areas, being responsible for 15 % 
of the reason for increasing household poverty (Sen  2003 ). Specifi c AC has 
also been built through risk management programs, especially disaster 
response and anti-famine interventions. For example, since the 1970s a diverse 
network of shelters (including hundreds of one-story and two-stories concrete 
buildings, multi-purpose cyclone shelters and rehabilitating houses) has been 
built with the help of organizations such as the World Bank and NGOs. The 
government has also built 150  killas  (artifi cial hills), mainly to protect house-
hold animals from fl ooding (Chowdhury et al.  1993 ). In the 1998 “fl ood of the 
century”, the government was able to avoid a famine crisis like the one that 
killed tens of thousands of people in 1974 through a combination of trade 
liberalization, importation of food and aid (delNinno et al.  2003 ). Moreover, 
following the initial fl ood period, immediate relief was available through the 
Gratuitous Relief program which provided 35.7 % of severely fl ood-exposed 
households with direct relief. The overall handling of the crisis kept prices 
from rising despite larger losses in rice production than in 1974; indeed the 
government seems to have learned from successive droughts both in terms of 
preparedness (public stocks) and longer term planning (role of private markets) 
(delNinno et al.  2003 ). 

 However, vulnerability has persisted as households have remained sensitive 
(delNinno et al.  2003 ). After a successful response in 1998, long-term negative 
impacts included lower calorie consumption, damage to infrastructure (houses) 
and negative health impacts. Rather than adapting, most households coped 
with the shock of the fl ood in several major ways, including reducing expendi-
tures, selling assets and borrowing. While immediate post- disaster relief pro-
grams facilitated coping, they were small relative to the needs of households 
(only one-sixth to one-eighth the size of household borrowing). Borrowing 
from the private sector to purchase food and to fund other expenses such as 
education, health, farming, business, repayment of loans, marriage and dowry, 
purchases and mortgage of land or agricultural equipment constituted the 
main coping strategy, leaving many households in debt even a year after the 
event. Fifteen months after the fl ood, household debts still averaged 146 % of 
1 month’s average consumption for the 64.2 % of fl ood-exposed households in 
the bottom 40 % of the expenditure distribution (delNinno et al.  2003 ). 
Although debt declined with time, it still constituted a great part of household 
hardship and left them vulnerable to future shocks. The Bangladesh case sug-
gests that while focusing on risk management greatly reduces casualties and 
facilitates coping in the short run, it fails to foster long- term adaptation. 

Box 2 (continued)
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 New approaches to help govern social and individual risks must explicitly consider 
the negative synergy between climate risks and structural defi cits in its many forms. 
As mentioned above, poverty, lack of access to health and education, lack of political 
power, and social inequalities exacerbate vulnerability to climate impacts while 
recurrent impacts (drought, storms, etc.) increase vulnerability (Heltberg et al.  2009 ). 
By focusing on how risks can be reduced in the pursuit of development and vice-
versa, it becomes possible to identify the essential difference between develop-
ment in the face of climate change and development as growth, human development, 
and/or sustainable development. Yet, this distinction does not mean that we believe 
policy to address risk should not be to integrated and reconciled into other develop-
mental policy; rather, we argue that adaptive development pays specifi c attention to 
how risk management intersects (positively and negatively) with policies aiming at 
economic growth, human and sustainable development. For example, in drought rav-
aged Northeast Brazil, risk management interventions such as crop insurance or 
emergency provision of drinking water can allow affected households to respond to 
short-term drought stress. However, the extent to which these interventions allow 
families to cope and also develop longer term adaptive capacity is likely to be predi-
cated on the combination of specifi c risk management with generic anti-poverty pro-
grams such as the Zero Hunger or Family Fund initiative which provide households 
with fungible cash resources and long-term access to education and health. In NE 
Brazil, such programs may be fundamentally changing the relationship between 
exposure and sensitivity to drought and improving the ability of households to use 
monthly cash allowances for short-term survival while simultaneously engendering 
long-term resilience through better health and educational access. 

 When considered as a means to address risks faced by diverse populations, the 
concept of adaptive development provides a clear conceptual basis upon which to 
elaborate strategies aimed at improving the life chances of the poor and the long- term 
sustainability of ecosystems. Adaptive development strategies would work to reduce 
the riskiness of development choices, even as they attend to the criteria of equity and 
sustainability. The idea of adaptive development can help take into account the 
dynamic, non-incremental, synergistic and often surprising nature of climate change 
hazards that will need to be addressed in the future. Going back to the NE Brazil 
example above, it would be precisely in the positive synergy between short term risk 
interventions and long-term development programs that our ability as a society to 
prepare for both extreme events and long-term incremental change brought about by 
climate change lie. Adaptive development provides the social infrastructure that 
bridges individual actions to reduce personal vulnerability into a framework in which 
such actions contribute to collective capacity to manage risk. In addition, thinking 
about development through a risk and risk governance lens enables policy makers 
and scholars to draw upon a vast body of historical and emerging scholarly work that 
has sought to examine the nature of risks, and how risks can be and have been 
addressed in the past. Better understanding these responses leads us squarely to the 
scholarship focusing on the political economy of hazards, disaster risk and adapta-
tion to climate-related impacts (especially climate variability) (Blaikie et al.  1994 ; 
Pelling and High  2005 ). 
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 From a policy point of view, beyond conceptualizing the relationship between 
development and risk, there is a need to understand the dynamics of adaptive action, 
that is, how the practice of implementing risk management interplays with develop-
ment policy negatively and positively. The adaptive nature of this implementation 
requires monitoring and experimentation that lead to evaluation and learning, aimed 
especially at increasing understanding of how positive synergies between more 
traditional development policies (i.e. those which aim to address structural defi cits) 
interact and intersect with new ones designed to address climate-related risk. It also 
requires that we understand the direct and indirect effects of adaptation policy and 
make sure that the solutions pursued yield desirable outcomes for those populations 
who are particularly at risk and do not trade off negatively with sustainability and 
equity (Brown  2011 ; Eriksen and Brown  2011 ). Next, we look at specifi c and 
generic adaptive capacity at the household level and discuss their implications for 
mitigating vulnerability to climate change.   

5       Livelihoods and Adaptation 

 At the household level, the combination of generic and specifi c adaptive capacity 
(or lack thereof) is associated with two kinds of actions: (1) those that enable house-
holds to maintain their level of assets even after the climate-related impact (defi ned 
as adaptations); and (2) those that allow households to respond to extreme events in 
the short term, but in ways that may erode their asset-base in the long-term (defi ned 
as coping). For example, when a household adapts in anticipation of drought, it 
might invest in water harvesting or the infrastructure for silage. When a drought hits 
this household it is less exposed and therefore able to ‘ride the drought’ relatively 
unscathed. In contrast, a household might otherwise sell some livestock to pay for 
fodder for the rest of the herd, subsequently losing part of its asset base forcing it to 
rebuild the herd in less than optimal circumstances (Carter et al.  2007 ). In this case, 
it copes rather than adapts because it fails to maintain or improve over its original 
state. In other words, while some extreme event-coping actions such as the sale of 
livestock or land might allow the household to recover in the short run, they will 
diminish its asset base in the long run, making the household more vulnerable. 
Broadly stated, households with enhanced adaptive capacity – and presumably 
more secure assets, entitlements and thus livelihood–may be more likely to engage 
in welfare-enhancing adaptations because they have the stock of capital from which 
to make these investments. Unlike asset-constrained households, they are less likely 
to rely on coping strategies that threaten their long-term welfare (Dercon  1998 ; 
Siegel and Alwang  1999 ; Carter et al.  2007 ). Typically there is a history to such dif-
ferences in assets and entitlements: households are embedded in political structures 
that institutionalize resource access and distribution in ways that are often path 
dependent, creating poverty traps for those households who are excluded. 

 Livelihood analysis provides a pragmatic approach to assessing capacities and 
entitlements at the household level. Drawing from Sen’s (1981) entitlement theory, 
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sustainable livelihood research (Scoones  1998 ; Carney et al.  1999 ) addresses the 
relationships among a household’s resource base (assets), its entitlements (the institu-
tional context affecting rights and access to resources), and the result of these activi-
ties for aggregate household welfare (outcomes, or what we defi ne as responses). 
Household capacity attributes can be categorized into fi ve classes of livelihood capi-
tal: human capital (education, health, attitudes, belief systems); natural capital (soil 
quality, water endowments); physical capital (equipment, transport); social capital 
(connectivity in social or political networks); and fi nancial capital (monetary savings, 
income composition) (Scoones  1998 ; Ellis  2000 ). Depending on the specifi c circum-
stances of the household and the political and economic structures in which the house-
hold exists, these different capitals play different functions in livelihood strategies and 
are differentially weighted in relation to risk management (Eakin and Bojorquez-
Tapia  2008 ). These types of livelihood capital interact to engender coping and adapta-
tion strategies (i.e. responses). Whether the strategies households engage in ultimately 
enhance (adaptation) or maintain/diminish their welfare over time (coping), such 
strategies typically can be classifi ed as those that involve mobility, storage, diversifi -
cation, communal pooling, and market exchange (Agrawal  2008 ). Figure  1  above 
depicts the fi ve types of capital in relation to adaptive and coping responses.

   As mentioned above, to support household adaptation in developing coun-
tries, adaptation policy makers must decide whether it is more effective to invest in 

  Fig. 1    Relationship between capitals, and adaptive and coping responses       
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measures that will reduce vulnerability to a broad range of stressors (climatic and 
non-climatic), or whether it is best to focus on enhancing capacities to manage 
specifi c hazards. In terms of the livelihood framework, policy makers must decide 
not only which types of livelihood assets and risk management should be strengthened 
through public investment and support but also how their design and implementa-
tion positively synergize with rather than detract from existing desirable responses 
(e.g. local mobilization of social capital and risk pooling) (Box  3 ). 

   Box 3  Poverty Traps and Disaster in Ethiopia  

    Poverty traps are “self-reinforcing feedback loops that keep social-ecological 
systems in persistent poverty” (Azariaidis and Stachurski 2005, Dasgupta 
2007) (Maru et al.  2012 ). Carter et al. ( 2007 ) defi ne poverty traps as a “mini-
mum asset threshold” below which dynamic accumulation and livelihood 
growth towards greater well-being, that is – in climate parlance – adaptation, 
is not feasible. In the context of climate vulnerability, poverty traps defi ne 
poor households’ coping capacity to respond to climate-driven impacts such 
as drought and fl ooding and ultimately shape their inability to adapt. In some 
areas of both the developed and less developed world, poverty traps represent 
undesirable resilient states that critically limit the asset base of poor commu-
nities (e.g. income, access to health and educational services, social and polit-
ical capital, etc.) (Lemos and Tompkins  2008 ; Nelson and Finan  2009 ; Maru 
et al.  2012 ). 

 The Ethiopian drought-driven famine crisis of 1998–2000 exemplifi es 
both the progress that LDCs have made in improving disaster response and 
the role poverty traps can play in staving long term adaptive capacity building 
(Hammond and Maxwell  2002 ; Carter et al.  2007 ). The crisis itself was the 
result of both the relative failure of three consecutive rainy seasons and the 
inability of Ethiopian policy makers and the international aid system to fully 
prevent and respond to post-disaster impacts on poor households, especially 
highlands pastoralists (Hammond and Maxwell  2002 ). While government 
response markedly improved in relation to the 1983 El Niño-driven drought 
famine, in these households poverty traps resulted in an asset smoothing func-
tion (i.e. when households hold on to their livestock assets rather than selling 
them at the expense of an increase in food consumption after the shock). 
However, despite trying to hold on to their animals many of these households 
soon reached a threshold – a lower equilibrium – at which they settle down 
and stop growing (Carter et al.  2007 ) or, in other words, they cope rather than 
adapt and, in consequence, position themselves poorly to respond to the next 
set of stressors coming their way. To break out of this undesirable state beyond 
disaster response, it is necessary to build and diversify the asset base of these 
households by tackling several types of their capital shortage including 
income, social networks, food security, political participation, etc. 
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 At the household level, we theorize that the relationship between specifi c and 
generic adaptive capacity is twofold. First, the ability of households to benefi t from 
risk management may be predicated on a minimum level of generic capacity. For 
example, some households may be so vulnerable that they lack the minimum level 
of resources to benefi t from or engage in specifi c risk management interventions. 
This may be the case for households lacking basic education and enough fi nancial 
resources to enroll and benefi t from programs such as crop insurance or rural 
credit. In this case, their adaptive capacity may be enhanced by specifi c educa-
tional and social policies such as Oportunidades in Mexico or Zero Hunger in 
Brazil. It can also be enhanced by their membership in rural labor unions or coop-
eratives through which they pool risk or share resources. Another example relates 
to the usability of seasonal climate forecasting (SCF) information. Empirical 
research has repeatedly uncovered that certain communities of groups in least 
developed countries are severely limited in their ability to benefi t from SCF 
because of their lack of minimum capacity to respond to the projections. In this 
case, even if farmers had access to SCF, their lack of fi nancial capital constrains 
their ability either to change crops (to shorter or longer grains, for example) or 
engage in other forms of adaptation (Finan and Nelson  2001 ; Ingram et al.  2002 ; 
Lemos et al.  2002 ). In many cases, households with constrained entitlements have 
not benefi ted from development interventions adequately, or have been marginal-
ized in national economic trajectories (Eakin  2005 ). Here, if households had the 
socioeconomic preconditions to change their crops or participate in seed distribu-
tion programs, there would be the possibility of a synergistic relationship between 
generic and specifi c adaptive capacity as climate information could be effectively 
employed to mitigate climate variability risk. 

 In contrast, reliance on cash transfers may erode households’ long-term capaci-
ties through the issue of “lock-in”, that is, when welfare programs create relation-
ships and dependencies between state and society that are diffi cult to uproot and 
may create rigidity rather than fl exibility to respond to multiple stressors. Saldaña- 
Zorilla ( 2008 ), for example, found that despite the decline in public investment and 
support for the rural sector, there was a persistent expectation among farmers in 
Mexico that the government should be responsible for disaster risk mitigation, con-
tributing to enhanced vulnerability and passivity. Eakin and Bojorquez-Tapia ( 2008 ) 
found that larger-scale private sector farmers in northern Mexico who had histori-
cally benefi ted from preferential access to land, fi nancial services and commercial-
ization support were more sensitive and ultimately more vulnerable to climatic 
shocks than their relatively resource-poor  ejidal  (a form of collective tenure) neigh-
bors. As public support for farmers of almost all types declined in the 1990s in 
Mexico, and the government no longer guaranteed insurance or provided fi nancial 
support, the larger-scale and more privileged farm class found it lacked the crop 
and livelihood diversity to cope effectively with extreme events. The  ejidatarios , 
having never relied on public support as a means of coping with shocks, were far 
more autonomous and self-reliant in terms of risk management, although also less 
commercially engaged and productive than their counterparts. In other cases in 
Mexico, larger-scale commercial producers moved quickly to secure public support 
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following agricultural market liberalization in Mexico in the early 1990s. Their 
actions, designed to ensure that federal and state policy are closely aligned with 
their sectoral interests, resulted in a dangerous degree of complacency and neglect 
of risk such that famers require unprecedented federal support after their crops 
failed to frost in February 2011 (see Eakin et al.  2013 ). 

 Moreover, cash transfer programs may “crowd out” other initiatives (such as pri-
vate investments) that may enhance adaptive capacity. For example, Murtinho ( 2011 ) 
found that in some rural Andean communities, autonomous adaptations to address 
problems of water scarcity were effectively “crowded out” by unsolicited public sec-
tor interventions. Rather than enhancing capacities to collectively manage current 
and future risk, the heavy-handed support of government was diminishing the prob-
ability that the community would take action. Figure  2  above shows a conceptual 
model of some of the relationships between generic and specifi c adaptive capacity.

6           Conclusions 

 This paper focuses on the relevance of adaptive capacity in the context of the 
increasing certainty that climate change impacts will affect human populations and 
different social groups substantially and differentially. The paper does so by arguing 
for greater attention to increasing climate risks in the design of development poli-
cies. The argument builds on two conceptual distinctions. The fi rst is between 

  Fig. 2    Positive and negative feedbacks between generic and specifi c AC       
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specifi c and general adaptive capacity where specifi c adaptive capacity refers to the 
ability of agents and systems to address the risks specifi c to a particular climate 
threat and generic adaptive capacity refers to household endowments and system 
characteristics that enable more fl exible responses to a diverse range of climate 
threats and other stressors. While we recognize that building both kinds of capacity 
may require different strategies and face diverse levels of resistance, bolstering 
generic and specifi c adaptive capacities with careful attention to minimizing the 
potential tensions between these two types of adaptive capacity can help vulnerable 
groups maintain their ability to address risks in the long run at the same time as they 
respond effectively to short term climate impacts. 

 An analogous distinction that the paper advances concerns the idea of adaptive 
development and development as usual. Adaptive development focuses on how to 
address livelihoods and welfare in increasingly risky contexts compared to earlier 
variants of development that focused on growth, equity, and/or sustainability. The 
paper highlights how future development policies and interventions are likely to 
require greater attention to risk reduction to secure the objective of greater welfare 
because more frequent, intense, and widespread climate threats may otherwise 
undermine development gains. 

 The paper also emphasizes the fact that specifi c and generic adaptive capacity are 
not always positively related, just as development interventions and growth-focused 
development outcomes can sometimes reduce the ability to cope with risks. Using a 
number of case examples, the paper identifi es how to enhance the potentially syner-
gistic relationship between specifi c and generic adaptive capacity or between risk 
reduction and growth, equity, and sustainability.     
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    Abstract     Many human diseases are climate-sensitive: climate acting as an important 
driver of spatial and seasonal patterns, year-to-year variations (including epidemics), 
and longer-term trends. Although climate is only one of the many drivers of both 
infectious and non-infectious disease, public health policy makers and practitioners 
are increasingly concerned about the potential impact of climate change on the health 
of populations. 
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 The MERIT Initiative was launched in 2007 to provide a platform for enabling 
health specialists (public health specialists, epidemiologists, immunologists, micro-
biologists, demographers, etc.) and climate and environment specialists to work 
together to help solve a pressing health problem. The main objective of the initiative 
is to address meningococcal meningitis epidemics in Africa in the context of per-
ceived environmental, biological, economic and demographic infl uences. The effort 
is designed to create new knowledge that can be used to improve the current (reac-
tive) and future (preventive) vaccination strategies. 

 Preliminary results of this research to policy and practice consortium have 
advanced the understanding of how climate-related information can be tailored to 
inform and, where possible, strengthen public health decisions. Specifi cally, the 
MERIT experience to date indicates new evidence on the contribution that climate 
and environment make to the spatio-temporal distribution of meningococcal menin-
gitis and demonstrates a multi-sectoral strategic approach to the creation of evi-
dence, together with the development of a cumulative knowledge base. The MERIT 
Initiative is establishing an effective means for the dissemination of new knowledge 
and provides a platform to facilitate access to this knowledge by public health prac-
titioners. These developments, along with an increase in the uptake of evidence in 
both policy and practice have the potential to impact health outcomes in vulnerable 
at-risk populations in Africa’s Meningitis Belt. 

 The collaborative partnership model of MERIT provides an innovative frame-
work to support public health preparedness and control strategies for climate sensi-
tive diseases. Public health decision-makers have been willing to explore unfamiliar 
territory and opportunities for improving well-established control strategies by 
leveraging new knowledge and expertise from other disciplinary communities 
including climate and environmental researchers. Equally important have been the 
investments made by a multi-disciplinary research and practice community to adapt 
research projects in line with the evolving public health strategy across the 
Meningitis Belt. The lessons learned from the MERIT project offer valuable input 
and new ideas for improving global public health strategies for other climate and 
environmentally sensitive epidemic prone diseases.  
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1      Introduction 

    With increasing recognition of the importance of climate as a driver of many infec-
tious disease occurrences and the potential for climate change to exacerbate global 
health concerns (61st World Health Assembly, Agenda Item 11.11, Climate Change 
and Health WHA61.19, May 19–24, 2008) there is growing interest from the cli-
mate and environmental communities to contribute knowledge and resources 
towards improving climate sensitive health outcomes. The scientifi c literature on 
the impact of climate on infectious diseases transmission dynamics (including para-
sitic, viral and bacterial pathogens such as malaria, leishmaniasis, schistosomiasis, 
leptospirosis, dengue rotavirus, meningococcal meningitis, etc) indicates signifi cant 
research interest in this area (Kelly-Hope and Thomson  2008 ). However the public 
health community lags behind others in the use of climate and environmental infor-
mation for climate-sensitive decision-making. Recent developments in climate sci-
ence and, more recently, climate services, along with new technologies for data 
management, analysis and sharing provide unprecedented opportunities for rapidly 
advancing this area. However, new developments must be responsive to the real 
needs of the global health decision-making community and empower their associ-
ated research and practitioner communities if this potential is to be fully realized.  

2     Problem Identifi cation – Epidemic Meningitis 
in Sub- Saharan Africa 

 Epidemic bacterial meningitis (causal agent  Neisseria meningitidis, Nm ) devastates 
the lives of individuals and communities across the ‘Meningitis Belt’ of Africa, a sub-
Saharan zone extending from Senegal to Ethiopia and fi rst described by Lapeyssonnie 
in 1963 (Lapeyssonnie  1963 ). The bacteria is transmitted through respiratory droplets 
throughout the year but invasive disease and associated epidemics are largely restricted 
to the dry season (Greenwood et al.  1985 ) which is marked by certain climatic fac-
tors considered favorable for epidemics, as illustrated in Fig.  1 .

   The mechanism by which environmental and climatic factors may infl uence 
meningitis epidemic occurrence remains unclear; the most common hypothesis for 
this role is that physical damage to the epithelial cells lining the nose and throat in 
hot, dry and dusty conditions permits the easy passage of the bacteria (found here 
frequently in asymptomatic form) into the blood stream causing invasive disease 
(Greenwood  1999 ). It has also been hypothesized that meningitis epidemics may be 
preceded by viral infections (also associated with specifi c climatic conditions) 
which may facilitate the transition from carrier to case (Mueller et al.  2008 ). 
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Neisseria bacteria need iron to grow and become virulent (Noinaj et al.  2012 ) and it 
has been postulated that the mineralogical properties of dust aerosol (especially the 
iron content) may also facilitate transition (Thomson et al.  2009 ). Many non- 
climatic factors have also been associated with epidemics including new bacterial 
strains, overcrowding, population movement etc. 

 The disease has severe social and economic consequences at the individual, 
household and community level and is widely feared because of its rapid onset, high 
mortality rate and frequent long term sequelae (Colombini  2009 ). The need for 
rapid vaccination in response to epidemics means that health staff are diverted from 
other important service activities, creating an additional burden to the health sector 
(   Colombini et al.  2011 ).  

3     Current and Emerging Control Strategies 

 Historically, meningitis control activities in Africa have largely relied on the early 
identifi cation of epidemics followed by a rapid deployment of polysaccharide vac-
cines (Anon  2000 ). This ‘reactive’ strategy has meant that people at risk of being 
infected have only been immunized in an emergency situation once a meningitis 

  Fig. 1    Seasonality of meningitis epidemics. The number of meningitis cases per week ( blue line ) 
is infl uenced by various parameters that may include relative humidity (RH –  red line ), rainfall 
( green line ) and surface dust concentration ( purple line ) (While data shown here is from 2005 to 
2011 for Burkina Faso, this picture is indicative of the situation across the Meningitis Belt)       
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outbreak has started. The effectiveness of the reactive strategy can determine whether 
an outbreak is controlled or risks spreading to neighboring districts and or countries. 
With the recent development of a conjugate meningitis A vaccine however, public 
health practitioners are now moving towards a more preventive strategic approach 
to minimize the risk of epidemics across the Meningitis Belt. The strengths and limi-
tations of these two approaches are outlined in further detail below, leading into a 
discussion on the role and value of the MERIT Initiative in supporting the progressive 
public health strategies for reducing epidemic meningitis control. 

3.1     Reactive Vaccination Strategy 

 Thresholds have been developed to inform the decision process as part of the reac-
tive vaccination strategy. The epidemic threshold distinguishes a situation that is 
likely due to seasonal fl uctuation from a situation that will develop into an epi-
demic. Implementing mass immunization campaign in any situation that is not an 
epidemic would be a misuse of scarce resources. In practice, weekly attack rates 
of suspect meningitis cases are monitored, and once the epidemic threshold is 
crossed, the decision to implement a reactive vaccination campaign is made (Anon 
 2000 ). To be effective and prevent as many cases as possible, vaccination needs to 
be implemented quickly. It has been estimated that 60 % of the cases could be 
prevented if vaccination is implemented within 4 weeks after crossing the epidemic 
threshold (Moore et al.  1992 ). This time window is extremely short, considering 
the eventual delay in the fl ow of surveillance data, the time required to deliver the 
vaccine and to organize and run the campaign. 

 Although much debate has been dedicated to the effectiveness of this reactive vac-
cination strategy, it is widely recognized that there is only a short lead-time for vac-
cination once an epidemic is underway and the impact of the vaccination response 
largely depends on the quality and timeliness of the surveillance system. Finally, the 
characteristics of the polysaccharide vaccine (short duration of the immunity, absence 
of herd immunity, weakly immunogenic in infants) and its limited availability pre-
cludes its use for truly preventive vaccination campaigns (WHO  2007 ).  

3.2     Preventive Vaccination Strategy 

 As a consequence of the limitations of the reactive vaccination strategy, a preventive 
approach involving a conjugate A vaccine has recently been adopted by WHO and 
its partners. The MenAfriVac TM  vaccine, which protects against infection caused by 
 Neisseria meningitidis  A (Sow et al.  2011 ); a serogroup which is responsible for the 
vast majority of the outbreaks, offers great potential to eliminate large meningitis 
outbreaks as a public health problem (Roberts  2008 ). Almost 10 years after the 
initiation of its development by the Meningitis Vaccine Project (MVP,   http://www.
meningvax.org/    ), the conjugate A vaccine was successfully introduced in Burkina 
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Faso, Mali and Niger in the last quarter of 2010 and in Nigeria, Chad and Cameroun 
in 2011 resulting in more than 55 million people vaccinated. A further 5–10 years 
are now required to immunize individuals at highest risk living in the 26 countries 
targeted by the project. 

 In the meantime, epidemiological and microbiological surveillance and forecast-
ing systems which can help identify populations at risk remain a public health prior-
ity to detect and respond to meningitis outbreaks (whether due to Nm serogroup A 
or other that A, such as W135 or X) and to evaluate the impact of the vaccine 
(Cuevas et al.  2008 ). In order to better understand the impact of the conjugate vac-
cine on reducing transmission in Africa, a global research effort led by the African 
Meningococcal Carriage Consortium ‘MenAfriCar’, is performing carriage studies 
in line with the introduction plan of the conjugate vaccine. 

 While the introduction of the conjugate A vaccine promises to signifi cantly reduce the 
problem of meningitis epidemics in Africa, the reactive vaccination approach remains 
an important part of the control strategy for populations not yet immunized with the 
conjugate A vaccine and in response to epidemics caused by other serogroups such as C, 
W135 and X. In this light, the MERIT approach remains valid, providing an opportunity 
to strengthen the reactive vaccination strategy and help evaluate the impact of the 
conjugate A vaccine following its introduction across the Meningitis Belt (Fig.  2 ).

  Fig. 2    Countries of the ‘Meningitis Belt’ and the introduction plan of the conjugate meningitis A 
vaccine. Approximately 450 million people are at risk of meningitis in sub-Saharan Africa. Certain 
areas are considered hyperendemic with populations considered to be at highest risk of developing 
the disease, and are targeted along with other at-risk countries for the phased roll-out of the new 
vaccine (Source: Meningitis Vaccine Project)       
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4         Climate, Environment and the Risk of Epidemics 

 There is substantive evidence that climatic and environmental factors describe the 
overall spatial distribution of the disease in the Meningitis Belt of Africa (Lapeyssonnie 
 1963 ) and the indication that climate likely infl uences the seasonality of the disease 
is also widely accepted (Greenwood et al.  1985 ); epidemics start in the latter half of 
the Sahelian dry season when the weather is dry and dusty and subside at the onset 
of the rains. Much is still unclear about why they occur but it is likely that a combina-
tion of environmental, demographic, and behavioral factors as well as those relating 
to the hosts’ immunity to disease will determine the occurrence of epidemic menin-
gitis. In particular, the fact that the disease incidence tends to fall off rapidly once the 
moist pre-monsoon air arrives is seen as indicative of an important climatic control 
to disease occurrence. For a number of years, research focused on the relationship 
of environmental and climatic variables to meningitis incidence produced tantalizing 
results suggesting a signifi cant interaction (Besancenot et al.  1997 ; Cheesbrough 
et al.  1995 ; Molesworth et al.  2003 ; Sultan  2005 ; Sultan et al.  2005 ; Yaka et al.  2008 ). 
However limitations in the data sets and modeling frameworks used precluded a 
defi nitive answer (Thomson et al.  2006 ). 

 In order to make progress in understanding the relative importance of climate as 
a driver of meningococcal meningitis epidemics, it was deemed necessary to fi rst 
identify how such knowledge might inform operational decisions under fi eld condi-
tions. After discussions with key policy makers the priority concerns and research 
questions were identifi ed in relation to (1) improving the reactive strategy with the 
polysaccharide vaccines in emergency situations in response to epidemics, and 
(2) supporting the longer-term preventive strategy with the introduction of the new 
conjugate A vaccine to 450 million people at risk across the Meningitis Belt. 

 Taking these concerns into consideration, a key identifi ed need was for better 
data collection and research that could contribute robust estimates of the environ-
mental contribution (alongside other factors such as carriage and immunity) to spa-
tial and seasonal risk, year to year variation and longer term trends in meningitis 
epidemic occurrence and intensity. The identifi ed research needs according to spe-
cifi c spatial scales and time horizons are elaborated further in the following section 
and in the table below.  

5     The MERIT Initiative 

 Converging interests from the health and climate communities around the problem 
of epidemic meningitis were explored at a meeting hosted by the Group on Earth 
Observations (GEO) Secretariat in Geneva in 2007. Here a multidisciplinary group 
of participants (practitioners and researchers from both public health and climate 
communities) led by the World Health Organization and including the World 
Meteorological Organization (WMO), the Group of Earth Observations (GEO), 
the International Federation of the Red Cross (IFRC), the International Research 

A Climate and Health Partnership to Inform the Prevention and Control…



466

Institute for Climate and Society (IRI) the Health and Climate Foundation (HCF) 
and the Agencia Estatal de Meteorología (AEMET) agreed to the creation of the 
Meningitis Environmental Risk Information Technologies (MERIT,   http://merit.
hc- foundation.org    ) project. A Steering Committee for the initiative was formed the 
following year in June 2008. In 2011 the Steering Committee was joined by two 
additional members, one from the National Center of Research Institute/Institute of 
Research for Development Research Unit in Montpellier, France and the other from 
the Center for Vaccine Development, CVD-Mali, CNAM, Ministère de la Santé, in 
Bamako Mali. All current Steering Committee members are authors on this chapter.  

6     MERIT Objectives 

 The original objectives of MERIT were clearly expressed in the purpose statement 
for the 1 st  MERIT meeting which took place at the John Knox Centre in Geneva on 
26–27 September, 2007 in relation to advancing (a) partnerships (b) new knowledge 
and (c) improved decision-making. This purpose stemmed from expressed interests 
of the public health community to:

    1.    fi nd a common platform between relevant communities to address meningococ-
cal meningitis epidemics in Africa in the context of perceived environmental, 
biological, economic and demographic infl uences;   

   2.    gain a greater understanding of the current knowledge and active research sur-
rounding the epidemic risk indicators; and   

   3.    communicate the information needs of the public health community to the 
research community to enhance epidemic meningitis control strategies in 
Africa.    

  The past 5 years has shown that the MERIT Initiative has to varying degrees of 
success responded to each of its original objectives. First and foremost, MERIT has 
encouraged and facilitated greater cross-disciplinary interactions established on a 
platform of well-defi ned needs and opportunities. MERIT has connected research 
more directly to the evolving needs of public health practitioners by providing a 
unique model for building and sustaining effective health-climate partnerships within 
the framework of improving health outcomes. While new knowledge has been gener-
ated, it is yet to be integrated into practical decision-making processes. To advance the 
transition from research to operations, an exercise was held during the 2012 meningi-
tis season to provide public health practitioners in four countries in West Africa the 
chance to evaluate in near-real-time the output of predictive models with the disease 
dynamics at the district level, the results of which are currently being determined. 

 The specifi c objective of the Steering Committee was that of charting the course 
of the MERIT consortium throughout its expected lifetime of a decade. The consor-
tium aims to extend current capabilities to more effectively combine environmental 
information with knowledge of epidemic meningococcal meningitis through analysis 
of the spatial and temporal distribution of cases, populations, environmental and 

M.C. Thomson et al.

http://merit.hc-foundation.org/
http://merit.hc-foundation.org/


467

climatic conditions, vaccination status and strain characteristics. Ultimately, this 
research seeks to inform three operational areas:

    1.    the reactive vaccination strategy (improve the impact of the reactive mass vaccination 
campaigns), prepare for the following epidemic season, and refi ne the response 
strategy for outbreaks due to serogroups other than A;   

   2.    the preventive vaccination campaigns with the conjugate A vaccine (guide the 
introduction of the conjugate A vaccine and estimate the impact of the conjugate 
A vaccine); and   

   3.    5–10 years time-horizon forecasting to gather information on the possible vac-
cine needs in the medium and long term.     

 Despite much progress in surveillance and biological research in recent years, no 
explanation exists to date for the epidemic pattern of meningitis in the African 
Meningitis Belt (Mueller and Gessner  2010 ). Hence MERIT has tried to stimulate 
and support modeling efforts that might better explain the epidemic pattern of men-
ingitis across the Belt as well as identify opportunities for prediction. 

 Key to the MERIT concept was consensus among partners that research needs 
would be demand-led, i.e. identifi ed by those that were responsible for solving the 
health problem. Taking this approach, MERIT seeks to serve WHO, Ministries of 
Health, the Meningitis Vaccine Project and other relevant research initiatives such 
as MenAfriCar in the prevention and control of meningitis epidemics in Africa. This 
approach has been adopted by others engaged in strengthening prevention and con-
trol strategies for climate-sensitive diseases, as has been seen in the establishment 
of the Global Leptospirosis Environmental Action Network ‘GLEAN’ initiative. 

 While the development and refi nement of research questions are guided by the 
public health needs, the momentum of the MERIT Initiative is in large part sus-
tained by long-term research grants which support specifi c research questions, often 
over a period of several years. The challenge that has arisen is to determine how to 
maintain a degree of fl exibility in the research arena in such a way that enables the 
research projects to stay in line with a changing public health strategy.

    Summary table of analysis scale and research needs identifi ed by WHO   

 Research need  Spatial scale  Time scale 

 To improve the impact of the reactive
 mass vaccination campaigns 

 District  Forecast the weekly attack rate 
several weeks ahead of time 

 To prepare for the following epidemic
 season 

 Region, country  Forecast the magnitude of an 
epidemic (yearly cumulative 
rate) 1 year ahead of time 

 To refi ne the response strategy for 
outbreaks due to serogroups other
 than A (NmW135, NmX) 

 District  Forecast the weekly attack rate 
several weeks ahead of time 

 To assess the risk of NmA outbreak
 in an area previously vaccinated
 with the conjugate A vaccine 

 District  Forecast the weekly attack rate 
several weeks ahead of time 

(continued)
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 Research need  Spatial scale  Time scale 

 To guide the introduction of the
 conjugate A vaccine 

 Region, country, 
district 

 Seasonal risk and historical trends 

 To estimate the impact of the
 conjugate A vaccine 

 Region, country, 
district 

 Predict the number and magnitude 
of epidemics one/several 
year(s) ahead of time 

 To gather information on the possible
 vaccine needs in the medium and
 long term 

 Region, country  Predict changes in the meningitis 
belt 5–10 years ahead of time 

7        MERIT Research Networking Capabilities 

 In its initial phase, the MERIT consortium has focused on core countries of the 
Meningitis Belt (including Niger, Burkina Faso, Ethiopia, Ghana, and Nigeria). Six 
international technical meetings have been held in Geneva (2007, 2011), Ethiopia 
(2008 and 2010), Niger (2009) and Ghana (2012). Participants come from the pub-
lic health and environmental sectors, governments, regional and international orga-
nizations as well as research institutions. Over 100 research papers have been 
presented in oral or poster format. Smaller ‘Mini MERIT’ meetings have been held 
in New York (USA), Montpellier (France), Lancaster (UK) and Boulder (USA) and 
have focused on specifi c research modeling questions. Presentations and MERIT 
meeting reports have been made available on the web via   http://merit.hc- foundation.
org    . MERIT members are in the process of publishing their results in peer review 
journals. 

 Research groups from Europe, the USA and Africa have attended each of the 
technical meetings. Despite these meetings occurring in Ethiopia and Niger, partici-
pation by African research groups were initially limited; at least in part because 
funding for MERIT has been largely based on ‘contributions in kind’ to MERIT 
participants and the bringing together of ongoing research efforts. However, with 
the initiation of  the Outbreak Prediction Tool exercise in 2012” focussed on Togo, 
Benin, Chad and Nigeria  (see below) there has been a substantive increase in 
engagement by regional researchers,  policy-makers and practitioners.  

8     Summary of Research Projects Performed Under 
the MERIT Umbrella or Relevant for MERIT 

 As a research consortium without core funds, MERITs achievements are in reality 
the achievements of MERIT members some of which have developed and imple-
mented specifi c MERIT related research projects, others of which have contributed 
research efforts developed under another umbrella to the overall MERIT Initiative. 
Research outputs are ongoing and results to date were formally reviewed at an 

(continued)
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International Technical meeting in Geneva in November 2011. Information on the 
partner institutions and engagement in MERIT related activities at the international, 
regional and country levels can be found on the MERIT website (  http://merit.
hc.foundation.org    ). Details on key institutional contributions are indicated below. 

8.1     International Research and Initiatives 

  World Health Organization  ( WHO ): Central to the work of MERIT and guiding 
the research projects are the operational activities of WHO country, regional and 
international teams. 

 WHO provides technical assistance and support to Ministries of Health to help 
improve the prevention and control of meningitis epidemics in the region. The WHO 
offi ce in Geneva responsible for meningitis control is within the Pandemic and 
Epidemic Diseases (PED) Department and works closely with the WHO African 
Regional Offi ce Intercountry Support Team based in Ouagadougou, Burkina Faso to 
strengthen data management and surveillance of meningitis across the Meningitis 
Belt countries. As seen in recent years, the unpredictable nature of the extent and 
intensity of meningitis epidemics and the changing infl uence of meningococcal 
strains from 1 year to the next, emphasize the importance of robust meningitis sur-
veillance across the Meningitis Belt. Furthermore, in its role as Secretariat of the 
International Coordinating Group (ICG) for Meningitis Vaccine Provision, WHO is 
responsible for the management of the global emergency vaccine stockpile funded 
by the GAVI Alliance and works closely with other ICG partners (UNICEF, Médecins 
Sans Frontières and the International Federation of the Red Cross), vaccine manufac-
turers and Member States to ensure a rapid response to meningitis outbreaks. 

 Within the MERIT framework, WHO has helped guide the design of research 
projects with a view to integrating the increasing understanding of environmental 
infl uences on meningitis epidemics into the meningitis control strategy. Ultimately, 
WHO would like to synthesize research outcomes from various MERIT projects in 
such a way as to support its activities in the fi eld and strengthen the decision algo-
rithm which determines the timing and distribution of vaccines to countries during 
an epidemic season. 

 The engagement of WHO with MERIT partners has initiated several new areas 
of activity, including:

    1.    Chairing the MERIT Steering Committee and facilitating the interactions 
between MERIT partners through annual technical meetings. Since 2007, these 
international technical meetings have been held in Geneva, Addis Ababa, Niamey 
and Accra. Smaller ‘mini-MERIT’ meetings have been held on an ad hoc basis 
in order to engage public health specialists with research groups to present out-
comes and review the direction of specifi c research projects.   

   2.    Leading the recent development of the district prioritization tool (DPT) to support the 
roll-out of the new conjugate A vaccine in countries and districts across the 
Meningitis Belt. This tool is at the heart of the current public health vaccination 
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strategy and integrates factors such as vaccine availability, current epidemiology, 
country capacities for implementation and surveillance, and political situations. 
While the DPT tool is not a result of the MERIT project, there is potential for 
results from MERIT research activities to feed into the tool and inform the strat-
egy for the introduction of the conjugate A vaccine.   

   3.    Participating with research scientists, developers of predictive models and disease 
focal points in several countries of the Meningitis Belt (see below) in cross- sectoral 
monitoring exercises of the 2010 and 2012 meningitis epidemic seasons.     

 The  CHICAS  (Combining Health Information, Computation and Statistics) 
 research group  at Lancaster University has invested in the development of several 
spatio-temporal models designed to support national- and district-level short-term 
forecasting of meningitis epidemics. The project has advanced through colla-
boration between Lancaster University and Columbia University’s International 
Research Institute for Climate and Society (IRI). Combining weekly epidemiological 
data from Niger (1986–2007) with gridded reanalysis climate data for the region 
aggregated to the national level (including humidity, temperature dust and wind) the 
preliminary results suggest that climate data is of limited value for short-term (sub- 
seasonal) forecasting but would add value to longer-term forecasting of the menin-
gitis season ahead. While plans to fi eld-test one of the models in Niger in early 2011 
were abandoned due to the political situation at the time, the group is engaged in an 
exercise with authorities in Togo, Benin, Chad and Nigeria to assess on a weekly 
basis the predictive output of the models during the 2012 meningitis season. At the 
end of the season, a formal analysis was held to assess the performance of three 
different types of models (Markov, Dynamic Linear Model and Dynamic Poisson- 
log-linear) in line with the actual epidemic activity during 2012. 

  Integrated Geophysical Modeling for Regional Climate Studies  – the South 
East European Virtual Climate Change Center (SEEVCCC) hosted by the Republic 
Hydrometeorological Service of Serbia is developing a regional Earth modeling 
system with a dust component integrated to perform subseasonal/seasonal/climate 
studies. With the global database on mineral in arid soils, SEEVCCC should con-
tribute to MERIT by assessing environmental conditions (dusty weather; mineral 
composition of dust) on time scales longer than current 2–3 days. 

  International Research Institute for Climate and Society  ( IRI ),  the Earth 
Institute ,  Columbia University : The IRI has been active in the MERIT initiative 
since its inception through support to the Steering Committee, the International 
Meetings and as host to New York based ‘mini-MERIT’ meetings contributing its 
scientifi c and technical capacity in the area of climate information for public health. 
Along with partners at Columbia University (the Center for International Earth 
Science Information Network (CIESIN), Goddard Institute of Space Studies 
(GISS) and Mailman School of Public Health) it has led several research projects 
under the MERIT framework to advance the understanding of the environmental 
factors (climate and aerosols) and population dynamics as determinants of meningi-
tis epidemics in the Meningitis Belt. These include projects focused on the develop-
ment of ground observations, remote sensing products and model outputs (including 
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seasonal climate predictands) of direct relevance to modeling the climate and envi-
ronmental drivers of meningococcal meningitis. In collaboration with other research 
and operational groups within MERIT the IRI engaged in projects with funding 
from NOAA, NIEHS, NASA and Google.org to help improve the application of 
available information and knowledge on the factors which infl uence meningitis epi-
demics, with a view to improving decision-making in meningitis control. The IRI 
has also contributed to the MERIT Initiative through its innovative Summer Institute 
‘Climate Information for Public Health’ and has enabled the public distribution of 
relevant data sets through the IRI Data Library meningitis map room (Del Corral 
et al.  2012 ). 

  MACC  – Monitoring Atmospheric Composition and Climate – is the current 
pre-operational atmospheric service of the European GMES program (  http://www.
gmes-atmosphere.eu/    ). MACC provides data records on atmospheric composition 
for recent years, data for monitoring present conditions and forecasts of the distribu-
tion of key constituents for a few days ahead. MACC WP 3.1 (funded by the EU and 
NSF Spain) “Meningitis linked to mineral dust transport in the Sahel”, a collabora-
tive project between the Meteorological State Agency of Spain (AEMET), The 
Earth Institute at Columbia University (IRI and NASA-GISS), the Barcelona 
Supercomputing Center (BSC-CNS) and the Spanish National Research Council 
(IDAEA-CSIC) has provided detailed validation of the dust model in the Sahel and 
elsewhere (Cuevas et al.  2011 ). 

  MAMEMA – Multidisciplinary Approach for Meningitis Epidemiology and 
Modeling in Africa:  a consortium of MERIT partners was formed in 2010 to help 
increase the sharing of information between research groups on projects related to 
meningitis transmission dynamics and modeling in the Meningitis Belt. The initial 
areas of focus of the group under the MERIT framework concern the identifi cation 
and the estimations of key parameters that should be included in epidemiological 
models based on the current knowledge and data availability. Another aspect is to 
defi ne the future projects that could provide crucial parameters estimations for the 
models under development. The group gathers researchers from different comple-
mentary disciplines including epidemiology, medicine, public health, immunology, 
epidemiological modeling, climatology, anthropology and biostatistics   . A fi rst 
meeting occurred in Montpellier in 2011 and several kinds of models were pre-
sented to improve the reactive (see DTP presented above) and the preventive vac-
cination strategies (Irving et al.  2011 ). A second meeting was held in April 2012 in 
Montpellier. Presentations focused on the identifi cation and estimation of environ-
mental, climatic, epidemiological and societal parameters relevant for epidemio-
logical modeling, to inform the long term vaccination strategies at different spatial 
scales (health center, districts, national) (Bharti et al.  2011 ; Irving et al.  2011 ; 
Paireau et al.  2011 ; Agier et al.  2013 ). 

 The MAMEMA consortium aims understand the drivers of localized epidemics 
and includes the National Center of Scientifi c Research (CNRS) Institute of 
Research for Development (IRD) Research Unit, in Montpellier, France, University 
of Bourgogne, Princeton University, Penn State University, University of Bristol, 
Washington state University, Agence de Médecine Préventive (AMP), Lancaster 
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University, and Ecole des Hautes Etudes en Santé Publique (EHESP), Paris and is 
connected with MenAfriCar. 

  UCAR Project:  The University Corporation for Atmospheric Research (UCAR) 
in Boulder, Colorado USA was funded by Google.org to research methodologies for 
short-term forecasting during the meningitis season, with initial emphasis on the 
end of the meningitis season. Building on the historical work of the Navrongo 
Health Research Centre in Ghana and working with North Carolina State University, 
Regional Maritime University in Ghana and the IRI, the project aims to help increase 
the understanding of environmental variables which may infl uence the epidemic 
status of a district, and use that information to better respond to epidemics already 
in progress or about to start. Using a differential-equation based model of disease 
transmission, physical insight into meningitis transmission, 10 years of regional 
data and 2 years of data from across the Belt, the team was able to show that humidity, 
NE winds and heat all show positive correlations with future cases, as compared to 
historical persistence. An additional test with a generalized additive model confi rmed 
that the temperature, humidity, and carbon monoxide concentration (as a proxy for 
burning) were the variables most persistently related to meningitis (Dukic et al. 
 2012 ). These two models, along with current epidemiological data and weather 
forecasts, provide the basis for weekly predictions of meningitis cases that can help 
guide vaccination. Other areas of research include determining the economic bene-
fi ts of the forecast, surveying to document the knowledge, attitudes and practices of 
area residents, identifying the impacts of these predictions and other public health 
interventions and, most importantly, developing an information system for surveillance, 
data collection and disease management. 

    WMO Sand and Dust Storm Warning System :   Of particular relevance to the 
MERIT project has been the WMO Sand and Dust Storm Warning Advisory and 
Assessment System (SDS-WAS) which was developed to study, among other ques-
tions, the impacts of dust aerosol on health, including the possible link of dust with 
meningitis and other diseases. The initial premise being that the prediction of dust 
events can help to better understand the hypothesized role of mineral dust and dry 
hot air in outbreaks of meningitis across the Meningitis Belt in the Sahel region. 
Under the SDS-WAS umbrella there are several activities and studies of relevance 
for MERIT; some of which have been specifi cally undertaken to support the 
MERIT  Initiative. For instance, in 2010 a SDS-WAS regional centre for Northern 
Africa, Middle East and Europe established a “one- stop-shop” portal (  http://sds-was.
aemet.es/    ) which delivers near-real-time observations and short-medium range 
forecasts of dust-related parameters as well as forecasts of associated meteorological 
conditions. 

 SDS-WAS observations and products include:

    (1)    Ground observations;   
   (2)    Satellite products;   
   (3)    Dust forecast products for periods of several days ahead combining information 

available from several organizations which run dust modeling systems.     
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 The parameters of potential importance for MERIT include:

    (a)    Columnar dust amount;   
   (b)    Surface concentration;   
   (c)    Wet and dry deposition.     

 Of notable signifi cance is the fact that, since the dust concentration component 
in numerical models is driven by the atmospheric model, meteorological values 
such as temperature, air moisture, wind and precipitation are available simultane-
ously with the dust-related parameters (Nickovic et al.  2011 ). All data mentioned 
above are available on a daily basis for the Meningitis Belt and beyond and can now 
be accessed via the IRI Data Library (  www.iridl.ldeo.columbia.edu/    ) (Del Corral 
et al.  2012 ) as well as from their original source.   

8.2     Country-Led MERIT Initiatives 

 MERIT partners in disease endemic countries have formed local consortia with an 
aim to apply MERIT research outputs into operational decision-making at the 
country level as outlined below. While the importance of supporting country-led 
activities is well recognized by the MERIT community, it is critical that additional 
resources are allocated to ensure the development and application of research 
projects targeted to country-specifi c needs while helping build capacity in coun-
tries to sustain the activities. 

     Burkina Faso .   In Burkina Faso the National Meteorological Services has run an 
“Environment and Bioclimatology Desk” for the last 10 years in order to (a) pro-
mote research on the relationship between climate – environment and diseases dis-
tribution – emergence, (b) to use observations forecasts and information on 
environment and climate to predict diseases outbreak and spatial distribution and (c) 
to contribute to elaboration of an integrated early warning system for prediction of 
climate sensitive diseases and promotion of suitable public health policies. 

 Among others activities, at the beginning of the meningitis epidemic season 
every year, a joint bulletin from National Meteorological and Health Services on 
prediction of meningococcal meningitis yearly incidence trend in Burkina Faso and 
Niger is produced by integrating climate, environment and health data and informa-
tion. At the end of the year, a common evaluation is done. This information is jointly 
transmitted to national, regional and international organization and research centers 
working in medical and climate sectors as a contribution to help mitigate the diverse 
consequences of meningococcal meningitis epidemics. Using reanalysis data from 
the National Centers for Environmental Prediction (NCEP) and the National Center 
for Atmospheric Research (NCAR) reanalysis project (with an up-to-date version 
of the Medium Range Forecast model) statistical analysis of annual incidence of 
meningococcal meningitis and climatic variables for Niger indicated that 25 % of 
the year-to-year disease variance in this country can be explained by the winter 
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climate; a similar analysis failed to accurately represent the disease dynamics in 
Burkina Faso (Yaka et al.  2008 ).  

     Ethiopia .   Following the 2 nd  MERIT Technical Meeting in Addis Ababa in 2008 
(MERIT  2008 ), the ‘MERIT Ethiopia’ project was established to help apply 
MERIT research across four key operational areas: (1) socio-economic impact of 
the disease, (2) determinants and risk factors of meningitis outbreaks, (3) educa-
tion and training, and (4) disease surveillance. The MERIT-Ethiopia project was 
expected to benefi t from and leverage the high level political momentum which 
had been generated by the formalization of a collaborative framework between the 
health and climate sectors under the title ‘Climate and Health Working Group’. 
Despite this initial optimism however, the engagement of donors to support the 
country-led activities has not been actively pursued at the country level or by the 
MERIT Steering Committee, and as such the potential results have not yet been 
realized.  

     Niger .   This is historically one of the most active countries in the Meningitis Belt 
in terms of epidemic activity and has one of the strongest epidemiological data-
bases in the region over the past 20 years. In November 2009, the 3rd International 
MERIT Technical meeting (MERIT  2009 ) was hosted by the African Centre for 
Meteorological Applications for Development (ACMAD) and the Centre de 
Recherche Médicale et Sanitaire (CERMES) in Niamey, Niger. The meeting was 
followed by a 1-day national training workshop which provided an opportunity for 
national meteorological staff, health practitioners and medical students to engage 
with local MERIT partners and assess the benefi ts and applications of MERIT- 
related activities in Niger. 

 In relation to the MERIT objectives, the Centre de Recherche Médicale et 
Sanitaire (CERMES – a national medical research laboratory in Niger that is part of 
the Institute Pasteur Network) is leading a project entitled “Spatial epidemiology of 
acute bacterial meningitis in Niger. Role of climatic, environmental, health and 
socio-demographic factors on the spatio-temporal dynamic of the epidemics” in 
collaboration with Institut Pasteur in Paris (Emerging Diseases Epidemiology’ 
Research Unit). The 3-year project is fi nanced by the Coopération Monégasque for 
the period October 2010 to September 2013. The project consists of three compo-
nents: (1) a descriptive study which aims to detect clusters of meningitis cases dur-
ing the meningitis epidemic seasons, generally occurring from February to April 
each year; (2) an ecological and geographical study of the role of the climatic, 
environmental, health and socio-demographic factors on the occurrence of menin-
gitis epidemics and to build a risk map for meningitis epidemics; and (3) to build an 
early warning system to help decision-making in relation to the implementation of 
reactive vaccination campaigns. 

 Other activities led by CERMES which consider the link between the climatic 
factors and the occurrence of meningitis are based on the use of time series studies 
and incorporate other risk factors such as respiratory infections. A fi rst study has 
been conducted in the Niamey area whereby a generalized additive model was 
used to relate the daily change in bacterial meningitis cases and climatic factors. 
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First results were presented at the Hong Kong International Tropical Medicine 
Forum in January 2012.  

     Nigeria .   In Nigeria, a state level MERIT committee was established in Katsina 
State bordering Niger in northern Nigeria. With an initial level of fi nancial support 
provided by the State Focal Offi ce on MDGs in the Governor’s Offi ce, the ‘MERIT 
Katsina’ project aims to: (1) fully realize current meningitis research and develop-
ment initiatives, (2) build capacity within health and climate communities to 
improve health outcomes in the state, and (3) identify gaps and accelerate new 
warning and intervention strategies for meningitis. The MERIT Katsina group has 
also initiated a strong collaboration with the MAMEMA consortium .    

8.3     Regional MERIT Initiatives Across the Meningitis Belt 

     ACMAD – African Centre of Meteorological Application for Development .   Based 
in Niamey, Niger, ACMAD was instrumental in the organization of the 3rd MERIT 
meeting held in November 2009. The Centre produces a weekly ‘Special Climate-
Health Outlook Bulletin’ to help translate meteorological observations and forecasts 
into a more meaningful language for the meningitis public health community. The 
bulletin is distributed on a weekly basis throughout the meningitis season and 
highlights: (1) the observed climate situation across the region for the previous 
2 weeks, (2) the epidemiological situation based on weekly updates from the WHO 
Inter-country Support Team (IST) West Africa offi ce in Ouagadougou, Burkina 
Faso, and (3) the climate outlook for the next week based on NCEP/NCAR, NOAA/
NCEP/CPC and BSC-DREAM8b models. According to the observed and forecast 
climatic parameters (relative humidity, temperature and dust events), potential 
meningitis risk zones are identifi ed with a view to informing the decisions of public 
health practitioners in relation to meningitis outbreaks in the region.  

     Following the Season: 2010.    Following the 3rd MERIT meeting held in Niamey, 
Niger in November 2009, a cross-sectoral monitoring of the 2010 meningitis epi-
demic season was initiated. Throughout the 2010 meningitis epidemic season, 
WHO participated in an exploratory exercise with the IRI and the African Center of 
Meteorological Applications for Development (ACMAD) to follow the meteoro-
logical and epidemiological developments of a meningitis season. Between 
December 2009 and April 2010, WHO (Geneva, Switzerland), ACMAD (Niamey, 
Niger) and the IRI (New York, USA) met via teleconference on a 10-daily basis to 
share information on (1) the developments of epidemic outbreaks in districts and 
areas of alert across the Meningitis Belt, and (2) the climatic, meteorological and air 
quality observations and forecasts at the global and regional level. Climate informa-
tion discussed global Sea Surface Temperature anomalies (known to infl uence 
atmospheric circulation on seasonal time-scales), large scale atmospheric circula-
tion indices such as NAO (past and projected conditions) relevant for dust bearing 
circulation patterns, information on recent wind and humidity conditions including 
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the location of the Inter-tropical Discontinuity (ITD-a region of convergence 
between the dry and dusty air from the Sahara and moist and dust-free air from the 
Atlantic) as well as on dust (past conditions and 8-day forecasts). 

 In total, 12 teleconference calls were held over the 4-month period, and while 
anecdotal feedback has been recorded, a formal assessment of the exercise is yet to 
be fi nalized. Throughout the season observed, climate showed conditions not favor-
ing meningitis outbreaks with frequent higher than usual humidity, lower wind and 
dustiness conditions, consistent with a relatively quiet meningitis season until 
mid-March. 

 Retrospective analyses of the 2009 and 2010 seasons showed that, while 
 epidemic behavior differed substantially between those years, climatic condi-
tions averaged over the entire season did not exhibit such substantial differ-
ences. However, when analyzed at the sub-seasonal scale, climatic characteristics 
were found to differ between years: in 2010 higher variations in low level wind 
and humidity patterns brought moist and dust-free air to the region more often 
than in 2009, except in Burkina Faso, where the higher sub-seasonal variability 
in wind patterns translated in higher occurrence of dry and dusty episodes in 
2010 as compared to 2009 (Trzaska et al.  2010 ). This points to the potential 
importance of sub-seasonal characteristics of the season in meningitis outbreaks 
but needs to be further documented.  

     Outbreak Prediction Tool: Tested in Real Time in Season: 2012 .   Building 
on the experience of the 2010 exercise outlined above and following the recom-
mendations from the MERIT Strategic Review in 2011, WHO led an exercise in 
2012 to prospectively assess the output of several statistical models developed 
to provide sub-seasonal, district-level predictions of epidemic activity (Agier 
et al.  2012 ; Stanton  2012 ) alongside the observed incidence of cases and epide-
mics during the 2012 meningitis season (January–May 2012). With a focus on 
Togo, Benin, Chad and Nigeria, disease experts and focal points from WHO 
(Geneva, African Regional Offi ce and Country Offi ces) engaged on a weekly 
basis with the developers of the models from the CHICAS group at Lancaster 
University and climate science researchers from UCAR and NASA GISS 
(Columbia University). 

 The purpose of the exercise was to assess the performance of statistical models 
tailored for predicting meningitis epidemics with a lead-time of 1–4 weeks, 
alongside the observed epidemic behavior in the Meningitis Belt. The observed 
and forecast relative humidity and dust events in the region were integrated into 
the discussions in order to consider the environmental conditions favorable for 
epidemics. A formal analysis of the exercise will be conducted at the end of 2012 
to determine the performance of the models and their potential to support the 
ongoing public health strategy and preparation of vaccination campaigns in the 
region. 

 Of particular interest in 2012 as compared to the previous 2 years, is the rela-
tively high level of epidemic activity due to serogroup W135 and low activity due 
to serogroup A. This could be an area of further investigation, incorporating the 
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results of the two seasonal exercises from 2010 to 2012 with microbiological, 
immunological, epidemiological, environmental and vaccination data from the 
past few years.    

9     Bringing It All Together 

 Through the MERIT Initiative a much broader understanding by natural scientists 
of the problem of epidemic meningitis in the Sahel has been achieved. GEO, 
AEMET and WMO have played a signifi cant role in ensuring that policy makers in 
the environmental community are aware of MERIT and have sought their support 
through its network of high-level partnerships. 

 Disparate data sets have been enhanced and brought together for analysis. These 
include epidemiological data sets from national surveillance systems facilitated 
through WHO, population data from the Global Rural-Urban Mapping Project 
(GRUMP) from CIESIN (at Columbia University) and a wide range of environmen-
tal and climatic variables now made available via open access portals such as the IRI 
(Del Corral et al.  2012 ). The challenge of integrating these disparate datasets should 
not be underestimated. Combined with practical knowledge of the data sources and 
their constraints, a raft of modeling exercises have been undertaken by the different 
research teams. In countries such as Niger where meaningful information can be 
extracted from large historical databases, statistical analyses such as those based on 
a Bayesian network approach (Beresniak et al.  2012 ) or geo-spatial analysis (Stanton 
et al.  2011 ) have demonstrated that innovative techniques can be developed to help 
understand and predict the risk of meningitis outbreaks at the district and sub- district 
level. This modeling effort has been combined with detailed fi eld studies in some 
countries, such as those at Navrongo, Northern Ghana. 

 More recently models which can incorporate both extrinsic (e.g. climate/envi-
ronmental) and intrinsic (e.g. immunity) drivers have been explored. 

9.1     Possible Role of Dust Mineral Composition 
in Meningitis Epidemics 

 The mechanism by which dust may cause meningitis epidemics remains unclear. 
A common explanation is that physical damage to the nose and throat epithelial cells 
by dust particles permits invasion of bacteria into the blood stream. It is hypothe-
sized that the activation of the meningococcal bacteria is fostered with high iron 
content in Fe-rich minerals in dust (Thomson et al.  2009 ). Current dust models are 
not capable of simulating/predicting in details the mineral fractions and trace metals 
such as Fe in dust concentration. However, recently developed global high- resolution 
(1-km) datasets on soil mineralogical composition (Nickovic et al.  2012 ) if used as 
input in dust models could help better understand the possible links between 
meningitis and iron fraction in dust.  
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9.2     Limitations of Current Modeling Studies 
and Environmental Products 

 Most of the products relevant for MERIT are publicly available. However, short- term 
forecasts have limited value for MERIT because, in the case of operational dust mod-
eling, forecasts are valid for 3–5 days in advance which is too short a period to be of 
practical use for planning vaccination actions in the fi eld. On the other hand, 
observational data (including remote sensing products) and re-analyses made for 
multi-decadal periods can help understand if and how meningitis outbreaks depend 
on environmental conditions and their seasonality. 

 Medium range sub-seasonal forecasts may prove relevant for MERIT with 
promising opportunities for designing such concepts. Several operational centers 
(including the European Centre for Medium-Range Weather Forecasts (ECMWF), 
UK Met Offi ce, Japan Meteorological Agency (JMA), US National Centers for 
Environmental Prediction (NCEP), Environment Canada and the Bureau of 
Meteorology in Australia) are already providing global experimental sub-seasonal/
seasonal forecasts. Several other organizations such as UCAR are also working on 
predictions for the same time scales while using regional modeling facilities. 
Following interest for such forecasts over extended periods, WMO is currently 
launching a new project “Sub-seasonal to Seasonal Prediction”. With additional 
dust components in such systems, it will be possible to explore the value of longer-
term dust forecasts for the needs of the MERIT health community.   

10     Contributions from the MERIT Climate Community 
to the Assessment of the Links Between Weather/Climate 
and Meningitis Occurrence 

 A number of signifi cant modeling results are emerging from different research 
teams as a result of the creation of new sources of weather, climate and environmen-
tal data tailored to MERIT needs. For example a series of analyses have resulted 
through the development of the dust-modeling activities of the SDS-WAS. 

 In a study based on a 30-year simulation model (1979–2010) recently devel-
oped with a 0.5° × 0.5° resolution (NASA-GISS, IRI, BSC) (Pé rez et al.  2011 ) 
the relation between climate indices and simulated dust aerosol concentrations 
over the Meningitis Belt is being examined (Pé rez et al.  2009 ). Studies suggest 
that three is  a certain level of correlation between dust and climate variability 
parameters, such as the NAO index. This result forms a basis to use climate 
indices as fi rst-approximation indicators on favorable conditions for meningitis 
outbreaks. 

 Using the same simulation model (NASA-GISS, IRI, BSC, CHICAS) the rela-
tion between meningitis outbreaks in sub-Saharan Africa and simulated dust aerosol 
concentrations over the Meningitis Belt is being examined. The outputs of the 
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simulations have been validated at the daily, seasonal, annual, inter-annual and 
trend scales using in situ and satellite dust data (Pé rez et al.  2011 ; Haustein et al. 
 2012 ). They are also being used to perform a seasonal and weekly analysis of men-
ingitis epidemic outbreaks at national and district levels in Niger (Pé rez et al.  2009 ; 
Stanton et al.  2011 ). 

 Preliminary results show that climate parameters (including wind and dust) 
prior to January and early season meningitis cases explain about one quarter of the 
epidemic year-to-year variability at national and district levels. At the district level, 
both national-level covariates and district-level covariates of climate and dust vari-
ables and early cases together with population density and latitude represent the 
spatio-temporal variability of the diseases moderately well. Although the study 
outlines the need for other sources of data to better represent between-district vari-
ability (susceptibility, viral infections, new strains or previous vaccinations), the 
study shows the potential of climate information in the early season to explain part 
of the variability of the disease at the seasonal and district scale (Stanton  2012 ). 
Another study under progress in the framework of the MAMEMA group shows 
that aerosols represent a relevant climate and environmental parameter (together 
with wind, relative humidity and temperature) to explain the seasonal pattern of 
meningitis at the district level in Niger (Agier et al.  2013 ). 

 The non-linear interaction of different co-factors, many of them not known, 
partly hampers the assessment of the impact of climate and dust upon epidemics. 
This problem is even more critical at the weekly scale. In a recent study using the 
regional dust and climate database (Stanton et al.  2011 ), at the national scale, zonal 
wind and dust concentration made modest improvements in meningitis incidence 
forecasting ability, but the majority of temporal variation could be explained using 
a seasonal trend and previous incidence. At the district level, the inclusion of 
climate variables made no real difference to the forecasting performance of the 
models and the majority of temporal variation could be explained using a seasonal 
cycle and previous incidence (Stanton et al.  2011 ).  

11     Data Policy Challenges and Opportunities 

 The MERIT Steering Committee has sought to create a data policy designed to 
achieve maximum research opportunities and outcomes while promoting open use 
by health practitioners and decision makers for the public benefi t. However no 
single solution has been found to the diverse types of data involved and the diverse 
needs of the MERIT community since different data and products carry different 
access and dissemination conditions (e.g. restrictions due to privacy) and intellec-
tual property rights. As a consequence the MERIT Steering Committee is actively 
discussing data sharing through the WHO information platform OpenHealth, the 
IRI Data Library and the GEO WebPortal (  http://www.earthobservations.org    ). 
The IRI Data Library is making MERIT related environmental and climate data 
available to the global research community. 
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 The 4th MERIT Technical Meeting in Addis Ababa, Ethiopia (MERIT  2010 ) 
extensively discussed the issue of data sharing, interoperability and developments 
of tools, including a proposal of a central MERIT information system. While so far 
the MERIT information systems are a combination of independently developed 
information systems, the community is continuing to explore technical options in 
order to realize the MERIT goals. 

11.1     Meningitis Map Room 

 The Meningitis Map Room, situated in the IRI Data Library, makes meningitis- related 
environmental, demographic, and epidemiological data available for visualization, 
integration, analysis, and download (  http://iridl.ldeo.columbia.edu/maproom/.Health/.
Regional/.Africa/.Meningitis/    ). The data are web-accessible through a set of easy-to-
use map pages and links to datasets. The spatial extent of the area of interest is 
controlled by click and drag cursor controls. First and second order administrative 
boundaries are used to calculate time varying spatial averages of gridded environmen-
tal data. These environmental time series can be correlated with time series of epide-
miological data or downloaded to the user’s desktop. New datasets are added when the 
spatial resolution or quality of the data is an improvement upon existing map room 
datasets (Del Corral et al.  2012 ). 

 The environmental data include rainfall, temperature, relative humidity, visibility, 
and wind speed. There are environmental quantities from a regional dust model run 
that spans 1979–2008. The demographic data is the CIESIN Gridded Population of 
the World Version 3 (GPW3).   

12     MERIT Today and Future Direction 

 The 5th MERIT Technical Meeting and strategic review took place in Geneva, 
Switzerland in November 2011. At this meeting the achievements of MERIT to date 
were evaluated by an independent group of experts and a new chart for MERIT 
activities was developed based on the changing needs of the meningitis control 
community. Key outcomes from this meeting and highlights of the preliminary 
research results are outlined as follows.

    1.    New evidence has been produced on the contribution that climate and environ-
ment make to the spatio-temporal distribution of meningococcal meningitis.

    (a)    Meningitis – climate/environment linkages have been further elaborated 
using robust statistical techniques taking into account the natural history of 
the disease, non-climatic factors and verifi ed and relevant climate and envi-
ronmental information. However the lack of understanding of the mechanisms 
and the interaction of infection, disease and immunity remains a challenge to 
the interpretation of these results.       
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   2.    Transitioning research into policy and practice is strengthened by a strategic 
approach for the creation of evidence, together with the development of a cumu-
lative knowledge base.

    (a)    The multi-sectoral Steering Committee, led by WHO, enables new commu-
nities to be brought together that are focused on policy-relevant problem- 
focused research.   

   (b)    The creation of mini-MERIT meetings has enabled highly focused scientifi c 
discussions to be developed and shared.   

   (c)    The increased profi le of meningitis as a climate sensitive disease has created 
funding opportunities for researchers.       

   3.    An effective means for the dissemination of new knowledge together with devel-
opment of means to broadly access this knowledge has been undertaken.

    (a)    MERIT international meetings provide a platform for sharing new data, 
research innovation and scientifi c knowledge.   

   (b)    Peer review publications and presentations at scientifi c and policy confer-
ences/workshops have been used to disseminate research fi ndings.   

   (c)    Engagement with national research and health decision-making partners has 
enabled learning and dialogue between south-south-north MERIT partners.   

   (d)    The development of a MERIT website   (http://www.merit.hc-foundation.org)     
has enabled widespread sharing of MERIT information.       

   4.    Initiatives to increase the uptake of evidence in both policy and practice are in 
development.

    (a)    As data and learning accumulate, the opportunity to engage new partners 
with a move to a multi-disease approach is opening up new operational 
research opportunities.   

   (b)    MERIT responsiveness to changes in policy environment – i.e. the move 
from a reactive to preventive vaccine strategy has resulted in prioritization of 
longer term changes in the Belt.   

   (c)    Creation of training opportunities such as the IRI Summer Institute ‘Climate 
Information for Public Health Action’ has increased understanding of 
researchers and decision-makers in use of climate information.         

 The strategic review and technical meeting succeeded in large part by engaging 
both MERIT partners who have been actively involved in the Initiative to date and 
a small group of independent, external advisers representing the areas of meningitis 
control, environmental information and policy makers. Technical partners provided 
updates on latest research activities and preliminary outputs were discussed exten-
sively in light of the current public health priority areas. The advisory group 
acknowledged the high commitment and quality of the multi-disciplinary teams 
involved in MERIT, as well as the willingness to adapt and streamline their research 
in line with the changing public health situation. Recognizing the importance and 
relevance of preliminary research results, the advisory group highlighted the need to 
translate new knowledge into operational activities in order to lead to tangible pub-
lic health impacts and improved decisions. 
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 As a result of the strategic review, consensus was reached on the importance for 
MERIT to continue with clarifi cation of priority research needs in light of a chang-
ing epidemiological landscape and renewed focus on translating new knowledge 
into decisions and operations. Future developments of MERIT may extend beyond 
the limitations of current research in terms of providing an early warning system, 
and add considerable value to the development of an impact assessment of the 
conjugate vaccine and carriage studies. The MERIT Steering Committee is reviewing 
the structural and fi nancial needs of the Initiative to ensure its future sustainability 
and to support MERIT activities in countries of the Meningitis Belt. 

 The collaborative partnership model that the MERIT  Initiative has demonstrated 
over the past 5 years provides a promising, innovative framework to support public 
health preparedness and control strategies. MERIT’s strength is that the research 
conducted has been driven in large part by clearly articulated public health ques-
tions. Public health decision-makers have been willing to explore unfamiliar terri-
tory and opportunities for improving well-established control strategies by 
leveraging new knowledge and expertise from the climate, environmental and 
research sectors. Equally important have been the investments made by the scien-
tifi c and practice communities across various disciplines to adapt research projects 
in line with the evolving public health strategy across the Meningitis Belt. Not lim-
ited to the problem of meningitis epidemics in Africa, the lessons learned from the 
MERIT Initiative offer valuable input and new ideas for improving global public 
health strategies for other climate/environmentally sensitive epidemic prone diseases 
of international concern.     
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