
Physical Chemistry in Action

Fabien Gatti    Editor 

Molecular 
Quantum 
Dynamics
From Theory to Applications



Physical Chemistry in Action

For further volumes:
http://www.springer.com/series/10915

http://www.springer.com/series/10915




Fabien Gatti
Editor

Molecular Quantum
Dynamics

From Theory to Applications

123



Editor
Fabien Gatti
Institut Charles GERHARDT - CNRS 5253
Université Montpellier 2
Montpellier Cedex
France

ISSN 2197-4349 ISSN 2197-4357 (electronic)
ISBN 978-3-642-45289-5 ISBN 978-3-642-45290-1 (eBook)
DOI 10.1007/978-3-642-45290-1
Springer Heidelberg New York Dordrecht London

Library of Congress Control Number: 2014931787

© Springer-Verlag Berlin Heidelberg 2014
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered
and executed on a computer system, for exclusive use by the purchaser of the work. Duplication of
this publication or parts thereof is permitted only under the provisions of the Copyright Law of the
Publisher’s location, in its current version, and permission for use must always be obtained from Springer.
Permissions for use may be obtained through RightsLink at the Copyright Clearance Center. Violations
are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

www.springer.com


Foreword

The word dynamics stands for motion as opposed to statics and being quantum
and related to molecules implies that in this book the Schrödinger equation
in its time-dependent form provides the central framework. In recent decades
quantum dynamics has become an enormously diverse and active field of research
ranging from entangled photons to biologically relevant response to laser light,
covering thereby many, partly new, areas as cold atoms and molecules, Bose–
Einstein condensates, atoms and molecules in external fields, coherent control of
molecules, ultrafast processes like charge migration and energy transfer mediated
by electron correlation, attosecond physics and may be also attosecond chemistry,
and more. The availability of new light sources like free electron lasers and
attosecond pulses produced via high-harmonic generation enlarge the range of
possible quantum dynamics to be studied and pose further substantial requirements
on the development of suitable theoretical methods. One should be aware that the
high-harmonic generation itself is a quantum dynamics phenomenon.

At least in chemistry and biology, structure plays a major role within the realm
of statics. Here, complexity typically tends to grow with the size of the system. This
contrasts dynamics, in particular quantum dynamics, where complexity depends
also on the forces leading to the dynamics. For instance, even the situations of
hydrogen atoms in strong external crossed electric and magnetic fields or exposed
to the intense free electron laser field represent nontrivial dynamics problems, while
the same problems in weak fields are rather straightforward to solve. In quantum
dynamics the measurement itself also adds to the complexity of the problem. To
investigate the dynamics, one would, of course, like to follow it as a function of
time. In femto-chemistry and several areas of physics this has been successfully
achieved in many cases by employing so-called pump-probe methods. The field
of time-dependent measurements is still in its infancy when one wishes to probe
the faster electronic motion of atoms and molecules after a perturbation and, in
particular, if the system is exposed to intense light.

Molecules are composed of electrons and nuclei and one often tends to forget
that all of them participate in the dynamics. This stems from the Born–Oppenheimer
approximation which is a milestone in the theory of molecules and of electronic
matter in general. The much larger masses of the nuclei compared to that of electrons
allow for an approximate separation of the electronic and nuclear motions, and
this separation simplifies the quantum as well as classical treatment of molecules
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vi Foreword

substantially. One should be aware that even the notion of molecular electronic
states is connected to this approximation. This approximation has been extremely
useful in numerous applications and is generally widely applied. It has become a
standard reference even in cases where it fails. And, indeed, this approximation
does fail, often severely, in particular for polyatomic molecules whenever the
potential energy surfaces belonging to different electronic states (defined by this
approximation!) come close to each other. The most dramatic failure is encountered
when these surfaces exhibit so-called conical intersections and the coupled motion
on these surfaces has to be considered as well described in this book. Interestingly,
one can express the exact wavefunction (or wavepacket) of the system as a product
of electronic and nuclear wavefunctions and thus separate the respective motions
exactly, but such an approach is nowadays still more complicated than solving the
coupled equations for the coupled motion.

As long as only a few electronic states are excited and thus participate in the
dynamics, one can solve the coupled electronic-nuclear dynamics by expanding
the total wavepacket in the space of these electronic states (see also this book).
Owing to advent of ultrashort pulses, many electronic states can be populated by
such pulses and the description of the quantum dynamics, for instance, the ensuing
hole migration, becomes extremely complicated. Here and in similar situations,
the electronic and nuclear dynamics have to be described hand in hand when the
process of observation exceeds the short time period at which only the electrons
undergo motion and the nuclear motion did not set in yet. Treating both motions
quantum dynamically is an important goal of future work. First steps have already
been taken, for example, treating both kinds of motion within a fully time-dependent
Born–Oppenheimer approximation and beyond.

This book covers a collection of important topics where chemistry and physics
overlap. In most cases the methods and approaches employed are more physics-
like, while the questions asked are more chemistry. In all these topics—excellently
put into the frame of the book title in the introduction—quantum effects play a
central role and the objects of study are molecules. The body of the book starts with
gaining quantum insight into catalysis, a highly relevant subject in experimental
chemistry, continues with tunneling and chemical reactions, comes to the subjects
of vibrational and vibronic spectroscopies and the underlying quantum dynamics,
and moves through non-adiabatic photodynamics and photochemistry phenomena to
arrive at the control of molecular processes and the dynamics of molecular quantum
computing. All in all, a collection of subjects which cannot be left out of a book
with the title molecular quantum dynamics.

From the introduction chapter of the book and my short analysis displayed above,
I anticipate that quantum dynamics is not only an exciting subject currently, but also
has an enormous future potential. And, since molecules are the building blocks of
everyday’s life, molecular quantum dynamics will have a growing portion in the
quantum dynamics world.

Heidelberg, Germany Lorenz Cederbaum
February 2014



Preface

Molecular quantum dynamics is an emerging field at the border between quantum
physics and chemistry. There is growing evidence that a significant number of
chemical reactions are impacted by strong quantum-mechanical effects and, even
more importantly, that these quantum effects, such as quantum coherence, could be
used to create radically new technologies involving molecular systems. For instance,
since the invention of lasers, it has become a dream in chemistry to use these
coherent sources for triggering photochemical reactions selectively and efficiently.
In traditional industrial chemistry, this is achieved by adjusting external parameters
such as temperature, pressure, concentration, and solvent, or by adding catalysts. In
general, much energy is wasted and many undesired by-products are created, which
may have negative effects on the environment. In this context, laser light offers the
possibility to deposit energy in a molecule and to trigger chemical reactions in a
fully controlled fashion and in a much cleaner and energetically efficient way.

Since the advent of femtochemistry, the possibility to manipulate chemical reac-
tivity by excitation with laser pulses has already been experimentally demonstrated
for several reactions in the gas phase and on surfaces. For instance, the excitation of
the stretching modes of vibration of CH4 accelerates the C–H bond breaking on a
surface of Ni(100). But a precise control of quantum effects in molecular processes
still remains challenging due to the large number of vibrational and rotational
degrees of freedom that can rapidly dissipate the quantum coherence. However,
major experimental developments have been achieved recently: the possibility to
align and even orientate molecules in two or three dimensions and attospectroscopy
that allows one to generate sub-femtosecond laser pulses for observing electrons on
their natural time scale. The conjunction of femto- and atto-chemistry and of the
alignment of molecules lets us hope that it will be possible to reach a much higher
level of control of chemical reactivity at its most fundamental level including the
quantum effects that govern the microscopic realm.

In addition, during the last 20 years, tremendous progress has been made in
the development and applications of theoretical approaches to the full quantum-
mechanical study of molecular processes. This development has been made possible
by the availability of powerful workstations and massively parallel computers
and even more importantly by the design of new and more efficient algorithms
to solve the Schrödinger equation. Perhaps the most significant result of this is
that full quantum-mechanical simulations have allowed the correct interpretation
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viii Preface

of major experimental findings. This is the aim of the present book, written by
theoreticians, to provide some illustrations in a wide range of areas: heterogeneous
catalysis, reactive scattering, photodissociation, infrared or ultraviolet spectroscopy,
photochemistry guided by laser pulses, and quantum computing.

I thank all the authors for their excellent contributions and the French National
Centre for Scientific Research (CNRS) for its continuous support to this field.
Finally, I am grateful to Tobias N. Wassermann from Springer Verlag for his
constructive help and his efficiency.

Montpellier, France Fabien Gatti
November 2013
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1Introduction and Conceptual Background

Fabien Gatti and Benjamin Lasorne

Molecular Quantum Dynamics, often called “Quantum Dynamics,” is the subfield of
Theoretical Chemistry where both the electrons and the nuclei of a molecular system
are treated with a quantum-mechanical approach. Molecular Quantum Dynamics
can be seen as the encounter of Quantum Physics and Chemistry.

In general, the realm of quantum phenomena is not directly connected to
chemistry but rather to physics, for instance atomic physics and quantum optics.
These are domains that are now well understood and controlled, as recognized
by the Nobel Prize in Physics 2012 awarded to Serge Haroche and David Jeffrey
Wineland. Quantum mechanics deals with physical phenomena at the microscopic
level, precisely where the action is of the order of magnitude of the Planck
constant [1–7]. One of the most intriguing features of quantum mechanics is, as
indicated by its name, the hypothesis of quantization. This notion implies that,
under some particular conditions, physical observables measured experimentally
can only take certain discrete values. These happen to be the eigenvalues of the
operator associated with the physical observable. Another fundamental principle
of quantum mechanics is the superposition principle, which holds that a quantum
system can be in several eigenstates simultaneously. Formally, the corresponding
wavefunction can be written as a linear superposition of several eigenfunctions
of the operator corresponding to a given physical quantity. In particular, if the
observable is the energy, such a linear combination will imply that the probability
density, given by the square modulus of the normalized wavefunction at each point
in space, will depend on time. The wavefunction is then referred to as a wavepacket,
i.e., a coherent superposition of several eigenstates. When the physical quantity is
measured, the wavepacket collapses. This results in the observation of only one of
the possible eigenvalues. If there is no measurement, and if the system is isolated,
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2 F. Gatti and B. Lasorne

the different components of the quantum superposition can interfere. This yields
new properties that can be measured and that have no classical counterpart. This is
illustrated by the famous Schrödinger cat that can be alive and dead simultaneously.
In other words, the Schrödinger cat can be in a coherent superposition of both a
dead state and an alive state. These two states can interfere to create new behaviors
that cannot be observed for a cat that is either alive or dead. The Schrödinger cat can
be seen as a paradox only because the cat is large-scale system and creating such
a coherent superposition for a cat is not realistic. But for much smaller systems
(photons, atoms, molecules, etc.) such coherent superpositions can be created.
Perhaps the most surprising of the resulting effects is quantum entanglement, as
predicted by Albert Einstein, Boris Podolsky, and Nathan Rosen in 1935, but seen
at that time also as a paradox that was supposed to prove the inadequacy of quantum
mechanics. After two particles have interacted, a measurement made on one of
the particles can modify the quantum state of the second particle instantaneously,
even if the distance between the two particles is large. However, in general, the
system interacts with its environment, and a loss of coherence between the different
quantum states occurs. This is what is called quantum decoherence. The quantum
interference terms vanish locally, and the system is formally equivalent to a classical
statistical mixture of states rather than a single coherent quantum superposition of
them.

Such concepts are well known in physics, but chemistry is rarely interpreted
within a full quantum-mechanical perspective. For instance, an elementary chemical
process is generally not described as the evolution of a wavepacket. However, very
early within the advent of quantum mechanics, quantization of the electronic states
and the requirement of describing electrons with a delocalized wavefunction hap-
pened to be essential for many processes in chemistry, thus leading to the concepts
of molecular orbitals, potential energy surfaces, and non-adiabatic couplings [8, 9].
The field of quantum chemistry was born, and its importance has been emphasized
since then by Nobel prizes in Chemistry awarded to Linus Pauling in 1954, to
Robert Mulliken in 1966, and to Walter Kohn and John A. Pople in 1998. Another
significant illustration is found in Rudolph A. Marcus’ theory, whereby the rates
of electron transfer reactions are rationalized within a semi-classical formulation
[10–12]. The latter describes the electron transfer process as a reaction where the
system must undergo hops between two quantized electronic states. The hopping
probability is estimated using an approximate analytical solution to the equations
of motion governing the transition dynamics of a two-level quantum mechanical
system (a Landau-Zener-type formula).

Consequently, electrons often are treated (at least partly) quantum-mechanically
in theoretical chemistry except for very large systems (in the field of “Molecular
Mechanics”). However, if the motion of the nuclei is added to the description of the
system it is generally achieved through a classical treatment by solving Newton’s
equations, i.e., classically. This is the field known as “Molecular Dynamics” [13]
(the development of models in this field has earned the Nobel prize in Chemistry to
Martin Karplus, Michael Levitt, and Arieh Warshel in 2013). There are good reasons
to support this strategy. The nuclei have a much larger mass than the electrons, and,
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except for Hydrogen, they thus have a small de Broglie wavelength and generally
move as mere mass points. In addition, since the nuclei are heavy, the difference of
energy between the vibrational levels is much smaller than between the electronic
states: quantization of the vibrational states can be neglected in many applications to
reactivity. Besides, the coherence between the vibrational states is lost very quickly
due to the very large density of states. The latter density is linked to the heavy
mass of the nuclei and also to the fact that the system is entangled in a complex
environment that destroys the interference effects [14]. Quantum effects for the
nuclei are thus often expected to be weak in chemistry or at least negligible with
respect to the other parameters that determine the characteristics of a molecular
process.

One noticeable exception is molecular spectroscopy, more specifically infrared
spectroscopy, where, almost by definition, quantization of the vibrational states
cannot be neglected since it concerns the measurement of the transitions between
the quantized vibrational states [15]. Due to its importance in chemistry, for instance
for the detection of functional groups in organic chemistry, infrared spectroscopy
is one of the very few domains where the students in both physics and chemistry
experience the application of a full-quantum mechanical treatment for both the
electrons and the nuclei in a molecular system. However, there is growing evidence
that a significant number of various chemical reactions are impacted by strong
quantum-mechanical effects involving nuclei [16].

In particular, chemical reaction rates can be greatly enhanced by quantum
tunneling, namely the fact that particles can tunnel through a barrier that they could
not surmount classically. This arises especially if the chemical reaction involves
light atoms with large de Broglie wavelengths, such as protons, hydrogen atoms,
and hydride ions. Tunneling is observed sometimes experimentally for heavy atoms
but almost only at low temperature [17]. As stated by Robert J. McMahon in
a paper of 2003 on chemical reactions involving quantum tunneling: “far from
being mere curiosities or footnotes in the theory of chemical reaction rates, these
quantum phenomena manifest themselves in ‘ordinary’ chemical reactions” [18].
In particular, tunneling is important not only at low, “cryogenic,” temperatures but
also at room temperature, in biological processes, for instance. Important changes
of chemical reaction rates have been observed in chemical catalysis [19, 20] and
interstellar chemistry [21]. It has also been suspected that tunneling plays a key role
in some enzymatic reactions [22–28].

Another situation where quantum effects are essential occurs in the presence
of strong vibronic couplings between several electronic states through the nuclear
motion. The extreme case occurs around conical intersections, namely molecular
geometries where two potential energy surfaces cross (the corresponding states are
degenerate). These nonavoided crossings are called conical intersections because of
the local shape of the two potential energy surfaces around the degeneracy point.
In the vicinity of a conical intersection, the Born–Oppenheimer approximation
breaks down, allowing non-adiabatic processes to take place. Conical intersections
were predicted by John von Neumann and Eugene Wigner in 1929 and seem to
be ubiquitous in polyatomic molecules [29, 30]. In particular, they are suspected
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to play a key role during the first steps of photosynthesis [31] or vision [32,33], and
in the photostability of DNA bases [34, 35]. As already mentioned about Rudolph
A. Marcus’ theory, the fact that a system can be transferred from one quantized
state to another is per se a quantum effect. Besides this effect, the electronic states
can remain coherent with respect to each other during a non-negligible period of
time, leading to new quantum interference effects that are expected to exist even in
living material [36]. For instance, a long-lived quantum superposition of (vibrational
or vibronic) states has been observed experimentally in the photosynthetic system
at low temperature [37] or at room temperature [38, 39], and in the chromophore
of rodhopsin [40]. This does not mean that photosynthesis itself implies the same
quantum interference effects since in the experiments this long quantum coherence
is induced by pulsed coherent light. In contrast, photoinduced biological processes
occur via one-photon absorption in natural light, which is incoherent [41]. As
explained by Paul Brumer and Moshe Shapiro, “one-photon molecular excitation
with pulsed coherent laser light and with natural incoherent light yield qualitatively
different processes” [41]. In any case, the fact that photosynthetic systems can
induce a long quantum coherence after excitation with laser pulses is a very
important result on its own.

Another quantum effect is the so-called zero-point effect. The latter corresponds
to the fact that a quantum molecular system has a zero-point energy greater than
the minimum of its potential-energy well. It thus creates an effective uphill “shift”
of the potential energy for a quantum particle along the minimum-energy path
when compared to a classical particle [42, 43]. In addition, the wave properties
of molecules have been revealed by diffraction experiments for systems as large
as fullerene [44], perfluoroalkylated molecules, and complex derivatives of the
tetraphenylporphyrin molecule with up to 430 atoms [45], and the subfemtosecond
entanglement of protons with adjacent particles, such as other protons and electrons,
has been highlighted by recent experiments [46]. As stated by Aris Chatzidimitriou-
Dreismann and Markus Arndt as conclusions of a workshop on entanglement and
decoherence of complex quantum systems: “in contrast to the popular view among
chemists, atomic nuclei can not always be considered as classical mass points” [46].

On the experimental front, decisive progress has been achieved with the ability
to use time-resolved pump-probe laser methods to study chemical processes on the
femtosecond time scale (10�15s), i.e., the typical period of molecular vibrations [47–
49]. This was at the origin of the development of femtochemistry that earned Ahmed
Zewail the Nobel Prize in Chemistry 1999. This technique allows experimentalists
to follow the motion of the nuclei in real time: when chemical bonds break, form,
or geometrically change. More recently, possibilities have emerged to generate sub-
femtosecond or attosecond laser pulses [50–52] for observing electrons on their
natural time scale. These techniques open the door to even measuring coupled
electronic and nuclear dynamics [53–56]. Controlling the behavior of electrons and
nuclei has become a key component to understand all sorts of quantum effects
in molecular systems, in particular quantum coherence. It is also feasible with a
closed-loop laboratory-learning procedure to create optimal ultrafast laser pulses
that lead the molecular systems to a desired target outcome [57–60]. Another major
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advance has been the possibility to orientate or align molecules, which allows one
to excite molecular systems with laser pulses in a much more efficient way [61–
64]. Polar molecules can be indeed (partially) oriented in the gas phase with a
static field or with an external field that varies smoothly in a way that is concerted
with the internal motion [65]. The introduction of crossed molecular beam methods
mainly by Dudley Herschbach and Yuan T. Lee, for which they were awarded
the Nobel Prize in Chemistry 1986 (along with John C. Polanyi for his work in
chemical kinetics), has allowed experimentalists to measure collision cross sections
strongly impacted by quantum effects [66,67], even when resonances, i.e., quantized
metastable states, play a dominant role [68–70]. If one adds the fact that it is now
possible to measure all the vibration-rotation-tunneling spectra even for very floppy
systems such as water clusters [71–74], it appears clearly that it is now possible to
detect, quantify precisely, and even manipulate most quantum effects in molecules.

In practice, one has to solve the time-dependent or the time-independent
Schrödinger equation for the nuclei after having solved the Schrödinger equation
for the electronic Hamiltonian that provides the potential energy surfaces and
the couplings between the different electronic states. In principle, semiclassical
theory is capable of describing all types of quantum effects [75–78] and is very
efficient to add some quantum corrections to the description of very large systems
[16]. The present book will however focus essentially on full quantum-mechanical
methods. The latter not only give definitive comparisons with experimental results
and validate more approximate theoretical approaches, but also provide the most
complete characterization of a molecular process allowed by the basic laws of
nature. In this context, fully-quantum-mechanical or semi-classical approaches can
be seen as more complementary than in competition: quantum-mechanical methods
offer quantitative benchmarks and, above all, a qualitative understanding of the
quantum effects. Then, in a second step, variously elaborate semiclassical methods
can be built, calibrated by the quantum methods, and applied to much larger systems.

Despite the considerable power of modern computers, the quantum-mechanical
treatment of molecular dynamics is a formidable task when more than (only!) six
nuclear degrees of freedom have to be taken into account. Indeed, the numerical
effort scales exponentially with the number of degrees of freedom simply because
the size of the basis set also grows exponentially with the dimension of the molecular
system. Consequently, the development of molecular quantum dynamics has been
directly linked to progress in computer power and even more importantly to the
development of new algorithms to solve the Schrödinger equation. Joel M. Bowman,
Tucker Carrington, and Hans-Dieter Meyer have given a short history of the
quantum approaches in a recent review [79], albeit they focus on the computation of
vibrational energies only. John Z. H. Zhang has also published a book describing the
numerical methods in quantum dynamics and focusing more on reactive scattering
[80]. Basically, the work can be divided into three main steps: (1) the numerical
resolution of the (time-independent or time-dependent) Schrödinger equation for the
nuclei, (2) the calculation of the potential energy surface(s), and (3) the choice of
the set of coordinates to describe the system and the derivation of the corresponding
kinetic energy operator.
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The very first full quantum-mechanical approaches were undertaken in the
early 1970s [81–85]. One major progress has been the definition of appropriate
“primitive” basis functions to calculate the matrix elements of the Hamiltonian. The
basis set must be complete and orthonormal in the space of its variable (which can
be one or several degrees of freedom). In general, two basis sets of functions are
employed that are related to one another by a unitary transformation. One basis
corresponds to the so-called Finite Basis Representation (FBR) that is made of
mathematical functions such as spherical harmonics, Hermite, sine, and exponential
functions. The expression of the matrix elements of the kinetic energy operator
in the FBR is analytical and simple [86]. The second representation is the so-
called Discrete Variable Representation (DVR) in which the potential matrix is
diagonal [87, 88]. Another important achievement has been the use of the Lanczos
algorithm that allows one to calculate the eigenvalues of a given Hamiltonian
without resorting to diagonalizing a full matrix [89,90]. Perturbative treatments have
also been applied to calculate vibrational eigenvalues [91]. As regards the time-
dependent Schrödinger equation, after pioneering works by Robert E. Wyatt and
co-workers [81,82,92], the time-dependent picture has been popularized by several
papers of Eric J. Heller [93–95]. After this preliminary stage, the community spent
a lot of time in the 1980s on developing integrators to solve the time-dependent
Schrödinger equation [96] (Chebyshev, Lanczos, Split Operator, etc.): they are listed
in a review by Ronnie Kosloff [97] who played an important role in this domain [98].
Previously, the evolution of wavepackets was hardly studied in academic courses on
quantum mechanics. David J. Tannor has recently published a book, “Introduction
to Quantum Mechanics, a time-dependent perspective,” that now fills in this lack.
The book also presents some applications to molecular quantum dynamics. The
development of robust integrators has thus been a great achievement, not only
to study molecular systems, but also for any field where quantum mechanics is
required.

Generally speaking, the fundamental problem faced in quantum-mechanical
studies of large systems is the huge dimension of the primitive basis set, which
is a product basis built from 1D bases for each degree of freedom. In order to
tackle the exponential scaling of the numerical effort, several strategies have been
developed, which are based on a “contraction” of the primitive basis. The contracted
basis set is built in the primitive basis set but its size is much smaller. Some
examples of contraction schemes are the Sequential Adiabatic Reduction (SAR)
method of Z. Bac̆ić and J. C. Light [87] or the contraction schemes developed
by Tucker Carrington and co-workers that have emerged as optimal approaches
to study rovibrational spectra [99–102]. One decisive step forward has been the
systematic use of variational principles to build this intermediate “contracted” basis
set. If we specifically turn to the time-independent picture, a systematic comparison
between quantum dynamics and quantum chemistry can be made. The “contracted”
functions obtained with the variational principle and primitive functions play the
same role as the molecular orbitals and the atomic-orbital basis set functions in
quantum chemistry, respectively. Several variants have been proposed. For the time-
independent picture, one can cite Vibrational Self-Consistent Field (VSCF) methods
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combined with perturbation theory [103–108]. Another approach is the VSCF pro-
cedure combined with a Configuration-Interaction (CI) method [109–111] that has
given rise to the MULTIMODE package to calculate vibrational eigenvalues [112]:
the subsequent CI procedure explicitly deals with the full correlation between the
modes, yielding accurate results for five- or six-atom molecules and realistic results
for much larger systems [113]. Vibrational Multi-Configuration Self-Consistent
Field (MCSCF) methods have also been proposed that are similar to the Complete
Active-Space SCF (CASSCF) method used in quantum chemistry [114–117]. The
variational principle has also been applied to the time-dependent Schrödinger
equation leading to the Time-Dependent Hartree (TDH) method [118, 119], and
to multi-configuration time-dependent self-consistent field methods [120, 121] and
more precisely to the Multi-Configuration Time-Dependent Hartree (MCTDH)
method [122–125]. The Heidelberg MCTDH package [126] is probably the first
software with a general character in the field of Molecular Quantum Dynamics. Its
versatility is well illustrated by the fact that it has been applied to all the domains
presented in the chapters of the present book: heterogeneous catalysis, reactive or
non-reactive collisions, infrared spectroscopy, ultraviolet spectroscopy involving or
not non-Born–Oppenheimer processes, photochemistry, processes guided by laser
pulses, optimal control. Finally, it is worth noting that the calculation of metastable
quantum states, in particular the calculation of their lifetimes, requires additional
numerical techniques [127–132].

Molecular dynamics studies heavily depend on high-quality potential energy
surfaces obtained from electronic structure calculations within the framework
of quantum chemistry. These calculations and their global representation using
analytical functions constitute a field on its own that is not the topic of the present
book. Much progress has been achieved in this area in the last decades [133–
135]. However, the description of systems by means of global potential energy
surfaces is still limited to rather small systems. This limitation can be overcome,
to some extent, by assuming that chemical phenomena can be described by a
limited number of active coordinates that involve motions of large amplitude and
that the other modes, the inactive ones, play a less important role. Under these
conditions, it is possible to invoke simplifying approximations. For instance, a
“reaction-path Hamiltonian” approach that makes use of a harmonic approximation
defined along one or several active or “reactive” coordinates can be considered
[136–142]. Another fruitful model has been devised by Cederbaum and co-workers
to treat multistate-multimode vibronic couplings that uses a Taylor expansion of the
different potential energy surfaces around the Franck–Condon geometry [143].

In molecular quantum dynamics, the choice of the set of coordinates to describe
the physical system and to express the Hamiltonian operator is very important.
As explained above, the main problem we have to face is the very large size
of the basis sets, primitive or contracted, and this size is directly linked to the
correlation between the coordinates. An inadequate set of coordinates can entail
a strong artificial correlation and thus a poor convergence. Consequently, the set of
coordinates must be carefully chosen to minimize as much as possible the size of
the basis set. First, it is important to split the set of coordinates into two subsets,
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one corresponding to the three Euler angles that define the Body-Fixed frame and
that describe the overall rotation and one corresponding to the 3N�6 internal
coordinates, N being the number of atoms in the molecular system that describe
the deformation of the system. The potential energy surfaces depend on the 3N�6
internal degrees of freedom only, and if the molecular system is isolated one can
take advantage of the fact that the quantum number associated with the total angular
momentum is a constant of motion. As regards the choice of the 3N�6 internal
coordinates, for systems low in energy around a local minimum, the molecular
system vibrates in a quasi-harmonic way and a description in terms of rectilinear
normal coordinates that are linear combinations of the Cartesian coordinates of
the atoms is correct. But higher in energy or for systems with large-amplitude
motions such as systems undergoing scattering, dissociations, or isomerizations,
a description with rectilinear coordinates is no longer adapted, and a description
in curvilinear coordinates, i.e., involving angles, is required. Unfortunately, the
use of curvilinear coordinates leads to very complicated expressions of the kinetic
energy operator that are very specific to particular systems [144–147]. Recently,
more general expressions of the kinetic energy operator have been given and general
programs to provide them are now available [148,149], in particular the formulation
in polyspherical coordinates combined with a separation into subsystems [149–
151] seems promising to treat large systems with curvilinear coordinates in a
systematic way. The possibility to obtain the kinetic energy operators numerically
in a systematic way is also an important achievement [148].

Typically, it is now possible in molecular quantum dynamics to treat systems
with an ab initio potential energy surface and curvilinear coordinates up to 6–7
atoms in full dimensionality such as (H2)3 [152], CHC5 [102], and H5O

C
2 [153,154].

When a model is used for the potential and/or a description with normal coordinates
is adopted, it is possible to deal with systems a little bit larger such as pyrazine,
including two electronic states coupled through a conical intersection [155] or
malonaldehyde [156]. One can also mention the H C CH4 system that undergoes
a reactive process [157]. We will see later that the recent Multi-Layer MCTDH
approach will allow one to treat even larger systems. Note also that Feynman’s path
integral formulations have been applied to study condensed matter [158], but they
will not be addressed in the present book.

The field of applications of molecular quantum dynamics covers broad areas of
science not only in chemistry but also in physics and biology. Historically, due
to the fact that the full quantum-mechanical simulation of molecular processes is
limited to small systems, molecular quantum dynamics has given rise mainly to
important applications of astrophysical and atmospheric relevance. In the interstellar
medium or the Earth atmosphere, molecules are generally in the gas phase. Since
many accurate spectroscopic data are available, these media have provided various
prototype systems to study quantum effects in molecules and to calibrate the
theoretical methods used to simulate these effects. In this context, it is not surprising
that much theoretical effort is still directed toward modeling the full quantum-
mechanical treatment of small molecules. Among others, one can cite the studies
of the spectroscopy of water [159–161], and of the spectroscopy, photodissociation,
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and formation of ozone, in particular the studies of the Hartley and Huggins
bands that absorb most of the Sun medium-frequency ultraviolet light [162–164].
Molecular systems that are important for the greenhouse effect, ozone depletion,
or for the study of the composition of the atmosphere of the Earth, planets in the
solar system, or exoplanets have also been studied with full quantum-mechanical
approaches: N2O [165], NH3 [140, 166–168], CH4 [100, 169–173], etc.

But the most important goal of molecular quantum dynamics is probably
to describe, understand, and control the elementary chemical processes at the
most fundamental level, and it is the aim of the present book to provide some
illustrations. This can be achieved by transferring all the methodology developed
in quantum physics to the realm of molecular problems. In particular, the concepts
of eigenstates, wavepackets, or even “dressed states” (dressed by an external field)
used in quantum optics to describe atom-field interactions [174, 175] can be used
to describe chemical phenomena. Such an approach can lead to new insights into
the interpretation of chemical processes not available with a pure static picture or
a classical or even a semi-classical picture of the motion of the nuclei (at least not
directly in the latter case).

One central question in chemistry is how indeed to control reactivity and selectiv-
ity. A chemical reaction is often made of a series of several “elementary reactions”
that can be described by using collision theory for bimolecular reactions since they
can be seen as encounters between two chemical species [176]. The understanding
of the dynamics of a system at the molecular level is the key to the interpretation
of macroscopic kinetics, in particular to calculate thermal reaction rates, k.T /.
As aforementioned, the development of crossed molecular beam methods allows
the experimentalists to obtain an even more detailed information on the collisions,
i.e., the state-to-state cross sections. Understanding all these elementary processes
quantum-mechanically remains a very challenging task of tremendous practical
importance, in particular for industrial reasons. Let us consider an example, the
production of most synthetic compounds with heterogeneous catalysis involving the
interaction of gas- or liquid-phase molecules with metal surfaces. In this context, the
Nobel Prize in Chemistry 2007 was awarded to G. Ertl for his complete description
of elementary molecule-surface reactions by which ammonia is produced for
fertilizer [177]. But, for such a process, a detailed description of the mechanism
behind each elementary act itself is still unavailable. In other words, if great progress
has been achieved to produce new catalysts, the processes to find them remains
empirical. It is what G.-J. Kroes and co-workers explain: “in many cases this
progress [in the field of catalysis] is dictated by experience, intuition and trial
and error” and thus “a full atomic scale picture of reaction dynamics at surfaces
is desirable so that existing processes can be optimized and new and better catalysts
can be designed” [178]. The ultimate goal is to reach a much higher level of control
of the corresponding reactions. G.-J. Kroes mentions the fact that a demand for new
catalysts is particularly strong in the automotive industry nowadays [178].

To determine in detail how molecules react on metals, many questions have to
be answered [179]: how does the molecule dissipate or store internal vibrational
energy during the collision with the surface? How does a bond of the incident
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molecule break and how do the fragments bind chemically to the surface? How do
the molecules scatter on the surface? What is the role of the phonons and electron-
hole pair excitations in the process? etc. At this level of description, quantum
effects can be dominant. In Chap. 2, Cristina Díaz et al. give some illustrations
using a time-dependent quantum-mechanical approach. For instance, they present
calculated reaction probabilities for H2 C Cu(111) and D2 C Cu(111) using all six
molecular degrees of freedom and in excellent agreement with experiments [180].
They describe other simulations, for instance H2 C Pd(100), Pd(110) or Pd(111)
[181]. The H2 C Pd(100) system has revealed the importance of the zero-point
energy effect in the hydrogen dynamics: the quantum particles cannot propagate
along the bottom of the valley of the potential energy surface since they require
at least the zero-point energies perpendicular to the propagation direction. As a
consequence, the sticking probability of H2 on Pd(100) is much larger for the
quantum particle than for a classical one [42]. In addition, the simulations given
in Chap. 2 allow one to analyze the role played by the internal (vibrational or
rotational) degrees of freedom for instance for the CH4/Ni(100) system. They prove
that the excitation of specific modes, for instance the C-H symmetric stretching
mode for CH4/Ni(100), can increase and guide the reactivity. This is the kind of
information that cannot be obtained with a pure static description of a chemical
process and that can be exploited to manipulate the reactivity by selectively exciting
the corresponding modes of vibration using laser pulses. Such mode selectivity
in chemistry has been experimentally demonstrated in the context of reactions on
surfaces [182, 183].

A complete description of bimolecular reactions involving a moderate number
of atoms is also very important for practical reasons, among others in atmospheric
and combustion chemistry. U. Manthe and co-workers have, for instance, calculated
the thermal rate constant, k.T /, for the H C CH4 ! H2 C CH3 reaction [157,
184]. This H-atom abstraction reaction plays a central role in methane (CH4/O2)
combustion [185]. U. Manthe and co-workers have performed a full-dimensional
dynamics simulation using the MCTDH approach. By comparison with the classical
transition-state theory, they have showed that quantum tunneling drastically fastens
the reaction below 400 K. This simulation has been used as a benchmark to
calibrate semi-classical methods, more precisely the transition state theory including
corrections by Truhlar and co-workers, that could be used for much larger systems
[186, 187]. An accurate determination of rates of combustion reactions requires
to include quantum effects especially in the low-temperature regime [188]. This
accurate determination is very important to point ways toward better fuel systems
[189].

In Chap. 3, Hua Guo et al. stress the importance of tunneling in both unimolecular
and bimolecular reactions. They have calculated the thermal rate constant, k.T /, for
the exothermic HO C CO ! H C CO2 reaction [190]. In combustion, this reaction is
the main source of heat as the last step of hydrocarbon oxidation. They explain that
it proceeds via the HOCO intermediate. In the last step of the reaction, the system
has to surmount a transition state. There the reaction coordinate is essentially the
H-O stretch and tunneling can dominate. This gives rise to a strong non-Arrhenius
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kinetics: the rate constant is essentially flat up to 500 K and increases drastically
higher. As shown by their calculations the presence of this plateau up to 500 K is
due to tunneling.

Another intriguing quantum effect that has attracted great attention in the field
of molecular quantum dynamics is the involvement of “quantum resonances.” The
resonant states are metastable states: the nuclei can be temporarily trapped during a
reactive collision. Their lifetimes can be measured. They last typically for 10�13 to
10�12 s before they decay into reactants and products [191]. Scattering resonances
can be classified in several types such as shape or Feshbach resonances [80]. In a
shape resonance, the system is trapped in a one-dimensional well through which
it can escape by tunneling. This well can be created by the centrifugal barrier
of the system. The Feshbach resonance refers to an even more complex process
with more than one dimension: during the collision, the energy associated with
the scattering coordinate is partly transferred to other degrees of freedom. The
system is temporarily stabilized and forms a metastable state. For instance, the
calculated state-to-state probabilities show the existence of shape resonances and
Feshbach resonances in H C O2 ! OH C O [192] and H C H2 ! H2 C H [193,194]
respectively. However, these short-lived states are extremely difficult to observe.
Indeed, what is measured experimentally is a reaction cross section, which is a
summation over all the probabilities corresponding to all values of the total angular
momentum. This summation averages out the resonant contributions and masks
their effect [76]. In Chap. 4, Zhigang Sun et al. present several reactive scattering
systems involving Feshbach resonances. One of the most interesting results is the
fact that they have been able to observe individual resonances in reactions such as
F C H2 [195] and F C HD [70]. They have carried out wavepacket propagations
in full dimensionality. For F C H2, the usual way used in chemistry to explain
the reaction rates of elementary chemical reactions (mainly based on transition
state theory) must be abandoned: the system tunnels below the transition state
energy and for certain energies remains temporarily trapped, although the potential
is strongly repulsive along the reaction path! The results for F C HD are even
more interesting since each of the three peaks observed experimentally in the
differential cross sections have been assigned to one Fesbach resonance only. At
“normal” temperatures, the effect of these metastable states is masked. But detecting
individual resonances is not only an exotic result since “ultracold” chemistry is
precisely emerging as a very important field of research [196–201]. Measuring and
controlling the reactivity of “cold” (1 mK < T < 1 K) and “ultracold” (T < 1
mK ) molecules are now possible. At these temperatures, wavelike properties of
molecules start dominating reaction dynamics and the quantum effects are strongly
amplified. Tunneling through potential barriers becomes the dominant reaction
mechanism: for instance, two atoms with a large mass such as Cesium can be
combined through tunneling to form Cs2 at around 300 �K [202–204]. As a
consequence, chemical reactions at hyperthermal energies can occur along pathways
that deviate far from the minimum-energy path [205]. The resulting chemistry is
very rich and could give rise to many applications that are not possible otherwise. In
particular, thermochemistry at cold temperature can no longer be described by the
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paradigms of reaction path and transition states. In this context, it is conceivable to
target the resonant states [191] and to guide the chemical reactions in a way that is
completely different from chemistry at higher temperature.

When elementary reactions are not bimolecular, they are generally unimolecular.
Among the latter, many are induced by the absorption of light. But before describing
the photochemistry of molecules, it is necessary to understand how they interact
with light. Photoabsorbtion spectra lead to information about the actual values
of the eigenvalues of the Hamiltonian of the system and indirectly to the nature
of the corresponding quantum eigenstates. In infrared or microwave spectroscopy,
the fact that the rotational and vibrational states are quantized must be taken into
account since transitions are resonant only if the energy of the photon corresponds
to the energy difference between two rovibrational eigenvalues. The accurate
knowledge of infrared or microwave spectra of small molecules is important not
only for the spectroscopy of the atmosphere or in astrophysics, but it also provides
invaluable information to identify molecular properties that can be exploited in
different domains of chemistry [206]. Let us consider an example: the water
dimer is the archetype for aqueous hydrogen bonding and the dimer interaction
constitutes the leading and most important term in a many-body expansion for
water clusters and condensed phases of water [73]. Most simulations of water
use empirical pair potentials fitted to reproduce some properties obtained with
approximate methods (molecular dynamics or Monte Carlo). It is suspected that
many simulations suffer from an inadequate representation of the force field since
these effective potentials describe very poorly the experimental data of small water
clusters [207]. The vibrations and rotations of the monomers in the water dimer have
large amplitudes and are highly anharmonic. In addition, the rovibrational levels are
all split by quantum tunneling so that nearly exact quantum dynamics is necessary
to describe quantitatively the rovibrational spectrum. C. Leforestier and co-workers
have developed a code that solves the time-independent Schrödinger equation to
calculate the latter [208, 209]. Since very accurate experimental data are available
for this system [73], the code has allowed one to provide a test for the different
potentials, the two most recent ones [209, 210] giving a very good agreement
with experiments [209, 211]. It will allow a much more accurate description of
interactions between molecules of water and will result in better models of the liquid
or solid phase, which can be used, for instance, to study solvation and reactions in
aqueous environments. More generally, it will help for a better understanding of
hydrogen bonds that play an important role in many chemical processes [212].

In Chap. 5, Oriol Vendrell et al. give a similar example: the infrared spectrum of
the protonated dimer or Zundel cation, H5O

C
2 . Using a time-dependent description

with the MCTDH approach including all 15 internal degrees of freedom, they have
been able to completely characterize the infrared spectra in the gas phase for this
system as well as all its analogues where the hydrogen atoms have been replaced by
deuterium atoms [153, 154]. They have also performed time-dependent simulations
of the dynamics of a proton between the two water molecules [213]. As explained
by S. S. Xantheas, the scope of this work exceeds the simple description of this
small cluster alone since hydrogen cations are ubiquitous in nature [214]. The
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protonated dimers are important for environmental reasons since, for instance, “they
take part in acid-base reactions that determine the formation, fate and transport of
the main environmental pollutants that cause acid rain”; they are important also for
biological processes since “they are pumped across cell membranes by dedicated
proteins, creating gradients in pH and charge that act as energy reservoirs for
the cell,” etc. [214]. Describing correctly the potential interaction of this system
and the underlying vibrational quantum dynamics has thus a general character.
In particular, the time-dependent evolution of the proton obtained with MCTDH
can serve as a reference to calibrate more approximate methods [215, 216], which
can, in turn, be used to treat much larger clusters. This work can be seen as
a first step in a so-called bottom-up approach in nanotechnologies for instance,
where a precise description of chemical properties of small components can help
to understand much more complex structures created by the self-organization of
these components, in this particular case the collective physical phenomena involved
when hydrogen ions move through water. In the same vein, Vendrell et al. present
simulations concerning the infrared spectrum of malonaldehyde, a prototype for
the description of the intramolecular hydrogen bond and the corresponding proton
transfer [212, 217–220]. The field of infrared spectroscopy is also linked to the
studies of Intramolecular Vibrational Redistribution (IVR). The knowledge of the
couplings between the vibrational modes and the time scales of the vibrational
energy redistribution in molecules is important to understand the rates and the
efficiency of chemical reactions [221–223]. As stated by A. Zewail during his Nobel
lecture, knowing and controlling the time scales of IVR are a prerequisite of mode-
selective chemistry with lasers [224]. It may happen that the vibrational energy
given to a chemical bond for instance is redistributed within the molecule in a
statistical way, but IVR can also proceed via very specific pathways. In the latter
case and if these specific channels lead to important processes, this opens the way
to the induction of isomerizations (or dissociations) by laser pulses in the electronic
ground state: the lasers can excite one mode of vibration creating a coherent
superposition of several vibrational eigenstates, and the resulting wavepacket
moves, in a second step, into the direction of the other isomer [225–227].

If the energy of the photons is higher, in the ultraviolet-visible region, the
molecule can also be excited electronically. From the electronic excited state, the
molecule can release its excess energy and return to the electronic ground state
through light emission: fluorescence from a singlet state or phosphorescence from a
triplet state. However, in many cases, the light emission is quenched by a much
faster radiationless process that is often due to the presence of a non-adiabatic
coupling between the excited electronic state and the electronic ground state. In
addition, a photochemical reaction (photo-isomerization or photodissociation) may
occur during the deactivation time leading to new photoproducts. In polyatomic
molecules, this non-Born–Oppenheimer process is generally due to the presence
of a conical intersection [29, 30]. Understanding the physics around these conical
intersections is very important for at least two reasons: (1) a transfer through a
conical intersection corresponds to a fast change in the electronic wavefunction
so that the system can rapidly jump from one chemical state to a very different
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one. A conical intersection can be seen as a funnel through which a new chemical
reaction can occur. Conical intersections are a central paradigm for understanding
reaction mechanisms in photochemistry, as important as transitions states in thermal
chemistry [228]. (2) As explained above, the presence of conical intersections can be
at the origin of strong quantum-mechanical effects since the two nuclear wavefunc-
tions associated with the two electronic states can interfere. Thus, the determination
of the corresponding ultraviolet spectra in the gas phase is not only important for
astrophysical applications, but it is also an essential test for the description of the
quantum effects in molecules, which paves the way to photochemistry induced
by strong vibronic couplings. The illustrations given in Chap. 6 by Horst Köppel
prove that quantum physics around conical intersections is now perfectly mastered.
Time-dependent methods allow one to perfectly reproduce the envelops of the
experimental absorption spectra. The calculation of the eigenstates with a time-
independent approach allows the assignment of the main peaks of the spectra. In
particular it allows the assignment of those corresponding to “vibronic” states, i.e.,
vibrational eigenstates with components extending over more than one electronic
states such as those corresponding to the “mystery band” in the photoelectron
spectrum of the butatriene molecule. The simulations can also capture the most
subtle interference effects that characterize the physics around a conical intersection,
among others the “geometric phase phenomenon.” The spectroscopy of molecules
can also be complicated by the presence of spin–orbit couplings, which is a special
class of non-adiabatic coupling, especially for open-shell systems, since the latter
have unpaired electrons and an electronic spin that is different from zero [229,230].
The inclusion of the spin–orbit coupling is performed by adding relativistic coupling
terms in the molecular Hamiltonian operator.

In Chap. 7, Benjamin Lasorne et al. present studies of photochemistry around
conical intersections. Of course, the spectral position, shape, and width of the
absorption (or emission) spectra depend on all the competing events that dominate
the short-timescale dynamics of the system. In other words, there is a link between
the spectroscopy and the photochemistry of the molecule. But photochemistry has
to go one step further than spectroscopy since the conical intersection can be
far from the Franck–Condon region, the latter playing the dominant role for the
photoabsorption spectrum. As explained by M. Robb and co-workers, taking into
account explicitly the motion of the nuclei is essential for photochemical reactions,
in contrast with thermal reactions [228]. The latter are much better described by
the concept of minimum energy path and intrinsic reaction coordinate since the
system has time to equilibrate and redistribute the nuclear kinetic energy to the
surrounding environment. On the other hand, most photochemical reactions are
ultrafast, and the most straightforward path leading to the conical intersection can
be very different from the minimum energy path. To simulate explicitly the time
evolution, Lasorne et al. have adopted several approaches including a Gaussian
wavepacket version of the MCTDH algorithm: instead of using a contracted basis
set that is fully optimized variationally as in the MCTDH approach, the contracted
bases are constrained to keep a Gaussian shape. This allows one to associate, to the
propagation of each Gaussian function, a trajectory as in classical mechanics. Along
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the trajectory, the electronic potential can be calculated “on-the-fly,” i.e., for each
geometry, thus avoiding an explicit calculation of the potential energy surface. In its
most elaborate version [231], this Gaussian approach is “variational” in the sense
that all the quantum effects can be captured provided that the number of Gaussian
functions is very large. In practice, the number of Gaussian functions is limited for
numerical reasons, and this approach can be seen as an intermediate stage between
a full quantum-mechanical approach (i.e., using ab initio potential energy surfaces
and an algorithm such as MCTDH) and an approximate semi-classical method.
This approach allows one to see the quantum effects appearing step-by-step by
adding more Gaussian functions in the propagation. It is illustrated by the nonlocal
transfer from one electronic state to another in the case of the photoisomerization
of a cyanine model. In the latter case, a nonlocal transfer appears: as for tunneling,
the wavefunction disappears in one electronic state and instantaneously reappears in
the other electronic state with no indication of physically transiting the intermediate
geometries [232]. This effect is due to the presence of a conical intersection and not
to tunneling. In the same manner, when the wavepacket goes through the conical
intersection, it can split into several components. The latter can then meet again
and create strong interferences that can change the dynamics of the system [233].
These effects can be rendered by the Gaussian propagation methods [233]. One of
the most important results brought to the fore by these quantum studies has been
the impact of the topology of the conical intersection. As stated by M. Robb and
co-workers “sloped conical intersections tend to favor regeneration of the starting
material (photostability) because both excited-state and ground-state gradients point
toward the reactant side of the potential energy surfaces, whereas peaked conical
intersections are more likely to lead to photoproducts as one of the two gradients
leads to a new reactive channel on the ground-state surface” [228]. It is a sloped
topology that probably explains the photostability of DNA bases [34, 35, 234, 235]
and a peaked topology the isomerization of retinal in the first step of vision [236] and
the electron transfer in the linked porphyrin-quinone molecule that is responsible
for the first step of photosynthesis [31]. Conical intersections are perhaps the tools
used in nature to transform the energy of light into chemical energy because of the
efficiency and the rapidity of the effect they induce.

Explaining the cross sections of collisions and the photoabsorption spectra
of molecules is fundamental to understand the properties of materials, but it is
even more important to be able to manipulate and control these properties. In
traditional chemistry, this is achieved by adjusting external parameters such as
temperature, pressure, concentration, solvent, or by adding catalysts. A higher
selectivity and precision could be obtained by a systematic use of lasers. In addition,
the latter can offer the possibility to control quantum effects such as quantum
coherence. In traditional chemistry, the quantum states involved in the chemical
process are, in general, populated in a incoherent way described as a “mixed state”
in quantum statistical mechanics. The systematic use of laser pulses to induce
chemical process opens the possibility to create coherent superpositions of the same
quantum states, what is called a “pure state” in quantum statistical mechanics. Such
coherent superpositions might drastically increase the efficiency and the control of
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the corresponding chemical processes and at a much lower energetical cost. The
exploitation of this quantum coherence in molecular processes is seen as one of the
main challenges in basic energy sciences [237]. This leads to the concept of coherent
control that is presented in Chap. 8 by Sebastian Thallmair et al. The studies
presented in Chap. 7 are a first step in the direction of coherent control. For instance,
it is observed that a sloped or a peaked topology at the conical intersection leads
preferentially to photostability or photoreactivity, respectively. But since a conical
intersection is not an isolated point but a subspace of 3N�8 dimensions, N being
the number of atoms of the molecule, the topology can be sloped in some regions,
while peaked elsewhere [238,239]. By selecting the initial vibrations that are excited
by a laser pulse, the system can be guided in a specific direction and access the
conical intersection in different regions leading to different processes, photostable or
photoreactive for instance [238, 239]. Consequently, if it is important to understand
the intramolecular vibrational energy redistribution in molecules and the quantum
physics around conical intersections, it is even more important to understand
the two at the same time since, in polyatomic molecules, excitations result in a
rapid mixing of vibrational and electronic motions, which induces both charge
redistribution and energy flow in the molecule [240]. The fact that the electronic
and nuclear motions can be coupled in the most subtle way is observed even in
physiological processes. For instance, as aforementioned, a quantum coherence
between two electronic states has been evidenced in photosynthetic systems. In such
biological systems, the number of modes of vibration is huge and these vibrations
should destroy the quantum interferences very fast [36]. In other words, a quantum
decoherence between the two electronic states should be almost instantaneous due
to the presence of the “environment” of the numerous vibrations. But since a much
longer coherence is observed experimentally, it probably means that a subset of
modes of vibrations must themselves be in coherence with the electronic motion
and enhance the interferences instead of destroying them, while the other modes
of vibration are less coupled to the electronic motion and will play the role of an
environment that dissipates the coherence only in a second stage [36, 241]. In this
context, understanding the coupled quantum behavior between electrons and nuclei
is particularly important in molecular quantum dynamics especially with the advent
of “attosecond spectroscopy” that allows scientists to measure all the corresponding
quantum effects [237]. Understanding how light is converted into chemical energy
and the corresponding quantum effects can have many applications [242]. In partic-
ular, as stated by C. A. Rozzi et al: “One of the key challenges for the future will
be to learn how to construct artificial devices enabling to the harvesting of sunlight
and their use either for direct electric power generation (photovoltaic approach) or
to drive fuel-producing photochemical reactions (photosynthetic approach)” [243].
In this context, “a fascinating, but so far unexplored, perspective would be to exploit
such quantum coherence effects in artificial photosynthetic/photovoltaic systems to
improve their performance,” although the quantum effects induced by sunlight or by
laser pulses in experiments must be clearly distinguished [41].

A full quantum description of molecules in interaction with laser pulses is a
difficult task. In practice, in molecular quantum dynamics, the light is not described
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quantum-mechanically with quantum electrodynamics but classically. But even with
this approximation, all the information gained on the isolated systems (i.e., without
any external field) about the topology of the potential energy surfaces or the eigen
or metastable states cannot be directly transposed to the study of the system in
interaction with pulses. Indeed, the presence of the external fields modifies the
molecular systems themselves. When the pulse is periodic or when the envelop
of the pulse changes smoothly, i.e., “adiabatically” according to precise criteria,
it is the Floquet states that play an analogous role to that of the energy eigenstates
in time-dependent systems [244, 245]. Since the calculation of the Floquet states is
even more complicated than the calculation of the eigenstates, some approximations
are often invoked to rationalize the interaction of the system with light. Two
extreme cases can be distinguished. If !, the carrier frequency of the laser pulse,
is quasiresonant with respect to the transition of interest, the problem can be
reformulated in terms of “dressed” states, i.e., eigenstates dressed by the external
field. The dressed energies are simply the eigenvalues of the time-independent
problem, ˙�!. If the frequency is completely non-resonant, the interaction with
the pulse can be reduced to a dynamic Stark effect, i.e., the effective potential seen
by the system is simply the electronic potential plus the contributions of the dipole
moment and the polarizability that depend on time only through the envelope of the
pulse. The eigenstates must be replaced by the eigensolutions for each time t of the
effective Hamiltonian with the effective potential. In this context, joining clearly the
targeted chemical properties of systems and the parameters of the laser pulses is still
challenging.

As explained by Sebastian Thallmair et al. in Chap. 8, the coherent control
of quantum systems, two complementary approaches can be distinguished: the
“rational” control (or “single-parameter” control) and the “optimal” control (or
“multi-parameter” control). In the first approach, a single parameter (pulse dura-
tion, intensity, wavelength, pulse delay, chirp) is used to control the chemical
process [246–250]. The second approach is more systematic: several parameters
are optimized at the same time using an appropriate control scheme to find an
“optimal” laser field in order to reach a predefined target [251, 252]. It is indeed
possible experimentally to tailor the driving laser pulse with a pulse-shaping
device using a closed-loop laboratory-learning procedure. These two approaches
are complementary: the second one is more efficient but is somewhat “blind”
since the intrinsic information about the physics of the system is concealed in
the optimal pulse [253, 254]. It is precisely the role of rational control to make
the link between the physical properties of the system and the parameters used
in the field to control the process and to bring out general rules that govern the
dynamics. For this, one can split the processes into several categories. First, one
focuses on the control of the nuclear motion only, i.e., on chemical processes in
one electronic state, typically the electronic ground state, and one uses the Born–
Oppenheimer approximation. The understanding and the control of tunneling and
of IVR are then the main issues. Second, one adds the possibility to switch from
one electronic state to another through a non-adiabatic process induced by the
presence of a conical intersection for instance. In this context, the topology of the

http://dx.doi.org/10.1007/978-3-642-45290-1_8
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potential surfaces around the conical intersection plays a crucial role in the physical
process as explained in Chap. 7. Control of the reactivity can then be obtained by
changing this topology, for instance, by using a non-resonant laser that creates a
Stark effect and shifts the energy of one electronic state with respect to the other
one. However, IVR can interfere in the dynamics and the full control of the reactivity
can only be achieved by controlling the coupled nuclear and electron dynamics. In
Chap. 8, Sebastian Thallmair et al. present several strategies they have employed
to control chemical processes with laser pulses, special emphasis being placed on
subfemtosecond coherent control of coupled electronic and nuclear dynamics. They
present an example of possible optimal control for a molecular switch made of an
electrocyclic reaction of fulgides [254]. Molecular switches can be used as versatile
devices in nanotechnology and for logic gates in molecular computation. But the
most important results they present are probably those concerning the control of
the electron localization in the diatomics D2, CO, K2. Their simulations explain
the recent experiments realized for these systems using laser pulses at the sub-
femtosecond time scale [53, 255, 256]. These works prove that it is now possible
not only to control the motion of the nuclei with laser pulses as in femto-chemistry
but, even more importantly, to also control and to “shape” the electronic density
by creating an electronic wave packet that is a coherent superposition of several
molecular electronic states.

Finally, Alex Brown et al. present in Chap. 9 some applications in the context
of quantum computing. The possibilities offered through quantum computation
have been well known for many years now [257, 258]. A quantum computer is
a computation device that makes direct use of quantum-mechanical phenomena,
mainly the fact that the system can be in a coherent superposition of different
eigenstates due to the superposition principle. This has no classical counterpart
as illustrated by the famous Schrödinger cat as explained above. In classical
computers, the basic unit of information is a “bit” that can have only two values
often denoted 0 and 1. As explained by Brown et al, in quantum computers, the
unit of information is a “qubit” that is a coherent superposition of two quantum
sates denoted 0 and 1. More precisely, it is a two-state quantum-mechanical system
that can be written as: ˛j0 > Cˇj1 >. The advantage of a quantum computer
can be understood straightforwardly: whereas a bit must be either 0 or 1, a qubit
can be in any superposition of both (due to the superposition principle), and the
number of possible combinations is much larger. This possibility to superpose
several states offers new possibilities of combinatorial calculations that do not
exist with computers based on classical laws. In particular, it is expected that
quantum computers could solve certain problems much faster than any classical
computer. One of the main challenges in quantum computing is controlling quantum
decoherence since the latter destroys the properties that are exploited in quantum
computing. In addition to the superposition principle, quantum computers could
exploit other quantum properties such as entanglement (for quantum teleportation,
i.e., to transmit quantum information from one location to another) or wave function
collapse (for cryptography [259]). In the context of molecular quantum dynamics,
it has been proposed that electronic vibrational or rotational states of molecules

http://dx.doi.org/10.1007/978-3-642-45290-1_7
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could be used for quantum computation processes [260–263]. Vibrationally excited
molecules in the gas phase could be possible candidates to encode qubits since
decoherence could be controlled easily [260, 264]. The final chapter on quantum
computing highlights that one key issue in molecular quantum dynamics is the
creation of a coherent superposition of quantum states and its conservation over
time since quantum decoherence can occur very fast upon interaction with the
environment.
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2Elementary Molecule–Surface Scattering
Processes Relevant to Heterogeneous
Catalysis: Insights fromQuantum Dynamics
Calculations

Cristina Díaz, Axel Gross, Bret Jackson, and Geert-Jan Kroes

Abstract
We show some examples of molecule/surface systems that have been recently
described using quantum dynamics simulations, such as H2/metal surfaces and
CH4/metal surfaces. Quantum simulations performed on these systems have
yielded results in excellent agreement with independent experimental measure-
ments. These simulations have allowed, for example, the analysis of the role of
the internal degrees of freedom of the molecule, the interpretation of puzzling
controversial experimental results, and the suggestion of novel experiments.

2.1 Introduction

Although we do not notice it often, in everyday life we are surrounded by
phenomena involving molecule–surface interactions: for instance, the corrosion of a
coin (or any other metallic object). Considering the coin, the O2 molecules in the air
interact with the metal surface atoms causing a structural damage, leaving a layer
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of oxidized material (rust) on the coin. Another example is the green appearance on
the domes of some old buildings. This latter phenomenon is due to the oxidation of
copper, material from which the domes are made.

Interactions of molecules with surfaces also play an important role in wide range
of technologically relevant applications. For example, the dissociative adsorption of
a molecule on a metal surface is the first and one of the fundamental reaction steps
occurring in heterogeneous catalysis—about 90 % of the chemical manufacturing
processes employed worldwide use catalysts in one form or another [10]. For
example, the industrial synthesis of ammonia, from N2 and H2, is mediated by
a hydrogenation reaction where an iron or a ruthenium surface catalyzes the
reaction. Furthermore, N2 dissociation is considered the rate-limiting step in this
process. At the point, we should point out that most of the ammonia produced is
used for fertilizers, making ammonia essential for our society. Another example
closely related to our daily life can be found in the exhaust systems of cars,
where platinum, rhodium, and palladium surfaces are used as catalysts to convert
poisonous gasses expelled directly from the engine, like CO and NOx , harmful to
the environment, into a less harmful exhaust mixture of CO2, H2O, N2, and O2,
before being ejected into the air. Platinum surfaces are also used as catalysts in
the process of dehydrogenation of butane (C4H10) to butadiene (C4H6), which is
used in the production of synthetic rubber or in the upgrading of the octane rating
of gasoline [84]. Other examples of chemical reactions of industrial importance
in which surfaces play the role of catalyst are: (1) the synthesis of methanol
(CH3OH) from CO and H2, (2) the oxidation of ethylene to ethylene oxide, which
is used in the production of antifreezes, (3) lubrication processes that influences
the durability of mechanical systems, and (4) crystals growth, which determines,
e.g., the quality of semiconductor devices. Special mention deserves the steam
reforming process, through which methane (CH4) and water molecules react over
a Ni catalyst producing hydrogen [4, 79].1 Due to its industrial significance, CH4

dissociation in CH3 and H is one of the most studied reaction in surface science
[48, 60]. To conclude with this, by no means exhaustive, list of molecule/surfaces
interaction processes relevant to heterogeneous catalysis we would like to point
out that their importance was worldwide recognized in 2007 when the Nobel
Prize in Chemistry was awarded to Gerhard Ertl for the detailed description of the
sequence of elementary molecule/surface reactions by which ammonia is produced,
unraveling the fundamental mechanisms of the Haber–Bosch process [25].

The reactions involved in these processes are usually too complicated to be
studied in detail as a whole. Therefore surface scientists try to understand reaction
mechanisms by breaking them up into simpler steps, which are studied under
well-defined conditions. In this respect, accurate quantum dynamics simulations are
essential to gain deeper insight into this elementary steps, and thereby to progress in
modeling and improving heterogeneous catalysis. Nowadays, quantum dynamics
studies including explicitly all molecular degrees of freedom (DOFs) can be

1Hydrogen may be considered the energy carrier of the future.
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Fig. 2.1 Schematic representation of (a) vibrational states of a diatomic molecules and (b)
vibrational softening

performed almost routinely for H2 and its isotopes [32,53–55,57]. Full-dimensional
quantum dynamics simulations based on coupled-channel (CC) and time-dependent
wave packet (TDWP) methods have already been performed for reactive and
nonreactive scattering of H2 on low-index surfaces of various metals: Pd(100)
[36, 38], Cu(100) [56], sulfur-precovered/Pd(100) [37], Pd(110) [15], Cu(111)
[14,20], Cu(100) [86], Pt(111) [74], Pd(111) [7,8,18,29], Rh(111) [16], NiAl(110)
[78], Cu(110) [58], CO-precovered/Ru(0001) [31], and c(2�2i)-Ti/Al(100) [9].

In order to test their theoretical models, the strategy used by surface scientists is
to perform studies on benchmark systems for which experimental as well as theo-
retical analysis can be performed with similar accuracy. Throughout this chapter we
will discuss six-dimensional quantum dynamics simulations performed on several
of these H2/metal surface benchmark systems, and we will analyze the results with
the focus on the role played by the different DOFs. We will pay special attention
to the effect that preexciting the vibrational DOFs has on molecular reactivity. As
dissociative chemisorption involves stretching bonds until they rupture, reactivity of
molecules on surfaces is closely related to energy transfer to and from the vibrational
DOF. This energy transfer occurs not only for vibrationally excited molecules,
where a deexcitation to the ground state causes an energy flux to the other DOFs. In
fact, as we will discuss in the following section, the zero point energy (ZPE) of the
molecule, the vibrational energy of the molecule ground state (see Fig. 2.1), can have
a key effect on the reactivity of the so-called non-activated systems. In this case,
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there can be an energy transfer from vibration to translation induced by vibrational
softening. This vibrational softening occurs whenever a molecule approaches an
attractive surface, and the attractive force between the surface and the atoms of the
molecule becomes larger than the intramolecular force. This leads to a reduction
of the force constant associated with the vibrational motion and, therefore, to the
relaxation of the intramolecular bond. This bond relaxation induces a decrease in the
potential well curvature, and, therefore, a decrease in the ZPE value (see Fig. 2.1).

We will also discuss first progress in the quantum dynamical treatment of
polyatomic molecules (methane) reacting on surfaces, which has come possible,
thanks to the development of reduced dimensionality models treating at least one
vibrational mode of the molecule, and modeling the surface motion.

Finally, we should point out that quantum dynamics simulations repre-
sented throughout this chapter have been performed taking advantage of the
Born–Oppenheimer approximation (BOA). In applying the BOA it is assumed that
the interaction between the molecule and the surface takes place on the electronic
ground state, i.e., that the electronic non-adiabatic effects are very small. Thus,
these kind of studies are performed in two consecutive steps. First, the potential
energy surface (PES), i.e., the electronic structure of the system, is computed,
generally, using Density Functional Theory (DFT) [41, 51]. Quantum (and also
classical) dynamics needs a continuous representation of the PES. Hence as an
intermediate step the interpolation of the PES, for example with the corrugation
reducing procedure [5], the modified Shepard method [13] or neural networks [62],
is needed. Second, the motion of the nuclei on these PES is simulated. In this
chapter, we will focus on this second step, the dynamics. At that point, we should
also remark that most of the results presented here have been obtained by keeping
the surface atoms fixed in the calculations, i.e., the energy transfer to and from
phonons are neglected.

2.2 Reactive and Nonreactive Scattering of Molecules
fromMetal Surfaces

Molecule/surface systems are typically divided into two main groups, activated and
non-activated systems. Activated systems are those in which the molecule needs a
minimum energy to dissociate on the surface, i.e., those which present a minimum
reaction barrier. On the other hand, systems with at least one barrierless reaction
path are called non-activated. In the following, we show some representative
quantum dynamics studies for prototypical activated and non-activated systems.

2.2.1 H2/Metal Surfaces

2.2.1.1 Non-activated Systems
The first full-dimensional quantum dynamical calculations on dissociative
adsorption were carried out on H2/Pd(100) [38] (a non-activated system). These
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Fig. 2.2 Sticking probability versus incidence energy, under normal incidence, for H2(v D
0,J D 0)/Pd(100) [38]. The inset show the convoluted sticking probability that account for the
experimental molecular beam characteristics (solid line), and, for the sake of completeness, the
experimental data from [75] (square symbols)

calculations showed a non-monotonous behavior of the dissociative adsorption
(or sticking) probability as a function of the incidence energy of the molecule.
This behavior was not unexpected for non-activated systems [75], but the sticking
features are that the first it is not due to a precursor mechanism (see below) and
second a strong oscillatory structure for low incidence energies (see Fig. 2.2),
which, to present, has not been found experimentally. Before discussing the origin
of these oscillations, it is worth mentioning that similar oscillations have been found
later for other non-activated systems, such as H2/Pd(110) [15], H2/Pd(111) [7] and
H2/W(100) [49]. These oscillations have been attributed to the opening up of new
diffraction and rotational excitation channels [35], which could explain why they
are not obtained from classical (or quasiclassical) calculations, where neither the
parallel momenta nor the energy take on discrete values, but change gradually.
On the other hand, one may wonder why these oscillations are not observed
experimentally. To answer this question we have to take into account the practical
limitations of experimental setups. Whereas quantum calculations are performed
considering a monoenergetic molecular beam containing H2 in a well-defined
quantum state (v,J ) colliding with a frozen surface, the experimental molecular
beams are not monochromatic, but display an energy spread, and the molecules
are not only in the rovibrational ground state, but also occupy several rovibrational
states according to a Boltzmann distribution. Furthermore, once the first impinging
molecules are adsorbed, the perfect periodicity of the PES of the clean surface
is destroyed. It should be also taken into account that the surface has a finite
temperature, which reduces the coherence of the scattering process. And one should
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also consider the influence of the incidence angle—usually >0 deg in experiments.
All these factors smooth the experimental sticking curve. In fact, if the Boltzmann
rovibrational distribution and the energy width of the experimental molecular beam
are taken into account in the theoretical simulations, the quantum curve also shows
a smooth appearance (see inset Fig. 2.2).

As shown in Fig. 2.2, quantum results on H2/Pd(100) reproduce the initial
decrease of the sticking probabilities observed experimentally in non-activated
systems quite well. These results proved for the first time that this behavior is not
due to any precursor state, as previously hypothesized, but to a purely dynamical
mechanism. Initially it was suggested to be a pure steering mechanism, but later
it was shown using classical trajectories that dynamics trapping contributes signif-
icantly to this behavior [6]. On the other hand, a comparison with quasi-classical
dynamics simulations showed the key role played by the zero-point energy (ZPE) in
the hydrogen dynamics [36]. Quasi-classical simulations suffer from the so-called
violation of the ZPE: the initial ZPE can flow freely between all the molecular
DOFs, which is not allowed in a quantum calculation. And as a result of this classical
phenomenon the nonmonotonic behavior disappears in the quasi-classical results.
The nonmonotonic behavior can be retrieved from classical calculations by leaving
out the ZPE, i.e., by performing pure classical calculations, but in this case the
sticking probability may be too low, because then the vibrational softening cannot
be taken into account. It should be noted here that later it was shown that the
parametrization of the PES used for the quantum dynamics simulations contained
an artificial symmetry, which caused a lowering of the sticking probability [33].
However, all qualitative conclusions drawn from the quantum simulations [36, 38]
still remain valid.

Thanks to the quantum dynamics simulations the role played by the internal
degree of freedom of the molecule could also be analyzed, for both the rota-
tional [24, 38] and the vibrational [34] mode. Quantum calculations have shown
that molecular rotation suppresses the sticking of H2 on Pd(100); the faster the
molecules are rotating, the more the dissociative adsorption is suppressed. A closer
inspection of these J > 0 results reveals that the suppression of sticking is
due to molecules rotating in the so-called cartwheel rotation mode, mJ D 0. A
similar result has been obtained for another non-activated system H2/Rh(100) [24].
According to detailed balance, the consequence of these results, taken into account
the principle of microscopic reversibility, is that the populations of rotational
states in associative desorption is lower than expected for molecules in thermal
equilibrium with the surface temperature (see Fig. 2.3). This rotational cooling
was also found experimentally [81]. However, this behavior is not general for
non-activated systems. Indeed, quantum calculations performed on H2/Pd(110) [15]
show a strong rotational enhancement in dissociative adsorption, which leads to
rotational heating in associative desorption (see Fig. 2.3). In the case of Pd(111)
[88] the scenario is even more complicated. At low incidence energy the dissociative
adsorption probability first decreases with J and then increases, in agreement with
experiments [30].
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Fig. 2.3 Rotational temperatures of desorbing H2 molecules from Pd(100): solid black circles
theory from [38] and red open circles experiment from [81]. And from Pd(110): solid blue
squares theory from [15]. The solid line corresponds to molecules in equilibrium with the surface
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As mentioned above, the suppression of sticking in H2/Pd(100) by rotation is
due to the cartwheel mode (mJ D 0), whereas the helicopter (jmJ j D J ) mode
enhances reactivity, i.e., quantum results suggest a strong steric effect. In order to
verify this steric effect, the rotational quadrupole alignment parameter defined as:

A
.2/
0 .J / D

�
3m2

j � J 2
J 2

�
; (2.1)

was computed from the fully initial-state resolved quantum sticking probabilities.
A
.2/
0 .J / can change from �1 (molecules rotating in cartwheel fashion) to 2

(molecules rotating in helicopter fashion). In Fig. 2.1 the rotational alignment
parameter as a function of the rotational quantum number, as obtained in [24], is
shown. From this figure it can be seen that the A.2/0 .J / values are positive, and
very similar to the experimental ones [90], confirming the steric effect. Results for
H2/Pd(110), shown in Fig. 2.4, show positive values [15], but much smaller than the
ones computed for Pd(100).

The role of the initial vibrational state of the H2 molecule has been also analyzed.
This was done by means of the so-called vibrational efficacy, which gives a measure
of the effectiveness of the vibrational energy to promote the dissociative adsorption.
The vibrational efficacy can be computed using the simple formula:

�� D E0.v D 0; J D 0/� E0.v D 1; J D 0/

�!vib
; (2.2)
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Fig. 2.4 Rotational quadrupole alignment parameter for desorbing H2 molecules as a function
of the rotational quantum number for a surface temperature T D 700K. Solid black circles:
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where E0 is the translational energy required to obtain a dissociative adsorption
probability S, so that �v represents the separations of the sticking curves for a certain
sticking probability divided by the gas-phase vibrational quantum �!vib D516 meV.
The value of �v obtained for H2/Pd(100), computed for S D 0:7, was 0.75, i.e.,
of the vibrational energy is 0.75 times as effective in promoting the dissociative
adsorption as translational energy. This value is strikingly high compared with
values obtained for other H2/metal surface systems. Still higher values have been
found for other molecules reacting on metal surfaces such as N2 on Ru(0001) [17]
and CH4 on Ni(111) [85].

A detailed analysis allowed the mechanism behind the high effectiveness of
vibration in promoting sticking to be revealed. Contrary to previous suggestions,
this is not necessarily due to a strong curvature of the reaction path and to a late
minimum reaction barrier to dissociative adsorption. It can also arise from a strong
lowering of the molecular vibrational frequency during the adsorption and to the
multi-dimensional character of the relevant phase space with its broad distribution
of barrier heights [34]. At this point, it is worthy mentioning that this analysis could
not be performed using classical simulations for the reasons discussed above.

Quantum dynamics simulations have also allowed the study of a purely quantum
effect, molecular diffraction [18,22,29]. Molecular diffraction, observed experimen-
tally for the first time in the 1930s [26], revealed the wave nature of the molecular
motion. If we take into account the relationship between the de Broglie wavelength
associated with the molecular beam, �, and its wave vector, k, (� D 2�=k)
according to the Bragg condition for diffraction [27], molecular diffraction from
a periodic surface occurs when the variation of the parallel wave vector K coincides
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Fig. 2.5 (a) Schematic representation of a hexagonal real space. (b) Schematic representation of
the corresponding reciprocal space and the Ewald sphere for diffraction

with a vector of the reciprocal lattice G (see Fig. 2.5). That is, diffraction occurs
whenever

Ki C Gn;m D Kf ; (2.3)

with Gn;m D nb1 C mb2, where b1 and b2 are the basis vectors of the reciprocal
lattice. For the sake of completeness, we point out that, taking into account
the variation of the internal energy (rotational excitation and deexcitation), the
molecular diffraction condition can be written as

k2z;f D k2i � 4M�Erot

�2
� .Ki C Gn;m/

2 > 0: (2.4)

where M being the mass of the molecule, kz;f the final perpendicular wave vector,
ki the initial total wave vector, and �E the change of the rotational energy. In the
equation above, we have taken into account that, at the typical experimental impact
energies, vibrational excitation is not possible.

Diffraction of molecules from metal surfaces has been widely studied experi-
mentally for activated molecule/surface systems [27]. But, due to their complexity,
only few 6D theoretical results are available in the literature. Here, we discuss the
first 6D calculations on a non-activated system, H2/Pd(111), published in 2004 [29].
Molecular diffraction from a non-activated system represents a challenge not only
from a theoretical point of view, but also for experiments, because in this case most
of the molecules dissociate on the surface, even for very low incidence energies.
Therefore, in order to prevent the building-up of an adsorbed layer of hydrogen
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Fig. 2.6 Schematic representation of in-plane and out-of-plane diffraction

during the experiment, the surface temperature has to be kept at about 430 K,
which enhances the surface atom vibrations, causing destructive inferences that
quench diffraction. Furthermore, as these non-activated systems are very corrugated,
inelastic diffraction is expected to dominate the spectra, increasing the number of
diffraction peaks and decreasing their probabilities. These two phenomena explain
why there were no attempts to measure diffraction in non-activated systems before
2004. But 6D quantum dynamics calculations, which suggested that the H2/Pd(111)
diffraction spectrum is dominated by first order out-of-plane diffraction peaks
(see Fig. 2.6 for out-of-plane definition), stimulated the carrying out of diffraction
experiments on this system. The experimental measurements corroborated theo-
retical results (see Fig. 2.7). Digging deeper into theoretical data, it was noticed
that the out-of-plane peaks present in the spectra2, associated with changes of K
perpendicular to the incidence direction (parallel to the surface), were much larger
than the peaks representing changes in the longitudinal direction. For example, if the
incident molecular beam is aligned with the [10N1] direction (see Fig. 2.6), an out-of-
plane diffraction peak observed in the spectrum is the (0,1) one (see Fig. 2.7): this
peak is associated with �Ky D Ky and �Kx D 0. It should be also noticed that in
both experiments and theoretical simulations, the angle between the molecular beam
incidence direction and the normal to the surface is quite high, 	i D 50ı. Theoretical
simulations considering low incidence angles did not show such transversal out-
of-plane diffraction predominance. A complete analysis of the quantum theoretical
simulations reveals that there is a direct relationship between the incidence angle

2Several initial conditions of the molecular beam were analyzed.
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Fig. 2.7 Typical diffraction spectra for H2/Pd(111). Black line: quantum results and red line exper-
imental measurements; solid line: in-plane-diffraction; and dashed line: out-of-plane diffraction

and the transversal out-of-plane diffraction probability. This phenomenon is due to
the periodicity of the potential[28]: the higher the incidence angles, the higher the
periodicity of the potential felt by the molecules along the incidence direction, and
in the extreme case of 	i D 90ı the molecule will feel a perfectly periodic potential
and therefore along this direction�K D 0, and, therefore, only changes of K in the
perpendicular direction are possible.

Although this prominent out-of-plane diffraction has been observed for a
non-activated system, it is a general phenomenon that is expected to be observed
whenever the incidence angle is high enough, for example, prominent out-of-plane
diffraction have been observed later on for H2/Pt(111) [71] H2/Ru(0001) [72] and
H2/Cu/Ru(0001) [22]. Furthermore, [28, 29] hypothesized that at grazing incidence
and high incidence energy only out-of-plane transversal diffraction peaks could be
observed. This hypothesis was confirmed experimentally a few years later [80, 82].

2.2.1.2 Activated Systems
Quantum dynamics on dissociative adsorption of the prototype activated system
H2(D2)/Cu(111) have been essential, together with an accurate potential energy
surface [21], to reproduce experimental observables with chemical accuracy [19].

As already mentioned in Sect. 2.2.1.1 to perform a meaningful comparison with
experimental results, both the rovibrational distribution and the energy width of
the molecular beam have been taken into account [20]. In order to do so, first
the quantum monoenergetic state-resolved sticking probabilities, S.v; J IE/, are
computed for a large range of incidence energies and the rovibrational states popu-
lated in molecular beams experiments. These probabilities are used to compute the
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monoenergetic probabilities S.TnIE/, which only depend on the incidence energy
and on the nozzle temperature—this later one determines the rovibrational state
distribution of the molecules in the molecular beam. S.TnIE/ can be computed as:

S.TnIE/ D
X
v;J

FB.v; J ITn/S.v; J IE/; (2.5)

where the Boltzmann factor, FB, of each .v; J / state is given by:

FB.v; J ITn/ D .2J C 1/ expŒ�Evib=kTn� � w.J / expŒ�Erot=0:8kTn�=N; (2.6)

where N is the normalization factor and w.J / is the factor describing the nuclear
spin statistics. From these computed monoenergetic reaction probabilities, molecu-
lar beam experimental results can be simulated by convolution over the distribution
of the molecular beam, according to the expression:

S.Tn/ D
R vD1
vD0 f .vITn/S.E; Tn/dvR vD1

vD0 f .vITn/
; (2.7)

where E D 1
2
Mv2, v being the velocity of the molecule and M its total mass. The

flux weighted velocity distribution f .vITn/ is given by:

f .vITn/dv D Cv3 expŒ�.v � v0/2=˛2�dv: (2.8)

This latter equation includes the parameters describing the energy (or velocity)
distribution of the molecular beam, the stream velocity v0, and the width of the
velocity distribution ˛, C being a constant.

Beyond simulating the experimental molecular beam characteristics, to be able
to properly reproduce experimental results, an accurate PES has to be used [19].
At present, the only quantum electronic method able to treat the huge number
of electrons involved in a molecule/surface system is DFT3 (density functional
theory), of which the accuracy depends on the accuracy of the exchange-correlation
functional that was chosen. A sound strategy to choose the functional consists
in fitting experimental results for one specific case to theoretical simulations
based on PESs using different functionals, in an approach called the specific
reaction parameter (SRP) approach to DFT [11]. An innovation applied to H2/metal
systems has been to take the SRP functional as a weighted average of GGA
functionals [19]. In the study performed in [19] on H2(D2)/Cu(111), the functionals
used were PW91 (Perdew–Wang 1991) [73] and RPBE (Revised Perdew–Burke–
Ernzerhof) [39]. In this case, the specific experiment chosen was the dissociative

3The description of the method is beyond the scope of this chapter.
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Fig. 2.8 Dissociative adsorption probabilities as a function of incidence energy for D2/Cu(111),
for a nozzle temperature Tn D2,100 K. Experimental data from [77]. Quasi-classical theoretical
data from [19]

adsorption probability of D2 for a nozzle temperature equal to 2,100 K, seeding
in H2 (see Fig. 2.8). The comparison between the theoretical and the experimental
results showed that PW91-based theoretical results overestimated the experimental
sticking probabilities, whereas the RPBE-based results underestimated them. Thus,
none of these functionals yielded chemical accurate results, but a more accurate
potential was obtained by combining these two functionals, using a specific reaction
parameter (SRP) strategy, in such a way that the exchange-correlation part of the
new functional is written as:

ESRP
xc D xEPW91

xc C .1 � x/ERPBE
xc ; (2.9)

where x being the mixing parameter chosen to accurately simulate the experimental
results, as shown in Fig. 2.8.

This new SRP functional yielded chemically accurate (errors �1 kcal/mol �
0.043 eV) results for a number of experimental observables. For example, in
Fig. 2.9, dissociative adsorption probabilities as a function of the incidence energy,
in comparison with experimental data, are shown for H2/Cu(111). In this figure
the theoretical results were obtained by using the SRP-PES and the corresponding
parameters characteristic of each experimental molecular beam measurement. The
theoretical results agree within chemical accuracy with the experimental ones.
Furthermore, this study, published in 2009 [19], allowed to unravel a previous
unsolved puzzle: why, at similar translational energies, did the two sets of exper-
imental sticking probabilities, shown in Fig. 2.9, differ by an order of magnitude?
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Fig. 2.9 Dissociative adsorption probabilities as a function of the incidence energy for a pure H2

molecular beam on Cu(111). Experimental data A (solid circles) from [77]. Experimental data B
(solid squares) from [3]. Theoretical data from [19]

The solution came from a detailed analysis of the molecular beam, which was
needed to perform a meaningful comparison with theoretical simulations. The
experimental sticking probabilities of [3] were larger because this group used
molecular beams with wider energy distributions, the tails of which overlap to a
greater extent with the portion of the energy-resolved reaction probability curve
that steeply rises above threshold.

Quantum state-to-state scattering calculations also reproduced the rotationally
inelastic scattering [19, 20] trend observed experimentally [40], according to which
the rotationally inelastic scattering probability from H2.v D 1; J D 0/ to H2.v D
1; J D 2/ first increases with translational energy, E , reaching a maximum at
around 0.14 eV, and then decreases when E increases. Quantum results show the
same nonmonotonic behavior (see Fig. 2.10), but with the maximum at around
0.18 eV. As shown in Fig. 2.10 the theoretical data are shifted to higher values of
E by about 0.039 eV, i.e., once again the agreement is within chemical accuracy.
Additionally, quantum results showed that a further increase in the translational
energy induces an increase of the rotational inelastic scattering probabilities.

A detailed comparison between experiments and quantum dynamics and AIMD
(ab initio molecular dynamics) simulations has also been used to hypothesize
about the prominent role that surface degrees of freedom (SDOFs) may have. For
example, quantum vibrational excitation probabilities for H2/Cu(111) and rotational
alignment parameters for D2/Cu(111) [20] do not show chemical accuracy, contrary
to the case of the observables discussed above. However, these less accurate results
could be attributed to a failure of the static surface approximation [59]. In Fig. 2.11
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the experimental and theoretical time-of-flight (TOF) spectrum for H2.v; J ! v D
1; J D 3//Cu(111) are shown. In order to simulate theoretically the experimental
TOF spectrum the expression
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was used. In this equation vs represents the velocity of the scattered molecule,
the parameter xi .xs/ describes the distance traveled by the molecule from the
chopper (from the surface) to the surface (to the detecting laser), and wvJ is the
Boltzmann population of the initial .v; J / state in the incidence beams divided by
the Boltzmann populations of the final .v0; J 0/ state in the incident beam, at the
nozzle temperature used in the experiments.

From Fig. 2.11 it can be seen that there is a good agreement between the
experimental and the theoretical loss peak exhibited by the spectra at long times.
This loss peak reflects the loss of H2.v D 1; J D 3/ due to dissociative adsorption,
vibrational deexcitation, and rotational redistribution within v D 1. Thus, this
excellent agreement showed that the Born–Oppenheimer static surface model
provides an accurate simultaneous description of these processes. On the other
hand, the gain peak at short times, due to vibrational excitation from H2.v D 0/ to
H2.v D 1; J D 3/, is strongly underestimated by quantum simulations. The factors
that may contribute to this disagreement between theoretical and experimental
TOF spectrum have been discussed in [59]. The first one concerns the fraction
of translational energy lost (f .K/) by H2 and D2 molecules scattered from Cu
surfaces, estimated, from experimental measurements on vibrational deexcitation
[89], to be of the order of 30 %. This energy loss is not taken into account in the
static surface approximation. In fact, taking this phenomenon into account increases
the agreement between theory and experiment, as shown in the inset of Fig. 2.11. A
second factor is related to the uncertainties of the experimental nozzle temperature.
As shown in the inset of Fig. 2.11 the intensity of the gain peak increases when
Tn decreases. Eventually, the surface temperature (Ts) also plays a role in the
vibrational excitation. A detailed analysis of experimental data on H2 vibrational
excitation as a function of the surface temperature [76] shows that increasing Ts
from 400 to 700 K increases the contribution of vibrational excitation by about 20 %.

Rotational quadrupole alignment parameters (A.2/0 ) as a function of the trans-
lational energy represent another example of the role of the SDOFs. In Fig. 2.12
experimental and quantum simulated A.2/0 for D2 as a function of the translations
energy are shown. This figure shows the good agreement between experiments [42]
and quantum theory [20]. But, this agreement is not within chemical accuracy as in
the case of dissociative adsorption or vibrational deexcitation, despite the fact that
the same accurate SRP-PES is used in all the cases. In order to explore the role
played by the SDOFs, AIMD calculations [33] have shown themselves to be a very
useful tool [68]. AIMD simulations, which include the SDOFs, yielded A.2/0 values
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Fig. 2.12 Rotational alignment parameters as a function of the translational energy. Experimental
data from [42]. Quantum dynamics data from [20]. AIMD data from [68]

in better agreement with experiments (see Fig. 2.12), showing the non-negligible
role played by the surface motion in this physical process. In this case, quantum
dynamics simulations results were used as reference data to evaluate the effect of
surface motion.

Finally quantum dynamics simulations on dissociative adsorption and molecular
diffraction for H2/Pt(111) [74] allowed the solution of a long-standing experimental
paradox regarding the corrugation of the system. On one hand, Luntz et al. [64]
suggested a quite corrugated PES based on molecular beam experiments on sticking
of D2 and H2, showing the dependence of the sticking on the initial momentum of
the molecule parallel to the surface. On the other hand, experiments on rotationally
inelastic diffraction for HD, carried out by Cowin et al. [12], which showed almost
no diffraction, suggested a quite flat PES. Quantum calculations performed by Pijper
et al. [74] show that, in fact, increasing the initial parallel energy of the H2 molecule
inhibits reaction for low normal energy (see Fig. 2.13). This phenomenon has been
explained in terms of the barrier heights encountered by the molecule. Due to the
parallel momentum, the incident molecule samples barriers across the whole unit
cell. Thus, increasing the parallel momentum increases the probability that the
incident molecule encounters a higher barrier, leading to a decrease in reactivity.

An analysis of the complementary channel, molecular scattering, in terms of
diffraction probabilities (see Fig. 2.14) reveals that the most populated first order
diffraction peaks are not in-plane, but out-of-plane, (01) and (0N1) (see Fig. 2.6),
which explains the very low diffraction probability found experimentally [12].
These experiments considered only for in-plane diffraction.

Later in [71], a detailed comparison, i.e., taking into account the rovibrational
distribution of the molecular beam, with experiment, measuring both in-plane and
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Fig. 2.13 Quantum reaction probabilities, for H2(v D 0; J D 0)/Pt(111), for off-normal
incidence as a function of the normal incidence energy. Results are for the rovibrational ground
state (v D 0; J D 0), for incidence along the [10N1] direction, and four different initial parallel
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Fig. 2.14 Quantum diffraction probabilities versus normal incidence energy, for H2(v D 0; J D
0)/Pt(111), for the zeroth and the first diffraction order, P0 and P1, along the incidence direction
[10N1]. Rotationally elastic diffraction probability into the zeroth and first order, P el

0 and P el
1 , is also

shown. NP el
1 refers to the part of P el

0 due to diffraction into the (01) and (0N1) out-of-plane diffraction
peaks. These results correspond to En D 0.69 eV

out-of-plane diffraction, corroborated the importance of out-of-plane diffraction in
the scattering of H2 from Pt(111) (see Fig. 2.15). Furthermore, the good agreement
obtained between quantum results and experiments, for both dissociative adsorption
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Fig. 2.15 Diffraction peaks probabilities versus incidence energy, for incidence along the [10N1]
direction. The experimental results are shown with symbols; the theoretical results are shown with
solid lines

and scattering, has been considered a proof of the high accuracy of the Born–
Oppenheimer approximation for H2/metal systems.

2.2.2 CH4/Metal Surfaces

Quantum dynamics calculations have also been performed on more complex
systems, such as CH4/metal surfaces. In fact, from an experimental point of view,
the dissociation of methane on metals is one of the most studied reactions in surface
science [2, 47, 60, 66, 85] because of its industrial relevance.

To simulate the reactivity of methane on metal surfaces a quantum treatment
is preferred because the high barriers present on the PES lead to low reaction
probabilities at lower energies, where tunneling is important. This is a real challenge
for theoretical studies, given the large number of molecular DOFs. But this is not
the only problem that theoretical studies have to face. At the high collision energies
required for reaction, the interaction between the molecule and the atoms of the
metal lattice is strong, and lattice motion has to be included in the calculation.
Quantum dynamics calculations for dissociation of CH4 on Ni(111) were performed
by Jackson and others [69] using a reduced dimensionality scheme, where only
one of the H-CH3 bonds, the distance between the molecular center of mass
and surface, and the rotation of the molecule, are considered. But, in addition to
these molecule DOFs, the lattice motion was modeled by allowing the Ni atom
over which the reaction occurs to move normal to the surface (Q). Dissociative
adsorption probabilities obtained using this lattice relaxation (LR) model are shown
in Fig. 2.16. The LR results shown in this figure, obtained by Boltzmann averaging
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Fig. 2.16 Quantum dissociative adsorption probabilities as a function of translational energy for
CH4/Ni(111), for the molecular vibrational ground state. Solid line: SS model; dot-dashed line: LR
model. For the later case two surface temperatures are shown, 100 and 475 K

over many lattice vibrational modes, are representative of the main results obtained
in that study: (1) the LR model yielded higher reactivity than the static surface (SS)
model; (2) the effects of lattice motion and relaxation on reactivity are strong at low
translational energies where tunneling dominates. In spite of the approximations
made in the LR model, the results were found to be in reasonable agreement with
experiments. For example, the reactivity measured by Utz and others [85] for CH4

in its vibrational ground state for Ts D 475K and E D 0:75 eV is equal to 10�4.
The LR model gives the same reactivity at 0.73 eV.

Subsequent studies of CH4 dissociation on Ni(111) [87], using both a mixed
quantum/classical approach and the fully quantum model described above, showed
that the motion of the lattice is relatively unperturbed by the incident molecule. In
fact, Jackson and others [87] showed that a sudden treatment of the lattice motion
reproduced fairly well the full-dimensional quantum results (see Fig. 2.17), but with
a much lower computational effort. These studies also showed that the reactivity
is dominated by collisions with metal atoms that are puckered out of the plane of
the surface at the time of impact, as the barrier to methane dissociation is lower for
these lattice configurations.

Without any doubt, the most striking results of the dissociative adsorption
measurements of CH4 on Nickel is the significant enhancement of reactivity for
vibrationally excited molecules. For example, for CH4/Ni(100), experiment [47,66]
reveals that the �1 vibrational state (see Fig. 2.18) has the largest efficacy (��) for
promoting reaction. To analyze this observed behavior, and to shed some light
on the physical mechanisms behind these observations, full-dimensional quantum
simulations were performed [44, 70]. To carry out these simulations the Reaction
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Fig. 2.17 Quantum
dissociative adsorption
probabilities as a function of
the incidence energy for
CH4/Ni(111), for the
molecular vibrational ground
state. Solid line: fully
quantum calculations; dashed
line: sudden approximations;
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Path Hamiltonian (RPH) [65,67] was used, including all 15 molecular DOFs within
the harmonic approximation. In order to allow the evolution of the system and
observe the possible transitions between different vibrational states, due to the non-
adiabatic coupling that arises from the interaction between the molecule and surface,
the total wavefunction was expanded in the adiabatic vibrational states of the
molecule. Close-coupled equations were derived for wave packets propagating on
a vibrationally adiabatic potential energy surfaces, with vibrationally non-adiabatic
couplings linking these states to each other. In spite of the approximations made in
deriving this quantum model, the theoretical results for the full-dimensional finite
temperature dissociative adsorption probability are in very good agreement with
experiments (see Fig. 2.19). As also shown in Table 2.1 the larger efficacy of the �1
state relative to the �3 state is reproduced.

A detailed analysis of the quantum results revealed the origin of this behavior.
The increased efficacy of the �1 state arises from both mode softening and
vibrationally non-adiabatic couplings. Furthermore this analysis revealed that most
of the reactivity at the experimental surface temperature (475 K) is due to thermally
assisted over-the-barrier processes, and not to tunneling. Tunneling becomes impor-
tant at lower incidence energies and lower surface temperatures.

Low-dimensional quantum dynamics studies of the dissociative adsorption of
CH4 on Ni(111), as a function of the vibrational initial state, have also been carried
out [52]. In this case, quantum dynamics simulations were performed using the
multiconfiguration time-dependent Hartree (MCTDH) method [1]. Results obtained
from this study are similar to those obtained for Ni(100): the efficacies of the
stretching modes are larger than those of the bending modes, also in good agreement
with experiments.
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Fig. 2.18 Methane vibrational normal modes

2.3 Conclusions and Outlook

Throughout this chapter we have shown that quantum dynamics simulation on
molecule/metal surface interactions have allowed the description of a significant
number of physical phenomena related to both the molecular and the surface DOFs.
In the case of the molecular DOF their role is investigated directly through quantum
calculations, whereas the surface DOF has been investigated indirectly by using
quantum data as reference ones. We have shown that nowadays state-of-the-art
quantum simulations allow one to treat, fully quantum mechanically, light diatomic
molecules (H2, D2 and HD) interacting with metal surfaces including the six DOFs
of the molecule. Beyond these simple molecules, quantum dynamics simulations
have been used to study the reactivity of methane on Ni surfaces, including only
the relevant molecular DOFs. But, in spite of the reduce dimensionality of the
simulations, they have allowed the identification of the physical mechanisms behind
the observed experimental measurements.
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Fig. 2.19 Dissociative adsorption probabilities as a function of the incidence energy for
CH4/Ni(100), for several vibrational states. Theory from [44], black line for �0, red line for �1
and blue line for �3. Black solid circles: experimental data for �0 from [2]; red solid squares:
experimental data for �1 from [2]; black open circles: experimental data for �0 from [46]; blue
open triangles: experimental data for �3 from [46]

Table 2.1 Vibrational
efficacies for CH4/Ni(100)

Mode �exp �th

�1 1.4 0.93
�3 0.94 0.80

Experimental modes �1 and �3 taken from
[47] and [46]. Theoretical data from [70]

In spite of the notable success of quantum dynamics achieved with describing
molecule/surface interactions during the last few decades, surface scientists will
have to face important challenges in the next future. Although at present state-of-
the-art quantum dynamics simulations allow one to treat diatomic molecules with
essentially no approximations relative to the molecular DOFs, still some effects
cannot be included accurately. In this respect, the greatest challenge facing theorists
in the field is to come up with a model that can yield accurate predictions for
molecule–metal surface reactions involving excited electronic states with potential
curve crossings [54]. These electronic excitations have been suggested, based on
experimental measurements, to play a key role in phenomena such as vibrational
quenching in associative desorption of N2 from Ru(0001) [23] or multi-quantum
vibrational relaxation of NO scattering from metal surfaces [43]. Till present day,
several models have been developed to take into account non-adiabatic effects, with
moderate success [45,63,83]. But a complete accurate description is most desirable.
Time-dependent Density Functional Theory (TDDFT) [61] and embedding schemes
involving high-level ab initio methods and DFT [50] may be of help. Also relative
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to diatomic/molecule surfaces, an accurate description of the surface motion would
be necessary.

Full dimensional quantum dynamics calculations on polyatomic molecules will
hopefully lead to a deeper understanding on molecule/surface interactions mech-
anisms, as the six-dimensional quantum dynamics calculations have already done
for H2/metal surfaces. These kind of simulations are required to describe accurately
processes involving the breaking of a X-R bond, beyond dissociation of CH4 on
H and CH3. A description along the lines of the MCTDH (multi-configurational
time-dependent Hartree) method would be worth exploring. For these polyatomic
molecules, a better description of the molecule–lattice coupling is also desirable.

Acknowledgements C. Díaz acknowledges support under MICINN project FIS2010-25127.
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3Tunneling in Unimolecular and Bimolecular
Reactions

Hua Guo, Jianyi Ma, and Jun Li

Abstract
Tunneling is an important quantum phenomenon in reaction dynamics. In this
chapter, the effects of tunneling on photodissociation and reactive scattering are
discussed using two prototypical examples. The first deals with a unimolecular
decomposition reaction, namely the photodissociation of NH3 in its first (A)
absorption band and the second is concerned with an important bimolecular
reaction in combustion: HO C CO ! H C CO2. In the former case, the lifetimes
of low-lying vibrational resonances in the predissociative excited state are influ-
enced by tunneling through a small barrier in the dissociation (N–H) coordinate,
which is also responsible for a strong H/D isotope effect. The latter, on the other
hand, is affected by tunneling through a tight barrier in the exit channel primarily
along the H–O dissociation coordinate, which is manifested by the non-Arrhenius
rate constant at low temperatures, kinetic isotope effects, and vibrational mode
selectivity. In addition, the photodetachment of HOCO� produces metastable
HOCO species, the decomposition of which is dominated by deep tunneling to
the H C CO2 products. Since both systems are influenced by multidimensional
tunneling, an accurate characterization of the dynamics requires a quantum
mechanical (QM) treatment, preferably with full dimensionality. In this chapter,
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we review the recent advances in understanding the effects of tunneling in these
two reactive systems.

3.1 Introduction

Tunneling is an important quantum effect, which stems from the particle-wave
duality in quantum mechanics. A light quantum particle, which has a long de Broglie
wavelength, is capable of having substantial non-zero probability amplitudes in
classically forbidden regions. For many chemical reactions that possess a reaction
barrier, for example, tunneling facilitates reactivity by penetrating the barrier at
energies below the barrier height [1, 2]. Tunneling manifests in many observables
such as non-Arrhenius behaviors of thermal rate constants at low temperatures and
kinetic isotope effects, but an unambiguous and precise quantification of tunneling
is not always straightforward for bimolecular reactions since the classical limit
without tunneling is difficult to define. Tunneling is particularly facile if the reaction
coordinate involves the motion of light atoms, such as hydrogen. A good example
is the H C H2 reaction [3], which has been shown by accurate quantum reactive
scattering and transition-state theory calculations to exhibit strong non-Arrhenius
effects at low temperatures and large kinetic isotope effects [4–6], thanks to
tunneling as well as other quantum effects such as zero-point energy and resonances.
The enhancement of the rate constant relative to the Arrhenius prediction at low
temperatures is a tell-tale sign of tunneling, as it reduces the effective reaction
barrier.

Since it is a quantum effect, a proper account of tunneling dynamics requires
a QM treatment. While such a treatment has become routine for bound-state
calculations in small polyatomic systems [7, 8], an accurate description of the
tunneling affected reaction dynamics is much more difficult [9–11]. Apart from
the exponential scaling of the number of degrees of freedom, the other main
obstacles include the lack of an optimal coordinate system to describe the both
reactant and product arrangement channels, the involvement of a large phase
space, and the possible long lifetime when a reaction intermediate is involved.
In addition, reliable multidimensional global potential energy surfaces (PESs) are
often scarce, which prevent accurate QM calculations of the dynamics. Despite these
challenges, significant progress has been made in QM treatments of tunneling and
reaction dynamics in polyatomic reactive systems. In this chapter, we will focus on
the role of tunneling in chemical reactions using two prototypical examples. The
first is a unimolecular decomposition process, which involves the predissociation
of ammonia (NH3) in its first excited electronic state. The other is concerned with a
bimolecular reaction: HO C CO ! H C CO2, which plays an important role in many
gas phase environments. These two prototypical systems share some important
features. First, with six internal degrees of freedom these tetra-atomic systems
offer much richer dynamics than the extensively studied triatomic reactions, but
are more challenging to study quantum mechanically. Second and more relevant
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to this chapter, the dynamics of these bond breaking and forming processes are
significantly affected by tunneling.

3.2 Photodissociation of NH3

The photo-induced dissociation of NH3 to NH2( QA)/NH2( QX ) C H has served as
a prototype for understanding photodissociation dynamics in polyatomic systems
[12, 13]. The first (A) absorption band between 45,000 and 67,000 cm�1 consists
of a long series of nearly equidistant diffuse peaks, which have been assigned to
excitations in the umbrella (2n) vibration [14–16]. This progression reflects the
dramatic change from the trigonal pyramidal (C3v) equilibrium geometry of NH3

in the ground electronic ( QX1A01) state to the trigonal planar (D3h) structure on the
first excited electronic ( QA1A002 ) state. The diffuse nature of the peaks suggests strong
predissociation and the widths of these metastable resonances have been measured
by many authors [17–24]. It was found that the line width, which is inversely
proportional to the lifetime, of these vibrational levels depends on the vibrational
quantum number (n). In addition, the widths of the ND3 peaks are significantly
narrower than their NH3 counterparts, strongly suggesting tunneling.

The predissociation of ammonia stems from the quasi-bound nature of the
vibrational states in the Franck–Condon region of the QA-state PES. Ab initio
calculations indicated a small barrier along the dissociation (N–H) coordinate imme-
diately outside the Franck–Condon region [25–27], due primarily to the interaction
between the N(3s) Rydberg state and the 
* antibonding state. The existence of this
barrier is consistent with the diffuse nature of the 2n peaks and with the isotope
effect, as the predissociation, at least for low energies, proceeds via tunneling. At
higher energies, the lifetime is presumably influenced by a number of other factors,
including intramolecular vibrational energy redistribution (IVR) among the various
vibrational modes in NH3. Beyond the barrier, the excited QA-state forms a seam
of conical intersections with the ground QX -state [25–29], which are responsible
for non-adiabatic transitions leading to the dominant NH2( QX ) C H fragmentation
channel observed in experiment. The schematic QX= QA PESs for ammonia are
illustrated in Fig. 3.1.

The quasi-bound nature of NH3( QA1A002 ) in the Franck–Condon region provides an
ideal case for studying tunneling dynamics in unimolecular reactions [27, 30–33].
As expected, the lifetime of a metastable quantum resonance state depends sen-
sitively on the shape and height of the barrier, as well as other factors such as
intermodal coupling. Indeed, the measured lifetimes of both NH3 and ND3 exhibit
some surprising trends. For example, the first overtone of the umbrella vibration
(21) of both NH3 and ND3 has a longer lifetime than the ground vibrational
state (20) and the second overtone (22), although higher overtones typically have
shorter lifetimes [15–17, 19, 22]. In order to quantitatively understand the unique
dissociation dynamics, much effort has been devoted to the accurate determination
of the PES of the excited as well as the ground states of NH3 [25–29, 34]. However,
it is only recently that ab initio-based full-dimensional PESs have become available.
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Fig. 3.1 Schematic QX= QA potential energy surfaces for NH3. Adapted from [38] with permission

To this end, Truhlar and coworkers have developed the first full-dimensional quasi-
diabatic representation of the coupled QX= QA PESs for NH3 [35, 36]. More recently,
Zhu, Ma, Guo, and Yarkony (ZMGY) presented a more accurate set of coupled
quasi-diabatic PESs for this system [37]. These PESs allowed full-dimensional QM
calculations of the absorption spectra, which yielded detailed information about the
tunneling dynamics in this system [37–40].

Accurate knowledge of the PESs alone is of course insufficient to yield lifetimes.
A QM treatment of the dissociation dynamics is required and full dimensionality is
preferred as both tunneling and IVR are multidimensional in nature. To this end,
we have developed such a wave packet-based method for the photodissociation
of ammonia using an exact Hamiltonian (J D 0) for the nuclear motion [38]. The
six-dimensional Hamiltonian and wavefunction in the Radau–Jacobi coordinates
were discretized using a mixed representation [41]. Our approach relied on the
Chebyshev propagation [42] of the excited state wave packet prepared by a
vertical excitation from the ground electronic state, in the same spirit as the
time-dependent approach to photodissociation [43]. The absorption spectrum can be
readily obtained by a discrete Fourier transform of the Chebyshev autocorrelation
function [44]. We note in passing that classical models have been employed for
studying the photodissociation of ammonia [45, 46], but they are incapable of giving
a good representation of the tunneling dynamics that dominates the absorption
spectra.

The absorption spectra for both NH3 and ND3 were first calculated by our group
[38] on the coupled full-dimensional PESs developed by Li, Valero, and Truhlar
(LVT) [36]. Consistent with experiment, the absorption spectra are dominated by
the predissociative umbrella (2n) resonances. The calculated positions, widths, and
intensities of these states are in qualitatively good agreement with the experimental
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findings. For example, the ND3 peaks have typically much narrower widths due
to the larger reduced mass in the dissociation coordinate, consistent with the
experimental observations [16, 17, 19]. Quantitatively, however, the line widths
of the 2n features in the absorption spectra, which underscore the state-specific
tunneling rates, deviate significantly from the most reliable experimental values
[34]. Specifically, the calculated widths of the low-lying states are generally three
times too large, presumably because the classical barrier height of 1,750 cm�1 on the
QA-state PES [36] is too low compared with that estimated from experimental data

(�2,100 cm�1) [22]. Despite these large deviations, the 21 anomaly was reproduced.
This anomaly is due apparently to the fact that the dissociation barrier rises quickly
with the umbrella angle. Consequently, the 21 state, which has a node at planarity,
is subjected to a larger effective barrier than the planar 20 state, thus possessing
a longer lifetime [18]. For higher overtones, the predissociation is dominated by
intermodel coupling, and as a result the dissociation rate increases with energy.
Subsequent calculations by Giri et al. [39] using an approximate QM method
yielded qualitatively similar results.

Since the nuclear dynamics was treated exactly, the errors in the absorption
spectra can be attributed to inaccuracies in the PESs. Not surprisingly, the agreement
with experiment is greatly improved when the more accurate ZMGY PESs were
used [37]. In Fig. 3.2, the calculated absorption spectra of both NH3 and ND3 are
compared with the experimental counterparts measured in a cold supersonic jet [19].
The nuclear spin statistics at the experimental temperature [26] has been included
in the calculations. The agreement in both the positions and intensities is quite
satisfactory. In addition, the calculated widths are also compared in Fig. 3.3 with
experiment and previous theoretical results. The theory–experiment agreement in
the absorption spectra is much better than that on the LVT PESs, and the agreement
in the widths, including the 21 anomaly, is almost quantitative. The improvements
can almost certainly be attributed to the higher level of the ab initio (multi-reference
configuration interaction or MRCI using the aug-cc-pVTZ basis set with an extra
3 s Rydberg function for N) calculations and a better fitting scheme [47]. Indeed,
the classical barrier height of the ZMGY QA-state PES is, for example, 2,153 cm�1

[37], in much better agreement with the experimental estimation of �2,100 cm�1

[22].
It should be noted that the inclusion of the seam of conical intersections at

larger N–H distances in latter dynamical calculations did not change the quan-
titative agreement in the absorption spectra [40], suggesting that the subsequent
non-adiabatic dynamics has almost no impact on the initial tunneling dynamics.
Interestingly, the ZMGY PESs have recently been shown to perform extremely well
in reproducing the NH2( QA)/NH2( QX) product branching ratio in the non-adiabatic
dynamics of ammonia photodissociation [40], which further confirms the accuracy
of the global PESs and their coupling.

One of the more intriguing questions concerning the tunneling dynamics in
ammonia photodissociation is the impact of vibrational excitation prior to the
electronic transition. Crim and coworkers have examined the action spectra of such
vibrationally mediated photodissociation processes in NH3 and found drastically
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Fig. 3.2 Comparison of the calculated and measured [19] absorption spectra of NH3 (upper panel)
and ND3 (lower panel). Adapted from [37] with permission

different line structures and widths from photodissociation of vibrationally unex-
cited NH3 [34]. The changes in the absorption spectra can be qualitatively under-
stood as different vibrational states on the ground electronic state have different
Franck–Condon factors with those on the excited electronic QA-state. More striking
is the very unusual H translational energy distributions, which are interpreted as the
result of changing product branching ratios resulted from different non-adiabatic
transitions [48, 49]. Such problems can in principle be addressed using the same
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Fig. 3.3 Comparison of the calculated and measured [17, 19, 22] widths of the 2n resonances of
NH3 (upper panel) and ND3 (lower panel) in their absorption spectra. Adapted from [37] with
permission
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technique described above, which will provide additional information about the role
of tunneling in this prototypical system.

3.3 OHCCO!HCCO2 Reaction

The exothermic OH C CO reaction plays an important role in combustion as the last
step of hydrocarbon oxidation, which represents the main heat release step, and is
considered to be the “second most important combustion reaction” [50]. It is also
the main CO oxidation channel in the atmosphere and controls the atmospheric OH
concentration [51]. Unlike many activated reactions, the PES of this reaction has a
very small or null overall barrier. Instead, the association of HO and CO results in a
relatively stable HOCO intermediate [52, 53], which has both cis and trans isomers.
The kinetics of the reaction has been extensively studied and the rate constants have
some very unusual characteristics [54–58]. For example, the reaction shows a strong
pressure dependence, which was attributed to the complex-forming mechanism [54].
In addition, the rate constant is almost constant at low temperatures, but it increases
sharply with temperature above 500 K. This non-Arrhenius behavior is indicative of
tunneling along the reaction pathway. The importance of tunneling in the reaction
dynamics is also supported by a strong H/D kinetic isotope effect [58–60], and rate
enhancement via vibrational excitation of the OH reactant [59, 61, 62]. Indeed,
tunneling has to be included in kinetic modeling of the reaction if a quantitative
agreement with experiment is to be obtained [58, 63–65]. In particular, we note the
recent semi-classical transition-state theory study of the reaction rate constant based
on high-quality ab initio anharmonic force fields at transition states reproduced
the experimental data, including the non-Arrhenius behaviors at low temperatures,
almost perfectly [66], underscoring the importance of tunneling in the reaction.

This reaction and its reverse have become a prototype to understand
complex-forming elementary reactions [9, 10, 67]. As illustrated in the previous
section, the accuracy of the underlying PES is essential for quantitatively
characterization of the reaction dynamics. For HOCO, several earlier global
PESs, notably the ones by Schatz, Fitzcharles, and Harding (SFH) [68], by Yu,
Muckerman, and Sears (YMS) [69], by Lakin, Troya, Schatz, and Harding (LTSH)
[70], and by Valero, van Hemert, and Kroes (VvHK) [71], have been developed.
These and other PESs have been used in numerous dynamical calculations, using
both quasi-classical trajectory (QCT) [68, 70, 72–81] and QM methods [82–99].
Unfortunately, these PESs do not have the necessary accuracy, due primarily to
the small number of ab initio points used in constructing these six-dimensional
potential energy functions. To improve our understanding of this important reactive
system, we have recently reported a new global PES for this system at the level
of UCCSD(T)-F12/AVTZ [100–102]. This represents the most accurate level of
theory affordable at present and the accuracy has recently been corroborated by
MRCI C Q-F12 calculations [103]. Approximately �50,000 points distributed in
a large configuration space relevant to the reaction were fit with the permutation
invariant polynomial method [104, 105]. The PES represents the stationary points
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Fig. 3.4 Energetics of reaction pathways for the HOCCO!HCCO2 reaction. The ab initio
energies (E0) of the stationary points are given in kcal/mol relative to the trans-HOCO minimum.
The wavy lines are for ZPE-corrected energies (E0CZPE) of the relevant species. All species are
planar, except tor-TS. Adapted with permission from [101]

quite well with a global fitting error of roughly 1.0 kcal/mol, indicating that the PES
is sufficiently accurate for most dynamical calculations.

The ab initio-based energetics of the reaction pathway for this reaction is
illustrated in Fig. 3.4. From the HO C CO reactants, two pathways exist for the
formation of the HOCO intermediate, each gated by a bottleneck (trans or cis-TS1).
In the entrance channel, there also exist two collinear hydrogen-bonded van der
Waals complexes, one of which has been detected experimentally [106]. Within
the HOCO well, the cis and trans-HOCO species are separated by a relatively low
isomerization barrier (tor-TS). On the other hand, the dissociation of the two HOCO
isomers to the H C CO2 products is controlled by two other transition states, namely
TS2 and TS4, with the latter less relevant at low collision energies due to its higher
energy. A key feature of the HOCO PES is that the lowest entrance and exit barriers
are roughly isoenergetic, which give rise to the unusual kinetic behaviors of the
reaction discussed above. In particular, the exit channel transition state (TS2) is
much tighter and has a reaction coordinate dominated by the H–O stretching motion,
which is amenable to tunneling dynamics.

This new PES was used in a recent full-dimensional QM calculations [107],
which solves the nuclear Schrödinger equation with the Chebyshev propagator [42]
in the OH–CO Jacobi coordinates. Such calculations are extremely challenging
due to the three heavy atoms in the system and the large number of quantum
states supported by the HOCO well. As a result, only the J D 0 partial wave
was considered. The initial state in the reactant asymptote was represented by a
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Fig. 3.5 Capture (upper panel) and reaction (lower panel) probabilities (JD 0) for (nOH, nCO)
states of reactants as a function of collision energy (Ec). The quantum mechanical (QM) and QCT
results (bD 0) are given in lines and symbols, respectively. Adapted with permission from [107]

Gaussian wave packet in the scattering coordinate multiplied by the internal state
wave functions for OH and CO. A mixed grid/basis representation [41] was used
to discretize the Hamiltonian and wave packet. The energy-dependent total reaction
probability was calculated using a flux method [108] at a dividing surface placed in
the product channel just beyond TS2. For capture calculations, on the other hand,
the dividing surface was placed behind TS1, which saves a large number of grid
points. The calculated J D 0 capture and reaction probabilities for a number of
reactant internal states are shown in Fig. 3.5 as a function of the collision energy.
As comparison, corresponding QCT results were also obtained with zero impact
parameter (b D 0) and included in the same figure. It is clear from the figure that the
reactivity is very low despite its near barrierless nature, in qualitative agreement with
previous QM calculations on earlier PESs [93, 94, 98]. This is due to the fact that the
reaction has to overcome two bottlenecks in both the entrance and exit channels, as
shown by the substantially larger capture probabilities in Fig. 3.5. Both the capture
and reaction probabilities tend to increase with the collision energy with a common
reaction threshold of �0.03 eV, which is primarily due to the entrance channel
bottleneck. The oscillatory structures in the reaction probabilities are apparently
due to numerous overlapping resonances, which have been noted in previous QM
calculations [93, 94, 98].

As shown in Fig. 3.5, excitation in the vibration of the OH reactant (v D 1)
significantly enhances the reactivity, while the effect in CO excitation is limited.
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Fig. 3.6 Comparison of calculated quantum and QCT rate constants with experimental ones in
the low pressure limit [55, 58]. The quantum rate constants reported by Liu et al. [98] on the LTSH
PES are also included for comparison. Adapted with permission from [107]

This observation is consistent with experimental evidence for this reaction [59, 61],
as well as our earlier QCT work [101] and previous QM calculations on the LTSH
PES [98, 99]. Interestingly, the vibrational excitation in the reactant has little impact
on the capture probabilities. This follows that the energy imparted in the OH
vibration helps to surmount TS2 as the reaction coordinate at the saddle point
is essentially the O–H stretch. However, this is possible only when the HOCO
intermediate is relatively short-lived, rendering incomplete randomization of energy
before surmounting TS2, which retains energy in the O–H bond. A short-lived
HOCO intermediate is consistent with experimental observations [52, 53, 109, 110]
and our QCT studies of this system on this new PES [101, 102].

It is also interesting to compare the J D 0 capture and reaction probabilities with
the corresponding QCT results obtained with zero impact parameter. Although the
QCT probabilities cannot account for quantum resonances, Fig. 3.5 suggests that
the overall agreement with the corresponding QM results is quite reasonable. The
QCT probabilities are typically smaller than their quantum counterparts at lower
collision energy, particularly for the OH excited case, suggestive of tunneling. The
importance of tunneling is expected to be even more pronounced as J increases,
because the tight TS2 saddle point is raised by the centrifugal potential.

Figure 3.6 displays the comparison of the theoretically calculated thermal rate
constants with the experimental data in the low pressure limit [55, 58]. The QM
rate constants were estimated using the J-shifting method [111] with energy shifts
determined at TS2, while the standard thermal sampling was used in the QCT
calculations [100]. A caveat is in order concerning the validity of the J-shifting
approximation in complex-forming reactions, since the reactivity in such a reaction
is not completely determined by the saddle point [67]. For comparison, the J-shifted
QM rate constants reported by Liu et al. [98], who used the earlier LTSH PES [98],



70 H. Guo et al.

are also included in the same figure. The calculated QM rate constants on the new
PES are in much better agreement with experimental data than that obtained on the
LTSH PES, although there is still significant underestimation at low temperatures
and overestimation at high temperatures. The discrepancies at low temperatures are
partially due to tunneling that is not completely captured by the J-shifting model.
Indeed, the centrifugal potential for J> 0 is expected to raise the thin barrier at the
tight TS2 saddle point to energies significantly higher than the reactant asymptote,
further accentuating the impact of tunneling. On the other hand, the errors at high
temperatures may also be due to the over-simplification of the J-shifting model, but
the precise origin has to await future explicit J> 0 calculations. Since the same QM
method was used, the improvement in the theory–experiment agreement for thermal
rate constants can be attributed to the improved accuracy in the new PES. On the
other hand, the QCT rate constants also reproduced the high temperature data quite
well, but underestimate at low temperatures, due almost certainly to the neglect of
tunneling.

Despite the improvements in describing the reaction PES for the HO C CO !
H C CO2 reaction, there is evidence indicating that the new PES is still not perfect.
For example, our recent QCT studies [101, 112] failed to reproduce the experimental
internal state distribution of the CO2 product [109, 113, 114] and the corresponding
angular distribution [80, 109, 114]. For the reverse H C CO2 ! HO C CO reaction,
our QCT results [102] underestimate the CO rotational state distribution [115, 116],
although in good agreement with the experimental rate constant [117], total integral
cross sections [118, 119], and the HO rotational distribution [118, 119]. It is possible
that these discrepancies are due to experimental errors, but it is more likely that
subtle deficiencies in the PES are the culprit. Indeed, a more recent fit of the
CCSD(T)-F12/AVTZ points for this system using neural network has uncovered
several shortcoming of our PES, resulting in even lower reaction probabilities [120].

The most dramatic manifestation of tunneling was found in the photodetachment
of the HOCO� anion, which produces the neutral HOCO species and its dissociation
fragments. Photodetachment of negative ions has been widely used as a powerful
way to probe dynamics of chemical reactions on the corresponding neutral PESs
[121]. Since this approach sometimes affords a direct access to the transition-state
region of the bimolecular reactions, this so-called transition-state spectroscopy by
negative ion photodetachment has revealed intricate resonances near the reaction
barrier [122], which control the reactivity. The photodetachment of HOCO� (and
DOCO�) has been extensively investigated by Continetti and coworkers [123–128].
The photo-ejection of an electron from the anion places the system on the neutral
PES near the HOCO wells. Earlier photoelectron–photofragmentcoincidence (PPC)
experiments revealed the formation of the HOCO, HO C CO, and H C CO2 products
[123, 124]. More recently, a new cryogenically cooled PPC apparatus was employed
to achieve much higher resolution and to eliminate hot bands [126, 127]. One of the
most striking observations is that nearly all photoelectrons in the H C CO2 channel
were found to have energies above the maximum limit predicted for TS2, suggesting
the dissociation of HOCO into the H C CO2 channel is mostly via tunneling through
the barrier [126, 127]. In other words, the reaction is pure quantum in nature.
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Interestingly, an earlier full-dimensional QM study of the photodetachment of
HOCO� found no evidence of tunneling, although all three experimentally observed
channels were identified [129]. There are several reasons for the discrepancy. The
most likely is that the LTSH PES [70] used in the calculation was not sufficiently
accurate, particularly with regard to the thickness of the barrier associated with TS2,
as shown in our recent work [100, 101]. As a result, tunneling might be substantially
underestimated. We have reinvestigated [130] the problem using our new HOCO
PES [100, 101], which has a much thinner barrier leading to the H C CO2 products
than the LTSH PES. Both full-dimensional and reduced-dimensional QM models
have been used. This is important because ample evidence suggests that tunneling is
a multidimensional phenomenon [100, 127]. Due to the formidable computational
costs, however, the former was restricted to the calculation of the low-resolution
energy spectrum of the photodetachment, which is pertinent to the initial evolution
of the wave packet on the neutral PES. In order to describe long time events due to
tunneling, on the other hand, the dynamics was followed using a five-dimensional
model with the non-reacting C–O bond fixed. While recent QM studies have
shown that the non-reactive CO bond is not in the strict sense a spectator in the
HO C CO reaction [95, 98], this approximation is unlikely to qualitatively change
the conclusion for photodetachment, especially concerning the tunneling over TS2.
This is because the C–O bond length does not change significantly over the course
of the dissociation.

The theoretical model for photodetachment is similar to that used to describe
photodissociation outlined in the last section. As illustrated in Fig. 3.7, the initial
wave packet on the neutral PES was chosen as the ground vibrational state of
cis-HOCO�, which has a lower energy than its trans counterpart. The anion
vibrational eigenfunction was determined on a newly developed anion PES at
the same CCSD(T)-F12/AVTZ level [130], as used to construct the neutral PES
[100, 101]. The neutral wave packet was propagated to yield probabilities to both
the HO C CO and H C CO2 asymptotes with a flux method [108] and the cosine
Fourier transform of the Chebyshev autocorrelation function yielded the energy
spectrum [44]. The discretization of the Hamiltonian and wavepacket, and the
propagation were essentially the same as in our recent reaction dynamics study
[107].

In Fig. 3.7, the low-resolution spectra were obtained from the Fourier transform
of the corresponding Chebyshev autocorrelation functions after a short (100 steps)
propagation of the initial wave packets on the neutral PES. In the same figure, we
have also included the spectrum converted from the experimental electronic kinetic
energy (eKE) distribution [126] via the following relation: E D h�� eKE, where the
experimental photon energy is 3.21 eV (386 nm) [126]. The agreement between the
experimental distribution and the full-dimensional spectrum is excellent, validating
the PESs used in the calculations. The shift of the reduced-dimensional spectrum
can presumably be attributed to the freezing of the non-reactive CO bond. It is
interesting to note that the geometry of the anion is sufficiently similar to that of the
corresponding neutral species, little amplitude was found outside the HOCO well on
the neutral PES. This observation is important because it indicates that only a small



72 H. Guo et al.

Fig. 3.7 Zero-point corrected energetics of the schematic HOCO/HOCO� PESs. The energy
zero is placed at the global trans-HOCO minimum of the neutral PES. The calculated energy
spectrum of the HOCO species prepared by photodetachment of the HOCO� anion is displayed in
green (full-dimensional model) and red (five-dimensional model) with the experimentally derived
spectrum in blue. In addition, the calculated dissociation probabilities for the HOCCO and
HCCO2 channels are also given in orange and purple. Note the substantial probabilities in the
latter channel suggest tunneling. Adapted with permission from [130]

fraction of the neutral species will have the necessary energy to dissociate directly
into both the HO C CO and H C CO2 channels. On the other hand, the majority
of the neutral species prepared by photodetachment is temporarily trapped in the
HOCO well as metastable resonances. As shown in Fig. 3.4, the trapped HOCO
species has no choice but to decay via tunneling through the barrier under TS2.

In Fig. 3.8, the high-resolution energy spectrum of HOCO prepared by photode-
tachment of cis-HOCO� is displayed. As expected, all HOCO species below the
effective dissociation barriers exist as resonances, as illustrated by the sharp peaks
in Fig. 3.8. There is no bound state because the lowest-lying vibrational state of
cis-HOCO is above the H C CO2 asymptote. Based on inspection of wave functions,
these peaks can be assigned to bending (�5) progressions, due apparently to the fact
that the bending angles of the anion differ significantly from those of the neutral
species. Some excitation in the reactive C–O bond stretch (�4) is also present. On the
other hand, the OH bond length in the negative ion and the neutral species is roughly
the same, resulting in negligible excitation in v1 (O–H stretch). This assignment is
in good agreement with the most recent photoelectron spectroscopic study of the
cold HOCO� anion, in which bending progressions in �5 with some excitations in
�4 and �3 (HOC bend) were found [128]. As discussed in our recent work [101], the
vibrational frequencies of both cis and trans-HOCO species calculated on our PES
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Fig. 3.8 High-resolution energy spectrum for HOCO prepared by photodetachment of the
HOCO� anion. The energy is referenced to the trans-HOCO potential minimum and the
approximate lifetime ranges of the resonances are color coded in blue for �s, orange for ns, and
red for ps. Adapted with permission from [130]

are in good agreement with these experimental results as well as the benchmark ab
initio data reported in the same publication [128].

The line widths of these resonances have been estimated and they are grouped in
Fig. 3.8 based on their calculated lifetimes. It is clear that some of the resonances
have exceedingly long lifetimes (>�s), which are comparable to the flight time
in the experimental set up [127]. As a result, these resonances would have been
classified as stable HOCO species in the experiment. Close to the energy of TS2,
the lifetimes are on the order of ps, which can be readily captured in our flux
calculations. The range of the lifetimes reported here is consistent with the estimates
based on an earlier effective one-dimensional model [127]. Above the dissociation
limit, there are still resonances superimposed on broad features, which correspond
to direct dissociation.

The calculated dissociation probabilities to the HO C CO and H C CO2 arrange-
ment channels are shown in Fig. 3.7. In the HO C CO channel, the energy
distribution centers at 1.82 eV relative to the trans-HOCO global minimum, in
good agreement with the experimental distribution between 1.65 and 2.0 eV [126].
Comparing with the H C CO2 channel, the HO C CO fraction is substantially
smaller, again consistent with experiment [126]. On the other hand, the probability
for the H C CO2 channel has contributions from both above and under the TS2
barrier. The former converges quickly because of the relatively short time needed
to dissociate. However, the tunneling contribution, which is apparent in the figure
below the dissociation limit, is not quite converged in our calculation due to the
extremely long lifetimes of the resonances at low energies. Nonetheless, it is clear
that the tunneling channel makes up a large percentage of the total photodetachment.

In comparing with the experimental branching ratios, it is important to realize
that the experimentally detected HOCO species are not strictly speaking stable
because these resonances have energies higher than the H C CO2 dissociation
asymptote. However, lifetimes of these deep tunneling states are so long that the
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7.8 �s flight time [127] might still be insufficient to observe their decomposition.
As discussed above, it is impractical to expect wave packet propagations on such
time scales either. Consequently, there is substantial uncertainty in the partition of
the HOCO and H C CO2 channels below the barrier. However, this uncertainty does
not affect the overall agreement between theory and experiment. The calculation
results presented here clearly demonstrated that photodetachment of HOCO�
produces predominantly HOCO resonances that dissociate into H C CO2, in agree-
ment with the conclusion made by Continetti and coworkers [127].

Finally, it might be worthwhile to comment on the impact of tunneling facilitated
HOCO decomposition in the bimolecular HO C CO ! H C CO2 reaction kinetics.
In the low pressure limit, the HOCO intermediate formed is largely above TS2
and as a result tunneling will be mostly through the centrifugal barrier near the
exit bottleneck (TS2). In the high pressure limit, on the other hand, the reaction
rate is dominated by the formation (capture) rate of the HOCO intermediate, as its
overcome of the exit barrier is achieved by collisional excitations. The tunneling
facilitated decomposition of thermalized HOCO is thus of less importance. As a
result, the tunneling effect is expected to have an important, but not overwhelming,
impact on kinetics of this bimolecular reaction and the impact will be limited to low
temperatures.

3.4 Conclusions

In this chapter, we have shown through two examples the important role played
by tunneling in reaction dynamics. In the unimolecular dissociation dynamics of
ammonia photodissociation on its first excited electronic state, the lifetimes of the
lowest-lying resonances are strongly affected by tunneling over a small barrier
in the dissociation coordinate, which is responsible for a lifetime anomaly in
the first overtone and for the large H/D isotope effect. Similarly, the tunneling
in the bimolecular HO C CO ! H C CO2 reaction has been shown to affect the
rate constants at low temperatures as well as the H/D isotope effect. These two
examples illustrate a typical scenario for the well-known quantum phenomenon in
molecular systems, in which the dynamics is nominally perturbed by tunneling. On
the other hand, chemical reactions dominated by deep tunneling are uncommon.
In two systems found recently [131, 132], for example, the dominant products
are produced via deep tunneling over a higher barrier even when another channel
with a lower barrier is available. The photodetachment of HOCO� presents another
interesting example, in which the decomposition of HOCO is almost exclusively
due to tunneling. These unique reaction systems, suggest that quantum effects such
as tunneling can in a few cases dominate, rather than merely influence, reactive
systems.
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Abstract
In this chapter, recent developments of the quantum wave packet methods
for calculating differential cross sections (DCSs) of tetra-atomic reaction, for
calculating DCSs of triatomic reaction using wave packet method only with
reactant Jacobi coordinates, for calculating and analyzing the reactive resonance
wave functions, and for simulating and explaining experimental observables of
a reactive scattering, are given. Applications to the F C H2 reaction, especially
some fundamental understandings of its short-lived reactive resonances, the
H C O2 reaction, the H2 C OH ! H C H2O reaction, and the OH C CO !
H C CO2 reaction are presented for illustration.

4.1 Introduction

For decades it has been witnessed the persistent endeavors from both experimental
and theoretical sides in the attempts to reveal the ever detailed minutes of how
the reactants evolve to products during a chemical reaction process in various
conditions. A chemical reaction may be envisioned as a scattering collision in which
the original chemical bonds are cleaved and new ones are formed. Considering the
large mass difference between electrons and nuclei, it is advantageous to separate
the treatment of a reaction into solutions of two Schrödinger equations: first for
the electrons at fixed nuclear positions, and then for the nuclei. This is the Born–
Oppenheimer (BO) approximation, and it is valid for many chemical reactions.
The treatment of the motions of electrons allows the definition of potential energy
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surface (PES) as a function of all nuclear coordinates, and then the dynamic motions
of nuclei during a reaction are governed by the PES, which provides the force acting
on each nuclei in the system. A chemical reaction takes place on the PES along a
minimum energy path connecting the reactant region to the product region, and it
is called the reaction coordinate for the chemical reaction. In a typical chemical
reaction, the path traverses a reaction intermediate region, which is defined as the
transition state [34, 35].

Theoretically, the very early theory was pioneered by Hirschfelder and his
coworkers dated back to the later 1930s and early 1940s [49, 52], but it takes
more than 30 years to see the report of the fully quantum mechanical method on
the simplest three-dimensional H C H2 exchange reaction [110, 111], even though
various model calculations were implemented on H C H2 [62,108,109,133,134,143]
and F C H2 [106, 112, 144]. With the tremendous progress of various theoretical
and numerical methods to deal with the partial differential equations and associated
boundary conditions in the field of quantum reaction dynamics [4,15,50,90,96,107],
it has now become just a routine to perform full-dimensional quantum scattering
calculations for atom–diatom systems with both accurate ICS and DCS at the state-
to-state level [3, 100, 119, 124, 140], especially after the introduction of reactant
coordinate-based method [43, 126, 127]. Previously one had to transform the wave
function between the reactant Jacobi coordinates and the product Jacobi coordinates
(Jacobi coordinate is defined in Sect. 4.3), in order to efficiently express the reactant
ro-vibrational states and the product ro-vibrational states and further obtain the
state-to-state information. This leads to the well-known coordinate problem in time-
dependent quantum wave packet calculation for extracting state-to-state reactive
scattering information. Therefore quantum wave packet method had only been
considered as a convenient method for calculating initial state-specific total reaction
probabilities. Nowadays the quantumwave packet method has also been proved an
effectivemethod for extracting state-to-state information.

Once the atom–diatom reactive scattering problem had essentially been solved,
attention naturally turned to more complicated reactions involving more than three
atoms—as the first step, to systems involving four atoms. Unfortunately, this is not
a trivial task, as the number of degrees of freedom increases from three for a three-
atom system to six for a four-atom system. In the past decades, significant progress
has been made on accurate quantum reactive scattering studies of four-atom
chemical reactions. Starting from time-independent (TI) reduced dimensionality
approaches [15, 26], it is now possible to calculate fully converged integral cross
sections [42, 155, 164], and state-to-state dynamical quantities for the total angular
momentum J D 0 [29, 156, 165] without any dynamical approximation for some
four-atom reactions, mainly through the development of the initial state selected
wave packet method. Other quantum dynamical approaches have also received great
success in four-atom reactions, such as the Multi-configurational Time-Dependent
(TD) Hartree (MCTDH) approach for thermal rate constant calculations [72].
Various TID and TD reduced dimensionality calculations were also reported on
different systems [118, 149, 154, 163, 166]. Recently, time-dependent wave packet
(TDWP) method was developed to compute differential cross sections (DCSs) for
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four-atom reactions and applied to the prototypical HD C OH ! H2O C D [70,145]
and D2 C OH ! HOD C D reactions [69]. Excellent agreements were achieved for
the first time for a four-atom reaction between the full-dimensional DCS and high-
resolution crossed-molecular beam experimental results. Because it only takes a
relatively short time to obtain fully converged DCS for the reaction, it is conceivable
that the wave packet-based quantum scattering method has matured to the stage
where it can afford yielding complete dynamical information for many four-atom
reactions, as have been done for three-atom reactions in the past decades.

While fully quantum mechanical calculations on larger reactive system are
always limited by the current computational power, the quasi-classical trajectory
(QCT) method provides a feasible alternative by describing the scattering collisions
with classical equations of motion [54, 99]. However, despite its high efficiency
and intuitive nature, QCT is not a rigorous method to deal with quantum dynamics
in reactive scattering, such as reactive resonance, zero-point energy, quantum
tunneling, and interference. Even atoms other than hydrogen and its isotopes usually
are not believed to have strong tunneling effect at room temperature, it is not clear
what is exact the role of the zero-point energy in a molecular dynamics process.

In this chapter, we aim to provide quantum mechanical methods to simulate and
explain some interesting experimental observables of reactive scatterings, especially
some fundamental understandings of the short-lived reactive resonances.

4.2 Resonance in a Reactive Scattering

For a reactive scattering, the properties of the reaction system near the tran-
sient region have the dominant role that determines various details of reactive
collisions including the nature of potential surfaces, nonadiabaticity, direct and
complex-forming collision dynamics, energy partitioning, product state and angular
distributions, quantum tunneling and resonances in the transient region, and other
interference effects.

The literature has seen several comprehensive reviews that summarized the
recent advances in the understanding of reactive resonance [22, 37, 66, 67, 148],
and for the consideration of integrity, here we shall only briefly explain the basic
concepts.

The properties of the reaction system near the transient region determine how
the reactant evolves to the product side, and in a typical chemical reaction, reactions
form short-lived intermediate reactive complex at the transition state region and
finally decay into the final reaction products. The transition state region can be an
energetic barrier, which separates the reactants from products, and in some cases
after this barrier the reaction coordinate shows itself with a deep potential well,
shown in Fig. 4.1a, which attracts the intermediate complex for a long time before
it decays into the final products. The latter is always named as complex-forming
reaction, and we shall not go into too much details in this kind of resonance, as
recently it has been intensely reviewed by an elegant article [46]. We shall from
now on only focus on the reactive resonance in direct reactions.
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Fig. 4.1 Three types of reactive resonances near the transition state region in chemical reactions,
adapted from [66]. Panel (a) illustrates the case associated with a deep potential well along
the reaction coordinate. The resulting bound and pre-dissociative quasi-bound states can be
characterized, for a three-atom system, by three vibrational modes. (b) Threshold resonance
for which only the two motions orthogonal to the unbound reaction coordinate are quantized
and thus assignable by vibrational quantum numbers. The dynamical trapped-state resonance is
schematically shown in panel (c). Despite the repulsive potential energy surface along the reaction
coordinate, this metastable state can be assigned by three vibrational quantum numbers

In a direct reaction, the minimum energy path along the reaction coordinate
shows itself with repulsive feature on the PES, and no discrete quantum state exists
in the transition state region along the reaction coordinate R, shown in Fig. 4.1b, c.
The directions perpendicular to R are the internal coordinates u of the reaction
system, and the motions along u are quasi-bound, which is the character of the
saddle-point nature in the transition state region, shown in Fig. 4.1b. In a typical
atom–diatom reaction, A C BC, the reaction coordinate approaches the asymmetric
stretch motion of the ABC complex in the transition state region, and the two quasi-
bound states are the symmetric stretching and bending modes. Due to the discrete
nature of the two quasi-bound states, they would serve as a bottleneck to gate the
flux going from the reactant region to product side. This is named as the threshold
resonance or barrier resonance, and the discrete quasi-bound states are the quantized
bottleneck states. As a result, stair-like feature is observed in the reaction probability
PJ .Ec/ from a single partial wave J as a function of the collision energy, as shown
in Fig. 4.2a (middle). The effect of zero-point energy manifests itself in the reaction
probability as the smaller reaction threshold energy than the height of the barrier.
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Fig. 4.2 Schematic illustration of the threshold resonances (a) and quantum dynamical resonance
(b), adapted from [67]. In each panel, the left figure illustrates the effective dynamical potential
along the reaction coordinate R, and the middle and the right ones are the Ec-dependence of
the reaction probability PJ .Ec/ and the reaction cross section 
.Ec/. In the case of threshold
resonance, the non-zero values of the reaction probability and cross section start at a smaller
collision energy than the height of the barrier, which manifests the effect of zero-point energy

The other reactive resonance is called the trapped-state resonance or Feshbach
resonance, shown in Fig. 4.1c. In this case, the ABC complex is dynamically trapped
along the reaction coordinate, even the minimum energy path on the BO PES
is totally repulsive. The trapping of the short-lived ABC complex is caused by
the vibrationally adiabatic potential, which is based on the concept of vibrational
adiabaticity [23, 75, 76, 120]. As the vibrational motions along the directions
perpendicular to R are fast compared with the motion alongR, the vibrational modes
should approximately conserve the quantum number n, which is in the spirit of BO
separation of motions with different time scale. A typical vibrationally adiabatic
potential along the reaction coordinate R is shown in Fig. 4.2b (left), and it can be
constructed as

VVAP.R/ D VMEP.R/C "n.R/ (4.1)

in which VMEP.R/ is the minimum energy path along the reaction coordinate,
and "n.R/ is the quantized vibrational energy of the orthogonal motions. In the
vicinity of the transition state region, the strong couplings between the vibrational
motions and the reaction coordinate lead to the dramatic vibrational frequency
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decrease due to the weakening of the bonds, and consequently dynamic potential
well would appear along the reaction coordinate, especially for high vibrational
quantum numbers. If the well is deep enough to support discrete resonance quantum
state along the reaction coordinate, an isolated sharp peak should be observed
in the reaction probability PJ .Ec/, as shown in Fig. 4.2b (middle) for PJ .v0 D
1IEc/ of the v0 D 1 product state from a single partial wave J . The appearance
of the isolated sharp peak before the reaction threshold energy is due to the
resonant tunneling process through the barrier, which enhances the formation of
the resonance complex state, and at higher collision energy, the direct reaction of
the broad over-the-barrier probability dominates the process. In a one-dimensional
model, the resonance produced by a potential like in Fig. 4.2b (left) is called as shape
resonance [37]. While in multi-dimensional case, energy exchange occurs between
various collective modes of the compound molecule, and it is named as the Feshbach
resonace.

Even though the reaction probability provides distinctly different characteristics
for the above two types of reactive resonance, the experimental observables of
the reaction cross sections are often smeared out due to the summation of all
possible PJ .Ec/, which is inevitable because of the existence of many partial.
The interpretation of the experimental observables and further understanding of
the effects of reactive resonance require the intense interplay between theory and
experiment. For example, the transition state region is often tight, and only a
small range of partial waves contributing to the DCS in certain direction, which is
amenable to quantum mechanical calculations. We shall be able to focus on reaction
probabilities of a certain range of partial waves, from which the different kinds of
reactive resonance manifest themselves with distinct features.

In the following part, we will review the current quantum wave packet method
for simulating reactive scattering processes and its applications, especially on
understandings of reactive resonances. The quantum dynamical studies have greatly
deepened our understandings of the reaction dynamics in some prototypical sys-
tems. The following part is full of technical details and one may skip it for a general
interest.

4.3 Theory by QuantumWave Packet Method

4.3.1 Overall Theory

In a reactive scattering, the full Hamiltonian H needs to be partitioned in different
arrangement channels �,

H D H�
0 C V � (4.2)

in whichH�
0 D T �.R/Ch�.q/ is the asymptotic Hamiltonian, V � is the interaction

potential, and T �.R/ is the kinetic energy operator in the translational degree of
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freedom,R, h�.q/ is the internal Hamiltonian in the internal degrees of freedom, q.
In the limit that the separation of the two fragmentsR goes to infinity, the interaction
potential would be vanished, and the eigenfunction of the system is simply the
product of a plane wave and the eigenfunction �n.q/ of the internal Hamiltonian
h�.q/,

 �n;E.R; q/ D u�k.R/�
�
n.q/ (4.3)

in which ��n.q/ is related to En by

h�.q/��n.q/ D En�
�
n.q/ (4.4)

and the translational plan wave is directly written as

u�k.R/ D eikR

p
2�

(4.5)

where k D p
2�.E � En/=�2, � is the reduced mass of the translational motion.

The eigenfunction �;˙n;E of the full HamiltonianH is related to the asymptotic wave
function through the Møller operator,˝˙ [153],

 
�;˙
n;E D ˝˙ �n;E (4.6)

Given the definition of S matrix operator, S D ˝
�˝C, the probability amplitude to
scatter from an initial state i of the reactant arrangement ˛ to a final state f of the
product arrangement ˇ is written as the matrix element of the S operator [153],

S f̌;˛i D h ˇf;E jS j ˛i;Ei D h ˇf;E j˝
�˝Cj ˛i;Ei D h ˇ;�f;E j ˛;Ci;E i (4.7)

There are generally two methods to calculate the S matrix element. The first
one is the time-independent (TI) method, which solves the eigenvalues of the full
Hamiltonian H to obtain the scattering matrix  ˇ;�f;E0 and  ˛;Ci;E . In a single run of
the TI method, the entire S -matrix is obtained at a particular energy E . TI method
is especially suitable for the case with low energy, such as cold collision problem.
However, the TI method is notorious for its bad scaling relation N3, with respect to
the number of basis functions, N . Alternatively, the time-dependent (TD) method
or wave packet method has a better scaling of N2, and it is carried out by solving
the TD Schrödinger equation of a first-order differential equation.

In a typical wave packet method, three steps are involved to calculate the S
matrix. First, an initial wave packet�i of definite internal quantum states is launched
in the reactant region with normally a Gaussian shape wave packet in the scattering
coordinate, and this determines the range of collision energy. Then the wave packet
is propagated for a sufficient length of time until the reaction is finished. Finally,
the state-to-state S -matrix element is obtained for the reactive scattering. In the TD
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method, the S -matrix element is reformulated by wave packet correlation function
[132],

S f̌;˛i D .2��/�1

a�f .E/ai .E/

Z 1
0

eiEt=�h�f je�iHt=�j�iidt (4.8)

where �f is the final wave packet, ai .E/ and af .E/ are the energy amplitudes of
the energy normalized eigenfunctions contained in the initial and final wave packets.
It can be seen that the S matrix element is obtained by the Fourier transform of the
time correlation function Cfi.t/ between the final wave packet and the propagated
initial wave packet, Cfi.t/ D h�f j�i.t/i.

It should be noted that the initial and final wave packets are usually expressed
in the Jacobi coordinates of their own arrangements, which results in the difficult
coordinate problem in state-to-state reactive scattering as we mentioned previously.
One may either choose the product Jacobi coordinate [47, 53, 65, 151], or reactant
Jacobi coordinate to propagate the initial wave packet, and there also exist two other
methodologies but may be both named as reactant coordinate-based (RCB) method:
the first one is to employ interpolation schemes for the coordinate transformation
[41, 89, 126, 127, 156], and the second one is realized by projection of both reactant
and product wave packets to an intermediate coordinate [43, 127], Alternatively,
in the reactant–product decoupling (RPD) method [6, 7, 96], both the reactant and
product coordinates are used, and they are divided and combined by a complex
absorbing potential.

4.3.2 QuantumWave Packet Method

The ever increasing popularity of the wave packet approach to reactive scattering
is attributed largely to its intuitive time dependence and better scaling laws [87].
However, the concept of wave packet was originally postulated long time ago by
Schrödinger in 1926 [115] as a coherent superposition of states, with localization in
its position representation. The states can be electronic states, vibrational states, or
rotational states, but in molecular wave packet method, the wave packet represents
the coherent nuclei motion on certain electronic PES under Born–Oppenheimer
approximation. Since the formulation of these original works, molecular wave
packet theory has undergone a huge development, as reviewed by Manz in his
comprehensive historical survey of molecular wave packet theory in the period of
1926–1996 [74].

Since the numerical details for a triatomic reactive scattering can be directly
extended to more complicated systems and are very typical, we will focus on the
triatomic reactions in this part.

4.3.2.1 Hamiltonian and Discretization
To study the atom–diatom reactive scattering, A C BC(vi ; ji )!AB(vf ; jf ) C C/AC
(vf ; jf ) C B at a state-to-state level, body-fixed (BF) frame Jacobi coordinates are
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Fig. 4.3 The Jacobi coordinates for the reactant ACBC (a), and product ABCC (b) and
ACCB (c)

used to represent the corresponding wave packets in their arrangements: normally
the reactants A C BC is for the ˛ arrangement, and the two product channels
AB C C and AC C B are for the ˇ and � arrangements, respectively. The Jacobi
coordinates for the three arrangements are shown in Fig. 4.3. In each arrangement,
the coordinate is denoted as .R�; r�; 	� I ˝�/, where � represents any one of the
above arrangements. For example, when � represents the reactant arrangement, R�
is the length of vector R� pointing from the BC center of mass to A, r� the BC bond
length, and 	� the angle between BC bond and R� ; ˝� denotes the Euler angles
orienting R� in the space-fixed (SF) frame.

Considering the reaction scattering as an isolated system, the calculation is
always carried out using a partial wave representation, in which the total angular
momentum J is a good quantum number and one can take advantage of the
conservation of the total angular momentum to break the problem into separate
calculations for each value of the total angular momentum quantum number J . The
Hamiltonian for a given total angular momentum J is given in the reactant Jacobi
coordinate as

OH D � �
2

2�R

@2

@2R
� �

2

2�r

@2

@2r
C

Ol2
2�RR2

C Oj 2
2�rr2

C V.R; r; 	/ (4.9)

where the arrangement label ˛ is removed for clarity consideration, �R and
�r are the corresponding reduced mass for R and r , respectively. The squared
orbital angular momentum operator is responsible for the centrifugal potential and
expressed as

Ol2 � . OJ � Oj /2 D OJ 2 C Oj 2 � 2 OJ z Ojz � OJC Oj� � OJ� OjC (4.10)

where OJ and Oj are the total and BC diatomic rotational angular momentum
operators, with OJ z and Ojz as their corresponding projections onto the BF z-axis,
which coincides with the vector R. The raising/lowering operators in the last two
terms, OJ˙ and Oj˙, represent the Coriolis coupling, which couples the adjacent
helicity quantum numberK .K is the projection of both J and j onto the BF z-axis,
and it is a good quantum number in the BF frame.
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For each partial wave J and parity �, the Hamiltonian and wave packet are
discretized in the BF frame in mixed representation [21, 64, 80, 89, 160]: discrete
variable representation (DVR) is employed for the two radial degrees of freedom
and finite basis representation (FBR) of normalized associated Legendre function
YjK.	/ for the angular degree of freedom. Thus the wave packet in the BF frame is
written as

� JM�.R; r/ D
X
K

DJ��
MK .˝/ .t; R; r; 	K IK/ (4.11)

where DJ��
MK .˝/ is the parity-adapted normalized rotation matrix, depending only

on the Euler angles ˝ ,

DJ��
MK .˝/ D .1C ıK;0/

�1=2
r
2J C 1

8�
ŒDJ�

MK.˝/C �.�1/JCKDJ�
M�K.˝/�;

(4.12)

where � is the parity of the system defined as � D .�1/jCl with l being the orbital
angular momentum quantum number, and DJ�

MK.˝/ is Wigner rotation matrix [16,
152]. The usage of the parity-adapted normalized rotation matrix restricts the K to
be nonnegative and the basis size is reduced almost by half.  .t; R; r; 	K IK/ only
depends on three internal coordinates and K , and it is expanded as

 .t; R; r; 	K IK/ D
X
n;m;j

F K
nmj.t/un.R/�m.r/YjK.	/ (4.13)

where n and m are the radial basis labels, un.R/ and �m.r/ are the corresponding
basis functions, respectively, and YjK.	/ is the normalized associated Legendre
function.

4.3.2.2 Construction of the Initial Wave Packet
As has been mentioned above, the first step of the wave packet method is to set
up the initial wave packet. The initial wave packet is advantageous to be defined
in the SF frame, because the Coriolis couplings in the BF frame are long ranged
and it requires to define the initial wave packet at rather large position of R. There
are not many ways to account for them in a reasonable grid. On the other hand, in
the SF frame, the asymptotic form of the scattering wave function can be described
by the Riccati–Hankel function, and the long-range centrifugal term is diagonal,
l.l C 1/=2�RR

2 [3, 30]. Consequently, the initial wave packet can be placed as
close as the interaction potential is negligible. In such a manner, the initial wave
packet is defined as the product of the diatomic ro-vibrational eigenstate �v0j0.r/ of
BC and a Gaussian wave packet G.R/ in the translational coordinate [3, 65, 126],

� JM�
v0j0l0

.R; r/ D G.R/�v0j0.r/jJMj0l0�i; (4.14)
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where jJMj0l0�i is the eigenfunction of the total angular momentum operator in the
coupled representation of the SF frame with parity of system � D .�1/j0Cl0 , and
the Gaussian wave packet G.R/ in the translational coordinate is given as

G.R/ D
�
2

�ı2

	1=4
e�.R�R0/2=ı2e�ik0R; (4.15)

in which ı, R0, and k0 are the width, mean position, and mean momentum of the
translational wave packet, respectively, and they determine the range of collision
energy.

Wave packet is always propagated in the BF frame, and the initial wave packet
needs to be transformed from the SF to the BF frames before the propagation,
which is to transform the SF eigenfunction jJMj0l0�i of the total angular momentum
operator in the coupled representation to the BF frame,

jJMj0l0�i D
X
K�0

C
Jj0�
l0K

jJMj0K�i

D
X
K�0

C
Jj0�
l0K
DJ��

MK .˝/Yj0K.	/; (4.16)

where C
Jj0�
l0K

is the parity-adapted orthogonal transform matrix between the SF and
BF frames [65, 101, 153, 157] and given as

C
Jj0�
l0K

D
s
2l C 1

2J C 1

p
2 � ıK;0h jKl0jJKi; (4.17)

where h jKl0jJKi is the Clebsch–Gordan coefficient.

4.3.2.3 Propagation of theWave Packet
After the preparation of the initial wave packet, it is then propagated under the
operation of system Hamiltonian by the unitary propagator U.t; t0/ D e� i

�
H.t�t0/.

Usually, the propagatorU.t; t0/ is approximated by various schemes [55,60,137],
and there are plenty of wonderful articles that have explained each in detail, such
as the split operator method and higher order split operator methods [11, 36,
130], Chebyshev polynomial expansion [131], Faber polynomial expansion [51,
146], short iterative Lanczos propagation method [95], Crank–Nicholson second-
order differencing [10, 56, 57], symplectic method [14, 45], recently proposed real
Chebyshev method [24, 44, 125], and Multi-configuration Time-Dependent Hartree
(MCTDH) Method [12, 73, 81–83]. For details, one may refer to the corresponding
references.
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4.3.3 State-to-StateMethod: The RPD Approach

It has been a long time that only the product Jacobi coordinates were used in
the propagation for extracting state-to-state information: the initial wave function,
which is constructed in reactant Jacobi coordinate, is first transformed into product
Jacobi coordinate, directly or after some propagation time to focus the initial wave
packet in interaction region. Then the wave function propagation and product
state-resolved information is calculated. Later, RPD method was proposed [96],
particularly for direct reactive scattering process where it has been proved being
very efficient. Recently, efficient RCB method was put forward by Sun et al. and
Roncero et al. [43, 126, 127], particularly for reactive scattering process involving
intermediate complex. The RCB method has been applied with H C O2 [124],
O C O2 [128], N C NO ! N2 C O etc., which clearly demonstrated its efficiency
and convenience for usage. In this part we only briefly introduce the RPD method,
which is the only technique capable of extracting state-to-state DCS of tetra-atomic
molecules currently.

The RPD method, originally introduced by Peng and Zhang [96] in order to
extract the state-to-state information efficiently, transforms no-return part of reacted
wave packet continuously in time from reactant to product coordinates with the
help of absorption potentials. It divides the full time-dependent wave function into
the reactant and product components and the calculation of each component can be
carried out using the Jacobi coordinates of the corresponding arrangement channel
separately. The RPD method solves, to a large extent, the problem of the choice of
coordinates in quantum reactive scattering.

In the time domain, the RPD scheme partitions the full time-dependent (TD)
wave function into a sum of reactant component (�r ) and all product components
(�p; p D 1; 2; 3; : : :) that satisfy the following decoupled equations:

i�
@

@t
j�r.t/i D H j�r.t/i � i

X
p

Vpj�r.t/i (4.18)

i�
@

@t
j�p.t/i D H j�p.t/i C iVpj�r.t/i;

where �iVp is the negative imaginary potential (absorption potential) used to
prevent the wave function �r.t/ from entering the pth product arrangement. The
solution for �r.t/ is independent of those for �p.t/ and the latter are independent
of each other. Therefore, �r.t/ can be propagated in the reactant Jacobi coordinates
just as for total reaction probability calculations,

�r.t C�/ D e�Vp�=�e�.i=�/H��r.t/: (4.19)

Every product wave function, �p , can be propagated in its own coordinates as
in a normal wave packet propagation except with a source term, �p , provided by
Eq. (4.19),
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�p.t C�/ D e�.i=�/H��p.t/C �p.t/ D e�.i=�/H��p.t/C .1 � e�Vp�=�/�r .t C�/:

(4.20)

Finally, one can extract the final state information, such as state-to-state S matrix
elements or reaction probabilities, from the Fourier transformation of �p.t/.

The RPD approach is very efficient on dealing with direct reactants with
barriers as demonstrated by Althorpe and coworkers [3, 8], because in this case
the absorption potential can be applied right after the barrier as in initial selected
total reaction probability calculations and it is also rather cheap to carry out the
continuous propagation for the absorbed wave packet in a product channel. In
particular, Althorpe and coworkers have realized that the absorption of reacted wave
packet can be performed after multiple propagation steps [5, 29].

In the original RPD approach, the source term �p.t/ D .1 � e�Vp�=�/�r.t/
is saved and transformed from reactant to product Jacobi coordinates at every
propagation time step. By using the multiple-step reactant–product decoupling
(MRPD) scheme, one can be saving and transforming the source term at every M
time [68, 70, 71].

�r.t C�/ D e�VpM�=�e�.i=�/H��r.t/;when mod..t C�/� t0;M�/ D 0;

�p.t C�/ D e�.i=�/H��p.t/C .1 � e�VpM�=�/�r.t C�/; (4.21)

where t0 is the starting point for performing wave function transformation. At other
time steps, we carried out the standard split-operator propagation for �r.t/ and
�p.t/ without the absorption potential, Vp , related terms. In this way, we can cut
the computational time for wave function transformation from reactant coordinates
to product coordinates by a factor of M .

Since the efficiency of RPD method for a state-to-state calculation of a direct
reactive scattering process, it is crucial for extracting product state-resolved infor-
mation of tetra-atomic reaction limited by current computer resource. The applica-
tions below of tetra-atomic reaction are accomplished by using the RPD method.

4.3.4 Calculation of the Experimental Observations

4.3.4.1 Calculation of S -Matrix of Triatomic Reaction Using the RCB
Method

To calculate the state-to-state S -matrix in Eq. (4.8), the time correlation function
Cfi.t/ D h�f j�i.t/i needs to be calculated at each time step during the propagation.
A projection plane is often defined as R� D R�0 for the �th (� D ˇ or
� ) arrangement using the corresponding product Jacobi coordinate, and the time
correlation function is always carried out on this projection plane but the projection
action can be carried out in either reactant or product Jacobi coordinate. The final
product wave packet �f .R�/ is also defined in the SF frame due to the merits
already mentioned above,
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� JM�
f .R�0/ � � JM�

v�j�l�
.R0; r 0/

D ı.R0 � R�0/�v�j� .r
0/jJMj�l��i

D ı.R0 � R�0/�v�j� .r
0/
X
K0�0

C
Jj��

l�K0D
J��
MK0.˝

0/Yj�K0.	 0/ (4.22)

in which R0, r 0, and 	 0 describe the product Jacobi coordinate, and ˝ 0 are the Euler
angles for R0 in the SF frame. In practice, one often calculates the scattering wave
function in the energy domain before taking overlap with the final product state,
and it is obtained by a time-energy Fourier transform from the propagated wave
packet,

˚ JM�
i .EIR�0/ D

Z 1
0

eiEt=�� JM�
i .t IR�0/dt; (4.23)

With the strategy to deal with the coordinate problem as mentioned in Sect. 4.3.1,
the state-to-state S -matrix can be readily evaluated,

SJ�v�j� l� v0j0l0 .E/ D .2��/�1

a�f .E/ai .E/
h�f .R�0/j˚ JM�

i .EIR�0/i (4.24)

where ai .E/ and af .E/ are given by

ai .E/ D
�

�R

2��2kv0j0

	1=2 Z
Hl0 .kv0j0R/G.R/dR (4.25)

af .E/ D
�

�R0

2��2kv�j�

	1=2
Hl� .kv�j�R�0/ (4.26)

in which �R0 is the reduced mass for the product translational degree of freedom,
Hl is the outgoing Riccati–Hankel function.

Finally, the S -matrix needs to be transformed from the SF frame to the helicity
representation by the standard transformation,

SJv0j 0K0 vjK D
X
l 0l

i l�l 0
s
2l 0 C 1

2J C 1
hj 0K 0l 00jJK0iSJv0j 0l 0 vjl

s
2l C 1

2J C 1
h jKl0jJKi:

(4.27)

4.3.4.2 Calculation of ICS and DCS
By substituting the S -matrix SJv0j 0K0 vjK.E/ in the helicity representation into the
standard formulas, the state-to-state ICS can be obtained by summing over the
contributions from all partial waves [157],
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v�j� v0j0.E/ D �

.2j0 C 1/k2v0j0

X
K�

X
K0

X
J

.2J C 1/jSJ�v�j�K� v0j0K0.E/j2

(4.28)

and the state-to-state DCS [157],

d
v�j� v0j0.#;E/
d˝

D 1

.2j0C1/
X
K�

X
K0

ˇ̌̌
ˇ̌ 1

2ik2v0j0

X
J

.2JC1/dJK�K0.#/SJ�v�j�K� v0j0K0.E/
ˇ̌̌
ˇ̌
2

;

(4.29)

in which # is the scattering angle between the direction of incoming reactant A and
outgoing product AB/AC in the center of mass frame, and dJK�K0.#/ is the reduced
rotational matrix [16, 152].

4.3.4.3 Calculation of Reaction Rate
With the calculated initial state-specific ICS, the initial state-specific temperature-
dependent reaction rate constant can be expressed as

k.T jv0j0/ D
�
8KbT

��R

	1=2
.kbT /

�2
Z 1
0

dE exp

�
Et

kbT

	

v�j� v0j0.E/

(4.30)

where kb is Boltzmann’s constant. The thermal rate constant can be calculated from
the Boltzmann averaging of the initial state-specific reaction rate constants as

k.T / D Zelec.T /

P
v0j0
.2j0 C 1/k.T jv0j0/ exp.�Ev0j0=.kbT //P
v0j0
.2j0 C 1/ exp.�Ev0j0=.kbT //

(4.31)

where Ev0j0 is the ro-vibrational energy of the reactant diatomic molecule, and
Zelec.T / is the possible electronic partition function for the system.

For a reaction with a defined transition state and without recrossing, reaction rate
can be well approximated by many methods. For such reaction, we can assume that
there is a dynamics bottleneck located at the transition state (conventional transition
state theory, TST) or at a generalized transition state obtained by a canonical
(CTV) or microcanonical (�VT) criterion. In the later cases, the dividing surface
is optimized variationally to minimize the recrossing. Evans first proposed to place
the transition state at the location that maximizes the free energy of activation
which provides a key conceptual framework for modern variational transition state
theory [33]. However, recrossing always possibly exists and only a full-dimensional
reactive scattering dynamics calculations are able to provide us the exact rate
constant on a defined PES. For a detailed discussion, one may refer to the reviews
by Truhlar et al. [38, 136].
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4.3.4.4 Calculation and Characterization of the Reactive Resonance
Wavefunction

It is crucial to characterize the features of the reactive resonance wave function, in
order to understand the nature and role of a particular reactive resonance state in the
reaction.

The nomenclature “resonance” refers to a transient metastable species pro-
duced in the reaction scattering processes, and it results in peaks in the plots of
reaction probabilities as a function of collision energy. Although its observation
and assignment in scattering experiments usually is difficult because the coherent
summation of many partial waves tends to wash out most of the resonance
structures, numerically the quantum calculation is carried out with a specified partial
wave and the resonance is much easier to pick out. The existence signature of
a dynamical resonance is the arising of a peak in the collision energy-dependent
reaction probability enhanced by the metastable transient state with long enough
lifetime. Thus, such dynamical resonance wavefunctions can be figured out by using
the so-called spectral quantization method. The bottleneck state in the H C H2 and
its isotopes reactions scattering processes [104] and the reactive resonance state
in the F C HD reaction processes [116] have been investigated using the spectral
quantization method. In that method a carefully designed initial wave function was
applied to obtain the time-independent wave function at the peak energies in the
reaction probabilities by Fourier transform of the time-propagated wave packet.
The reactive resonance wave function calculated in this way strongly depends on
the initial wave function, and one must be careful for further studying with it.

Instead, a rigorous, robust, and convenient method to calculate the dynamical
resonance wave functions in a reactive process may be applied, which is a direct
extension of the standard TDWP method for describing a reaction scattering process.
For a reactive scattering of a triatomic A C BC reaction with the initial incoming
wave function � JM�

v0j0l0
.tD0/ for an initial state .v0; j0; l0/, the dynamical resonance

wave function at certain collision energy En can be obtained with a Fourier
transform of the time evolved incoming wave function as

˚.En/ D
X
l0;�

Z C1
�1

� JM�
v0j0l0

.t/ exp.iEnt/dt �
X
l0;�

Z C1
0

� JM�
v0j0l0

.t/ exp.iEnt/dt

(4.32)

The last step is reached by using the fact that before time zero the incoming wave
contributes nothing to the interaction region. Thus the calculated resonance wave
function is rigorous in the whole grid region and can be safely used to analyze
the reactive process. The dynamical resonance wave function must have relatively
large amplitude in the interaction region and pure incoming and outgoing tails with
relatively small amplitude, and exhibits features of a quasi-bound state. And we can
use this evidence to justify if the calculated wave function at specified collision
energies corresponds to a dynamic resonance state. In contrast to the spectral
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quantization method, the wave function in resonance region may not be so clear
since it is not overemphasized.

After the extraction of the reactive resonance wave function in certain convenient
coordinates used in the propagation, one may need to transform it into another
optimal coordinates to facilitate the observation of its resonance quantization
structure, such as normal mode near the transition state region or product/reactant
Jacobi coordinates or hyperspherical coordinates. In this way, the dynamics origin
of the reactive resonance wave functions may be clarified to us.

4.4 Applications

4.4.1 Resonances in F Plus H2 and Its Isotopes

The reactive resonances reveal the quasi-bound levels of the reaction complex with
unique clarity and they do exist. Identification of the reactive resonances can help
us with understanding how elementary chemical processes take place at a single
quantum state level. F C H2 and its isotopic analogs are the most beautiful examples.

Interest in the F C H2 reaction was largely due to Lee’s benchmark molecular
beam studies [105] and early chemiluminescence and chemical laser work [98].
This work led to the early QCT studies of Muckerman [88], Blais and Truhlar [13],
and Polanyi and Schreiber [97], using the PES but with serious flaws. A series of
surface by Truhlar and his coworkers [17,84,122,135] led to gradual improvement,
and then Stark and Werner developed surfaces (SW PES) [121] from multireference
configuration interaction calculations that resolved many of the earlier issues, even
some problems remain. Very recently, Zhang and his coworkers developed several
versions of the PES for the F C H2 reaction using icMRCI [100] and CCSDT
method [40, 102], whose ultimate version has been proved to be of spectroscopy
accuracy.

Early the QCT [106] and collinear quantum reactive scattering studies [113]
revealed their distinct difference for predicting the F C H2 reaction, especially for
the F C HD reaction where reactive resonances played a big role. Subsequent 3D
quantum scattering calculations by Wyatt and coworkers [77, 78] and a variety of
3D quantum models confirmed the existence of the resonance, thereby stimulating
further experiments on F C H2 and its isotopic analogs and finally leading to the
molecular beam studies of Neumark and coworkers [91–94] which proved important
hints that resonances play a role in this reaction.

However, the following theoretical work on the SW PES argued that the forward
scattering of the F C H2 reaction results from the tunneling-induced reactivity at
high impact parameters which do not need the formation of resonance [20]. And the
QCT work by Aoiz et al. [9] yielded angular distributions with forward components
that were consistent with the experiments, suggesting that the quantum effects,
especially resonance effects, are relatively unimportant.

In 2000, the work on the F C HD reaction of Dong et al. [31] discovered
the existence of reactive resonances in crossed beam experiments, where a
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Fig. 4.4 The excitation functions for FCHD!HFCD. The experimental results are shown
with solid dots, the QCT simulations with a blue line, and the QM results with a red line. The
resonance contribution is depicted with a dotted red line, and the direct reaction contribution with
a dashed red line. A multisurface factor of 1/2 has been used to scale the ICS

Fig. 4.5 Experimental (a) and theoretical (b) 3D contour plots for the product translational
energy and angle distributions for the F(2P3=2)CH2.j0 D 0) reaction at the collision energy
of 0.52 kcal/mol. The different circles represent different HF product ro-vibrational states. The
forward-scattering direction for HF is defined along the F atom beam direction

resonance-enhanced step in the excitation function was observed, as shown in
Fig. 4.4. Subsequent IR work by Nesbitt [48] confirmed this results and theoretical
calculations have been presented to interpret the dynamics using SW PES [116,117].

In 2006, the work of Qiu et al. [100] presented the evidence for the resonances in
the F C H2 reaction, with both theory and experiment exhibiting consistent behavior
on XXZ PES, as shown in Fig. 4.5. The appearance of this report is catalyzed by the
developments on quantum scattering method development, ab initio method and
crossed-molecular beam combined with high resolution H-Rydberg state tagging
technique [147]. The sharp forward peak at collision energy of 0.52 kcal/mol
actually results from the interference between the first two Feshbach resonances.
For total angular momentum J D 0, there are two resonance states at collision
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energy of 0.26 and 0.46 kcal/mol. With increasing J , the resonance energy will shift
to higher collision energy. The three-dimensional (3D) scattering wave function at
the collision energy of 0.26 kcal/mol shows the existence of three nodes along the
H-F coordinate (correlating to the HF product) in the HF-H0 complex with no node
along the reaction coordinate. The projection of the J D 0 scattering wave function
at 0.26 kcal/mol to the HF vibrational states shows that the main character in this
wave function is HF(v0 D 3) with the outgoing waves mostly on HF(v0 D 2).
This implies that the resonance state at 0.26 kcal/mol is the ground resonance state,
(003), trapped in the HF(v0 D 3)-H0 vibrational adiabatic potential (VAP) well. The
3D scattering wave function for J D 0 at the collision energy of 0.46 kcal/mol
shows the existence of three nodes along the HF coordinate (correlating to the
HF product) in the HF-H0 complex with one node along the reaction coordinate.
The projection of the J D 0 scattering wave function at 0.46 kcal/mol to the HF
vibrational states shows the main character in this wave function is predominantly
HF(v0 D 3) with the outgoing waves also mostly on HF(v0 D 2). This suggests that
the resonance state at 0.46 kcal/mol is the excited reaction resonance state trapped
in the HF(v0 D 3)-H0 VAP well. This resonance state can be assigned to the (103)
resonance state with one-quantum vibration along the reaction coordinate, zero-
quantum vibration on the bending motion (or hindered rotation), and three-quanta
vibration along the HF stretching. The resonance schemes were shown in Fig. 4.6.

Their subsequent work at higher collision energy (0.94 kcal/mol) demonstrated
the tunneling and shape resonance effects [139], other than Feschbash resonance
for arising the forward scattering in the reaction of F C H2, which suggested that the
reactive resonances played quite different roles in the same reaction but at different
collision energies [139].

In 2008, Ren et al. [102] measured the DCSs at several collision energies, which
showed strong variation as a function of collision energies, as shown in Fig. 4.7, due
to the existence of strong reactive resonance state. The theoretical DCSs on the new
version PES by Zhang and his coworkers (FXZ PES) agree with the experimental
observation very well, as shown in Fig. 4.8 which demonstrated that the F C H2

reaction is the first reaction which can be studied at spectroscopy accuracy, besides
the H C H2 reaction.

To have a better feeling about the resonance state, the ground reactive resonance
state wave function of the F C HD ! HF C D, along with the 2D minimal potential,
which is optimized along the angle degree of freedom, is given in Fig. 4.9. It is
observed there that the wave function exhibits well features of a semi-bound state.
The outgoing part, which corresponds to the HF (v0 D 2) product, has two nodes
of structure but the inside peak has three nodes, which corresponds to an excited
vibrational state of v0 D 3.

The most exciting chapter on detecting the reactive resonances in the F C H2

reaction and its isotopic analogs is the observation of the partial wave resonance
in the F C HD by Dong et al. in 2010 [32]. The reactive resonance, as we know,
which commonly is considered as being elusive and smeared by summation of many
partial waves, was observed individually by Dong et al. at three different rotational
quantum states of the temporarily trapped FHD complex, as shown in Fig. 4.10.
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Fig. 4.6 Schematic diagram showing the resonance-mediated reaction mechanism for the FCH2

reaction with two resonance states trapped in the peculiar HF(v0 D 3)-H0 VAP well. The 1D wave
functions of the two resonance states are also shown. The (003) state is the ground resonance state;
the (103) resonance is the first excited resonance state. Calculated van der Waals states for the
lower VAPs are also shown. OP, overtone pumping; Eb, barrier height; Ec, collision energy

0.31 kcal/mol

0.43 0.52

0.64

0.71

0.850.95

1.06

Fig. 4.7 The experimental 3D contour plots for the product translational energy and angular
distributions for the F(2P3=2)CHD(j0 D 0) reaction at various collision energies: 0.31, 0.43,
0.52, 0.64, 0.71, 0.85, 0.95, and 1.06 kcal/mol
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Fig. 4.8 The experimental and theoretical 3D contour plots for the product translational energy
and angular distributions for the F(2P3=2)CHD(j0 D 0) reaction at various collision energies:
0.43 kcal/mol (a); 0.48 kcal/mol (b); 0.52 kcal/mol (c); and 0.71 kcal/mol (d)

Fig. 4.9 3D ground reactive resonance wave function of the FCHD (v0 D 0; j0 D 0)!HFCD
reaction, along with the potential which is optimized along angle degree of freedom

This is different from the work in 2000 by Dong et al. [31] where the resonance in
F C HD was identified by observing the averaged contribution from a sequence of
the resonances in the cross sections. Dong et al. are, however, in 2010 the first to
pick out individual resonances from this series [32].

Recent quantum reactive scattering studies of F C H2 and Cl C H2 have included
spin-orbit effects and multiple surfaces within both the framework of hyperspherical
coordinate coupled channel and TDWP calculations [2,129,140]. These works help
us with better understanding the role of the spin-orbit effects in reactions.
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Fig. 4.10 Experimental and theoretical DCS of the HF(v D 2, j D 6) product of the
F(2P3=2)CHD(j0 D 0) reaction in the backward scattering direction. The solid circles are
experimental data; the red curve, the result of full quantum dynamics calculations convoluted
with the experimental resolution and shifted 0.03 kcal/mol lower in energy. The error bars in
the experimental data are the estimated measurement errors (1
 ) for the HF(v D 2, j D 6)
product peak intensity in the collision energy scan. The three peaks are assigned to the partial
wave Feshbach resonances of J D 12, 13, and 14 in the FCHD!HFCD reaction, as explained
in the text. The three-dimensional DCS shown was measured at 1.285 kcal/mol, with F and B
indicating the forward- and backward-scattering, respectively, directions for HF with respect to the
F-atom beam direction

From above discussion, we have seen a close interplay between theory and
experiment which is extremely helpful with revealing the reaction dynamics
mechanism. Theory and experiment verify and reinforce each other, develop side by
side through mutual cross-fertilization. We can expect even more success through a
close interplay between them.

4.4.2 Non-statistical Effects in HCO2 Reaction

The H C O2 ! HO C O reaction and its reverse are of fundamental importance to
combustion chemistry. This reaction proceeds via the formation of an intermediate
complex in a deep well of 2.4 eV which is relatively stable with no barrier to
dissociation. There have been many theoretical and experimental studies on this
reaction, particularly on the concern about the non-statistical effects. Statistical
modeling based on the statistical adiabatic channel model (SCAM) is able to account
for the observed forward and reverse thermal rate constants overall a wide range of
temperature, implying that the reaction is statistical. However, QCT studies find
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Fig. 4.11 Comparison of the
QM rotational state
distribution of OH (filled
square) with the PST results
(filled circle), GW-QCT
results (filled inverted
triangle), and available
experimental data (filled
triangle). The PST result
normalized to the QM
distribution (sPST) is also
presented (open circle)

that there is significant recrossing of reasonably chosen dividing surfaces after
the HO2 complex is formed in the HO C O reaction, suggesting the existence of
the important non-statistical effects in this reaction. Rigorous quantum reactive
scattering calculations and more accurate potentials are required to settle down this
issue. However, this reaction presents obvious challenges for quantum scattering
calculations, on account of the heavy masses and the deep HO2 well.

Using DMBE IV potential, Meijer and coworkers carried out wavepacket
calculations of the initial state selected total cross sections for the H C O2, including
partial waves up to J D 35. All of the projections of J onto the intermolecular
axis have been incorporated in the calculations. They found that the calculated
cross sections are lower than the experiment, which indicated the deficiencies in
the DMBE IV potentials. In 2005, Xu et al. constructed a new potential (XXZLG
PES) for this reaction at the internally contracted multireference configuration
interaction plus the Davidson correction level with the augmented correlation
consistent polarized valence quadruple zeta (aug-cc-pVQZ) basis set. It has been
shown that there is remarkable improvement over the previous DMBE IV potential.
Based upon this new potential and using the recent developed RCB quantum wave
packet method, Sun et al. calculated state-to-state DCS and ICS of the H C O2

reaction up to 1.5 eV.
By comparing the QM rotational state distribution with the statistical limit

represented by the phase space theory (PST), which assumes that the formation and
decay of the reaction intermediate are separate events and the decay probability is
proportional to the number of open channels. As shown in Fig. 4.11, the shape of the
PST distribution is similar to that of the QM counterpart; namely, it increases with j
until the highest accessible rotational state. However, the statistical model severely
overestimates the QM distribution. Even when comparing with the normalized
PST distribution, as shown in the same figure, the QM distribution typically
overpopulates at large j values and underpopulates at small j values. Similar
differences exist in other collision energies.

The deviation of the QM rotational state distribution from the statistical limit is
a convincing piece of evidence in support of the argument that the title reaction has
a significant non-statistical component despite its complex-forming nature. In other
words, the dynamics plays a non-negligible role in the reaction. This is contrast with
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the conventional wisdom: usually it is assumed that the deep well in the PES which
creates the long-lifetime intermediate complex will smear out all of the dynamics
effect thus leads to statistical limit. This conclusion is consistent with the slight
forward–backward asymmetry of the calculated DCSs reported here and the non-
statistical decay of the HO2 complex observed in QCT studies. The origin of the
non-statistical behavior can presumably be attributed to the relatively short lifetime
of the HO2 intermediate which has not enough time to fully relax the internal energy
into all degrees of the freedom in a statistical way.

The atmospherically important reaction O C O2 with three heavy atoms and deep
potential well has also been studied at the state-to-state DCS level by quantum
wave packet method. It reveals the failure of the statisical model from the calculated
strong non-statistical effects and some quantum effects in the reaction [128].

4.4.3 H2 COH

The H2 C OH ! H C H2O reaction is a prototype reaction for H atom abstraction by
an OH radical to form water as a product. Moreover, it is important in combustion
chemistry and interstellar chemistry [85, 142]. Consequently, it has attracted exten-
sive experimental and theoretical studies. Crossed-molecular beam experiments
on the isotopically substituted D2 C OH ! D C HOD reaction revealed that the
product was strongly backward-scattered, with the majority of the available energy
channeled into HOD internal excitation and the newly formed OD bond in the HOD
molecule preferentially excited to the � D 2 state [123]. The reverse reaction has
also been studied widely as a prototype system for mode specific chemistry, in which
different vibrational modes in the reactants can play an important role in the reaction
dynamic. As three of the four atoms in this system are hydrogen isotopes, it has
been straightforward to pursue both high-quality ab initio calculation of a PES and
accurate quantum dynamics calculations. As a result, this reaction has become a
benchmark system for four-atom reactions, in much the same role that the H C H2

reaction played for three-atom reactions.
In 1993, the first TDWP calculation was reported for the H2 C OH ! H2O C H

reaction with the total angular momentum J D 0 by using diatom–diatom Jacobi
coordinates with only the spectator OH bond length frozen [158]. It was quickly
extended to include all degrees of freedom for a four-atom reaction without any
dynamical approximate on the same reaction system [159]. In 1996, the TDWP
method was applied to study the H C H2O ! H2 C OH reaction in full dimensions
on the atom–triatom Jacobi coordinates [161]. Then, the method was extended to
study four-atom reactions for the total angular momentum J > 0 in one set of
Jacobi coordinates, with the full converged integral cross sections reported for the
H2 C OH ! H2O C H reaction [155] in 1999, for the H C D2O ! D C HOD and
H2O C H ! H2 C OH reactions in 2000 [162, 164].

Figure 4.12 compares theoretical integral cross sections for the H C D2O !
D C HOD exchange reaction with the experimental results [18,19,162]: the absolute
cross sections at a relative translational energy of 1.5 and 2.2 eV and the excitation
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Fig. 4.12 Comparison between the experimental and theoretical integral cross sections for the
HCD2O!DCHOD reaction. The dashed line is the experimental excitation function. The
shaded area reflects the statistical uncertainty (1
 ) of the global least squares fit procedure used to
determine the optimum excitation function

function of the reaction in the line-of-center functional model. The first-principles
theoretical results agree excellently with the experiments in all respects. We note
that the experimental result is thermally averaged over the initial rotation of
D2O, whereas the theoretical result is for initial non-rotating D2O (preliminary
calculations showed that rotational excitation of the triatomic reactant has no
substantial effect on the integral cross section).

Despite the significant progress in initial state selected level, the accurate
quantum calculation of the state-to-state DCSs for four-atom reactions remained
a challenge for many years. State-to-state reaction probabilities for the total angular
momentum J D 0 were reported for the H2 C OH ! H2O C H reaction by using
both the diatom–diatom and atom–triatom Jacobi coordinates [165]. Following that,
the state-to-state integral and DCSs were reported for the H C H2O ! H2 C OH
reaction in five dimensions with the spectator OH bond length fixed, in 2002 [163]
and 2005 [154], respectively. In the past few years, Althorpe and coworkers used
quantum wave packet method to obtain the state-to-state reaction probability for the
H2 C OH ! H2O C H reaction in five and fully six dimensions [27–29]. All of these
state-to-state calculations were using the reduced dimensionality method or limited
to total angular momentum J D 0.

Recently, TDWP method was developed to compute DCSs for four-atom
reactions and applied to the prototypical HD C OH ! H2O C D [70, 145] and
D2 C OH ! HOD C D reactions [69]. Excellent agreements were achieved
for the first time for a four-atom reaction between the full-dimensional
DCS and high-resolution crossed-molecular beam experimental results on the
HD C OH ! H2O C D reaction [145]. Figure 4.13 compares the theoretical energy
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Fig. 4.13 Experimental and theoretical DCSs of the HDCOH!H2OCD reaction in the
backward scattering direction. The experimental data, measured in relative values, are scaled to
the theoretical DCS value at the collision energy (Ec) of 6.15 kcal/mol. In the experiment, the
DCSs at the backward scattering direction were measured by scanning the collision energy back
and forth 15 times. Error bars in the experimental data indicate the estimated errors (˙1
 ) for the
DCS signal at the backward direction from the 15 scans of the collision energy

dependence of DCSs in the backward direction with the experimental result. The
agreement between theory and experiment is remarkable. It also reveals that the
theoretical reaction barrier of 5.4 kcal/mol on the PES they used is very accurate, and
the quantum tunneling effect for the hydrogen transfer reaction is quite strong, since
the reaction threshold is apparently much lower than the barrier height 5.4 kcal/mol.

4.4.4 OHCCO

After simple four-atom reactions have been solved, however, huge challenges still
persist in rigorous quantum scattering studies of complex-forming four-atom reac-
tions with more than one heavy atoms, such as the OH C CO ! H C CO2. Because
of its crucial role in the conversion of CO to CO2, the OH C CO ! H C CO2

reaction is important to both atmospheric [39] and combustion chemistry [86]. Due
to the presence of two deep wells along the reaction path which support long-
lived collision complex HOCO in both trans and cis configurations, the reaction
dominated by pronounced resonances has become a prototype recently for complex-
forming four-atom reactions, just as H2 C OH ! H C H2O is for direct four-atom
reactions.

Considerable experimental studies have been carried out on this reaction and
its reverse [1, 61, 103]. Theoretically, in 1987 the first global analytic PES was
constructed by Schatz, Fitzcharles, and Harding (denoted as SFH) based on the
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Fig. 4.14 Product vibrational state distributions of CO2 for the OHCCO!HCCO2 reaction
with total angular momentum J D 0 at reactant translational energy of (a) 0.158 eV, (b) 0.174 eV,
(c) 0.1 eV, and (d) 0.4 eV

many-body expansion approach [114]. Following that, a number of global analytic
[58,59,150] and numerical [25,63] PES have been constructed to study the reaction
more accurately, and many dynamics calculations have been performed by using
quasiclassical trajectory method [59, 79]. We would like to note here that there is
more detailed discussion about this reaction in the chapter by Guo et al. in this
book.

The OH C CO reaction presents a huge challenge to quantum dynamics. The
combination of a relatively long-lived collision complex and three heavy atoms in
this reaction makes the rigorous quantum scattering calculations difficult. Kroes and
coworkers obtained the first 6D total reaction probabilities for this reaction. Very
large basis sets had to be used to ensure converged results [138]. Recently, Zhang
and coworkers gave some preliminary full-dimensional (6D) quantum state-to-state
results for this reaction on the LTSH PES. It is the first such a calculation for a four-
atom reaction other than the H2 C OH $ H2O C H and its isotopically substituted
reactions. The calculation is carried out by the RPD method. The results presented
are limited to total angular momentum J D 0 for the ground initial ro-vibrational
state. Advancing from J D 0 to J > 0 is extremely difficult due to the rapid
increase of the rotational basis functions needed in calculation [68].

Figure 4.14 shows the CO2 product vibrational state distributions at four collision
energies. For CO2, because the symmetric stretching vibrational frequency �1 is
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very close to the double of the bending frequency �2, it is extremely hard to
make a complete assignment of all the vibrational states, and they only managed
to assign some of the vibrational states with low excitation energies. The total
reaction probability exhibits a pronounced peak at Ec D 0:158 eV and a dip at
Ec D 0:174 eV. Although the total and, therefore the CO2 vibrational state-specific
reaction probabilities at 0.158 eV are much larger than at 0.174 eV, the population
structures for the two collision energies are quite similar. The (000) state has large
population, but the majority of the population are contributed by the bending excited
states. Figure 4.3c, d present the CO2 vibrational population atEc D 0:1 and 0.4 eV,
to show the effect of collision energy on product vibrational state distribution.

4.5 Conclusion

After persistent endeavors of decades, the quantum wave packet method has been
well developed and currently it is quite mature for calculating product state-
resolved different cross sections of triatomic and tetra-atomic reactive scatterings.
However, due to numerical scaling of a quantum calculation, in order to study more
complicated systems, developments of more efficient numerical methods are still
very important in the future, such as the search and develop more efficient grid rep-
resentation for angular degree of freedom and more compact Hamiltonian forms etc.

MCTDH method has been proven being efficient and memory-saving for deal-
ing with polyatomic molecular dynamics. Theoretical methods for approximately
extracting state-to-state differential cross section using MCTDH method would be
worth more investigating, particularly for the reaction H C CH4 and its isotopic
analogs.

Resonances in triatomic reactive scattering from the reactants in ground vibra-
tional state have been identified and characterized, which help us to deepen the
understanding of the chemical reaction dynamics at a single quantum state level.
Reactive resonances in a polyatomic reaction and reaction starting with initial
states other than ground vibrational states will receive more interest, along with the
experimental techniques development [141]. This in turn stimulates the theoretical
endeavors for more efficient theoretical methods. In a cold chemical reaction,
similar resonance would, in principle, easier to be experimentally observed since
there are only very limited partial waves involved. The techniques developed in
this chapter can be applied to study the resonance in a cold chemical reaction
straightforward.
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Oriol Vendrell, Markus Schröder, and Hans-Dieter Meyer

Abstract
Quantum dynamical simulations in full dimensionality play an essential role in
the field of molecular dynamics. This is shown with the help of two examples:
(1) the simulation of the infrared spectrum of the Zundel cation (H5O

C
2 ) and

(2) the investigation of the tunneling splitting in malonaldehyde (C3H4O2). For
the Zundel cation, full, 15-dimensional dynamics calculations are presented
for different isotopomers and experimental spectra are assigned to vibrational
transitions. Furthermore, the internal proton transfer process within the Zundel
cation is discussed. For malonaldehyde, full, 21-dimensional calculations of the
ground state, the four lowest fundamentals, and their tunneling splittings are
presented. The results are, along with assignments, compared to experimental
data and findings of other researchers.

5.1 Introduction

In a classical picture, a molecule is often seen as collection of N atoms, connected
by chemical bonds that are formed by light electrons orbiting the heavy atomic
nuclei. The particular geometrical configuration of the molecule is determined by
type and character of the chemical bonds, which are seen as spring-like elastic
connections between the atoms, and the kind of atoms involved. As a consequence of
the elasticity of the inter-atomic bonds, the molecule can vibrate, i.e., the atoms can
perform periodic motions relative to each other. Within a harmonic approximation,
these vibrations can be expressed as superpositions of N � 6 (N � 5 for linear
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molecules) so-called normal mode vibrations, i.e., global vibrations of the molecule
where all atoms vibrate with the same phase and the same normal mode frequency.
Most of those normal mode vibrations involve a large number of the atoms of the
molecule, but, depending on the particular structure, some of the normal mode
vibrations can be quite localized and the corresponding frequency can be very
typical for a certain chemical bond or groups of involved atoms.

In a quantum mechanical description, the simple spring-like picture of chemical
bonds, of course, breaks down and the molecule has to be described as a many-body
system of interacting particles including electrons and nuclei. Nevertheless, the
normal mode vibrations have their counterpart in the fundamental excitations of the
nuclear vibrational degrees of freedom (DOF) of the molecule. The fundamentals
can be excited by infrared radiation (IR) and characteristic absorption bands in
the IR spectra immediately point to the existence of certain chemical bonds or to
functional groups and hence IR (and Raman) spectroscopy are powerful tools to
investigate and study the chemical structure of molecules.

However, not all of the experimentally observed absorption bands can be
assigned to characteristic bonds or groups. Here, model calculations can be a useful
tool to assign transitions to the involved vibrational states and may help to identify
a variety of properties such as the molecular structure itself, the determination of
reaction mechanisms, characterization of transition states, etc. The advantage of
model calculations is that the quantum mechanical wavefunction can be inspected
in detail and to arbitrary precision, only limited, of course, by the available
computational capacities.

For the theoretical modeling of IR absorption spectra there exist in essence
two strategies which are commonly used, both based on the semi-classical dipole
approximation for light–matter interaction: a time-independent one where eigen-
states and energies of the molecular Hamiltonian are obtained by solving the
time-independent Schrödinger equation and, hence, giving direct access to transition
frequencies and dipole matrix elements. The second ansatz is based on a perturbative
approach within a time-dependent framework. It aims for the calculation of the
linear response[1] of the molecule upon IR irradiation. The latter method requires
solving the time-dependent Schrödinger equation for a dipole operated initial
system state and subsequently obtaining the absorption spectrum as the frequency
components of the linear response function. The advantage of the time-dependent
approach is that multiple spectral lines and their intensities are obtained within
a single calculation, while, on the other hand, it lacks the possibility to inspect
particular eigenstates. A characterization of the eigenstates, i.e., an assignment of
the spectral lines, however, can be performed in the time-dependent picture as well.

The key ingredient for both approaches is solving the molecular Schrödinger
equation and a large variety of methods are known to accomplish this task, both
within the time-dependent and a time-independent framework. However, most
of these methods can only be applied to very small and rather rigid molecules,
containing three to four atoms with limited flexibility. The challenges of today lie
in the accurate modeling of larger and flexible molecules beyond the limit of so few
atoms. Large and flexible molecules, especially those exhibiting large amplitude



5 Vibrational Spectroscopy and Molecular Dynamics 119

motions and reorganization processes, usually need to be described by highly
correlated multi-dimensional wavefunctions which makes these systems difficult
to treat numerically. However, it is also in particular these problems which are
stimulating the exploration of new methodologies in the field of quantum dynamics.

One such approach is the multi-configuration time-dependent Hartree (MCTDH)
method [2–5] which first emerged in 1990 and since then has been further developed
and applied to a large variety of problems. With MCTDH two major breakthroughs
could be achieved, one of which we are presenting in the present contribution. The
first one was the calculation of the absorption spectrum of pyrazine[6, 7] using
a realistic 24-mode model Hamiltonian. The second one was the calculation of
IR spectra and assignment of states[8–12] of the Zundel cation, a system with
15 internal DOF. The latter is discussed in detail in Sect. 5.3. We also present
recent calculations of state energies and tunneling splittings of malonaldehyde (21
DOF) in Sect. 5.4 in comparison with experimental results, recently published by
Lüttschwager et al. [13].

The present chapter is organized as follows: in Sect. 5.2 we briefly review
present limitations and current challenges for solving the time-dependent and time-
independent Schrödinger equation in multiple dimensions and outline the MCTDH
approach in contrast to “standard” methods. In Sect. 5.3 we present full-dimensional
calculations on the protonated water dimer, also called the Zundel cation, including
the assignment of recorded spectral lines. In Sect. 5.4 we present calculations on the
proton tunneling splittings of malonaldehyde in comparison with experimental data.
We finally summarize in Sect. 5.5.

5.2 High-Dimensional QuantumDynamics

An accurate numerical description of molecular vibrations in the field of phys-
ical chemistry often requires explicit solutions of the time-dependent or time-
independent Schrödinger equation. A full quantum mechanical treatment of all
involved particles, i.e., all electrons and nuclei, however, is only possible for very
small and rather simple systems such as HC2 . For larger systems one must rely an
approximations, because the demands on CPU time and memory of a numerically
exact treatment quickly exceed today’s numerical capacities.

The most powerful approximation for treating molecular systems even today was
already published in 1927, almost a 100 years ago: the famous Born–Oppenheimer
approximation [14]. The key ingredient to this approximation is the separation of
the electronic and the nuclear motions, motivated by the different masses of the two
types of particles. The electronic wavefunction is treated as being parametrically
dependent on the nuclear DOFs while the nuclei evolve within a set of PESs which
reflect the energies of the electronic eigenstates.

This separation into subsystems is even today indispensable. It reduces the
number of particles in each of the two problems, and, most importantly, it also
enables the use of specialized methods and algorithms which take into account
the different nature of the involved particles: indistinguishable Fermions within
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the electronic system and (in most cases) distinguishable nuclei. Especially for the
calculation of the electronic states a large variety of quantum chemistry methods
and programs on different levels of theory exist. Nevertheless, the calculation of
full-dimensional PESs on which the nuclei of a molecule evolve is even for small
molecules a formidable task. Many research groups spend much effort in calculating
and fitting these PESs and make them available as numerical subroutines that can be
integrated in other program codes which then may use them as a kind of “black box”
routines that allow to calculate the potential at any given configuration of the nuclei.

In this spirit we will consider the problem of obtaining the potential as solved
for our purposes and focus on the description of the nuclear DOF. Here one usually
concentrates on the internal DOFs and chooses a well-suited set of coordinates q D
fq�g to describe the system. Once having defined this set of coordinates one usually
represents the nuclear wavefunction� in terms of basis functions on a product grid,
that is, for each DOF one chooses a set of basis functions �i� .q�/, in practice often
grid points in coordinate representation, on which the wavefunction is sampled such
that it can be written as

�.q; t/ D
N1X
i1

� � �
NfX
if

Ci1���if �
.�/
i1
.q1/ � � ��.�/if .qf /; (5.1)

where the coefficients Ci1���if take the form of a complex valued f -way tensor and
are the quantities that need to be stored in a computer to describe the systems state.

The representation Eq. (5.1) is sometimes also called the standard form of the
wavefunction. Given that on average N basis functions per DOF are sufficient for
an accurate description of � the amount of information that needs to be stored and
processed scales exponentially with Nf , whereN is usually of the order of 10. The
standard form therefore de facto limits the size of the molecules that can be treated
to about 4 atoms, i.e., 6 internal DOF.

MCTDH therefore takes a different route. The basis functions that are used to
represent the wavefunction are chosen variationally optimal and typically span a
few (one to four) physical DOF. Numerically, this corresponds to combining a
subset of the indices in Eq. (5.1) into one single index and subsequently finding an
optimal basis to describe this subset of DOF. In this way only a few most important
basis functions and their expansion coefficients on the primitive grid as well as the
expansion coefficients of the wavefunction in this optimal basis have to be stored.
This leads to an enormous reduction of data.

The MCTDH ansatz of the wavefunction reads
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Here Aj1;:::;jp are the MCTDH expansion coefficients and ' are optimal basis
functions for this particular wavefunction, also called single particle functions
(SPF), that are (exclusively) defined on one combined coordinate Q� , the latter
comprising the aforementioned d (one to four) physical DOF. Note that the ansatz
Eq. (5.2) is a generalized form of the standard Hartree ansatz and reduces to the very
same if one sets ni D 1.

As mentioned before, the SPF are expanded on the primitive grid such that

'
.�/
j�
.Q�; t/ D

N1;�X
l1D1

� � �
Nd;�X
ldD1

c
.�/

j� l1���ld .t/ �
.�;1/

l1
.q1;�/ � � ��.�;d/ld

.qd;�/; (5.3)

where the � represent the primitive basis functions as in Eq. (5.1), usually grid points
within a discrete-variable representation (DVR), and the c are again expansion
coefficients.

Note, that other than in the standard form Eq. (5.1) not only the coefficients, but
both the basis functions (SPFs) and the MCTDH expansion coefficients, are taken to
be time-dependent in Eq. (5.2). Inserting this ansatz in the Dirac–Frenkel variational
principle leads to equations of motion (EOM) for the SPF and the coefficients
(� D 1),

i
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where OH is the system Hamiltonian,
D OH
E.�/
k;l

are the so-called mean fields, �.�/ is

the reduced system density matrix for the �th coordinate, and .1 � P .�// projects
outside the space currently spanned by the SPF of DOF �. Like for the standard form
Eq. (5.4) resembles the matrix form of the time-dependent Schrödinger equation
and Eq. (5.5) ensures that the basis set follows the motion of the wavefunction as it
evolves in time.

Note that Eqs. (5.4) and (5.5) are coupled via the mean fields and the matrix
elements. In practice, the EOMs are decoupled during an update time step, by the so
called constant mean-field approach. Nevertheless, the evaluation of the EOMs (5.4)
and (5.5) is rather costly as the calculation of the mean fields and matrix elements
involves multi-dimensional integrals over all physical DOF. A key ingredient of the
MCTDH algorithm therefore is that the Hamiltonian operator can be expressed in
terms of products of low-dimensional terms Oh.�/r such that
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OH D
sX

rD1
cr

pY
�D1

Oh.�/r ; (5.6)

where the Oh.�/r operate only on the �th composite coordinate. With this ansatz
the multi-dimensional integrals reduce to sums of products of low-dimensional
integrals:

h˚J j OH j˚Li D
sX

rD1
cr

pY
�D1

h'.�/j� j Oh.�/r j'.�/l� i : (5.7)

In this form the evaluation of the right-hand sides of the EOMs can be effectively
performed. (An alternative to the product form discussed here is the correlated DVR
(CDVR) method of Manthe [15].)

The MCTDH ansatz Eq. (5.2) is also suitable for the calculation of eigenstates in
which case the expectation value of the Hamiltonian is minimized. This leads to an
eigenvalue problem for the A-vector

X
L

h˚J j OH j˚LiAL D E AJ ; (5.8)

which constitutes an ordinary eigenvalue equation that can be solved using a Krylow
subspace method, and a propagation of the SPF in negative imaginary time � D �it,
i.e., a relaxation, with the EOM
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Since both equations have to be fulfilled simultaneously, one again uses the
constant mean-field approach to iteratively solve both equations until convergence
is achieved.

One of the main challenges at the present time, however, is not so much the
compact representation of the wavefunction but of the Hamiltonian. While the
kinetic energy operator is in most cases known analytically and of the form Eq. (5.6)
this is not the case for the PES. As stated above, accurate PES are often available
only as intricate numerical subroutines resulting from previous quantum chemistry
calculations. The sheer size of the primitive basis prohibits sampling of the PES or
calculating the potential points on the fly for larger systems.

For smaller systems (six to eight DOF) one can use a similar ansatz for
the potential as for the wavefunction Eq. (5.2) and use the so-called POTFIT
algorithm[3, 16–19] or its multi-grid extension[20], to transform the PES into
product form. This, however, requires multiple integrals over the complete grid such
that POTFIT can only be used up to a certain number of DOF. For larger systems,
one needs to use alternative techniques.
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Within the present contribution we resorted to the so-called cluster expan-
sion (CE)[10], a variant of the n-mode representation[21, 22], also called high-
dimensional model representation or cut-high dimensional model representation
(cut-HDMR)[23–26]. Within the CE the potential is approximated by n-particle
interaction terms. These terms are called clusters. Again the Q˛ refer to the
composite coordinates as detailed above. The PES is approximated by the expansion

V.Q/ D v
.0/
ref .Qref/C P

˛D1
v
.1/
˛;ref.Q˛;Qref/C P

˛<ˇ

v
.3/

˛;ˇ;ref.Q˛;Qˇ;Qref/

C P
˛<ˇ<�

v
.3/

˛;ˇ;�;ref.Q˛;Qˇ;Q� ;Qref/C � � � (5.10)
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˛;ref.Q˛;Qref/ D V.0; : : : ;Q˛; 0; : : : ;Qref/ � v.0/ref .Qref/;

(5.11)

etc.Qref here may either be a reference configuration or contain reference coordinate
which is present in all clusters. The main advantage of this technique is that the
series can often be truncated at low orders n and that the n-particle interaction terms
v.n/ only depend on a few (composite) coordinates such that POTFIT can be used to
transform these low-dimensional terms into product form. The main disadvantage,
on the other hand, is that this method is not variational and hence additional terms
are not always guaranteed to improve the global accuracy of the expansion. It is also
unknown which terms are significant and which ones can be neglected prior to their
actual calculation, however, it can be estimated using statistical methods. Moreover,
especially in the edges of the primitive grid the error of the expansion Eq. (5.10)
is known to be rather uncontrollable. The CE often leads to numerical instabilities
due to unphysically and strongly negative parts of the approximated potential which
need to be “repaired" by adding either additional higher order terms of the CE or
artificial external potentials. But even with these limitations, the CE is a powerful
tool to represent potentials with a large number of DOF and hence this method is
used for all calculations presented in this chapter.

5.3 Infrared Spectroscopy and Dynamics of the Protonated
Water Dimer

Protonated water clusters (H(H2O)Cn ) of various sizes and geometries have captured
the attention of many researchers in recent years due to their importance to many
areas of chemistry and biology. Advancements in understanding the dynamics
and spectroscopy of this kind of systems were made possible owing to important
improvements in the measurements of IR action spectra in the gas phase [27–32]. In
order to assign the recorded spectra and extract meaningful structural and dynamical
information, computational simulations are needed in conjunction with experiments.
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However, we are still far from accurate and reliable simulations of the IR spectra of
all but the smallest clusters. This is caused by the coupled, anharmonic interatomic
potential governing the motion of these systems, featuring many accessible minima
connected through shallow barriers, and the need of a quantum dynamical treatment
of the system to obtain accurate vibrational eigenstate energies and absorption
cross-sections. Among the various clusters, the protonated water dimer (H(H2O)C2 ),
also known as Zundel cation, has been the subject of intense research efforts,
both from the experimental [28–32] and from the theoretical [8, 10, 11, 31–38]
perspectives. The cleanest experimental IR spectra for the Zundel cation could be
obtained by messenger atom tagging techniques using Ar [30–32] and Ne [31, 32]
as the tagging agents. Previous multiphoton spectra measured by IR free electron
lasers had presented substantially different features to the linear spectra measured
at lower light intensities and had been very difficult to interpret [28, 29]. The
spectrum obtained with Ne-tagging could be shown to be very close to the linear
absorption spectrum of the bare cation. This spectrum could be assigned and fully
understood only after full-dimensional quantum-dynamical simulation [8–10]. IR
spectra of various isotopically substituted forms of the Zundel cation were also
reported using the messenger predissociation technique with Ar-tagging in the range
600–4,000 cm�1[32]. The large observed variation in the spectral features of the
different isotopomers clearly pinpoints the complex nature of the cluster dynamics,
dominated by anharmonicities and Fermi resonances.

5.3.1 Infrared Spectroscopy

The infrared spectra are calculated in the time-dependent representation of quantum
mechanics by Fourier transformation of the auto-correlation of the dipole-operated
initial state [1]:

I.E/ D E

3 c �0 �2
Re

1Z
0

exp.i .E C E0/ t=�/

�h��;0j exp.�i OH t=�/j��;0i dt (5.12)

where E0 is the ground-state energy and j��;0i � O� j�0i. This corresponds to the
first order time-dependent perturbation theory result for absorption spectroscopy.
The great advantage of the time-dependent approach is that no full Hamiltonian
diagonalization is required in order to obtain the vibrational eigenstates from
which later transition dipole matrix elements would be computed. The latter
becomes simply impracticable in systems of just moderate dimensionality due
to the large number and density of states. Instead, the application of Eq. (5.12)
requires an efficient wavepacket propagation method. As outlined in Sect. 5.2 an
efficient propagation method for the time-dependent Schrödinger equation is given
by MCTDH [2–5]. The choice of coordinates is crucial in quantum dynamics
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calculations of large molecules. The coordinates should correspond as much as
possible to what could be called “natural motions” of the system. In rigid and weakly
coupled systems these correspond to normal modes of vibration calculated from
second order expansion of the PES around a suitable stationary point. In molecules
and clusters featuring large amplitude motions and with strong mode couplings the
best choice is usually to use internal coordinates consisting of, e.g., bond distances,
bond angles or dihedral angles. Internal coordinates of this kind lead usually to
complicated kinetic energy operators (KEO), and this is discussed elsewhere. Once
the coordinates are fixed and the KEO has been obtained, the potential energy
operator (PEO) part of the Hamiltonian has to be expressed in such coordinates
in a form that makes the subsequent quantum dynamics calculations as efficient as
possible. Various possibilities to attack this question are also discussed elsewhere.
All details on the setup of the vibrational Hamiltonian of the Zundel cation can be
found in [9, 39]. For the sake of completeness we mention that a set of curvilinear
coordinates was used to describe the configuration of the system and that the exact
KEO in this set of coordinates was employed. The 15 internal coordinates describing
the system are: the distance between the oxygen atoms of both water molecules (R),
the position of the central proton with respect to the center of mass of both oxygen
atoms (x,y,z), the Euler angles defining the relative orientation between the two
water molecules (waggings: �A; �B ; rockings: ˇA; ˇB ; internal relative rotation: ˛)
and the Jacobi coordinates which account for the particular configuration of each
water molecule (R1.A;B/; R2.A;B/; 	.A;B//) where R1x is the distance between the
oxygen atom and the center of mass of the corresponding H2 fragment, R2x is the
H–H distance and 	x is the angle between these two vectors. Figure 5.1 presents
a scheme of the 15 coordinates that describe the configuration of the system. To
account for the interatomic potential we made use of the PES of Bowman and
coworkers, which constitutes the most accurate ab initio surface available to date for
this system [34]. The PEO was constructed as a CE or n-mode representation [21]
as outlined in Sect. 5.2.

We will now discuss the accurate calculation and assignment of the IR spectra
of the isotopically substituted forms of the Zundel cation D(D2O)C2 , H(D2O)C2 , and
D(H2O)C2 [12]. These spectra are compared to the non-deuterated H(H2O)C2 cation,
whose main features are extensively discussed in [8, 10]. Figure 5.2a presents the
computed MCTDH spectrum for H(H2O)C2 in comparison with spectra from [32]
measured using Ne and Ar as tagging agents. The agreement of the computed
IR linear absorption spectrum with the Ne-tagging spectrum is excellent. The
Ar-tagging spectrum presents splitting and broadening of its features due to the
stronger interaction of Ar with the cation. For the deuterated species only Ar-tagged
spectra have been reported to date [32]. Figure 5.2b presents the comparison of
the computed D(D2O)C2 spectrum with the one obtained with Ar-tagging. The last
presents relatively broad features, but the agreement in the positions of the main
absorptions with theory is good. Therefore we can conclude that the spectra of the
various Zundel forms computed with MCTDH will display a very good agreement
with messenger predissociation spectra whenever the perturbation due to the tagging
agent is small. This is in itself an important result that could only be established
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Fig. 5.1 Diagram of the 15
internal coordinates
describing the configuration
of the Zundel cation. The
internal coordinates of the
water molecules
(R1X ; R2X; 	X ) correspond to
the Jacobi vectors connecting
the oxygen atom to the center
of the H–H fragment, the
vector joining both hydrogen
atoms and the angle between
both vectors, respectively.
The bending mode of a
monomer is well described by
the R2X coordinate in the
absence of large oscillations
in the OH-stretching modes

after comparison of the messenger tagging spectra with spectra calculated by a full-
dimensional quantum mechanical treatment using MCTDH.

The interpretation of the IR spectra requires definite assignments of the spectral
lines and an understanding of their origin. Zeroth-order states are used as a tool
to perform such assignments. They correspond to well-defined local excitations
of the system, e.g. the bending mode of the water molecules or the one-quantum
excitation of the proton-transfer mode, and they are constructed as products of
eigenfunctions of low-dimensional Hamiltonians. A more specific definition and
procedures to obtain them in the context of MCTDH was presented elsewhere
[10]. In the following, j˚li refers to the vibrational wavefunction of a zeroth-order
state while j�mi corresponds to a vibrational eigenstate. The quantities used for
assignments are the jh˚l j�mij2 products, which tell us to which extent a particular
and well-defined zeroth-order vibration participates in a certain spectral line. Even
though each line contains contributions from all or some of the considered zeroth-
order states (non-vanishing jh˚l j�mij2 elements), there is usually a zeroth-order
state that contributes to a specific transition appreciably more than the others. Thus,
when we refer to a certain spectral line as the (X) transition or to the corresponding
eigenstate as j�X i, it is because it is possible to identify the zeroth-order state j˚X i
as the leading contribution to j�Xi. In the case of very large coupling it may not
be possible to cleanly disentangle the spectrum into one-to-one assignments of
spectral peaks to zeroth-order states, since a given transition may present similar
contributions from two or more zeroth-order states. Tables containing the most
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Fig. 5.2 Comparison of MCTDH spectra with available experimental measurements from [32]
for (a) H(H2O)C

2 and (b) D(D2O)C
2

important jh˚l j�iij2 elements for the four considered isotopologues are provided
in [40].

Figure 5.3 presents the IR spectra of H(H2O)C2 , D(D2O)C2 , H(D2O)C2 and
D(H2O)C2 . The lowest frequency parts of the four spectra are composed of two
lines related to the one-quantum wagging motions and its combination with the
internal rotation motion of one of the monomers with respect to the other. The
highest frequency parts of the spectra are composed of two bright lines related to
the terminal O–H(D) vibrations of the water molecules. Neither the assignment of
the just discussed peaks in the lowest and highest energy domain nor the relative
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a b

c d

Fig. 5.3 Computed IR spectra of the (a) H(H2O)C
2 , (b) D(D2O)C

2 , (c) H(D2O)C
2 , and

(d) D(H2O)C
2 isotopologues of the Zundel cation with assignments of the most important peaks

positions between each other change after deuteration. Only the expected red-
shifts take place for D(D2O)C2 and H(D2O)C2 , i.e. when the terminal hydrogens are
substituted by deuterium atoms.

The situation turns out to be much more complex in the spectral region between
600 and 2,000 cm�1. The middle range spectrum of the H(H2O)C2 cation in Fig. 5.3a
features five clearly visible absorptions in the range between 900 and 1,900 cm�1.
They could be assigned and explained as arising from a set of five coupled zeroth-
order states composed of [8, 10]: j˚1R;w3i, a combination of two modes, a two-
quanta asymmetric wagging (w3) mode and the one-quantum (1R) mode, where R
is the O–O stretching coordinate; j˚1zi, the one-quantum asymmetric proton stretch
along the central O–O axis (z refers to the proton position along the O–O axis);
j˚1z;1Ri, the combination of the 1z and 1R excitations; j˚1z;2Ri, the combination of
the 1z and two-quanta O–O excitations; j˚bui, the ungerade water-bending mode.

The most intense line of the H(H2O)C2 spectrum centered at 1,040 cm�1 is related
to the (1z) transition since the displacement of the central proton along the O–O
axis causes the largest variation of the dipole moment. Thus the j˚1zi zeroth-order
state has a large contribution to this eigenstate, but the second most important
contribution to this line arises from the j˚1R;w3i zeroth-order state. The situation
is reversed for the transition centered at 915 cm�1, whose leading contribution is
j˚1R;w3i and the second most important one is j˚1zi. Therefore the doublet of
peaks centered at about 1,000 cm�1 in the H(H2O)C2 arises from a Fermi resonance
between the strongly coupled, zeroth-order states j˚1zi and j˚1R;w3i [8,10,11]. The
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next three lines of the spectrum correspond to the 1,415 cm�1 (1z; 1R), 1,750 cm�1
(bu) and 1,905 cm�1 (1z; 2R) transitions, respectively. All three transitions, and
specially (bu), have a non-negligible contribution from the j˚1zi zeroth-order state,
from which they obtain a large part of their spectral intensity [10]. Moreover, the
strong coupling between the j˚1zi and j˚bui modes is responsible for shifting the
(1z) and (bu) lines about 150 cm�1 down and up, respectively, with respect to their
estimated uncoupled positions [10, 11].

The IR spectrum of D(D2O)C2 is shown in Fig. 5.3b. The (1z) peak is found
here at 678 cm�1 and is, as in H(H2O)C2 , the most intense IR absorption. The
(1R;w3) peak is found at 807 cm�1. Therefore the characteristic doublet at about
1,000 cm�1 in H(H2O)C2 is also found in D(D2O)C2 , but with its constituent peaks
in reverse order [12]. The (bu) peak is found at 1,298 cm�1, about 450 cm�1 below
its position in H(H2O)C2 . Neither (1z; 1R) nor (1z; 2R) peaks appear in the spectrum
of D(D2O)C2 . The position of these two eigenstates has been computed to be 1,150
and 1,600 cm�1, respectively. Therefore they are located far from absorptions from
which they could borrow intensity. Moreover, after deuteration the coupling between
z (proton position) and R (O–O distance) is reduced since the system remains
in deeper, less anharmonic regions of the potential, thus reducing even more the
possibility for direct absorption of the (1z; 1R) and (1z; 2R) combinations [12].
Immediately above the (bu) peak a line is found, which can be assigned to
(w3; 2R) [40]. This peak therefore borrows some intensity from (bu) in order to
become bright in D(D2O)C2 via a similar mechanism that gives rise to the main
doublet in H(H2O)C2 . This absorption is seen as a shoulder to the (bu) peak in
experimental spectra in this region [32].

The most complex of all considered spectra is H(D2O)C2 , shown in Fig. 5.3c.
Here the deuteration of the external positions brings the position of the zeroth-order
state j˚bui down to lower frequencies by about 300 cm�1, while the zeroth-order
states j˚1zi and j˚1z;1Ri remain almost unaffected. This results in a situation in
which the zeroth-order j˚bui is found between j˚1zi and j˚1z;1Ri. These three
zeroth-order states strongly couple to each other and are responsible for the triplet
absorption with peaks at 938, 1,355, and 1,564 cm�1 [12,40]. The peak at 938 cm�1
has almost equal relative contribution from j˚1zi and j˚bui. The central peak at
1,355 cm�1 has almost equal participation from j˚1zi, j˚bui, and j˚1z;1Ri, while
the peak at 1,564 cm�1 is a mixture of j˚bui and j˚1z;1Ri with a slightly larger
participation of the latest. The strong couplings shaping the middle region of the
spectrum are reflected in the loss of diagonal dominance of the matrix composed
of the jh˚l j�mij2 elements (see table in [40]) for H(D2O)C2 . The use of a tilde
in these three assignments in Fig. 5.3c indicates that the tag assignments are a bit
arbitrary because of the strong mixing of underlying zeroth-order states, in contrast
to other assignments in which one zeroth-order state is mainly responsible for a
given peak. The (1R;w3) peak is of reduced intensity due to its red shift and
consequent decoupling from the zeroth-order (1z). The (1z; 2R) state is located far
from peaks from which it can borrow intensity and shows no IR absorption.
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In contrast to H(D2O)C2 , deuteration of the central position alone in D(H2O)C2
leads to the simplest and most diagonally dominant IR spectrum of this series.
Here the zeroth-order (1z) shifts to lower frequencies and decouples from (1R;w3).
The peak at 785 cm�1 is cleanly assigned to (1z). (1z) decouples as well from (bu).
This brings the position of the (bu) peak down to 1,662 cm�1, closer to the bending
frequency of an isolated water molecule and explains the reduced intensity [12,40].
Note that the position of (bu) at 1,758 cm�1 in H(H2O)C2 was due to strong coupling
with the central proton (1z) mode. Due to the isotopic substitution the (1z; 2R) peak
is shifted down, ending relatively close to (bu). The doublet formed by (bu) and
(1z; 2R) is the only structure related to a resonance in D(H2O)C2 . However, both lines
can be cleanly assigned, as seen by inspecting the contribution of the corresponding
zeroth-order states [12, 40].

We have seen that the effect of a full or partial deuteration of the cation not
only leads to line shifts but also significantly changes the intensities and modifies
the assignment of the infrared signatures of the different isotopologues. This is
due to the soft, anharmonic, and coupled potential of the Zundel cation, where the
dynamics and spectroscopy are strongly dominated by Fermi resonances between
various coupled zeroth-order vibrations. The discussed quantum dynamical calcula-
tions represent an important milestone in our understanding of the spectroscopy and
dynamics of protonated water clusters and on their dramatic isotope effects [41],
and could only be achieved after a full-dimensional quantum dynamical treatment
of the clusters.

5.3.2 Dynamics of the Excess Proton

We are now in a position to further explore the dynamics of the protonated water
dimer and attempt to learn about the details of proton transfer dynamics in acidic
water. These issues can be naturally addressed within the same methodological
framework presented above to calculate the IR spectrum. The first proposal of a
plausible mechanism for charge migration in water dates from two centuries ago
and depicts the excess charge as hoping between neighboring waters [42]. In more
recent times two limiting structures were proposed, namely the Zundel [43] (H5O

C
2 )

and Eigen [44] (H9O
C
4 ) cations, which represented excluding views of the hydrated

proton in water. With the advent of sophisticated experimental and computational
techniques during recent years a concordant view emerged for the transfer of an
excess proton between two hydrogen-bonded water molecules [38, 45–47]. Both
the Eigen and Zundel structures play a role as limiting ideal configurations in such
mechanism. Basically, the breakage of a hydrogen bond in the second solvation shell
of the Eigen cation allows for the excess proton to advance towards a neighboring
water molecule while forming a Zundel-like transient structure. Based on the
analysis of classical trajectories of an excess proton in bulk water two different
time regimes were identified. On the one hand, the rate-limiting hydrogen bond
breakage occurs in the time-scale of 1–2 ps. On the other hand, the ultra-fast rattling
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Fig. 5.4 (a) Expectation value hRi and (b) expectation value hzi. The vibrational energy of the
system is 2,575 cm�1 (7.36 kcal/mol) above the ZPE. The expectation value hzi at t D 0 is
�0.61 Bohr

of the transferring proton between water molecules before the transfer is complete
occurs in the time-scale of 100–200 fs or even less [48, 49]. Femtosecond pump-
probe experiments in the infrared domain were able to access such ultra-fast proton
oscillations between neighboring water molecules, which would even occur in a
time-scale shorter than the resolution of the experiment, below 100 fs [50], thus
supporting the view of an ultra-fast PT taking place only after the right coordination
of the implied water molecules has been achieved, this last being the rate-limiting
step of the overall process.

In the following we will analyze the very fundamental proton transfer event
between the fragments H3OC and H2O from a quantum dynamical, time-dependent
perspective, and provide a connection to the IR spectroscopy results presented
above. An initial wavepacket to study the collision and proton transfer is prepared
by applying a perturbing potential depending on the z and R coordinates in order
to place the proton closer to one of the two water molecules [11] and to increase
their intermolecular distance. This wavepacket corresponds to fragments H3OC
and H2O immediately before their encounter and exchange of a proton. This
wavepacket is then propagated on the unperturbed Hamiltonian. At t D 0 we
have hRi D 5:20Bohr (2:75Å), which roughly corresponds to the equilibrium
distance of the hydrogen bond between water molecules. The proton is initially
closer to water A (left in the plot). The total vibrational energy of the system in this
propagation lies 2,575 cm�1 (7:36 kcal/mol) above the ZPE. Figure 5.4a, b present
the time evolution of the hRi and hzi expectation values, respectively. After the
dynamics starts the hydrogen bond quickly compresses and reaches its shortest value
of hRi D 4:37Bohr (2:31Å) after 40 fs. After 75 fs it reaches its outer turning point
at hRi D 4:98Bohr, which is, however, shorter than the initial O–O separation.
The amplitude of the hRi oscillations is damped at each new cycle. The dynamics
of the central proton depends to a large extent on the position of the R coordinate.
The plot of hzi shows how the proton executes a fast motion towards the acceptor
oxygen during the first half cycle of the hRi oscillation. The proton continues to
be transferred during the second half of the hRi oscillation, between t D 40 and
t D 75 fs while the R distance is becoming larger again. The rate of proton transfer
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is, however, slower during the second half-period. In the next full cycle of hRi the
proton transfer proceeds slightly in the opposite direction, and after two cycles of
hRi the expectation value hzi stabilizes around 0.

The probability density �.z; R/ at different times during the dynamics is depicted
in Fig. 5.5. After the first two oscillations of hRi during the first 150 fs the
probability density �.z; R/ reaches a nearly symmetric distribution in z, which is
also evident from the fact that hzi � 0. Although hzi attains an equilibrium value
in this short period, the �.z; R/ distribution changes in time by performing almost
symmetric motions in z. This is seen by comparing the snapshots of �.z; R/ at times
180, 210, 240, and 270 fs in Fig. 5.5. After about 120 fs a node develops in the .R/
coordinate direction which then remains clearly visible for the rest of the simulation.
This indicates that, once internally equilibrated, the .R/ coordinate has about one
quanta of excitation. Here we would like to emphasize again that the densities in
Fig. 5.5 and expectation values in Fig. 5.4 are averaged quantities extracted from the
full-dimensional (15-dimensional) propagation of the cluster. The dramatic effect
of the strong coupling among vibrational modes becomes now apparent if one
compares these dynamics to the kind of periodic and undamped motion that would
be expected for a one- or two-dimensional model composed of only the .z/ or .z; R/
coordinates.

Next, we discuss the dynamics of energy transfer from the .z; R/ coordinates to
the rest of the system [11]. During the first 50 fs these modes lose about 1,200 cm�1
vibrational energy. At the end of the propagation a bit more than 1,500 cm�1 of
vibrational energy has been redistributed to the rest of the system. Interestingly,
the energy transfer is markedly monotonic: the energy transferred from the (z,R)
coordinates to the rest of the system is never transferred back during the length of
the simulation. Such ultra-fast, irreversible energy transfer is the consequence of
strong couplings between the various DOF of the system, which open very effective
channels for vibrational energy redistribution. It is interesting to investigate how
the vibrational energy redistributes among various vibrational modes. Figure 5.6b
shows the vibrational energy in each combined-mode along time. The energy of
(˛,x,y) highly oscillates with a period that matches the motion of hRi. These
oscillations are not compensated by other modes, which indicates that these energy
oscillations are related to an energy transfer from and to the coupling terms, i.e. OH�P OH.�/ (where OH.�/ are separable Hamiltonians of the corresponding subpart of
the cluster [11]), of the Hamiltonian. The rocking coordinates (ˇA; ˇB ) also have an
oscillatory component, but underlying there is again a monotonic energy increase.
The wagging coordinates (�A; �B ) gain energy in a smooth and steady way during
the whole dynamics, while the internal coordinates of the water molecules gain
energy in a much more abrupt way during the first 50–100 fs. By projection of the
total wavefunction onto eigenstates of the OH.�/ Hamiltonians it is possible to learn
more about the details of the energy redistribution during the proton transfer process.
We find out that the vibrational energy in the (R) coordinate efficiently flows into
the orientational DOF of the water monomers via their gerade motions [11]. From
the internal motions within each water monomer only the bending modes play
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Fig. 5.5 Snapshots of the probability density �.z; R/ for the simulation with a total vibrational
energy of 2,575 cm�1 (7.36 kcal/mol) above the zero point energy of the system
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from zero. Panel (b) displays the change in vibrational energy of all combined modes except (z; R)
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a significant role in the dynamics, while the O–H stretchings remain completely
unaffected. All vibrational energy flowing into the internal coordinates of the water
molecules is taken by the bending modes, even if the total energy of the system
would be enough to appreciably excite the O–H stretchings. The strong coupling
between proton transfer and bending modes has been analyzed in the IR spectra
discussed previously, where it was shown that it leads to pronounced energy shifts
of a few hundred wavenumbers of the corresponding absorption lines. The fact that
the energy transfer occurs mostly within the first 100 fs, in which the central proton
reaches a distribution close to equilibrium, suggests that there is a very efficient
energy flow from the proton-transfer mode to the water bendings, in particular to
the ungerade bending mode, which has the adequate symmetry for such coupling.

5.4 Tunneling Splitting of Malonaldehyde

Malonaldehyde (propanedial) is studied in many fields of the natural sciences. It
is, for instance, an important product of the lipid metabolism and also serves as a
biomarker for oxidative stress. In this function it plays an important role in many
clinical studies. Also in food processing the presence of malonaldehyde indicates
lipid oxidation and hence can be used for quality control purposes. Malonaldehyde
is also one of the most prominent molecules that exhibit a keto-enol tautomerization
and mainly exists in the enol form, of which in total eight possible but only one
stable stereoisomers exist. The stable enol form consists of a horseshoe-shaped
backbone of three carbon atoms with conjugated double bonds saturated with
hydrogen. To one end of the carbon chain a hydroxyl group is attached while the
other end is formed by an aldehyde group. The molecule is planar and the two
oxygen atoms are oriented to the same side of the carbon chain (cis-form) such that
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a b c

Fig. 5.7 Chemical structure and proton tunneling within the enol form of malonaldehyde. The
proton of the hydroxyl group (a) is transferred via a transition state (b) to the oxygen of the (former)
aldehyde group (c). During the transfer the single- and double-bonds as well as hydroxyl and
aldehyde groups are interchanged resulting in a mirrored variant of the original molecule

they are in close proximity and an intra-molecular hydrogen bond forms between
the hydroxyl and the aldehyde group [51].

This particular geometric arrangement gives rise to an interesting effect. The
hydrogen of the hydroxyl group can tunnel through a potential barrier towards
the other oxygen atom of the aldehyde group, thereby triggering a reorganization
of the double bonds—and hence bond lengths—within the carbon backbone. This
tunneling process is depicted in Fig. 5.7. The resulting structure corresponds to the
perfect mirror image of the original molecule such that the proton transfer process
occurs in a symmetric double well potential.

The small size of the molecule and the occurrence of an intra-molecular hydrogen
bond alongside with the existence of an intra-molecular tunneling process makes
malonaldehyde a model system to study these kinds of processes. In particular the
tunneling process has drawn quite some attention within the scientific community
and has been described in numerous publications, both experimentally and theoret-
ically. Spectroscopic measurements have already been performed in the late 1970s
and early 1980s [52] and first estimates of the ground state tunneling splitting have
been given as approximately 21 cm�1 by Wilson and coworkers. Later this value
could be refined and the value of the ground state tunneling splitting has been given
very accurately as 21:5831383.6/cm�1 [53, 54].

Higher vibrational eigenstates and tunneling splittings have been measured and
reported in a number of papers, most notably already by Wilson et al. [51, 52, 55]
and Seliskar and Hoffman [56] in the early 1980s. Most recently Lüttschwager et al.
reported [13] spectroscopic measurements and assignments of a larger number of
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vibrational states. These measurements allow a detailed comparison of calculated
and measured data and hence can be used to construct and test model systems with
large amplitude motions such as proton transfer reactions.

From a theoretical point of view an accurate treatment of these kind of processes
is a challenging task. For a full quantum treatment, electronic structure calculations
to a high level of theory need to be performed which became feasible in the early
2000s [57–60]. The first PES featuring full dimensionality was published by Yagi
et al. [61] and a second one by Wang et al. [62]. Following the authors, the latter
PES is the most accurate one published to date and in particular features the correct
barrier height which the authors state as 4.1 kcal/mol.

However, a numerical reproduction of experimental spectra requires not only
a correct PES but also the corresponding wavefunction of the system needs to
be accurately represented. The proton motion is strongly coupled to the motion
of the backbone atoms and the reorganization processes therein which makes
the wavefunction highly correlated. Accurate calculations require a full quantum
mechanical treatment of all involved particles. Nevertheless, in the past, a number
of approximate methods have been used to overcome this bottleneck. These are, of
course, models of reduced dimensionality where some DOF have been neglected
[55], reaction surface methods, [63–65], more general methods [60, 62, 66–71],
semi-classical approaches [72–77]. However, excitations in other modes than the
transfer mode can change the effective barrier height and width for the tunneling
process and therefore lead to different splittings. An illustrative example is the
vibrational mode describing the distance of the two oxygen atoms. Excitation of
this mode facilitates the proton transfer by effectively lowering the barrier and leads
to a much larger tunneling splitting than observed for the ground state. The opposite
effect can be seen upon excitation of the asymmetric out-of-plane motion of the two
oxygen atoms which effectively increases the barrier height as the oxygen atoms
move away from the proton.

Recently, a number of full quantum mechanical calculation on malonaldehyde
employing MCTDH have been reported [66, 70, 78–80] using the potential energy
surface of Yagi et al. [61] as well as for the PES of Wang et al. [62]. Here, the authors
report that even the estimation of the ground state energy already reached the limit
of today’s computational capacities as detailed in the following section, where we
present state energies that were obtained using the PES of Wang et al. [62].

5.4.1 Calculated State Energies

The choice of coordinates is of particular importance for the calculations using
MCTDH. The length of the A-vector (cf. Eq. (5.2)) is determined by the amount
of correlation between the combined modes or particles as discussed in Sect. 5.2.
The coordinates should therefore be chosen such that they minimize this correlation
in the sense that a simple Hartree ansatz for the wavefunction already yields a
good approximation of the wavefunction. Complicated curvilinear coordinates may
reduce these “artificial" correlations but, on the other hand, they may complicate the
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Table 5.1 Labeling, frequencies in cm�1, type and physical interpretation of the normal mode
coordinates obtained at the transition state

Coordinate Frequency C2v Description

Qq1 346.28 A2 CH–O—bending
Qq2 393.37 B1 CH–C–CH—bending
Qq3 573.02 B2 Ring deformation, C–O— bending
Qq4 608.85 A1 Ring deformation, O–O— distance
Qq5 750.20 B1 C–H—bending
Qq6 957.92 A1 Ring deformation, C–O— bending
Qq7 995.20 B1 C–C–C—bending
Qq8 998.18 A2 C–H—bending
Qq9 1073.78 A1 Ring breathing, C–C— stretching
Qq10 1101.40 B2 C–H—bending
Qq11 1321.98 B1 Out-of-plane motion of Transfer-proton
Qq12 1340.42 B2 C–H—bending, C–O stretching
Qq13 1405.12 A1 C–H—bending, C–O stretching
Qq14 1472.48 B2 C–H—bending, C–O stretching
Qq15 1617.71 A1 C–O—stretching
Qq16 1620.12 B2 C–C–C—stretching
Qq17 1893.66 A1 In-plane motion of Transfer-proton
Qq18 3126.86 A1 C–H—stretching
Qq19 3141.39 B2 C–H—stretching
Qq20 3227.45 A1 C–H—stretching
Qq21 i � 1253:02 B2 Proton transfer

calculation of expressions for the kinetic energy operator to such an extent that they
become hardly feasible. Often one needs to find a compromise between these two.

For the calculations on malonaldehyde we used a set of mass- and frequency
scaled normal mode coordinates f Qqi g obtained at the transition state depicted in
Fig. 5.7b. The coordinate labeling, normal mode frequencies and physical descrip-
tion are outlined in Table 5.1. The coordinates were subsequently modified [78] to
minimize the correlation induced by the reorganization of the double bonds. The
shifts of the inter atomic distances only depend on the position of the proton along
the transfer coordinate Qq21. They can be compensated by the modified coordinates
fqi g obtained by the transformation

qi D Qqi � Fi . Qq21/; i D 1 : : : 20;

q21 D Qq21: (5.13)

The Fi describe the displacements and were determined by minimization of the
potential and subsequent fitting to polynomials such that the kinetic energy operator
can still be obtained in analytic form as given in [78]. Note that in the following
global rotation and vibration–rotation interaction terms have been neglected and
a non-rotating system is assumed. In this case the vibration–rotation interaction
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Table 5.2 Mode
combinations for MCTDH
calculations

Logical coord. Physical coords.

Q1 q1, q2, q18
Q2 q3, q12 , q15
Q3 q4, q16, q17
Q4 q5, q20, q6, q9
Q5 q7, q8, q10, q19
Q6 q13, q14, q11, q21

contributes approximately 2.4 cm�1 to the vibrational ground state energy and
increases the tunneling splitting about 0.2 cm�1 [78].

Details about the kinetic and potential operators can be found in [78] and [79].
The latter in particular contains a detailed description of the CE technique Eq. (5.10)
used to model the PES. Here, we just note that other than in the previous section, the
reference geometry always included the transfer coordinate and that relevant clusters
have been identified using a Metropolis algorithm prior to their actual sampling on
the primitive grid since a brute force calculation of all clusters was not possible.

For the representation of the wavefunction in MCTDH form, the 21 physical
coordinates have been combined into six logical ones, where each mode contains
three to four physical coordinates. The mode combination scheme is outlined in
Table 5.2. It was chosen such that, where possible, physical coordinates that are
strongly correlated are grouped together. This has the advantage that correlations
between those modes are already represented on the SPF level and do not enter the
A-vector. (Note that when computing the CE, Eq. (5.10), we have used less strongly
combined particles. See [79].)

Once having defined the computational setup, the ground state energy was
estimated using an extrapolation scheme [78] based on the variational character
of the MCTDH algorithm. The extrapolation scheme exploits the fact that adding
SPF always leads to lower state energies. Provided an (in terms of number of SPF)
almost converged wavefunction this energy drop is mode-local, i.e., it does (almost)
not depend on changes in the number of SPF in other modes, so that the sum of
energy drops one obtains by independently increasing the number of SPF in all
modes, one by one, is an upper estimate for the energy lowering one would obtain
if one increases the number of SPF in all modes simultaneously.

The extrapolation scheme is outlined in Table 5.3. Starting from a reference
calculation the numbers of SPF are doubled for each mode independently and the
energy drops are summed to obtain the true ground state energy and tunneling
splitting. Since the energy drop for modes 3 and 6 where larger then for all other
modes, we also performed an additional extrapolation by increasing the number of
SPF in these two modes simultaneously.

After careful convergence checks the zero point energy was obtained as
14,667.3 cm�1 and the ground state tunneling splitting as 23.2 cm�1. Additional
calculations confirmed these results with an error of less than 2 cm�1 for the ground
state and less than 0.1 cm�1 for the tunneling splitting. Concerning the dynamical
calculation, the error introduced by the CE of the potential is difficult to estimate.
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Table 5.3 Extrapolation of the state energies

No. of SPF for

Q1 Q2 Q3 Q4 Q5 Q6 Energy (C) �E Energy (�) �E Splitting

10 7 12 10 10 20 14672.784 (ref) 14696.587 (ref) 23.803
20 7 12 10 10 20 14672.273 �0:511 14696.034 �0:553 23.761
10 14 12 10 10 20 14672.209 �0:575 14695.985 �0:602 23.776
10 7 24 10 10 20 14671.321 �1:463 14694.722 �1:865 23.401
10 7 12 20 10 20 14672.115 �0:669 14695.847 �0:740 23.732
10 7 12 10 20 20 14672.144 �0:640 14695.998 �0:589 23.854
10 7 12 10 10 40 14671.518 �1:266 14695.158 �1:429 23.640
Sum �5:124 �5:778
Extrapolated energy 14667.660 14690.809 23.149
10 7 24 10 10 40 14669.709 �3:075 14692.999 �3:588 23.290
Sum �5:470 �6:072
Extrapolated energy 14667.314 14690.515 23.201

(C) and (�) denote the symmetric and asymmetric ground state, respectively, and�E denotes the
difference to the reference state.The last three rows outline the extrapolation with the number of
SPF increased in modes 3 and 6 simultaneously. We consider the values given in the last line of the
table as our best results for ground state energy. All energies are in cm�1

However, we have performed CEs using different mode combinations and different
selections of clusters (not discussed here) and obtained very similar results. Upon
adding the estimated contributions of the vibration–rotation coupling terms (2.4
and 0.2 cm�1) [78] a zero point energy of 14,670 cm�1 and a tunneling splitting of
23.4 cm�1 were obtained for the PES of Wang et al. [62]. These results are in very
good agreement with the splitting of 23.8 cm�1 obtained by Hammer and Manthe
[78] who used a multi-layer variant of MCTDH together with the correlation DVR
scheme. However, the tunneling splitting differs somewhat from the experimental
value of 21.6 cm�1. The zero point energy calculated by us is about 8 cm�1 below
the one obtained by Hammer and Manthe [78]. Again, this could be due to the
CE, but we think the lower ground state energy reflects the fact that the present
calculations are better converged.

Excited states and tunneling pairs were obtained using the block improved
relaxation algorithm. The calculations were performed in blocks of four using the
same computational setup as before but with a larger set of SPFs than for the
reference state in Table 5.3 (Q1:18, Q2:10, Q3:16, Q4:11, Q5:11, Q6:22) and the
blocks were chosen such that they overlap by one state. Calculated state energies
from this work in comparison with values obtained in [80] and experimental
energies [13] as well as tunneling splittings are outlined in Table 5.4 together
with their assignments. Note that within the calculated energies and splittings the
rotation–vibration interaction has been neglected. Since the wavefunctions become
more and more structured the higher the state energy, it is not surprising that their
accuracy decreases as emerging correlations cannot be completely covered by the
A-vector anymore. However, the structure of the corresponding tunneling pairs is
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Table 5.4 Vibrational state energies relative to the ground state energy and tunneling splittings,
both, calculated (this work and from [80]) and measured (from [13]), as well as their assignment

State energies Tunneling splittings

This work Ref. [80] Experiment This work Ref. [80] Experiment Assignment

0 0 0 23.5 23.5 21.6 Ground state
254 259 241 64.8 64.0 57 q4

271 325 273 17.3 6.7 6 � � � 9 q1

382 425 390 22.3 16.3 15 q2

507 – – – – – q4 � q4
526 566 512 16.8 18.8 15 q3

527 – – 53.3 – – q1 � q4
The state energies refer to the lower one of the tunneling pairs, which is usually the gerade state,
except for the q3 state where the ungerade state has a lower energy. All energies in cm�1

very similar such that this error cancels to quite some extent for the splittings. We
therefore consider the splittings reported in Table 5.4 as converged while the state
energies are likely to be slightly too large.

The calculated state energies and splittings we obtained as outlined in Table 5.4
are in reasonable agreement with the experiment. This is especially true for the state
energies for which we obtain a difference to the experimental values of at most
14 cm�1. However, it is interesting to see that for states q3 and q4 the energies are
larger than the experimental values, while this is not the case for the q1 and q2
fundamentals. Here the experimental value are larger.

For the two lowest eigenstates we obtain very similar splittings as Hammer and
Manthe [80], which are, however, somewhat larger than the experimental values.
For the two following splittings (q1 and q2) Hammer and Manthe observe excellent
agreement with the experiment while overestimating the absolute state energies by
35–50 cm�1, presumably because of a lag of full convergence of the wavefunction.
In contrast, we observe good agreement of our calculated state energies with
the experiment while obtaining larger splittings than Hammer and Manthe. This
is especially true for the fundamental of q1 for which we obtain a splitting of
about 17 cm�1, while the experimental value lies between 6 and 9 cm�1. The
situation changes for the splitting of q3. Here, the result of Hammer and Manthe is
approximately 4 cm�1 larger than the experimental one, while our result lies 2 cm�1
above the experiment.

In addition to the fundamentals we also show two doubly excited states in
Table 5.4. The first double excitation is observed in the mode q4 (O–O—distance)
and the second one as a combination of an excitation within mode q1 and q4, which
were both obtained among the fundamentals within the block improved relaxation
scheme. Note that the sum of the fundamental frequencies yields almost exactly
the frequencies of the double excitations, indicating that the anharmonic coupling
between these states is small.

The comparison of the calculated values both, of Hammer and Manthe [80] and
ourselves as well as the comparison with the experiment is quite interesting. While
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our results for the absolute state energies are in very good, the tunneling splitting are
in reasonable, but not excellent, agreement with the experiment, the situation is vice
versa for the results of Hammer and Manthe. Their splittings are indeed in excellent
agreement with the experiment; however, the state energies are consistently too large
as discussed above. At this point the origin of these differences remains unclear
and further investigations are needed. Hammer and Manthe are using the CDVR
scheme [15] and hence do not need to represent the PES in product form. The main
source of inaccuracies in their work is most likely due to a not completely converged
wavefunction and the errors introduced by the CDVR scheme (which are difficult
to estimate). On the other hand, our wavefunction is better converged (although
still not completely) and the main source of error may be introduced by the CE.
As mentioned above, however, test calculations with different mode combinations
and different selections of clusters lead to very similar results as outlined above.
This makes us confident that our PES representation is reliable. Moreover, errors in
the PES representation should largely cancel when inspecting tunneling splittings.
Considering the results outlined above and their discussion, again, shows that the
treatment of quantum dynamics in high dimensions is still a formidable task.

5.5 Summary

The protonated water dimer (or Zundel cation) constitutes an anharmonic and
vibrationally coupled cluster featuring a complex IR spectrum. This system has
been the subject of numerous experimental and theoretical investigations owing to
its challenging nature and its importance as a fundamental building block in acidic
chemistry. Here we presented a full-dimensional (15D) quantum mechanical calcu-
lation and assignment of the IR spectrum of the cluster using the MCTDH method.
Vibrational spectroscopy inherently probes quantized vibrational excitations and
a quantum mechanical treatment is critical to obtain the right absorption band
positions and intensities. For such a strongly coupled and anharmonic system the
description has to be full-dimensional and based on curvilinear coordinates, which
render the correlation between modes tractable if chosen to represent physically
meaningful bond lengths and angles of the system.

The IR spectrum of various isotopomers was discussed. Isotopomers of a system
have identical PES but their IR spectra present shifts with respect to each other
due to the different masses of some atoms. In the Zundel cation, we showed how
different isotopomers have completely different spectra, which is a consequence of
the complexity of coupling mechanisms and resonances shaping the IR absorption
profile. The proton transfer dynamics of the Zundel cation was discussed as well
and related to the IR signatures of the system.

Malonaldehyde with its intra-molecular proton transfer is another important
model system to study these kind of processes and is hence a well-studied molecule.
Experimental IR and Raman spectra have been recorded over the last decades and
allow a detailed evaluation of full-dimensional (21-D) model calculations which
only became possible in the recent years. In the present contribution we have
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presented full-dimensional calculations on the ground state energy and the lowest
excited states. The calculations were performed using the MCTDH algorithm and
the most accurate PES published to date [62]. Similarly as done in the Zundel
studies, the PES was brought to a numerically useful form by adopting a CE. This
re-fitting of the potential is likely the largest source of errors in our calculations.

With this setup and after careful convergence checks a ground state energy of
14,670 cm�1 and a tunneling splitting of 23.4 cm�1 have been obtained. Also, the
first four fundamentals and their tunneling splittings as well as two double exci-
tations were calculated and compared to experimental values as well as numerical
results of Hammer and Manthe [80]. Reasonable agreement between calculated and
experimental results was found. Slightly different results obtained with different,
but related, numerical methods still show that large systems like malonaldehyde are
a challenging task for accurate calculations.
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6Vibronic Coupling Effects in Spectroscopy
and Non-adiabatic Transitions in Molecular
Photodynamics

Horst Köppel

Abstract
A brief historic and systematic survey is given of our efforts to elucidate
important features of the nuclear motion on interacting potential energy surfaces
(PESs). Starting with our early work in 1977, a variety of small to medium-sized
polyatomic molecules have been treated by quantum-dynamical methods. As the
key topological feature signalling the effects in question, conical intersections of
PESs have been established. The associated strong nonadiabatic coupling effects
manifest themselves as diffuse (at low resolution) or irregular (at high resolution)
spectral structures upon electronic transitions. The concomitant fs electronic
population decay governs the photophysical and photochemical properties of
these systems. Representative examples with 2–5 strongly coupled electronic
states are given, and the quantum nature of the phenomena is emphasized.

6.1 General Introduction

In this contribution our quantum-dynamical treatment of nuclear motion on coupled
potential energy surfaces (PESs) is surveyed. The present general introduction deals
with the early history of the field (i.e. from 1977 to 1991), followed by a more
systematic classification of types of surface intersections and a phenomenology of
the ensuing nuclear dynamics.
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Fig. 6.1 Comparison of the experimental photoelectron spectrum of butatriene with the “full”
theoretical result and the one obtained in the Condon approximation with uncoupled PESs (from
left to right). The band 10 in the left panel was termed “mystery band”

6.1.1 Outline of Early History

In 1974 the group of E. Heilbronner in Basel had measured the photoelectron
spectrum of the butatriene molecule, which displays a peculiar shape [1]. In the
ionization energy range from 9 to 10 eV they observed three electronic bands where
only two states of the radical cation and, hence, only two bands are expected.
Moreover, the bands show an asymmetrically broadened profile and a rather
complex structure (see Fig. 6.1, left panel). The upper and lower energy bands
1 and 2 could be correlated with electronic states of the radical cation, whereas
the intensity of the central band 10 far exceeds any conceivable mechanism for a
corresponding electronic feature of the system. Thus it was also termed “mystery
band”. In subsequent theoretical work it could be established that the “mystery”
band represents a vibronic effect [2]. By setting up a suitable model Hamiltonian
for coupling to and through vibrational modes, and based on ab initio values for the
system parameters, the band system could be very satisfactorily reproduced, see the
central panel in Fig. 6.1. It proved crucial that the model not only describes vibra-
tional excitation (coupling to modes) but also allowed for interaction between the
electronic states (coupling through modes). This is made apparent by the right panel
where this latter interaction has been suppressed in the calculation and the mystery
band is absent [3]. Apparently the interaction leads to a redistribution and build-up
of spectral intensity in the centre and high-energy part of the spectrum, which is
vital for the irregularities and the appearance of the mystery band of butatriene.

In later work it was realized that the key feature of the underlying PESs is
a conical intersection (CoIn) [3, 4]. This can be understood from Fig. 6.2 which
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Fig. 6.2 Cuts through the two-dimensional model PES of the butatriene radical cation underlying
the theoretical treatment of Fig. 6.1. One coordinate (Qg or Qu) is varied as indicated in the panels,
and the other fixed at zero.

represents cuts (cross sections) through the ionic PESs along the two nuclear
coordinates considered in the model. These feature shifts in opposite directions
along the totally symmetric mode Qg (C D C stretching mode) which leads to a
crossing of the PES near the minimum of the upper state (the zeros of coordinate and
energy scale denote the neutral ground state equilibrium geometry and energy). For
displacements along the non-symmetric coordinate Qu a repulsion of the PES occurs
due to the associated symmetry lowering, which enables an interaction between the
states to take place (for Qu D 0 the electronic states have different symmetry). The
repulsion leads to a double minimum PES of the ionic ground state, which in turn
is responsible for the low-energy progression in the spectra (between 9 and 9.5 eV).
The situation is summarized in the perspective drawing of Fig. 6.3 which illustrates
the double minimum of the lower adiabatic PES as well as the point of degeneracy
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Fig. 6.3 Perspective drawing of the two-dimensional model PES of the butatriene radical cation

between upper and lower adiabatic PES in the centre of the figure. This degeneracy
is lifted in first order of the nuclear displacements and is thus of conical shape.
From simple arguments the nonadiabatic coupling elements are seen to diverge
at these points, causing a severe failure of the Born–Oppenheimer approximation
for energies at and above that of the intersection [3]. This is just borne out by the
comparison of the spectra in the central and right panels in Fig. 6.1.

What first seemed little more than a theoretical curiosity, of interest only to a
few experts, proved later to be of broad relevance, and with ramifications in many
different areas of physical chemistry and chemical physics. Nonadiabatic processes
following molecular photoexcitation have received broad attention from experiment
and theory alike, and CoIns are nowadays recognized as key topological features of
molecular PES signalling these effects [5–10]. The above example opened the door
to a quantum-dynamical treatment of these phenomena by the Heidelberg group,
which has been pursued and widened ever since. In the present contribution I attempt
to give a lucid, historic, and also pedagogic overview over the field as it evolved
since around 1980, with an emphasis on our line of work. This also fits into the scope
of this book, because the quantum nature of the dynamics at CoIns has been a focus
of our work over all the years. While nuclear motion is sometimes treated classically
or semiclassically in the literature, the consideration of quantum effects is important
in at least three different situations, regarding zero point energy effects, tunneling
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processes, and coupled electronic PESs. General reasoning in this direction has been
presented in the introduction to this book and need not be repeated here. Suffice it
to say that a semiclassical treatment of nuclear motion on coupled PES (surface
hopping, mean path approach, etc.) has been proposed and is further discussed in
another chapter of this book. An a priori justified such treatment in the general
case, however, remains problematic and I confine myself to citing a recent in-depth
discussion of the topic by one of the pioneers in the field [11].

In the following I continue this outline of historic developments, followed by
more systematic considerations on different coupling scenarios. As an important
early step, the analysis of the photoelectron (PE) spectrum of ethene revealed that
strong nonadiabatic coupling effects can be operative also for seemingly distant
electronic states, with well-separated spectral bands [12]. Namely, the combination
of several active vibrational modes can lead to a CoIn also when the energetic
separation of the states in the centre of the Franck–Condon (FC) zone is as large
as 2 eV. While nowadays also relevant CoIns with vertical energy gaps of the PES
of 4–5 eV are known (and will be mentioned below) this result proved striking at that
time, and strongly indicated that only the energetic accessibility of the CoIn matters
for the dynamics, thus rendering it much more important than originally thought.
Similarly, it was realized that the well-known paradigm of the dynamic Jahn–Teller
(JT) effect [13] is to be considered a special case of a CoIn. In JT systems the
electronic degeneracy is enforced by symmetry and, by the very nature of the JT
theorem, is lifted in first order of the displacements when distorting the system along
the coordinate of a JT active mode. From the point of view of structural chemistry,
this makes the symmetry lowering “spontaneous” and occurring independently of
actual values of the coupling parameters. Regarding the dynamics, the JT-split PES
necessarily take a conical shape near the high-symmetry nuclear configuration,
rendering the nuclear motion highly nonadiabatic after an electronic transition from
a nondegenerate state (which usually takes the system to the point of degeneracy).
In early work, the PE spectra of allene and pentatetraene were investigated [14] and
the doubly degenerate ground states identified as structurally related to the cases of
ethene and butatriene mentioned above [15]. This established a homologous series
of molecules (“cumulene radical cations”) with a systematic trend in the PES and
dynamics. As a further instructive example we show in Fig. 6.4 the first band of the
PE spectrum of benzene [16]. The electronic ground state of the radical cation is
doubly degenerate in the D6h point group, and there are four JT active vibrational
modes (also doubly degenerate). The photoionization from the nondegenerate
neutral ground state creates the radical cation directly at the point of degeneracy
(CoIn) and the vibrational modes excited in the spectral band are supported by
both JT-split PESs simultaneously. An adiabatic separation would fail equally badly
as already demonstrated in Fig. 6.1. This is emphasized because the vibrational
structure is quite regular which can thus not be taken as evidence for the validity of
the adiabatic (or synonymously: Born–Oppenheimer) approximation, even in such
seemingly simple cases. We further see from Fig. 6.4 that in well-resolved spectra
as the present one the quantum nature of the vibrational modes is evident, i.e. the
discrete level structure becomes directly visible by inspection.
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Fig. 6.4 Comparison of experimental (lowest panel) and theoretical (upper two panels) first
photoelectron band of benzene. The upper panel represents the results for the JT active modes
as indicated in the panel, the central one displays the full result, obtained by including the totally
symmetric CDC stretching mode �2

While these developments were important early indications for the relevance
of CoIns and nonadiabatic coupling effects, the seminal contributions by
Ruedenberg [17], Robb [5, 6], Yarkony [7, 8] and their groups, and subsequently
also Martinez and coworkers [18], provided breakthroughs for the field (mostly
in the 1990s) and made it known to a broad range of physical and organic
chemists and beyond (see also the important work of Klessinger, Michl and
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Bonacic–Koutecky [19,20]). In our group, at about the same time the investigations
were becoming broader regarding the phenomena addressed, the introduction
of different coupling scenarios and also by considering more than two strongly
interacting electronic states. These more systematic aspects shall be addressed in
the following sub-section.

6.1.2 Methodology and Phenomena

6.1.2.1 Diabatic Electronic States
The complexity of the theoretical treatment strongly suggests, and often necessi-
tates, to introduce suitable model Hamiltonians. This holds not only in view of
the quantum treatment of the nuclear motion but also regarding the underlying
electronic structure (ab initio) computations, which are always an essential part
of the theoretical methodology. Global PES in more than 6–8 dimensions can
hardly be obtained accurately even on present-day computer hardware. The set-
up of suitable models is usually combined with the use of a so-called diabatic
electronic basis [21–23]. The latter is of special importance since it avoids the
singular derivative couplings appearing in the usual adiabatic basis at degeneracies
of different molecular PESs (say V1.Q/ and V2.Q/). Denoting the corresponding
adiabatic electronic wavefunctions by �1.Q/ and �2.Q/, we have the well-known
identity (see, for example, [24])

h�1.Q/j @
@Q

j�2.Q/i D
h�1.Q/j @H@Q j�2.Q/i
V2.Q/� V1.Q/

(6.1)

The diabatic wavefunctions are smooth functions of the nuclear coordinates
Q also at these degeneracies V1.Q/ D V2.Q/, and so are the potential energy
matrix elements in this basis. This allows to introduce a Taylor series expansion
which may sometimes be truncated at low order, thus defining the linear (LVC) or
linear-plus-quadratic (QVC) coupling scheme [3]. The LVC or QVC schemes have
been successfully employed by the Heidelberg, Munich and other groups, and can
naturally be extended to carry the expansion to third or fourth (or similar) order.
More recently, also a systematic approach to go to considerably higher order has
been suggested [25].

The LVC and QVC approaches avoid the explicit construction of diabatic states
because they result in a parametrized form of the adiabatic PES; this can be used
to determine the coupling parameters by comparing the parametrized form of the
adiabatic PES with results from electronic structure calculations for these surfaces
(diabatization by ansatz [26]). On the other hand, the fixed functional form leads to
a model shape of the PES which may not always be flexible enough to reproduce
these data well. To overcome this limitation, a modified construction scheme for the
diabatic potential matrix has been introduced [27, 28] where the LVC approach is
applied to the adiabatic-to-diabatic (ADT) mixing angle “only”. In this form it can
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be applied to general adiabatic PESs as given from electronic structure calculations
and reproduce them without loss of generality. It can be shown to eliminate the
singular derivative couplings rigorously (in principle) and has therefore been coined
construction scheme of “regularized diabatic states” [28, 29]. Interestingly, the
relevant system parameters can again be determined from potential energy data
alone, at least in many relevant cases, for example, if a symmetry is present.
The scheme has been successfully applied and its properties have been examined
for a Jahn–Teller system [27], a seam of symmetry-allowed CoIns [28] and a
general CoIn with two relevant degrees of freedom [29]. Nowadays the concept
of regularized states is typically applied to systems with 3 or 4 atoms (H3 [30],
NO2 [31], SO2 [32], C2H2 [33]) while our treatment of larger systems (such as
aromatic and heteroaromatic molecules with 10–12 nuclear degrees of freedom and
2–5 strongly coupled electronic states) relies on the QVC approach.

6.1.2.2 Classification of Two-State Intersections
For apparent reasons the most common type of surface intersections will comprise
two states. Here we give a brief survey on their different topologies and symmetries.
Three-state intersections (and higher ones) will be discussed below.

Quite generally, the nonadiabatic (or derivative) couplings diverge whenever two
different molecular PES become degenerate (intersect). The very notion “conical
intersection” implies not only a point or seam of degeneracy but also a topology in
the immediate vicinity, namely, a lifting in first order of the nuclear displacements
from the degenerate subspace [3, 6, 17]. The phrase “glancing intersection” is used
for cases where this degeneracy is lifted in second order only [34, 35], the most
prominent example being the Renner–Teller effect in linear molecules (with the
bending angle as active coordinate) [36]. Apart from this special situation, a surface
degeneracy will mostly be associated with a first-order lifting, i.e. be of the conical
type [37]. This is also the generic situation for symmetry-induced degeneracies
in nonlinear molecules, where the JT theorem “guarantees” the conical shape as
already indicated above.

The appearance of surface intersections can also be understood as a general-
ization of the famous von Neumann–Wigner noncrossing rule, which states that
in diatomic molecules the potential curves of states of the same symmetry do
not cross [38]. The simplified proof given by Teller [39] casts the conditions for
degeneracy into two algebraic equations, which cannot be normally satisfied at the
same time when only a single parameter (the internuclear distance) is to be varied.
For a polyatomic system with N atoms and 3N-6 (or 3N-5) internal coordinates this
rule is immediately relaxed, and 3N-8 (or 3N-7) coordinates can still be varied after
two coordinates have been fixed to fulfill the two aforementioned conditions for
degeneracy. The subspace of degeneracy (“intersection space” or “seam”) is thus
of rather high dimension, while that in which the degeneracy is lifted (“branching
space” or “branching plane”) has dimension two [3, 5–8, 17]. It emerges naturally
that surface intersections are an ubiquitous phenomenon and play an important
role for excited-state dynamics as induced by photoexcitation in the visible or UV
spectral range.
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It is instructive to address the different types of intersections from the point of
view of symmetry (see, for example, [35]). The key vibronic coupling constant �,
which governs the first-order interaction between different electronic states �1.Q0/

and �2.Q0/ at the nuclear geometryQ0, can be written as

� D h�1.Q0/j@H
@Q

j�2.Q0/i (6.2)

Since the molecular Hamiltonian H transforms totally symmetric, � does not
vanish by symmetry only if the following selection rule is fulfilled [3]:

�1 ˝ �2 ˝ �Q 	 �A: (6.3)

Here the irreducible representations � on the l.h.s. denote those of the electronic
states and nuclear mode, in an obvious notation, and �A stands for the totally
symmetric irreducible representation of the respective point group. Several cases
can be distinguished.

Without any symmetry, or if �1 D �2 is nondegenerate, the coupling mode Q is
totally symmetric (possibly trivially so). No restriction on the point of degeneracy
is given by symmetry alone. This is also called accidental intersection and plays a
central role, for example, in organic photochemistry (see the contribution by Robb
and coworker [40]).

If �1 and �2 differ, the coupling mode Q is non-totally symmetric (coined Qu).
It can thus not coincide with (first-order) Franck–Condon active modes which are
characterized by the decomposition of �1˝�1 or �2˝�2 and are totally symmetric
(in Abelian point groups). The latter are also called tuning modes in the LVC scheme
which forms the body of our early work in the field. The conical intersection is
usually termed symmetry-allowed in such a case since it normally occurs (for a
single coupling mode) in the subspace Qu D 0 where �1 ¤ �2 and a free crossing
is possible.

The situation becomes somewhat more complicated (but also richer) in non-
Abelian point groups. Limiting ourselves to two-state coupling scenarios, we have
�1 D �2 in case of (double) degeneracy. This amounts to a symmetry-induced
(also called symmetry-enforced) degeneracy or intersection. By virtue of the JT
theorem [13, 41], there exist always non-totally symmetric modes to fulfill the
selection rule (6.3). This directly leads to the JT or symmetry-induced conical
intersections mentioned earlier. An exception is provided by linear molecules, where
such modes do not exist and a coupling between the components of a doubly
degenerate (for example, …) state is provided only by terms of second order in the
(bending mode) displacements [41]. These second-order terms necessarily cause the
intersection to be of glancing rather than conical type.

As a final distinction, we mention a difference between “trigonal” (such as C3v
or D3h) and “tetragonal” (such as C4v , D4, D2d ) point groups. In the first case
doubly degenerate modes are JT active, in the second case nondegenerate, non-
totally symmetric modes are JT active [3]. In the former case the JT-split PESs have
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cylindrical or (more generally) threefold symmetry, in the latter case the symmetry is
twofold, thus reflecting the different symmetry of the underlying nuclear framework.

6.1.2.3 Dynamics at Conical Intersections
It has already been reiterated above that nonadiabatic couplings generally diverge at
degeneracies of different molecular PESs. A vast amount of numerical results has
shown that these degeneracies are almost invariably of the conical type. This is also
supported by general theoretical reasoning [37]. In what follows I will therefore
identify degeneracies with conical intersections, also bearing in mind that in all
specific cases reported below the intersections are of the conical type.

From semiclassical reasoning it is expected that nonadiabatic coupling effects
are strong for energies at and above that of a CoIn. At a CoIn, nearly isoenergetic
vibrational eigenfunctions of the intersecting PES have similar classical turning
points, rendering their overlap integral substantial. For lower energies either the
vibrational states are not isoenergetic or their overlap becomes exponentially small.
This general situation was already exemplified by the study of the ethene radical
cation mentioned above [12]. Strong nonadiabatic couplings manifest themselves in
distinct ways, in either the energy or time domain. Concerning the vibronic structure
of electronic spectra they lead to a thorough mixing of upper and lower-surface
vibrational wavefunctions [3]. This implies a highly irregular line structure, and
any regular FC patterns will be completely lost. If the CoIn occurs well outside the
FC zone, the interacting electronic states give rise to well-separated spectral bands;
for the higher-energy band, the spectral intensities of the vibronic eigenstates will
derive from the admixture of the upper-surface vibrational levels and their density
from the lower-surface levels (being of much larger density than the upper-surface
levels). Under low resolution the spectral envelope will look diffuse, and in extreme
cases this will hold even under high resolution (provided the intrinsic lifetime
broadening exceeds the average line spacings). Concerning the time domain, the
system undergoes an ultrafast internal conversion (IC) process from the upper to the
lower PES, proceeding on the same time scale as the nuclear vibrations. If the CoIn,
on the other hand, is not classically accessible to the nuclear motion, and a “surface
hop” becomes possible only through tunneling, the nonradiative transition is slowed
down and may become much slower than vibrational periods, ultimately reaching
the golden rule limit of traditional radiationless decay theory.

The heteroaromatic radical cations furan, pyrrole, thiophene represent a beautiful
series of molecules to illustrate this dependence [42,43]. Their two lowest electronic
states exhibit a characteristic change in their vertical ionization potentials such that
their difference substantially decreases in the series. As a consequence also the
minimum energy of the resulting CoIn decreases, not only absolutely but also in
relation to the upper adiabatic PES, see Fig. 6.5 for a schematic drawing. For furan
the CoIn occurs well above (�0.5 eV) the upper state minimum, for pyrrole and
thiophene it is very close (within 0.01 and 0.04 eV). Thus the IC process in the
latter cases is expected to compete with the vibrational motion, while in the former
it should be slower. This is nicely confirmed by the electronic populations obtained
from ab initio-based WP propagations and displayed in Fig. 6.6. A typical stretching
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Fig. 6.5 Cut through the lowest PES of the furan, pyrrole, and thiophene radical cations along
the coordinate of an effective mode. The latter is given by a straight line connecting the minimum
of the 2A2 ionic ground state (taken to be the zero of energy in all cases) to the minimum of the
CoIn between the ground and first excited (2B1) ionic states. The dotted lines refer to thiophene,
the dashed ones to pyrrole and the full lines to the furan radical cation

vibrational period amounts to �20 fs, which is the time scale of the 2B1 �2 A2
population transfer (IC) for pyrrole and thiophene. In the case of furan, on the other
hand, the IC time scale is considerably slower (�150 fs) which is completely in line
with the higher energy of the surface crossing in Fig. 6.5. Consequently, also the PE
spectral bands of the three systems differ in a characteristic way [42, 43]. In furan
the nonadiabatic couplings lead to small line splittings and moderate broadening
effects only (forming non-overlapping quasi-resonances), while in pyrrole and
thiophene they cause a complete redistribution of spectral lines with no correlation
between unperturbed vibrational levels and vibronic eigenstates. The high density
and irregularity of vibronic eigenstates in these two examples is similar to the cases
of C2HC4 (see Sect. 6.1.1) and excited states of BzC to be discussed below.

6.1.2.4 Two-State vs. Three-State Coupling Scenarios
Degeneracies or near-degeneracies of more than two electronic states may play a
role in two distinctly different ways. They can (1) affect the dynamics sequentially,
i.e. as series of two-state (quasi-)degeneracies, which the system encounters sepa-
rately during its time evolution and which both play a comparable role. An example
of this type has been reported to occur in highly excited states of formaldehyde,
severely affecting its VUV absorption spectrum [44]. (2) More than two electronic
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Fig. 6.6 Electronic populations of the ground and first excited electronic states of the three
radical cations given in the panels, following a vertical excitation to the upper (2B1) electronic
state. Consistent with the energetic positions of the surface crossings in the preceding figure, the
transition occurs within a single vibrational period for pyrrole and thiophene, but is considerably
slower in the case of the furan radical cation
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Fig. 6.7 Perspective drawing of a rotationally symmetric three-state (“triple”) conical intersection
such as occurs, for example, at an accidental crossing of a doubly degenerate state with a
nondegenerate state. The coordinates are the components of a doubly degenerate mode, causing
a linear coupling between the electronic states

states may come close or intersect also at a single point in nuclear coordinate space.
These three-state intersections are of particular interest and should appear frequently
as accidental intersections (see above) in non-Abelian point groups, when a doubly
degenerate (by symmetry) electronic state may cross freely with a nondegenerate
state. (In principle, though less likely in practice, also two doubly degenerate states
of different symmetry may cross freely thus producing a fourfold degeneracy.)
A typical scenario is given by the first and second excited states of the benzene
radical cation (BzC), which are doubly degenerate and nondegenerate, respectively
(of 2E2g and 2A2u symmetry in the D6h molecular point group) [45, 46]. This
system features the coexistence of two different pairs of electronic (component)
states with two different nonadiabatic coupling mechanisms and an 2A2u �2 E2g
energy gap which changes sign as a function of the C D C stretching coordinateQ2.
For low energies there is nonadiabatic coupling within the 2E2g manifold, which
is characterized by a sparse and rather regular level structure such as occurs for
the ground electronic state of BzC (Fig. 6.4). For high energies the crossing point
of the 2A2u �2 E2g PESs plays a decisive role for the dynamics. This amounts to a
triple degeneracy as is displayed by the perspective drawing of Fig. 6.7. The vibronic
structure of the PE spectrum [45, 47] becomes similarly complex and erratic as
discussed above for the ethene, pyrrole and thiophene radical cations.

The triple intersection of Fig. 6.7 deserves special mentioning with respect to
low-energy vibronic motion. It has been pointed out above that the surface topology
near a degeneracy (conical or not) is not of central importance for the strength of
the nonadiabatic coupling effects. For low-energy motion this shape does matter,
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and conical intersections are highlighted by the appearance of the geometric phase
phenomenon [48, 49]. Very briefly, the conical nature of the PES topography
necessarily leads to a sign change of the real electronic wavefunction whenever the
point of degeneracy is encircled in a closed loop. Since the whole wavefunction must
be single valued, the nuclear wavefunction also has to undergo a sign change, which
amounts to a different boundary condition for this (“pseudorotational”) motion [50].
In other words, the vibronic eigenvalues are affected by the presence of the CoIn,
although it may be high in energy and not be in reach for the nuclear motion. This
is counterintuitive, but not contradicting the above statements about the adiabatic
approximation, because the product nature of the molecular wavefunction is not
affected. Rather, it may be termed adiabatic separation with modified boundary
conditions.

As is well known, glancing intersections as occur in the Renner–Teller effect do
not exhibit the geometric phase phenomenon [51], and neither do triple intersections
like the one in Fig. 6.7 [52]. This can be traced to the different surface topography
near the degeneracy (glancing intersections) and to the cancellation of phase
contributions from the different degenerate pairs (triple intersections). The situation
is illustrated by the drawings of Fig. 6.8 which shows a time-dependent WP evolving
on a double (right panels) or triple (left panels) intersection [53]. Otherwise the PESs
in question are identical in the two sets of panels. By virtue of the geometric phase
there is destructive interference in the case of a two-state conical intersection but
constructive interference for a three-state intersection. This shows up nicely in the
lowerhalf-plane, opposite to that where the initial WP is located, and leads to a com-
pletely different shape of the WP for longer propagation times (see lowest panels).

I mention that this type of surface topography and WP evolution plays a role
for the two-photon ionization spectrum of the sodium trimer, and considerations of
the type presented here have led to a thorough re-interpretation of the experimental
spectrum [52, 54]. For a more complete overview over different coupling scenarios
regarding interactions within the degenerate state and between the degenerate and a
nondegenerate state, I refer to [55].

6.1.2.5 Vibronic Coupling and Localization Phenomena
We briefly mention that near-degenerate electronic states may also emerge for
systems with weakly coupled subsystems, such that the symmetry-adapted linear
combinations of the locally excited states show only a rather small energetic
separation. Despite this weak interaction between locally excited subsystems the
vibronic interactions in the whole aggregate or molecule may be substantial. Two
prominent cases are (1) molecules with several equivalent core hole sites; here,
the vibrational motion may destroy the nominal equivalence of the sites and lead
to excitation of asymmetric modes in odd quanta in the spectrum (proceeding on
diabatic PES with localized core holes) [56–58]. Another case are (2) dimeric
systems with weakly coupled subsystems (e.g. through hydrogen bonding or long
covalent linkers). Again, asymmetric modes can be excited, which may lead here to
a substantial reduction of the excitonic energy splittings and amount to nonadiabatic
tunneling on the lowest (double-well) adiabatic PES of the dimer [59–61].
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Fig. 6.8 Comparison of time-evolution on doubly (right panels) and triply (left panels) intersect-
ing molecular PES. The lowest adiabatic PES on which the evolution starts is the same in all panels.
The effect of constructive (no geometric phase) and destructive (geometric phase) interference
shows up in the third panels from above and leads to a completely different shape of the WP for
longer times (lowest panels)

6.2 Applications in Spectroscopy

In the previous section we have already discussed a few examples of two-state
vibronic coupling effects in spectroscopy. They all relied on the LVC or QVC
approach and were based on extended ab initio calculations for the underlying
system parameters (frequencies and coupling constants). The latter is a generic
element of our approach and applies to all examples presented here; for details we
refer to the original publications.
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In the present section I discuss examples where the treatment has been extended
in two different ways, either going beyond the QVC approach or including more
than two strongly coupled states in the analysis.

Over the years, a series of related triatomic molecules and cations has been
investigated by the Heidelberg group, notably NO2 [31], OC3 [62], and SO2 [32,
63], and also H3 [30, 64]. NO2 and SO2 are famous (and notorious) showcases
in molecular spectroscopy with exceedingly complex spectra which could only
incompletely be assigned despite intense efforts by several groups. An even partly
systematic list of references is well beyond the scope of this short article. The heavy
mixing of vibrational wavefunctions of different molecular PES is an immediate
cause for such complications. Consider the photoelectron spectrum of ozone in
Fig. 6.9, which shows a comparison of experimental (upper panel) with theoretical
(lower panel) results [62]. In the theoretical treatment the line spectrum actually
computed has been phenomenologically broadened with Lorentzians (FWHM D
0:04 eV) to account for finite experimental resolution. Overall, the experiment
is well reproduced, in particular, the regular peak progression at lower energies
and the irregular structures at higher energies. Two electronic states contribute
to the spectral intensity, the 2A1 ground and 2B2 first excited states of OC3 . The
regular progression can be understood as excitation of the bending mode because
of different equilibrium geometries in the neutral and ionic ground states. The
situation can be visualized in Fig. 6.10 which shows contour line drawings of the
relevant PES for C2v geometries. The ground and first excited states of OC3 have
their minima near bond angles of 130ı and 105ı, respectively, while the centre
of the FC zone occurs near 117ı. Following the FC principle, extended bending
progressions are expected not only for the 2A1 state as observed, but also for the
higher-energy 2B2 state. For the latter state the experimental spectral profile shows
distinct irregularities, and the theoretical results reveal their origin, namely, a highly
irregular underlying line structure beyond an energy of �12.8 eV. This is just the
minimum energy of a seam of conical intersections also displayed in Fig. 6.10.
It is symmetry-allowed according to the classification of Sect. 6.1.2.2, and further
exemplifies corresponding statements of Sect. 6.1.2.3 about the energy range of
strongly nonadiabatic motion. The seam is substantially bent and affected by the
anharmonicity of the C2v PES of the system. This has been fully included in the
numerical computations, while the coupling has been taken to be a linear function
of the asymmetric stretch coordinate (LVC scheme).

In later work, the concept of regularized diabatic states (Sect. 6.1.2.1) has been
more fully adopted to treat the cases of NO2 and SO2. In Fig. 6.11 we show
the dependence of the vibronic coupling constant � on the symmetric stretch
coordinate or bond length r (which is basically the seam coordinate) near the seam
minimum for NO2 [31]. It is seen to increase markedly for increasing bond length
r which corresponds to an increase of the energy along the seam and to a larger
energy after photoexcitation. It rationalizes the (originally surprising) fact that for
lower energies (namely, in the photodetachment spectrum) the spectral irregularities
are considerably smaller than in the visible absorption spectrum of NO2 which
probes the dynamics for higher energies and which is well known for its notorious
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Fig. 6.9 Comparison of experimental (upper panel) and theoretical (lower panel) first photoelec-
tron band system of ozone, corresponding to the lowest electronic states of the radical cation. Peak
A in the experimental recording is assumed to be a hot band
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Fig. 6.10 Contour line drawing of the C2v PES of the ozone radical cation. The single full (bent)
line represents the seam of 2A1 � 2B2 conical intersections

complexity [65]. The UV absorption spectrum of SO2 is similarly intricate and
could recently be well reproduced by us theoretically, see Fig. 6.12 [32]. Under
low resolution, it features a seemingly regular progression of the bending mode,
extending until �34,000 cm�1 [66]. However, there is a very complex line structure
under the spectral envelope which becomes itself most irregular in the higher energy
part of the spectrum. The work of [32] is the first in the literature achieving the
remarkable agreement with experiment shown, and I refer to this reference for
all further details of the analysis, including a comparison with uncoupled-surface
spectra.

Let us now address a multi-state coupling problem where up to five interacting
states have been included in the treatment, namely, the benzene radical cation BzC.
Figure 6.13 shows results of ab initio calculations for the lowest five electronic states
of BzC along the two components of the JT active coordinate Q18 [46]. The latter
is doubly degenerate and so are three of the electronic states, amounting to eight
component states or PESs in total. The individual symbols denote the ab initio data
points, while the contiguous (full and dashed) lines stand for the fitted model curves
resulting from the LVC approach. Overall, an impressive set of mutually crossing
PES is revealed with a whole network of CoIns which lets one expect a rich variety
of vibronic phenomena. The crossings at the originQ18 D 0 represent cuts through
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Fig. 6.11 Variation of the vibronic coupling constant � along the 2A1 � 2B2 conical intersection
seam of NO2
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Fig. 6.12 Comparison of experimental and theoretical UV absorption spectrum of SO2

JT intersections while those forQ18 ¤ 0 involve a degenerate (at the D6h point) and
a nondegenerate state, which we term pseudo-JT effect or intersection [45].

The (2E1g) ground state intersection represents the JT effect in this state which
has already been documented in the spectrum of Fig. 6.4. The next electronic
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of a doubly degenerate mode. The filled symbols denote the individual ab initio data points, the
interconnecting lines the fitted model PES. The crossings at the origin Q18 D 0 represent cuts
through JT intersections, those at Q18 ¤ 0 are cuts through pseudo-JT intersections

state (2E2g first excited state) is likewise subject to the JT effect with similar
implications for the spectrum, see Fig. 6.14 (upper panel) [47]. There is moderate
excitation of the JT active modes with a rather sparse level structure which has
been assigned in the original work. Moreover, Fig. 6.13 gives evidence of a slightly
higher, nondegenerate (2A2u) state which approaches and also crosses the 2E2g
state along the C D C stretching coordinate Q2. This, among others, leads to the
triple intersection mentioned in Sect. 6.1.2.4. We thus have a pseudo-JT intersection
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Fig. 6.14 Second and third PE spectral bands of benzene as computed with the present vibronic
coupling approach. The upper panel corresponds to the (2E2g) first excited state, the lower panel
to the (2A2u) second excited state. The composite theoretical band compares favourably with
experiment

and coupling between the 2A2u and 2E2g states which, in conjunction with the JT
coupling in the 2E2g state, leads to the coexistence and interplay of two different
interaction mechanisms for the different pairs of component states [45]. Ultimately,
this also renders the motion in the nondegenerate state highly nonadiabatic and
leads to a complex vibronic structure in the corresponding PE band, see lower
panel of Fig. 6.14 [47]. There, numerous individual lines are seen (despite being
somewhat small in the drawing) to contribute to the broad and structureless spectral
envelope. Their density exceeds that of the unperturbed upper-surface vibrational
levels by about two orders of magnitude. The computed spectral profile for the
composite band is in fair agreement with the observations. The very high density
and complexity of the vibronic lines resembles the situation, for example, in the
ethene, pyrrole, and thiophene cations mentioned above; however, the coexistence
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of different coupling mechanisms renders the situation even more complex in the
present example.

The situation becomes further intriguing after realizing that, in addition, some
branches of the JT-split 2E1g and 2E2g PES intersect each other. This leads to
an ultrafast IC process in BzC comprising all five component states of the 2E1g ,
2E2g , and 2A2u electronic manifold. More details and, in particular, the effect which
fluorination has on these multi-state nonradiative transitions will be discussed in the
next section.

6.3 Applications in Photophysics and Photochemistry

In the present section we address time-dependent phenomena governed by CoIns
and strong nonadiabatic couplings, notably the electronic population dynamics
of strongly coupled PES and the consequences it has on observable quantities.
It has already been demonstrated above in Sect. 6.1.2.3 that, if the CoIn is in
reach energetically, the IC process may proceed on the time scale of nuclear
vibrations (otherwise it is slower). However, it should be emphasized that the actual
nonradiative transition can be even faster. A striking example is provided by the
Rydberg de-excitation of triatomic hydrogen: here the population transfer from the
upper to the lower adiabatic sheet of the JT-split ground state PES of H3 proceeds
within only 4 fs [30, 67]! The reason is that for the Rydberg de-excitation, starting
from a near-D3h geometry, the initial state in the decay process is generated directly
at the JT ground-state intersection seam. It does not need to time-evolve towards
the CoIn, and the population transfer gives a direct measure of the nonradiative
transition itself. In most other cases the time evolution of the electronic population
includes the time needed for the system to arrive at the CoIn, and it is thus more an
upper limit to the time needed for the actual “surface hop”.

6.3.1 Ultrafast Internal Conversion and Its Competition
with Fluorescence

Let us now return to BzC, discussed in Sect. 6.2. For this prototypical system the
2E2g and 2A2u set of states has also been treated by time-dependent methods and
the aforementioned population transfer from the upper to the lower state been found
to proceed within 20–30 fs (one period of the C D C stretching mode is 33 fs) [45].
This parallels the pyrrole and thiophene cases and other systems treated by us
over the years. Moreover, also the complete set of all above CoIns comprising the
lowest five component states of BzC (within the LVC approach) could be treated
quantum dynamically [47] using the powerful MCTDH wavepacket propagation
method [68, 69]. The resulting time-dependent electronic populations are presented
in Fig. 6.15. They reveal a step-wise nonradiative transition—within 100–200 fs—
from the (dipole-allowed) 2A2u over the (dipole-forbidden) 2E2g state to the 2E1g
ground state of the radical cation. This is remarkable in view of the large energy
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all degeneracies retained (upper panel) is compared with an approximate one where the electronic
and vibrational degeneracies are suppressed (lower panel)

gaps of �3 eV involved, the indirect couplings operative and the sub-ps dynamics
resulting from the multi-state interactions [47]. It provides a natural explanation
for the absence of detectable fluorescence in BzC [70, 71] which cannot compete
with the efficient IC process identified. We mention in passing that the whole set of
CoIns identified for BzC comprises also higher energy electronic states included in
Fig. 6.13, and a (more approximate) modeling has been undertaken to account for
them also [72].

A further intriguing perspective is offered by the fluoro derivatives of BzC. It has
been known for a long time experimentally that the monofluoro derivative is non-
fluorescent like the BzC parent cation [73]. The difluoro derivatives constitute a
limiting case, while the trifluoro and all further, more completely fluorinated cations
do exhibit (strong) fluorescence [71, 73, 74], which has actually been used to gather
substantial information on the structural and spectroscopic properties of the systems
(see, for example, [75–79]).

It is gratifying that the present coupling mechanism can naturally account
for these interrelations. Consider the correlation diagram of Fig. 6.16 between
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Fig. 6.16 Correlation diagram between ionization potentials of benzene and its mono-, di- and a
trifluoro-derivative. Some of the molecular orbitals are also shown for comparison

the orbitals and state energies of BzC and some of its fluoro derivatives [80].
There are two noteworthy trends visible in the figure, first the expected lifting of
the degeneracies due to the loss of symmetry upon asymmetric fluorination and,
second, a gradual but substantial shift to higher energy of the QB2E2g—derived
states. The latter relate to ionization out of a 
 orbital which is C–F bonding and
stabilized energetically by fluorination. On the other hand, the �-type ionization
potentials, correlating with the QC2A2u and QX2E1g states of BzC, stay nearly the
same as for the parent system. One should be aware that in BzC the QC2A2u and
QX2E1g states are not coupled directly, but rather indirectly, through the QB2E2g

state as intermediate [46]. (The same holds for the fluoro derivatives because
of high energies of the corresponding CoIn seams in all species [80–82].) The
increase in relative energy of the QB2E2g—derived states in the fluoro derivatives
causes a similar energetic increase of the respective seams of CoIns and thus an
effective weakening of the coupling between their two lowest ( QX2E1g-derived)
states and their next higher excited states. Consequently also the population transfer
to the ground state is slowed down and becoming increasingly less efficient for an
increasing number of F atoms in the compound [80, 81, 83]. I refer to the original
literature for the actual numbers and all further details, and confine myself to
presenting the time-dependent populations of Fig. 6.17 as representative examples.
The figure shows the populations of the lowest five electronic states of the mono-
and 1,2,3-trifluoro derivative [80,81], which correspond to those shown in Fig. 6.15
for the parent cation (due to the degeneracies for BzC only three curves are shown
there). The initial state is the B1 state for F-BzC (same as for the parent system in
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Fig. 6.17 Time-dependent electronic populations of the lowest five electronic states of the mono-
and 1,2,3-trifluorobenzene radical cations (lower and upper panel, respectively). The initial
electronic state is visible from the curves

Fig. 6.15) and the next higher state (B2 state) for the trifluoro derivative in question.
The reason for the latter choice is to be able to show any nontrivial dynamics at
all, because for the B1 state as initial state the electronic populations stay virtually
constant over time.

Comparing Fig. 6.17 with Fig. 6.15 we easily notice the characteristic change
of the IC process with increasing fluorination. For the monofluoro derivative the
populations evolve in a similar way as in the parent system BzC, and the upper state
for a potential dipole-allowed transition, theB1 state, again decays on a femtosecond
time scale. For the trifluoro derivative 3F-BzC the situation is entirely different,
and the B1 population stays constantly large. The competition between the IC
process and fluorescence thus disappears according to the theoretical treatment and,
in line with this finding, 3F-BzC shows clear emission, as do the higher fluoro-
derivatives of BzC [71, 73, 74]. The reason, as already stated above, is the energetic
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increase of the B2 state and hence, of the CoIn between its PES and that of the
A2 and B1 states deriving from the ground state of BzC (see Fig. 6.16). The difluoro
cations represent an intermediate case where only the 1,3 (meta) isomer shows weak
emission [73]. Even this more subtle difference seems to be captured qualitatively by
our treatment [83]. I conclude this discussion by mentioning that there are further
characteristic changes upon (partial) fluorination which have to do more with the
symmetry breaking in general than with fluorination in particular [80, 81, 83]. The
interested reader is referred to the original literature for more details.

6.3.2 Elementary Photochemical Transformations

So far the discussion has focussed on rather small-amplitude displacements affect-
ing photophysical properties like fluorescence behaviour. Now I address radiation-
less processes associated with larger-amplitude displacements or photochemical
transformations. This is indeed the subject of ongoing interest in the literature and of
intense work by several groups. In our work, we have, for example, considered the
quantum dynamics of nonadiabatic cis–trans isomerization of acetylene following
excitation to the S2 state [33]. This state features a CoIn seam with the bending mode
potentials of the lower-lying S1 state. Even through this symmetry-lowering the two
states do not interact unless the torsional mode is activated and any symmetry is lost
in the system. The equilibrium geometry of the S1 state is trans-bent while the S2
state takes a cisoid shape (Cs symmetry). From there the IC process takes the system
over the out-of-plane distortion to the trans-bent structure of the S1 state where it
preferentially remains, although not entirely. The complexity of the UV absorption
spectrum of acetylene is severely affected by the nonadiabatic interactions, although
the pronounced anharmonicity associated with the deep wells of the bending mode
potentials also plays an important role [84].

The radical cations of the five-membered heterocycles furan, pyrrole, and
thiophene have already been discussed above. The photophysics and photochemistry
of the neutral species have received considerably more attention in the literature.
Concerning furan, I only mention the theoretical (dynamical) studies on the ring-
opening process following UV photoexcitation [85–87]. In pyrrole, in addition
N-H photodissociation comes into play as a further radiationless deactivation
channel (see, for example, [88–90]). Following earlier work by Domcke and co-
workers [91,92] we have extended the quantum-dynamical treatment by considering
also the higher-excited states populated by a dipole-allowed transition from the
ground state. Figure 6.18 shows the potential curves of the lowest five singlet states
of pyrrole along the N–H stretching normal coordinate Q24. Near the ground state
equilibrium geometry there are two � � 
� excited states, followed by two � � ��
excited states [92, 93]. The latter carry most of the oscillator strength, the former
decrease in energy for increasing N–H bond length and cross with the nominal
A1.S0/ state in the asymptotic region. All four excited states are interconnected
through a set of CoIns similar to the case of BzC discussed above. Within the QVC
approach the excited states would be decoupled from the A1.S0/ state, but by virtue
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Fig. 6.18 Potential energy curves of the five lowest singlet states of pyrrole along the N–H
stretching normal coordinate Q24

of the anharmonic potentials along Q24 there can be a sequence of IC processes
comprising all five states in question, extending over an energy range of �6 eV and
leading to N–H photodissociation on three different channels, see Fig. 6.18. This is
indeed confirmed by extensive WP calculations using the MCTDH method [68,69],
for which a selected result is shown in Fig. 6.19 [94]. The electronic populations
in the upper panel show indeed that the population is transferred within less than
50 fs from the optically bright � � �� state to one of the � � 
� states where
it can dissociate. Moreover, a small fraction undergoes a further transition to the
A1.S0/ state where it can also dissociate, but with a considerably smaller excess
energy. This is of interest because photofragmentation is known to lead to slow
and fast H atoms in the system [89]. Using well-known techniques [95, 96], the
reactive flux can be extracted from the present WP calculations, and the results
are shown in the lower panel of Fig. 6.19 [94]. The figure indeed gives evidence of
N–H photodissociation on the three channels visible in Fig. 6.18. Consistent with the
smaller population of the A1.S0/ state, also the reactive flux on this state is smaller
than for the other states. The flux on the A1.S0/ state can be considered to represent
slow H atoms while that on the � � 
� states represents fast H atoms. From the
results of [94] their ratio, and in particular its energy dependency can be determined.
In line with observations, the ratio of slow to fast H atoms is found to increase with
increasing energy of the system. This agreement is intriguing, although the absolute
values (of the ratio) are considerably too small in comparison with experiment [89].
Presumably other vibrational redistribution mechanisms, such as occurring through
the ring-puckering CoIns emphasized by Lischka et al. [93], should be included to
arrive at a more quantitative agreement regarding the absolute numbers. To conclude
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Fig. 6.19 Time-dependent
electronic populations (upper
panel) and reactive flux
(lower panel) for the relevant
states of pyrrole after
excitation to the B2 state of
Fig. 6.18

this section I mention the extensive work by Domcke and Sobolewski to demonstrate
the vital importance of nonadiabatic photochemistry governed by CoIns for the
photostability of biologically relevant molecules and related processes [97, 98].

6.4 Outlook and Future Perspectives

In the present contribution I have attempted to give a condensed overview over
our work on the quantum dynamics on vibronically coupled PES, considering
pedagogic, historic, and systematic aspects in a balanced way. Time-independent
and time-dependent phenomena have been addressed. While the examples discussed
were necessarily not exhaustive, a set of representative cases has been selected
which should cover the most important aspects and their interrelations. In particular,
the quantum nature of the phenomena is apparent whenever the discrete level
structure of the vibronically coupled states plays a role. Also regarding electronic
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populations, and other time-dependent quantities not explicitly addressed here,
a general-purpose, reliable, and accurate treatment requires to consider the quantum
nature of the nuclear motion.

Special realizations of vibronic coupling systems, such as occur for well-
localized, weakly coupled molecular subsystems have been touched upon only
briefly, in Sect. 6.1.2.5. Another special case, that of light-induced CoIns [99, 100]
has not been discussed above, but is expected to emerge as highly relevant in strong
laser fields in the future. This may, of course, also apply to other realizations of
specific systems, and likewise regarding their experimental detection.

General lines of future developments may concern, for example, applications
in photobiology and the related design of methods dealing with increasingly
larger systems. The use of the MCTDH method has already defined new limits
in applications of the QVC scheme, where systems with more than 20 nuclear
degrees of freedom can be treated accurately (including the introductory example of
the butatriene cation discussed in Sect. 6.1) [101–103]. To carry the developments
systematically further, more extended strategies may prove helpful or even crucial.
As done in electronic structure theory, the whole system of interest may be divided
into a central part and external parts treated with successively decreasing accuracy.
For example, the inner part should be treated with the highest-level methods,
allowing for finer details to be covered accurately. The next outer part could
be described by the LVC or QVC approach, the subsequent one be considered
as an “environment”. For the latter, efficient effective-mode schemes have been
introduced recently which capture the influence of many modes by a hierarchy of
3, 6 or 9 (etc.) modes which describes the evolution of the system for increasingly
longer times (see, for example, [104–106]). For the most remote parts of the whole
“aggregate” even more approximate schemes may prove useful. In line with the
treatment of the nuclear dynamics, also the electronic-structure methodology is to
be adapted. In this way it is hoped that the range of applicability of the quantum
treatment, and the phenomena to be covered, can be continuously extended and the
field may prove useful for many years to come.
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Abstract
Chemistry that takes place exclusively in the ground electronic state can be well
described by a reaction path in which the reactants pass over a transition state
to the products. After photoexcitation, a molecule is in an excited electronic
state and new topographical features joining different states, known as conical
intersections, also need to be considered to describe the time-evolution from
reactants to products. These intersections are due to the coupling between
electrons and nuclei. In addition to providing new pathways, they provide a
quantum-mechanical phase to the system which means that to describe the
nuclear motion properly methods are required that include the resulting quantum-
mechanical coherences in the nuclear motion. In this chapter, we review the
nature and topography of conical intersections and simulation methods that have
been developed to describe a molecule passing through one. These range from
the full solution of the time-dependent Schrödinger equation to approximate
methods based on Newtonian mechanics. Using examples the advantages and
disadvantages of each are discussed.
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7.1 Introduction

The development of software able to efficiently treat a range of problems can have
a huge effect on the development of science. This is exemplified in the field of
chemistry where the existence of quantum chemistry programs such as Gaussian
and Molpro has resulted in molecular structure calculations and energetic analysis
becoming a ubiquitous tool providing mechanistic information in chemical research.
Similarly, classical molecular dynamics programs such as CHARMm and AMBER
have helped to focus thinking onto the dynamical nature of, in particular, condensed
phase and biological processes.

Photochemistry, however, has mechanistic features that cannot be adequately
described by standard quantum chemistry and classical molecular dynamics cal-
culations. First, the reaction is initiated by absorption of a photon, which means we
need to be able to treat excited electronic states. Second, it is found that there are
molecular geometries where the excited- and ground state potential energy surfaces
are close in energy or even meet. At these geometries the nuclear and electronic
motions couple and the molecule undergoes non-adiabatic dynamics.

Given the importance of photochemistry in actual and emerging technologies,
such as solar energy, photodynamic therapy, and optical storage, methods to
understand and describe the energy flow in these molecular systems have an
important role to play in the development of these fields of research. Also, time-
resolved spectroscopy and coherent control experiments, in which a laser field is
used to observe, or even direct, a molecule as it goes from photo-excited reactant
to product are now well established. Being able to perform appropriate simulations
is essential for understanding these experiments probing the fundamental behaviour
of molecules.

In non-adiabatic dynamics it is necessary to treat the nuclei as moving over a
set of coupled potential energy surfaces rather than the single surface of classical
molecular dynamics. The surfaces can then approach to form avoided crossings
or meet as conical intersections that provide pathways where the initially excited
molecule can cross back to the ground electronic state in a non-radiative manner.
This crossing is particularly efficient at a conical intersection, which is why these
features play a central role in the mechanistic description of photochemistry, in a
similar way to the role played by the transition state in thermal chemistry.

The recent availability of theoretical developments implemented in widely avail-
able quantum chemistry software means that the theoretical study of non-adiabatic
chemistry is also “coming of age”, with many applications oriented practitioners
now using calculations to support their ideas and experiments. For example, an
algorithm for finding the minimum energy point on a conical intersection [1] was
made available in Gaussian in the 1990s, and most quantum chemistry codes now
have this feature.

Just knowing the positions and energies of conical intersections is, however, not
enough to understand the mechanism of a reaction and dynamical information is
also required. For example, how efficient the crossing process is requires knowledge
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of the time scale and population transfer at an intersection. Here, dynamics
methods embedded in quantum chemistry programs can be used to great effect once
adapted to treat non-adiabatic processes. For example, the direct dynamics methods
developed by Schlegel in the Gaussian program have been adapted to non-adiabatic
dynamics since the late 1990s [2].

Just as for thermal chemistry, for photochemistry the easiest and most pictorial
dynamics uses classical trajectories. The non-adiabatic process is then modelled by
computing the probability of hopping between the surfaces using some approximate
solution of the Schrödinger equation [3, 4]. From the starting point given by
absorbing a photon, the trajectories thus show where the system can go, and where
and when it can cross to the ground state. The hopping probabilities then give how
efficient this process is. For an excellent overview of non-adiabatic dynamics from
the semi-classical perspective the reader may consult the recent review of Tully [5]
and the many papers in the same edition of J. Chem. Phys.

Trajectory surface hopping is, however, only an approximate treatment of the
dynamics and the full quantum dynamics description requires a full solution of the
time-dependent Schrödinger equation (TDSE) [6]. The main failure of the semi-
classical surface hopping approach is that the different trajectories are independent
and so the coherence of the nuclear motion as it passes through a conical intersection
is lost. How important is this coherence? The answer to this is not known in
general, but coherence will play a role in the short-term dynamics of phenomena.
For example, recrossing at an intersection is known from full quantum dynamics
simulations, but is not seen in surface hopping. Such methods are therefore
potentially essential for understanding short time-scale fundamental processes such
as electron transfer and proton transfer–essential for many chemical and biological
systems. Furthermore, recent experiments have implicated nuclear coherence as
being involved in certain biological processes over a long time-scale [7, 8].

The computational resources required to solve the TDSE meant that until
recently only a few atoms could be treated in this way. However, programs to treat
molecular systems with quantum dynamics are now becoming more widely used.
The Heidelberg MCTDH package is probably the only quantum dynamics code that
has been developed with the aim of generality [9]. Recent advances in algorithms
such as the development of the variational multi-configuration Gaussian (vMCG)
method [10, 11] and multiple spawning [12, 13] also are moving quantum dynamics
to become a mainstream simulation tool and comparisons with the simpler surface
hopping can now be made [14].

This chapter sets out to focus on the information available from computational
tools to describe non-adiabatic dynamics and photochemical reactivity. From a
general mechanistic point of view the non-adiabatic event takes place near a conical
intersection. It is the “shape” of the extended seam of the intersection and its position
on the reaction path that controls the outcome of a photochemical reaction. The
concepts of this topic are reviewed, with examples, in Sect. 7.2. In Sect. 7.3 we
introduce the main methods for performing dynamics using a potential derived from
quantum chemistry electronic structure methods, starting from an exact solution of
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the TDSE and moving to more approximate techniques. In Sect. 7.4 we “showcase”
these methods with some representative examples.

7.2 Classifying Conical Intersections: Shapes and Positions

We shall begin our exploration of conical intersections with an example constructed
from a classic textbook photochemistry case, the 2C2 cyclo-addition of two ethy-
lene molecules [15–17]. The potential energy surface is illustrated schematically
in Fig. 7.1. We shall consider the face to face approach (centred on points with
geometry A or A0 in Fig. 7.1a) where the new ¢-bonds are formed synchronously,
as well as a bi-radical approach (passing through the geometry C in Fig. 7.1a),
where one ¢-bond is formed first to yield a diradical intermediate. The coordinate
that connects the two approaches is a trapezoidal distortion coordinate A–C. The
potential energy surface in the space of these two coordinates for the ground and
excited states is shown in Fig. 7.1. In thermal chemistry, reactivity is confined
to the ground state or the lower potential energy surface. In photochemistry, the
reaction begins by excitation from the ground state potential energy surface to the
excited state potential energy surface. For our purposes, we imagine that the starting
point of the photochemical cyclo-addition, the so-called Franck–Condon geometry,
corresponds to two isolated ethylene molecules, and the product is cyclobutane in a
square planar geometry.

We can use the potential surfaces shown in Fig. 7.1 to compare and contrast
what might happen in thermal and photochemical reaction, and thus to illustrate
the role of a conical intersection. We have distinguished two molecular motions
X1 and X2 in which to plot the surfaces. The variable X1 is a reaction coordinate
corresponding to the approach of the two ethylenes passing via point A A0. The
variable X2 is a rhomboidal distortion passing through E and connecting A and C.
As we will presently discuss, a photochemical mechanism via a conical intersection
must involve two distinguished coordinates, while a transition state associated with
a thermal reaction is associated with one distinguished coordinate, X1 in this case,
corresponding to the reaction path.

In a 2C2 thermal reaction, there are two possible transition states, shown as A0
for the synchronous reaction, where both bonds are formed simultaneously, and C
for the asynchronous reaction where one bond was formed first. The Woodward–
Hoffman (WH) [17] rules predict that the asynchronous reaction (via C) has the
lower energy. Now let us examine a region of the potential energy surface along a
line connecting the two transition states A0 and C. We can see that the ground state
energy passes through a very high-energy point E where the ground state and excited
state become degenerate. This is known as a conical intersection [18]. Of course, a
thermal reaction would not pass close to point E that is so high in energy. At this
point, we also observe that the double cone at point E requires two coordinates X1X2

to describe it.
Now, let us consider the photochemical reaction. The reaction begins with

photoexcitation at the FC geometry, corresponding to two separated ethylenes. The
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Fig. 7.1 Cartoons of the potential energy surfaces describing the 2C2 cyclo-addition of two
ethylene molecules (adapted from [16])

reaction would progress along a coordinate leading to a minimum A, if the system
were constrained to have a rectangular geometry. However, the potential energy is
unstable along this coordinate with respect to rhomboidal distortion. Notice that
along a reaction path directed towards the point E, there is a negative direction
of curvature so that A, rather than being a local minimum, is in fact, a transition
state along the reaction path leading to the point E. Thus the geometrical changes
corresponding to reaction paths on the excited state are quite different than on the
ground state. On the one hand, the motion which brings the two ethylenes together
along the coordinate which preserves rectangular symmetry is a maximum on the
ground state involving a transition state at A0 while it is a local minimum on the
excited state at A. This one-dimensional picture is shown in Fig. 7.1b. However,
this excited state reaction path is not stable, and a lower energy pathway is available
which involves motion along the rhomboidal distortion coordinate, leading via point
E to the ground state asynchronous pathway at point C. Thus, reaction pathways (the
geometries traced out) along excited state or ground state evolution are in general
very different in the ground and excited states. Also, we can see from Fig. 7.1 that
the reaction path from the excited state to the ground state passes via a point E where
the two states have the same energy. This is the point where radiationless decay
takes place and the system moves from the excited state to the ground state without
emitting light. This type of degenerate point is known as a conical intersection [17]
and we will have more to say about that as we continue our development.
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Fig. 7.2 Cartoon of a “classic” double cone conical intersection, showing the excited state
reaction path and two ground state reaction paths (adapted from Paterson et al. [21])

Before leaving discussion of Fig. 7.1 it is important to mention that this figure is
a “cartoon”. With present-day computational methods, one computes the geometries
of points where the gradient is zero, such as minima and transition states. One can
also compute the energies and geometries of low-energy conical intersection points
such as E [19]. The cartoon that one draws in Fig. 7.1 is intended to convey the shape
of the potential energy surface and the way in which various critical points (minima,
etc.) are connected rather than presenting the results of actual computations on a
grid.

If the mechanistic information just discussed in Fig. 7.1 is to be really useful
then it must be an intrinsic property of the chromophores themselves, i.e. the
two ethylene molecules. For example, it is the key feature in intra-strand thymine
dimerisation and these dimers can disrupt the function of DNA and trigger complex
biological responses, including apoptosis, immune suppression, and carcinogenesis.
One can identify the geometry corresponding to the point E in Fig. 7.1 as well as
the computed directions [20] X1 and X2 for the 2C2 cyclo-addition reaction of two
thymine molecules.

Using Fig. 7.1 we briefly introduced the idea that a conical intersection requires
two geometrical coordinates in order to define the double cone. We now extend these
ideas more rigorously.

In Fig. 7.2, we show a general cartoon of a conical intersection. In addition to
the energy, the double cone like structure is defined by two geometrical coordinates
X1 and X2 (first introduced in Fig. 7.1). Thus, as one moves away from the apex
of the cone, the degeneracy is lifted. In Fig. 7.3 we show another important effect,
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Fig. 7.3 A representation of the electronic wavefunction around a conical intersection. The black
and white tessellations correspond to different “diabatic states”

the nature of the wavefunction represented by a superimposed tessellation pattern.
The tessellation indicates the nature of the diabatic states at any point on the
conical intersection; pure white is one diabat and pure black a different diabat.
The essential idea is that if one takes a point on the upper surface and suppose
that it has electronic structure A, then the corresponding point A0 on the lower
surface, related by inversion (180o rotation plus reflection in the X1X2 plane) has
the same electronic structure. Similarly, at an avoided crossing (e.g. Fig. 7.1) one
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has an overall wavefunction composed of both states ‰CD c1 Black C c2 White on
the upper surface and ‰�D c1 White � c2 Black on the lower surface.

The two coordinates X1X2 thus play a central role in mechanistic photochemistry.
In a thermal reactivity problem, we are normally interested in the energy and the
reaction path. In a photochemical problem, where the reaction path passes through a
conical intersection, we are interested in the energy and two coordinates X1 and X2.
Thus the thermal reaction path, a single coordinate, gets replaced in photochemistry,
by the two coordinates X1 and X2. In a thermal reactivity problem, the reaction path
is precisely defined at the transition state itself. It is just the direction associated with
the normal coordinate corresponding to the imaginary frequency. The imaginary
frequency is associated with the curvature of the potential energy surface at the
transition state (i.e. the second derivative of the energy). In contrast at a conical
intersection, the two directions X1 and X2 are defined by the equations
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i.e. associated with gradients and transition gradients. They are usually referred to
as the gradient difference and derivative coupling vectors.

In Eq. (7.1), states A and B are the two electronic states: ground and excited states
associated with the conical intersection, � i� is the � th mass-weighted Cartesian
coordinate of the ith atom, the index i labels the N atoms and � the Cartesians
components, x, y, and z. These quantities are in principle obtainable only from a
theoretical calculation. Nevertheless, as we shall discuss subsequently, they have a
simple interpretation and one can often make a reasonable guess as to the nature of
these two vectors using qualitative valence bond theory.

The coordinates X1 and X2 are precisely defined quantities that can be computed
explicitly [22] from electronic structure theory. Similarly, the apex of the cone
corresponds in general to an optimised molecular geometry [23]. (See also the
more recent works of Sicilia et al. [24], Martinez et al. [25] and Thiel et al. [26].)
The shape or topology in the region of the apex of the double cone will change
from one photochemical system to another [27], and it is the generalities associated
with the shape that form part of the mechanistic scenario that we will discuss. All
ideas follow from a development of a two-level quadratic expansion (for S1 and
S0) simultaneously. Such an expansion involves gradients (X1) and off-diagonal
gradients (X2). However, such developments require more specialised knowledge
and for details the reader is referred to the literature [21, 24, 27–33].

Now let us turn to the situation where the reaction path does not lie in the plane
X1X2. In this case we need three coordinates to define the course of a photochemical
reaction through a conical intersection: the reaction path X3 and the coordinates
X1X2. In order to draw a picture similar to Fig. 7.2, we would need four dimensions.
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Fig. 7.4 The conical intersection hyperline traced out by a coordinate X3 plotted in a space
containing the coordinate X3 and one coordinate from the degeneracy-lifting space X1 X2 (adapted
from Paterson et al. [21])

Thus for simplicity, we will plot the energy as a function of one (X1/2) of the two
coordinates X1 or X2 and the reaction path X3. The corresponding cartoon is shown
in Fig. 7.4. In this case, the conical intersection appears as a line or a seam which
we shall refer to as a conical intersection seam. In Fig. 7.4, we use the coordinate
X3 to denote the reaction coordinate, and the axis (X1/2) labelled “branching space
coordinate X1 X2” is designed to indicate a vector which is a linear combination of
X1 X2. Motion along this composite coordinate, X1/2, is at right angles to the seam,
and the degeneracy is lifted. In the figure, we have shown the double cone along
this seam in order to remind ourselves that there are three geometrical coordinates
involved in this picture.

Thus, Fig. 7.4 illustrates the general situation where the reaction path is not
contained in the branching plane, X1 X2. There are many examples where this type
of topology presents itself [34–38].

In Figs. 7.2 and 7.4 we have illustrated cartoons for different ways of visualising
the topology of a conical intersection. In general, there are two coordinates X1

and X2, which form what is known as the branching space where the degeneracy
of the common intersection is lifted. Then we introduced a third coordinate as
X3, which we referred to as the reaction coordinate. Of course, there are more
than three geometrical variables in the typical photochemical reactivity problem.
In modern computational methods one uses all the molecular degrees of freedom in
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Fig. 7.5 Classification of conical intersections according to their local topography (from [27, 39])

Fig. 7.6 Different topographies of conical intersections along a reaction coordinate (extended
version adapted from [39])

numerical computations. Then, a posteriori, we identify three variables to visualise
and understand any particular problem. However, the two directions X1 and X2

computed according to Eq. (7.1) are precisely defined.
To conclude this section on local topology we briefly discuss two other concepts:

the slope [27] of the conical intersection and the position of the conical intersection
on the reaction coordinate [39]. These concepts are illustrated in Figs. 7.5 and 7.6.

In Fig. 7.5 we indicate the slope of the conical intersection [27]. Of course
X3 does not appear on these figures. The peaked intersection corresponds to the
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simple case where the system simply “falls down” from one state to the other.
The sloped/intermediate intersection is particularly interesting mechanistically. This
type of topology is associated with photostability (i.e. no new chemical species is
produced after decay from the conical intersection) and we will return to discuss
this in our section on case studies. However, it should be apparent that in a sloped
intersection a trajectory may recross the apex of the cone many times before
decaying to the ground state energy sheet.

The position of the surface crossing and whether or not it is preceded by a local
minimum on the excited state reaction path is illustrated in Fig. 7.6. Comparing
Fig. 7.6a versus b we can examine the competition between passing over a barrier
when a conical intersection is separated from a local minimum (Fig. 7.6a) versus
passing directly from the Franck–Condon region of the potential energy surface to
the conical intersection (Fig. 7.6b). In the first case, there must be a competition
between fluorescence decay at the minimum versus passage over the barrier to the
conical intersection. In the second case there is no barrier and the system decays on
the time scale of vibrational motion after excitation to the Franck–Condon region:
an ultrafast reaction. In Fig. 7.6c we show the sloped conical intersection discussed
in the previous figure. It is now obvious that such a topology must be associated
with photostability because the excited state intermediate when it decays at the
conical intersection returns to the ground state intermediate. Figures 7.6d and 7.6e
are intended to illustrate, in a schematic way, the effect of the position of the surface
crossing on the reaction coordinate. In Fig. 7.6d we illustrate the case where the
surface crossing occurs on the product side of a ground state transition state. In such
a case one has an adiabatic reaction, and the decay to the ground state takes place
in the product region. In Fig. 7.6e we show the situation with an adiabatic reaction
terminating at a sloped conical intersection.

Thus in the same way that one can characterise topographical features on a
potential energy surface where the gradient goes to zero at maxima and minima, it is
possible to systematically map out and characterise the seam. These ideas lie beyond
the scope of this review. However, they can be useful in further characterising
mechanistic effects [21, 24, 27–33, 40–44].

7.3 Simulating Non-adiabatic Transitions

When a molecule has a configuration near to that of a conical intersection it is able
to undergo non-adiabatic transitions, whereby it can move from one electronic state
to another instantaneously in a radiationless manner. These transitions are due to
coupling between the nuclear and electronic motion and as a result are quantum-
mechanical processes. Thus to simulate them requires solving the TDSE

i�
@‰

@t
D bH‰ (7.2)

for the nuclear wavefunction ‰ to capture the evolution of the molecular system as
it flows over the coupled potential energy surfaces.
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The potential energy information is contained in the Hamiltonian, bH , which
can be written in two different ways: the adiabatic or diabatic form [6, 45]. In the
adiabatic form the coupling is part of the kinetic energy operator and the potential
energy surfaces are simply ordered in energy. In the diabatic form the coupling
is part of the potential operator and potential energy surfaces can be associated
with an electronic configuration or molecular property. The relationship between the
two forms is not straightforward, but the adiabatic picture is that used in quantum
chemistry, while in general the TDSE is solved in the diabatic picture as in the
adiabatic picture conical intersections result in singularities that provide problems.

Over the last 20 years powerful methods to solve the TDSE have been developed
[46, 47]. These are based on using a grid-based representation of the wavefunction
and Hamiltonian and have provided detailed descriptions of non-adiabatic events.
Unfortunately, such numerically exact solutions of the TDSE require huge computer
resources as they scale exponentially with the number of degrees of freedom and
approximations must be introduced to treat systems with more than 20 atoms, which
include the majority of photochemistry.

There are two classes of approximations that are commonly used. The first is to
use what are called Gaussian wavepackets (GWPs) to describe the wavefunction.
This wavepacket description means a grid is not required, and the scaling is
improved. Often the GWPs follow classical trajectories and other approximations
are made to improve efficiency.

The second approach is to discretise the wavepacket into a “swarm of trajecto-
ries” that evolve according to Newton’s equations of motion. Non-adiabatic events
are then simulated either by “hopping” between potential energy surfaces, in what is
termed trajectory surface hopping, or by each trajectory carrying an evolving weight
associated with each potential energy surface in Ehrenfest dynamics.

In addition to the bottleneck due to memory requirements, grid-based quantum
dynamics suffers from the basic problem that they are global methods, i.e. the
potential energy surfaces and wavefunctions must be defined globally before the
propagation can be made. Calculating accurate global potential energy surfaces,
particularly for multi-state calculations where couplings are also required, is a huge
challenge. The more approximate GWP- and trajectory-based methods have the
advantage that they can be used in a direct dynamics approach in which the potential
energy surfaces are calculated on-the-fly as and when required.

7.3.1 Grid-Based Quantum Dynamics

The wavefunction can be expanded in a basis set of functions for each degree of
freedom, f�g(�). The wavefunction is then written

‰ D
X

j1j2���jf
Aj1j2���jf .t/�
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And the TDSE is reduced to solving a set of equations for the time-evolution of
the expansion coefficients

i PAI D
X
J

HIJAJ (7.4)

where J D j1j2 : : : jf is a composite index and HIJ are the matrix elements of the
Hamiltonian represented in the basis set. These basis functions may be harmonic
oscillator eigenfunctions or some other suitable set. Discrete variable representa-
tions are particularly useful as they allow the wavefunction to be mapped onto
a spatial grid as well as providing accurate integrals of the matrix elements (see
Appendix B in [49]).

Equation (7.4) is very easy to implement on a computer. The matrix is built
once at the beginning and then straightforward matrix–vector operations are used
to propagate the wavefunction forwards in time. A number of integration schemes
have been developed to do this [47]. The scaling problem is, however, obvious. For
a system with f degrees of freedom and N basis functions for each there are Nf

expansion coefficients that must be propagated. As of the order of 50–100 basis
functions per degree of freedom are required, these numerically exact calculations
are in general restricted to 3–4 atom systems.

The multi-configuration time-dependent Hartree (MCTDH) method [48–50] is a
grid-based method that is able to treat larger systems. It uses a similar wavefunction
ansatz
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But now the basis functions are also time-dependent. The resulting description
is more compact as the basis functions follow the evolving wavepacket using
variationally derived equations of motion and so effort is not wasted describing
regions of space where the wavefunction is negligible. Using this method up to 15
atoms may be treated [51].

The method is still a grid-based one as the basis functions (known as
single-particle functions) are still described using time-independent DVR
functions

'
.�/
i D

X
˛

ci˛�
.�/
˛ (7.6)

It also has a higher overhead than the standard numerically exact method as the
Hamiltonian matrix elements are also now time-dependent and the potential energy
function requires a special form for maximum efficiency.



194 B. Lasorne et al.

7.3.2 Gaussian-Based Quantum Dynamics

Methods based on GWPs, also known as coherent states (CSs), all derive from
the seminal work of Heller [52]. They can capture the full quantum-mechanical
character of molecular processes and promise better scaling than grid-based meth-
ods. A big advantage is that they allow direct dynamics approaches [6], whereby
the potential energy and its derivatives with respect to the nuclear coordinates
are calculated “on-the-fly”, such as in trajectory-based classical and semi-classical
dynamics (e.g. ab initio molecular dynamics and trajectory surface hopping). This
strategy thus promises reasonable multidimensional quantum dynamics simulations
at low effort. They may, however, suffer from numerical problems in terms
of convergence, which often restricts them to semi-quantitative applications, as
opposed to the more involved—but more accurate—grid-based methods.

The ideal field of application of Gaussian-based quantum dynamics methods is
certainly non-adiabatic photochemistry [53]. In this context, they hold a midway
position between grid-based quantum dynamics methods and trajectory-based semi-
classical methods. The former are plagued by the time and memory requirements
of first generating analytical multidimensional expressions for the potential energy
surfaces and non-adiabatic couplings. This is an involved task that often implies
the preliminary identification of a subset of active nuclear coordinates and a
simplified model for the treatment of the remaining degrees of freedom. In contrast,
semi-classical methods, such as trajectory surface hopping or Ehrenfest dynamics,
are easier to utilise and yield correct estimates for the characteristic rates and
efficiencies of non-adiabatic transitions. However, they remain limited to describing
the very first radiationless events because of their inadequate treatment of quantum
coherence or entanglement (excess or lack of) among the coupled electronic states.

GWP or CS methods have in common the expansion of the total wavepacket in
a basis set of multidimensional time-dependent Gaussian functions, g.s/j .R; t/, on
one or several coupled electronic states, jsI Ri,

j‰ .R; t/i D
X
s

X
j

A
.s/
j .t/g

.s/
j .R; t/ jsI Ri (7.7)

where s denotes the state index and R the nuclear coordinate vector. In the majority
of these methods the centres of the frozen-width Gaussian basis functions follow
classical trajectories and so are unable to model individually certain situations
such as tunnelling. The latter is retrieved through the quantum superposition
of trajectories of various total energies through the coupled propagation of the
expansion coefficients, A.s/j (t). These evolve according to a secular formulation of
the TDSE in a non-orthogonal basis set.

The full multiple spawning (FMS) method [12, 13, 54–58] is an adaptive-basis-
set approach that uses classically driven Gaussian functions. Simulations start with
a relatively small basis set on the initial electronic state. The spawning procedure
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generates extra basis functions if branching events require them, such as when a
conical intersection is reached, and population must be transferred to the other
electronic state. This method will in principle be numerically exact at convergence.
The multiple independent spawning (MIS) approach is an approximate classical-like
variant based on uncoupled trajectories.

In the variational multi-configuration Gaussian wavepacket (vMCG) method [10,
11, 59–63] the basis functions follow coupled “quantum trajectories” whereby the
mean positions and momenta are treated as variational basis-function parameters
that evolve according to the Dirac–Frenkel principle applied to the TDSE. Each
basis function directly simulates quantum phenomena in a rigorous way, and
the method thus promises much faster convergence than classical-trajectory-based
methods due to a better sampling of the phase space.

Somewhat midway between FMS and vMCG techniques, the multi-configurati-
onal Ehrenfest (MCE) method [64–68] assumes Gaussian basis functions following
coupled Ehrenfest trajectories that are thus governed by a weighted average of
several potential energies. Ehrenfest trajectories are more quantum in essence than
FMS trajectories but are generated from an approximate solution to the vMCG
equations of motion where only the leading term is accounted for and thus the
Gaussian functions again follow classical trajectories. The multi-configurational
character of the description relieves them of the typical issue of contradictory
average gradients in single-configuration Ehrenfest dynamics.

The limited spatial expansion of frozen-width Gaussian functions means that
a local harmonic approximation of the potential energy surface around the centre
of each GWP is a decent approximation (“thawed” Gaussian functions have
proved to be inadequate numerically due to excessive spreading compared to
the range of validity of the local harmonic approximation). The potential energy
and its derivatives can thus be calculated along the trajectories followed by their
centres. Such treatments free quantum dynamics of the numerically expensive and
time-consuming requirement of calculating and fitting potential energy surfaces
beforehand. The corresponding extensions of the three aforementioned methods are
termed ab initio multiple spawning (AIMS), direct dynamics vMCG (DD-vMCG),
and ab initio MCE (AI-MCE).

Direct dynamics implementations of Gaussian-based quantum dynamics meth-
ods are a turning point from a computational perspective. Fully accounting for the
quantum nature of Gaussian basis functions over their widths requires repeated
evaluations of gradients and Hessians at their centres. Obviously, despite the
exponential scaling of grid-based methods, long-lived trajectories also require a
large number of electronic-structure calculations, which can also happen to be a
practical bottleneck. However, using Hessian-update procedures and/or a physically
sound hierarchical description based on a QM/MM treatment in lieu of fully ab initio
calculations is a promising strategy for the adequate description of quantum effects
in large systems or medium-sized systems embedded in an environment [69].
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7.3.3 Trajectory-Based Semi-classical Dynamics

The lowest level of approximation that can be used to solve the TDSE is also the
one that gives the best scaling with system size. Using a polar representation of
the wavefunction, in the classical limit �! 0, it is possible to model the evolving
density

� .R; t/ D �� .R; t/ � .R; t/ (7.8)

as a set of trajectories that follow classical equations of motion [70], often referred
to as a swarm, i.e. for each coordinate

M RR D �@V
@R

(7.9)

This approach, originated by Bohm, has the further advantage that it can be used
in direct dynamics in a straightforward way: calculating the potential and gradient
at each point along the trajectories is straightforward using quantum chemistry
methods.

Initial conditions for the trajectories must be chosen by sampling an appropriate
distribution. To sample a particular initial wavefunction, the ground vibrational
state, for example, the Wigner distribution can be used [6]. This is a transformation
of the density in configuration space to a set of phase space variables and so
randomly sampling this distribution provides trajectories that effectively discretise
the quantum density. For states where the Wigner function has negative regions
that cannot be interpreted as a probability, the Husimi function may be used.
Alternatively, simpler sampling can be used based on a single representative
trajectory or on a microcanonical distribution that can include the zero-point energy
in an approximate way.

What happens if more than one potential energy surface is present? The standard
way to tackle this problem is to use “surface hopping”, which recognises that the
main result of non-adiabatic coupling is to effect a transfer of population between
states in the region of the coupling [71–74]. Each trajectory is propagated on a
surface until it reaches a non-adiabatic region where the coupling is non-negligible.
The trajectory may then hop to the other surface with a probability calculated to
model the quantum-mechanical population transfer. This inclusion of some degree
of quantum-mechanical behaviour to the nuclear motion is why these methods are
referred to as semi-classical.

There are a variety of ways in which the hop can be calculated. The most
commonly used variant is Tully’s least switches algorithm [73]. This is designed
to reproduce the correct electronic state populations with the least number of hops.
The probability of changing from electronic state 2 to 1 is here given by

P2!1 D � d

dt
log jc2j2�t (7.10)
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where c2 is the coefficient of the upper state component in the electronic wavefunc-
tion

�el.r; t/ D c1.t/ 1.r/C c2.t/ 2.r/ (7.11)

and�t the step size in the propagation. A simpler method is inspired by the
Landau–Zener crossing probability [74]
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where V12 is the coupling between the states, Fi the forces on the atoms on the
different surfaces, and v the velocity of the atoms passing through the intersection.

Trajectory surface hopping is inherently an approximate method. There is no
rigorous derivation for the hop probability, hence the different possibilities, and
various ad hoc corrections need to be made to conserve energy after a hop and to
cope with “frustrated hops” when a hop is required but energetically not possible. A
potentially more serious problem is that as the trajectories are independent nuclear
coherences are not included. Quantum effects such as tunnelling and zero-point
energy are thus not correctly treated and much work, particularly by Truhlar and
co-workers, has been made to assess the validity of surface hopping [75, 76]. New
approaches are also still being developed to correct for these problems [77, 78].

An alternative formulation that uses classical trajectories to model non-adiabatic
behaviour is the Ehrenfest approach [79, 80]. In this, each trajectory point (p, q) is
driven by a “mean-field” force

Pp D � d

dq
h�el.t/ jHelj�el.t/i (7.13)

with the electronic wavefunction being given by Eq. (7.11). It thus has components
on all electronic states and so the trajectory has associated with it a probability for
being on the various states. The force is also an average of forces from the various
states. This can lead to unphysical behaviour [81].

Despite the problems due to the inexact nature of the approximations being made,
the simplicity of surface hopping and Ehrenfest dynamics means it can be used to
extract information on the dynamics of large systems. This is exemplified by the
work of Tavernelli and co-workers who combine surface hopping with TDDFT to
study protein and condensed phase systems [80].

7.4 Case Studies of Non-adiabatic Photochemistry

We report here on some of our recent case studies that highlight the methods
presented in Sect. 7.3 and how they help interpret experimental findings. This
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Fig. 7.7 Structure of anthracene-9,10-endoperoxide (APO)

selection is, of course, partial and non-exhaustive. We show an example per method
with challenges of different natures that require different treatments: the most
adequate depending on the context. At one end of the spectrum, we exemplify how
full quantum information can be retrieved with a grid-based approach on a non-
trivial case involving a four-state crossing. Multiple recrossings and complicated
interferences are observed, but a simplified model must be used for the potential
energies. Other examples along this line can be found in Chap. 6. At the other
end of the spectrum, our third example considers a semi-classical-trajectory-based
treatment, which includes quantum effects only approximately, but is able to
treat the photodynamics of a large molecule embedded in a protein environment.
The second example illustrates how a Gaussian-based method can be a good
compromise between efficiency and accuracy, with quantum effects described from
first principles while keeping a simple trajectory-based picture that makes the
interpretation of results easier.

7.4.1 MCTDH Study of the Homolysis of the O–O Bond
in Anthracene-9,10-endoperoxide

Anthracene-9,10-endoperoxide (APO, see Fig. 7.7) is an aromatic endoperoxide
which, upon excitation to S1, shows a cleavage of the oxygen–oxygen bond, leading
to rearrangement products such as diepoxides or to the decomposition into quinones,
whereas excitation to higher excited states leads to cycloreversion and the release of
singlet molecular oxygen [82].

The photodynamics of the O–O cleavage is modulated by a four-state conical
intersection (4CI) [83]. The most important modes are the opening angle of
the O–O bond (“) and the twisting angle of the oxygen atoms around the
molecular axis (£). These two degrees of freedom were employed to calculate
two-dimensional potential energy surfaces for the four interacting singlet states (see
Fig. 7.8).

http://dx.doi.org/10.1007/978-3-642-45290-1_6
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Fig. 7.8 The four adiabatic potential energy surfaces along “ and £ close to the 4CI point (adapted
from [84])

Using the grid-based MCTDH method, simulations were performed, first in two
dimensions [84]. The resulting dynamics show that the 4CI point is reached very
fast (in less than 30 fs after photoexcitation), and the wavepacket distributes over all
states (see Fig. 7.9).

The efficiency of the population transfer is due to the strong couplings in the
twisting mode, even though the wavepacket does not spread in this degree of
freedom; instead, the wavepacket only spreads along the O–O opening mode. In
order to allow for a more adequate dissipation of the energy, two sets of different
bath modes were added as harmonic oscillators, and quantum dynamics simulations
were run in up to nine dimensions. The degree of distribution into the four states
proved to be very much dependent on which modes are included in the simulation.

All the quantum dynamics simulations performed show that upon excitation to
S1, the “-coordinate dominates the photodynamics, whereas splitting off singlet
molecular oxygen (for which the £-coordinate is an important mode) does not play
any role. This result is in agreement with the available experiments that found that
1O2 is obtained after excitation to states higher than S1 [82].

The present grid-based quantum dynamics simulations retrieve quantum effects
such as recrossings and interferences but are too limited in terms of number
of degrees of freedom to provide the reaction pathways to form rearrangement
products. This study could thus be complemented by less accurate trajectory-
based semi-classical dynamics simulations or Gaussian-based quantum dynam-
ics simulations in full dimensions like those presented in the next application
cases.
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Fig. 7.9 Selected snapshots of the four adiabatic wavepacket densities. The black cross indicates
the position of the 4CI point and the dot the FC point (adapted from [84])

7.4.2 DD-vMCG Study of the Photoisomerisation of a Cyanine
Model

Cyanines are a class of conjugate organic dyes. Fluorescence of the trans species is
in competition with a photoisomerisation towards the cis species, which represents a
technological obstacle to their use as fluorescent molecular probes in imagery [85].

Calculations on model cyanines (H2N–(CH)n–NH2
C with n D 3, 5 or 7) showed

[86, 87]: (1) a systematic relationship between the size of the polymethine chain and
the time scale of the cis–trans torsion; (2) an extended seam of conical intersection
along the torsional coordinates; and (3) that high-frequency skeletal deformations
were required to access the seam. The last two points were demonstrated with
qualitative results based on semi-classical trajectories for the simplest trimethine
cyanine (see Fig. 7.10).

This work prompted optimal control experiments on a large cyanine [88, 89],
which confirmed that the branching ratio could be controlled by a pulse leading to
excitation of the same skeletal deformations in the initial wavepacket (see Fig. 7.11).
This control strategy was further validated in a quantum dynamics context with
Gaussian-based direct dynamics simulations [90].
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Fig. 7.10 Structure of the trimethine cyanine model H2N–(CH)3–NH2
C

Fig. 7.11 Cartoon of the two radiationless decay mechanisms for the cyanine model. The white
line represents the seam of intersection between the S1 and S0 potential energy surfaces (from [90])

These simulations showed that directly addressing the torsional modes was not
efficient. After the initial in-plane relaxation has taken place, twisting dominates the
reaction coordinate, so that in the absence of control the system naturally decays
down the minimum-energy path to a twisted conical intersection. The only way to
avoid twisting is to excite orthogonal motions such that the dynamical pathway can
deviate from the minimum-energy path. Increasing/decreasing the momentum in
the skeletal deformation coordinates is thus expected to induce radiationless decay
at small/large twist angles (see Fig. 7.11). This was proved by running simulations
whereby the initial wavepacket was given an extra mean momentum pointing from
the Franck–Condon point to a point on the seam corresponding to a quasi-planar
geometry. Systematically reducing the magnitude of the momentum vector resulted
in a larger average twist angle of the crossing geometries.

This work also was an opportunity to analyse the concept of quantum coherence
and non-locality in the context of Gaussian-based methods. Semi-classical non-
locality is related to the statistical spreading of the points where surface hopping
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Fig. 7.12 Local transfer (left panel) versus non-local transfer (right panel) for a generic nuclear
coordinate x (from [90])

occurs. The population transfer occurs at different times for different trajectories.
Of course, this also means different geometries, but we will refer to such results
as non-local in time. In contrast, quantum non-locality has to do with the fact that
quantum trajectories communicate with each other at all times. Results will be called
non-local in space if the population transfer involves a decrease of the weight of a
given function on a given electronic state correlated with an increase of the weight
of a different function on a different state (see Fig. 7.12). For example, some limited
non-local transfer occurs between 18 and 20 fs for the first and the fourth basis
functions in Fig. 7.13.

In contrast with grid-based methods, there is no need to first build analytical
models for the potential energy surface, which makes Gaussian-based methods
easier to use. In addition, an approximate description based on a limited number
of “quantum trajectories” can provide a more intuitive interpretation of the reaction
mechanism than the evolution of a wavepacket on a grid. However, increasing
the size and complexity of the system may require an even more approximate
description such as semi-classical trajectories presented below.

7.4.3 TSH Study of the Photoactivation of the Photoactive Yellow
Protein

Treating the non-adiabatic photochemistry of large systems in an environment is
computationally demanding. A possible strategy can be QM/MM trajectory-based
semi-classical dynamics, as exemplified by simulations of the photoactivation of
the photoactive yellow protein (PYP) [91–93], a bacterial photoreceptor believed
to be responsible for negative phototactic response to blue light of Halorhodospira
halophila bacteria.

Trans-to-cis isomerisation of photoactive chromophores usually occurs through a
standard one-bond-flip mechanism in the gas phase. In contrast, spatial constraints
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Fig. 7.13 S1/S0 adiabatic energy differences for the trajectories followed by the centres of four
coupled Gaussian basis functions over time (red); weight of each individual basis function to
the global wavepacket (green), and corresponding S0 and S1 populations (purple and orange,
respectively) over time (from [90])

in a protein environment probably favour volume-conserving mechanisms where
concerted atomic motions are expected. The isomerisation of the p-coumaric acid
chromophore in PYP (see Fig. 7.14) has recently been observed with time-resolved
X-ray crystallography experiments [94, 95]. These have suggested the involvement
of an early twisted intermediate that can bifurcate into two structurally distinct
cis intermediates via hula-twist and bicycle-pedal pathways. This highly strained
structure had been predicted from the aforementioned theoretical study [92].

Simulations showed that the isomerisation is enhanced in the protein by altering
the stability of the global S1 minimum (i.e. by moving the position of the S1/S0 seam
and lowering the trans-to-twisted barrier on S1, see Fig. 7.15), and by sterically
constraining the motion of the chromophore, which allows the isomerisation of
the double bond (torsion b) to be favoured over isomerisation of the single bond
(torsion a). These interactions significantly restrain the torsional motion of the ring
about the single bond and enhance the torsional motion about the double bond. The
increased population of the twisted global minimum ultimately ensures a higher
quantum yield.

Semi-classical simulations are not aimed at providing an exhaustive and defini-
tive understanding of photoreactivity. They should be improved on different fronts
to become more predictive. Gaussian-based quantum dynamics could also provide
a more accurate description of the quantum effects involved in such processes.
However, semi-classical simulations are useful to generate ideas for designing new
experiments, which in turn can be designed to validate specific aspects of the
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semi-classical trajectories of
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acid chromophore in the
active site pocket. The first
snapshot is at the
photoexcitation. The second
shows the configuration at the
radiationless transition from
S1 to S0. The third snapshot
shows the photoproduct (from
[93])
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Fig. 7.15 Potential energy surfaces of the excited and ground states of the deprotonated chro-
mophore in the trans-to-cis isomerisation coordinate (torsion b) and a skeletal deformation of the
bonds in vacuo (a) and in the protein (b) (from [91])

Table 7.1 Dynamics studies of photochemistry

Method System Photochemistry References

DD-vMCG [11, 60] Butatriene PE [10]
Benzene PS versus PI [96]
Formaldehyde PD [97]
Thymine PS [98]
Cyanine PS versus PI [98]

AIMS [12, 13] Ethylene PI [13, 99]
Uracil, thymine PS [100]
Protein chromophores PS versus PI [69]
Butadiene PI [101]
Cyclobutene PI [102]

Semi-classical Benzene PI [103]
Surface hopping [71, 73] Fulvene PS versus PI [104]

Diarylethene PS versus PI [105]
Cyanine PS versus PI [36]
Ethylene PI [106]
Protein chromophore PI [107, 108]
Thymine PS [109]
Uracil, thymine, cytosine PS [110]
Thymine PS [111]

PA photoabsorption spectrum, PE photoelectron spectrum, PD photodissociation, PS photostabil-
ity, PI photoisomerisation, PHT photo-induced H transfer

theoretical explanation (involvement of single-bond isomerisation, role of Arg52
in the protein, etc.) and to calibrate the level of theory required for an adequate
computation.
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7.5 Conclusions

In this chapter we have reviewed the central features of the theoretical aspects of
non-adiabatic processes in photochemistry that can be computed using standard
electronic structure methods: conical intersections and dynamics through an inter-
section using either trajectories with surface hoping or quantum dynamics. We have
illustrated these ideas with some case studies. Of course these case studies are a
small sample drawn from our own work. Thus to extend this we have prepared a
non-exhaustive bibliography (Table 7.1) where the reader can find other interesting
examples.

As we have mentioned in the Introduction, we believe that the age of dynamics
and quantum dynamics in particular is upon us. The applications to photochemistry
that have been performed so far have progressed beyond benchmarks and are
uncovering new mechanistic features. Within our own research groups we have non-
specialists carrying out computations to support experimental work. The general
codes will be available in general packages soon.
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Abstract
The concept of coherent control of molecular processes with light is introduced,
sketching the way from single parameter to the multiparameter control in the time
domain. Optimal control theory is by now a widespread and well-recognized
method to solve a variety of control tasks ranging from chemical to physical
applications. The underlying concepts and tools with their links to the experiment
will be introduced with the focus on chemical reactions. As they include the
motion of the nuclei, their time scale ranges from femtoseconds to picoseconds
and longer and requires the solution of the time-dependent Schrödinger equation
for the nuclear motion. Recent developments that enter the sub-femtosecond
domain and open the prospect for direct control of the faster electron motion will
be addressed. Two strategies—already realized experimentally—are presented:
control of electron dynamics via the carrier envelope phase (CEP) in few-cycle
pulses and via the temporal phase of a femtosecond laser pulse with attosecond
precision. The issue of nuclear and electronic wavepacket synchronization to
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achieve control on a chemical reaction is raised. A theoretical method to answer
these questions is presented. Finally, a proposal how the electron dynamics can
be used as an additional control parameter for a chemical reaction is made.

8.1 Introduction

Laser chemistry stands for the long-standing dream to control bond breaking and
formation in chemical reactions by light and started with the first experimental
realization of a laser in the 1960s. The basic idea was that energy is supplied only to
frequency selected bonds in a molecule, leaving the other bonds unaffected [1–3].
However, it became evident that even a light source well tuned to one vibrational
mode heats the molecule uniformly, and all vibrations reach equilibrium in accor-
dance with the laws of statistical thermodynamics. This phenomenon was explained
by intramolecular vibrational relaxation, which can be rapid in large molecules [2].
The result is that the weakest bond will break. For selective bond chemistry this
situation has to be avoided. One solution is the separation of time scales. Ultrashort
laser pulses of some ten femtoseconds (1 fs D 10�15 s) are able to deposit energy
to one degree of freedom on a time scale much faster than the energy can be
redistributed to the other modes and are more appropriate to achieve mode-specific
bond breaking. Alternatively, bond rearrangements can also be induced via localized
vibrational wavepackets in electronically excited states. These first ideas of control
of chemical reactions are part of the much wider field of femtochemistry [3] dealing
with the real time observation of complex molecular reactions [4–12, 20, 21].

The realization of light controlled reactions faces further challenges. One exam-
ple is the anharmonicity inherent in any potential energy describing a molecular
bond. Bond breaking in the electronic ground state includes vibrational ladder
climbing and the energy gap between adjacent vibrational levels will steadily
decrease. To secure resonant transitions up to the dissociation limit, pulse mod-
ulation is required to offer the right frequency at the right time. To guide even
more complex reactions specially adapted pulse forms, in amplitude and phase,
are required. Along this line several ideas were developed. The first theoretical
proposals discussed three different approaches using single parameter control in the
1980s. In the Brumer–Shapiro control scheme, the interference between different
light-induced reaction pathways is used for the control of state-to-state transitions
[13, 14]. The stimulated Raman adiabatic passage (STIRAP) uses two suitably
timed laser interactions to achieve complete population transfer in ƒ-type quantum
systems [15, 16]. In the Tannor–Kosloff–Rice pump–dump scheme, laser light is
used to create and steer nuclear wavepackets to control a molecular reaction [17,
18]. First experimental realization of the Tannor–Kosloff–Rice scheme was already
demonstrated in the early 1990s [3, 19, 22, 23].

The extension of this concept to multiparameter control [17, 18, 24–30] consti-
tutes the concept of coherent control and was again proposed by theory as well as
its transfer to the experiment. Under the slogan “Let the molecule solve its own
Schrödinger equation” the concept of closed loop control was introduced from
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theory to experiment [31]. Realization has come within reach due to the devel-
opment of femtosecond laser pulses in combination with elaborate pulse shaping
techniques [32]. Successful demonstrations opened the field from the control of
molecular reactions [33–37] to the field of quantum information [38] and quantum
optics [39, 40]. In molecular experiments the yield of a predefined reaction product
was optimized by tailoring the driving laser field in a pulse shaping device. In the
visible frequency range liquid crystal optical modulators are often used. They work
in the frequency domain and are able to control the laser parameters amplitude,
phase, and polarization in quantum control experiments [41–44]. The optimal pulse
shape for the desired task is found by using sophisticated search algorithms, in
most cases genetic algorithms. The resulting optimized electric fields are often very
complex and would not lead to physical insight. To reduce the complexity of the
shaped laser fields in optimal control experiments (OCEs), analytic, parameterized
phase functions for phase modulation were tested [45–53].

From the theory side, the optimal pulses for reaction control can be found
by using the powerful approach of optimal control theory (OCT) [24–29]. OCT
works in the time domain and uses the known Hamiltonian of the quantum system
to iteratively calculate the electromagnetic field, which drives the system most
efficiently from a given initial state to the desired target state. For chemical reaction
control the underlying equation of motion is the Schrödinger equation for the nuclei.
Numerous examples for molecular control, like molecular switches [58, 83, 85],
molecular motors [54], and quantum information [38, 39] have been presented.
Issues like controllability and control landscapes [55–57] are lively discussed. The
comparability of results from OCT and OCE is of high interest and the issues arising
thereby were discussed in detail in [58].

Evidently, also the electrons move during chemical reactions. A recent theoretical
illustration is given in [59]. The Born–Oppenheimer approximation tells us that
they are typically fast enough to instantaneously adapt to the nuclear motion. With
the development of strong few-cycle near-infrared (NIR) and mid-infrared (MIR)
light pulses as well as their conversion to ultrashort extreme ultraviolet light pulses
by high-harmonic generation (HHG) the control of electronic motion came into
reach. The term attochemistry (1 as D 10�18 s) emerged with the claim to steer
a chemical reaction by forming and guiding an electronic wavepacket along a
molecular reaction pathway. The formation of electronic wavepackets as a result
of the removal of an electron (through ionization) on attosecond time scales was
recently considered [60–62]. The reported response times in the range of 50 as to
less than one femtosecond are much too fast for the nuclei to react and this strategy
is not suited to control a chemical reaction. An alternative to create and guide
electronic wavepackets is to superimpose preselected electronic states in a coherent
way by laser radiation. To gain full control, it is also required to control and steer the
phase of the electronic wavepackets. Two strategies have been realized. One uses the
carrier envelope phase (CEP) of a few-cycle pulse as control parameter [63], another
utilizes strong electric fields to shift electronic states in energy in order to steer the
molecular reactions. The resonant Stark effect acts on the time scale of the electron
dynamics and leads to the second concept, which is known as selective population
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of dressed states (SPODS), a strategy which nicely combines both routes of phase
and strong field control [64, 65].

Regardless of the way the electronic wavepackets are prepared an effective
control of a molecular reaction can only be obtained when the time scale of nuclear
and electronic motion is synchronized. Learning from first examples on diatomics
criteria could be formulated for which the control of a molecular process through the
steering of the electronic motion is possible [58, 64, 66, 68, 69]. For larger molecules
more elaborated control strategies are needed. Their design requires the knowledge
of the intramolecular processes critical for the time evolution and the life time of the
electronic wavepacket. Depending on the vibrational dynamics the induced electron
wavepacket dynamics is damped or stopped. This loss of electronic coherence can
be of intermediate nature, but certainly defines the time window for efficient control
via electronic wavepacket dynamics.

The chapter is organized as follows: first, the concepts of coherent control
in the femtosecond to picosecond domain are outlined together with a short
introduction into the theoretical framework of the OCT formalism. Second two
different concepts of sub-femtosecond control are discussed and their realization
in theory. Examples of controlled molecular quantum dynamics including implicit
and explicit control of electron motion are presented. We conclude with an outlook
how the control of complex reactions in large molecules could be assisted by steered
electronic wavepackets.

8.2 Concepts of Coherent Control for Molecular Motion

As outlined in the introduction several very efficient single parameter quantum
control schemes have been developed and experimentally verified. In this section
we will concentrate on the proposals in the time domain. The main idea here is to
steer the time evolution of a vibrational wavepacket—either on one potential energy
surface or via multiple potential energy surfaces—from the reactant to the product.
We will sketch from the theoretical point of view the way from single parameter to
multiparameter control.

8.2.1 Theory for Single Parameter Control

The time evolution of a vibrational wavepacket  (t) is governed by the time-
dependent, nuclear Schrödinger equation:

i�
@

@t
 .t/ D H .t/ (8.1)

with H D Hmol ��E(t) the total Hamiltonian comprising the molecular Hamiltonian
Hmol D T C V and the interaction with an external light field E(t). The interac-
tion is mediated by the molecular dipole moment �. In the framework of the
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Born–Oppenheimer approach T corresponds to the kinetic Hamiltonian for the
nuclei described by the wavefunction  (t) and V D V(R) to the electronic potential
as obtained by solving the time-independent electronic Schrödinger equation at dif-
ferent geometries R. Integrating the time-dependent, nuclear Schrödinger equation
[Eq. (8.1)] determines the equations of motion as the action of a propagator on the
nuclear wavefunction:

 .t C�t/ D U .t C�t; t/  .t/ D e�iH�t .t/ (8.2)

where the propagator of the time-dependent Hamiltonian H(t) is U(t C�t, t). The
propagation has to be performed in sufficiently small time steps, so the perturbation
can be regarded as constant during the time interval �t. The numerical evaluation
of the term e� iH�t (t) can be performed efficiently with different techniques. For
our examples the Chebychev polynomial expansion [70] is applied.

In case several potential energy surfaces are involved in the molecular process
Eq. (8.1) changes to:
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The nuclear wavefunction can now be distributed over several potential energy
surfaces. The distribution is given by the time-dependent expansion coefficients
an(t). The entries on the diagonal of the Hamiltonian matrix describe the uncoupled
dynamics on the individual potential energy surfaces, i.e., on H11 D T C V1(R) with
V1(R) the pre-calculated potential energy surface of state 1. Coupling between the
different electronic states can be induced by the off-diagonal elements. They may
reflect the interaction with the laser light mediated by the molecular transition dipole
�mn (Hmn D ��mnE(t)) or by intramolecular coupling, like non-adiabatic coupling
(NAC), or by both.

8.2.2 Single Parameter Control

The pump–dump control concept [17, 18] has been realized in different experiments
in the gas and the condensed phase (see review [71] and references therein, [30]).
The concept includes three successive steps. First step: excitation of the system from
the ground state (reactant) to an excited state with a femtosecond pump pulse short
enough to create a wavepacket in the excited state. Second step: field free evolution
of the system. Third step: interaction with a second pulse to dump the vibrational
wavepacket to the target state/region on the electronic ground state.

In general, the energy gap between the electronic states is different in the Franck–
Condon (FC) region of the reactants and the products and the wavelengths for pump
and dump pulse should be suitably adapted. The optimal delay time �t between
pump and dump pulse must match the reaction time, in this scenario the time
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Fig. 8.1 Three different control scenarios for the population transfer from the left to the right
minimum via an excited state. Panel a shows a pump–dump sequence, panel b a pump–dump
sequence including chirp, and panel c a freely optimized sequence. The top row shows snapshots
at 0 (black), 44 (blue), 70 (red), and 140 fs (green) from the controlled wavepacket dynamics. The
initial wavepacket is shown in black, the excitation process in blue, the freely evolving wavepacket
in red, and the final wavepacket in green. In the middle row the temporal laser fields are depicted
and below their time versus frequency representation. The population transfer increases from left
to right and can be followed in the amplitude of the “green” wavefunction. In c close to 100 % of
the initial (black) wavefunction has been transferred to the target minimum. Nothing remains on
the reactant side or in the excited state

needed for the excited state wavepacket to propagate from the reactant to the product
region. Or in other words the time needed for the structural rearrangement from
reactant to product on the excited state. A typical pulse sequence with the delay
time �t D t2 � t1 is

E.t/ D E1 exp

�
�2
�

t�t1
FWHM=

p
2 ln 2

�2�
cos .!1 .t � t1//

C E2 exp

�
�2
�

t�t2
FWHM=

p
2 ln 2

�2�
cos .!2 .t � t2//

(8.4)

For the simulation we used one-dimensional model potentials and pulses with
a full width at half maximum (FWHM) of 20 fs and a maximum electric field
E of 0.0021 a.u. for pump and dump. The delay time for the given system can
be optimized manually. The control aim is to transfer the population from the
reactant (left ground state minimum, Fig. 8.1) via the excited state to the product
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Table 8.1 Pulse parameters for the pump–dump, pump–dump with chirp sequence, and for the
OCT optimized pulse

E1/E2 �t !1/!2 c1 c2 Reactant Excited Target
(a.u.) (fs) (eV) (eV/fs) (eV/fs) (%) state (%) (%)

Pump–dump 0.0021 60.5 4.98/3.64 0 0 8.3 48.4 43.4
Pump–dump 0.0021 60.5 4.98/3.64 0.0046 �0.012 3.9 30.0 66.1
with chirp
Optimal 0.0024/0.0051 54.3 ˛1D 5 ˛2D 1 0.6 1.9 97.5
pump–dump

Ei is the maximum pulse amplitude, !i the carrier frequency, ci the chirp parameter, and �t the
time delay between the subpulses. The indices refer to the pump (1) and dump (2) pulse

(right ground state minimum). The simulation parameters are given in Table 8.1.
The pump–dump scheme is illustrated in Fig. 8.1a, where the time evolution of
the wavepackets in ground and excited state is color coded. Black is the initial
wavepacket, blue the wavepacket prepared by the pump pulse, red the free evolving
wavepackets, and green the wavepacket transferred by the dump pulse. The pump–
dump sequence is shown in the middle and its two-dimensional XFROG (crossed
frequency resolved optical gating) spectrum below. The XFROG representation
contains in addition to the temporal information also the information about the
frequency ordering in the light pulse. In case of Fourier limited (FL) pulses all
frequencies occur at the same time. The shift in the central frequencies!i is reflected
in the shift of the two pulse maxima along the frequency axis. In case the excited
state surface connects reactants and product states almost barrierless, the pump–
dump scheme is quite efficient, see Table 8.1, nevertheless it can be improved.

One way of improvement is to adapt the temporal sequence of the spectral
frequencies to the difference potential of the electronic states involved, which

changes for the propagating wavepacket. Introducing a temporal phase˚t D c.t�ti /2
2

by non-linear optical processes like self-phase modulation [72] leads to a change
in the frequency spectrum of the pulse and introduces a so-called chirp. Note
that this is usually not the approach taken by the experimentalist, as chirps are
commonly realized by modulations in the frequency domain keeping the spectral
width unchanged. For consistency we use the same maximum value for the electric
field and keep the FWHM of 20 fs. The pump–dump pulse sequence including
chirp reads:
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In our example a slight up chirp of the pump pulse and a stronger down chirp
of the dump pulse (Fig. 8.1b) increase the product yield from 43.4 to 66.1 %, by
improving both steps.
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Additional control parameters like pulse intensity, wavelength, or polarization
are conceivable. The simultaneous optimization of such a multiparameter scenario
can be efficiently treated with OCT. A short introduction to OCT is given below.
We optimized a pump–dump sequence for our model potentials with OCT. The
corresponding results are given in Fig. 8.1c. The pump pulse has a similar chirp as
in Fig. 8.1b. The main changes occur in the dump pulse. It is much more structured
and shows strong amplitude modulation in addition to phase modulation. Again the
yield for both processes, especially the dump process increase significantly leading
to a final target population of 97.5 %.

8.2.3 Multiparameter Control: OCT

In the following section the basic formalism of OCT will be introduced. A summary
of the various extensions of OCT can be found in [58]. The original OCT concepts
for quantum control investigations were developed, predominantly in the groups of
Rabitz [26, 27], Tannor and Rice [17, 18] based on the calculus of variations. In
general, the following OCT functional [Eq. (8.6)] has to be maximized:

J
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j ik.t/i dt

� (8.6)

It includes three terms, the optimization aim F(�), an integral over the laser field
penalizing the pulse fluence, and the time-dependent Schrödinger equation as an
ancillary constraint. In our model case k D 1, the optimization aim F(�) is to transfer
an initial state wavefunction  i(t) into a final state � f after the laser excitation time
T. In a more general fashion, the algorithm is asked to fulfill several transitions
starting from various initial states to predefined target states or target regions with
the same laser pulse. This formulation is known as multi-target optimal control
theory (MTOCT) [73]. In MTOCT F(�) is formulated as the sum over the absolute
squares of the scalar products between the initial states  ik(t), propagated in time
with the target states � fk:

F .�/ D
NX
kD1

ˇ̌˝
 ik.T /j�fk

˛ˇ̌2
(8.7)

The second term of Eq. (8.6) is an integral over the laser field E(t) with a time-
dependent factor ˛(t), known as the penalty factor or Krotov change parameter.
High values of ˛ assure low field intensities and, given that a solution is found,
less complex structures. With the choice of ˛(t) D˛0/s(t) and, e.g., a sinusoidal
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shape function s(t), an envelope function can be impressed on the laser field
[29, 74], which guarantees smooth switching on and off behavior of the pulse,
crucial for the experimental feasibility. In order to avoid unrealistic frequency
components further extensions [58] are necessary. The last term of the functional
[Eq. (8.6)], the constraint, contains accordingly the Lagrange multiplier  fk(t).
Separable differential equations can be derived with a suitable choice of the factor C
in dependence on the definition of the optimization aim. For multi-target population
transfer C is set to C D h ik(T)j� fki.

The calculation of the optimal laser fields now relies on finding the extreme
of the functional J( ik(t), jk(t), E(t)) [Eq. (8.6)] with respect to the functions
 ik(t), jk(t) and E(t). The derivative of the functional with respect to these
functions leads to the following coupled equations of motion:
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with the corresponding boundary conditions ik(0) D� ik and  fk(T) D � fk. The last
equation gives the improved electric field of the current iteration. The coupled Eqs.
(8.8) can be interpreted in different ways and different methods to obtain the optimal
field were proposed. The schemes can be based on gradient-type optimization of the
laser fields [75, 76]. Alternatively, the Krotov method, which is a global iterative
procedure, was developed [28, 77, 78]. OCEs are often realized in a closed loop
scenario as proposed in [31].

8.2.4 Coherent Control in the Sub-femtosecond Domain: Theory
for Coupled Electron Nuclear Motion

Direct control on the electron dynamics has become a hot topic. It requires changes
in the electric field on a further shorter time. Two different strategies relying either
on the CEP or on the temporal phase in a modulated light field are shortly presented.
In the first strategy the CEP of a few-cycle pulse is varied to control the electron
dynamics. The second strategy relies on the highly precise temporal phase control
in a multi-pulse sequence [79]. The theoretical treatment requires the simultaneous
description of electronic and vibrational wavepacket motion. The fundamental steps
of our approach [80] for molecular systems are shortly reviewed.

The approach [80] starts with the time-dependent Schrödinger equation for the
total wavefunction � tot(r,R,t):
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The total wavefunction‰tot(r,R,t) is written as the product function of the nuclear
wavefunction  n(R,t) and the electronic wavefunction 'n.r; t IR/, now indicating
the time dependence of electronic and nuclear wavefunction explicitly. Multiplying
Eq. (8.9) from left by Q'�i .r IR/ and integration over the electron coordinate r results
for a multi-state problem to Eq. (8.3) and a total nuclear wavefunction  tot(R,t)
propagating on several electronic states Vn. To extract the time-dependent electronic
wavefunction � tot(r, t; R(t)), we now multiply the total wavefunction ‰tot(r,R,t) in
analogy to the BO approximation, from left with the complex conjugate of the
total nuclear wavefunction  �tot.R; t/ and subsequently integrate over the nuclear
coordinates R:
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The components � i(r, t; R(t)) correspond to coupled electronic wavefunctions
and are given by:

�i .r; t IR.t// D ai .t/
2'i .r; t IR.t//

C
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˝
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R
'j .r; t IR.t// (8.11)

with ai(t)2 the population of the electronic state i. The pre-factor ai(t)*aj(t)h i(R,t)j
 j(R,t)iR is the time-dependent overlap between the nuclear wavefunctions prop-
agating on the potential energy surfaces i and j and defines the degree of mixing
achieved for the electronic states. 'i .r; t IR.t// denotes the electronic wavefunction
of state i, which parametrically depends on the nuclear coordinates R. Per construc-
tion the Hamiltonian for the electron dynamics is diagonal in the basis � i(r, t; R(t)).
Now the time-dependent electronic density �tot(r, t; R(t)) is calculated as a function
of the electron coordinate r1. This is done by integrating the absolute value square
of the total wavefunction over the nuclear coordinates and over the N � 1 electronic
coordinates:
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The time dependence of the electronic wavefunction is now expressed in the
eigenstate basis, i.e.,

'i .r; t IR.t// D 'i .r; t D 0IR.t// e�iEi .R.t//t D 'i .r; 0IR.t// e�iEi .R.t//t
(8.13)

The time evolution of the electronic eigenfunctions 'i obtained at “time t D 0”
from a quantum chemical code is given by their phase factor e�iEi .R.t//t . The
corresponding eigenenergies Ei(R(t)) are functions of the nuclear coordinates due
to the propagating nuclear wavefunctions. To keep track of the actual phase factor
of the electronic wavefunction from time step to time step this phase factor needs to
be calculated recursively by utilizing the phase of the previous time step:

	ij.t/ D 	ij


t ��t 0

�C 

Ej .t/ �Ei.t/

�
�t 0 (8.14)

As the evolution of the electronic phase is much faster than the dynamics of
the nuclei, the time step �t0 needs to be adjusted relative to the time step �t
of the nuclear dynamics. The time-dependent expectation value of the nuclear
coordinates R(t) D h tot(R,t)jRj tot(R,t)i is evaluated using the solution of Eq.
(8.3). Subsequent quantum chemical calculations are performed at the nuclear
geometries R(t) to obtain the electronic wavefunctions 'i;0.r IR.t//. The quantities
ai(t)2, ai(t)*aj(t)h i(R,t)j j(R,t)iR are also obtained from Eq. (8.3). The inte-
grals over the electronic wavefunctions

R
'�i;0.r IR.t// 'i;0.r IR.t//dr2 : : : drN andR

'�i;0.r IR.t// 'j;0.r IR.t// dr2 : : : drN are solved numerically. With this approach
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the time evolution of an electronic wavepacket in the presence of vibrational motion
can be followed.

8.3 Molecular Control Including the Electron Motion Implicitly
and Explicitly

In the preceding sections quantum dynamical methods to describe the propagation
of electronic and vibrational wavepackets have been outlined as well as a summary
of the OCT. In the next sections we demonstrate the potential of OCT to guide
vibrational wavepackets on coupled electronic potential energy surfaces. We will
extend the control strategies to include the steering of electronic wavepackets
explicitly.

8.3.1 Photoreactions Mediated via Conical Intersections

Many fast photoreactions in chemistry as well as in biology are mediated via conical
intersection seams [81, 82]. They mark the regions where different potential energy
surfaces (of the same symmetry and spin multiplicity) become degenerate and can
cross. When these regions are energetically accessible after light excitation, the
conical intersections mediate the fast non-radiative decay from the excited electronic
state to the lower lying states and eventually to the ground state. The typical
time scale is in the femto- to picosecond range. Likewise the conical intersections
function as branching points towards different reaction channels.

As an example to demonstrate control of reactions governed by conical inter-
sections we consider molecular switches. Molecular switches such as azo-benzene,
fulgides or hemithioindigo derivates [8, 11, 83–87] can be used as versatile devices
in nanotechnology and for logic gates in molecular computation. The active center in
fulgides is a cyclohexadiene/all-cis hexatriene subunit [central six-membered ring,
Fig. 8.2 (bottom)]. In the following we focus on this subunit. Its photochemical
reaction is a text book example and well studied experimentally [88–90] as well
as theoretically [91–95]. Its electrocyclic ring-opening and ring-closure reaction
constitutes the switching operation from one stable isomer to the other (see Fig. 8.2).
After excitation the system returns to the ground state through various conical
intersections (CoIns) leading to a branching into both ground state isomers, the all-
cis hexatriene and the cyclohexadiene, which correspond to the isomers B and A
in Fig. 8.2. Femtosecond excitation of the closed isomer A yields a product ratio
of 60:40 of A:B in below 200 fs [89]. Possible control strategies that optimize the
switching efficiency for the cyclohexadiene/all-cis hexatriene subunit are discussed
for two different target examples.

The most important molecular rearrangements of this photoreaction can be
described in two reactive coordinates r and ® (Fig. 8.2) introduced in [93]. The
asymmetric squeezing of the ring is described by the internuclear distance r and the
angle between the two indicated diagonals ®. The corresponding ab initio potential
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Fig. 8.2 The switching process of fulgides is driven by the electrocyclic reaction of a
cyclohexadiene/all-cis hexatriene subunit. The reactive coordinates r and ® used for the quantum
dynamics simulation are indicated. The corresponding potential energy surfaces include both
minima and two conical intersections (CoIn-1 and CoIn-2) connecting the excited state and the
ground state. Adapted from [58] with copyright permission of PCCP

energy surfaces of ground and excited states comprising the minima of isomers A
and B and the two relevant CoIns between S1 and S0 are shown in Fig. 8.2 and are
used for the quantum dynamics calculation. The details for the calculation can be
found in [94, 96]. The effect of the CoIns is calculated non-adiabatically with the
coupling elements derived by quantum chemical calculations as described in [94].
To describe the nuclear quantum dynamics beyond the BO approximation the NAC
terms have to be included in the equations of motion and Eq. (8.3) becomes
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with Kij the NAC term between the electronic states ®i(r;R) and ®j(r;R). This NAC
is given by (see [94, 96], for example)
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with ml the mass of the lth atom, xl the Cartesian nuclear coordinates and f .l/ij and g.l/ij
the first- and second-order derivative (non-adiabatic) coupling elements between the
electronic wavefunctions i and j.

To demonstrate different control scenarios that optimize the switching, we
concentrate on the backward reaction, i.e., the ring closure from isomer B to isomer
A, driven by a laser excitation in the UV/VIS regime. The control of the active
subunit exhibits several challenges as parts of the reaction occur in a region which
only weakly couples to the laser light. One promising strategy is to prepare an
excited state wavepacket in the FC region with well-defined shape and momentum,
which subsequently evolves on the excited state to the target region. Possible
targets are the region of the selected conical intersection on the excited state or
more directly the desired ground state isomer. Control through selected conical
intersections requires a corresponding projection operator in the control aim F(�)
[Eq. (8.6)] and could be achieved with a modulated light field [96]. The resulting
overall quantum yield for the desired isomer was about 40 %. The switching time
of about 100 fs is in the range of the experimentally observed reaction time. This
optimal solution relies on a fast transfer through the selected CoIn. In general, this
transfer is not completed in one step. The system has to reach the relevant CoIn
several times and a loss of control is inevitable for CoIns located in an optically
dark region. Further control with a shaped light pulse is not possible [96].

In case a ground state isomer is directly selected as target state, vibrationally
hot molecules are formed during the control simulation. Their numerical treatment
becomes challenging in the OCT algorithm, as forward and backward propagations
are needed [95]. However, this process is very appropriate for a control experiment,
as it relies on optical processes and targets directly accessible. The control target
is realized by defining an area around the ground state geometry of the desired
product (here isomer A) as the target. As in the first scenario the initial wavefunction
is the vibrational ground state of isomer B. The optimal field returned by the
algorithm is an all optical pump–dump process, neglecting the existence of conical
intersections. The requirement for success is that the pump pulse prepares an excited
state wavepacket that can reach the region where the transition to the target isomer
can happen. For the matching delay time the dump pulse can transfer the wavepacket
to the target isomer A. The optimization leads to a laser pulse with the following
features (see Fig. 8.3): a short pump pulse with an up-chirped frequency progression
is followed by an intense dump pulse which consists of two main frequencies. The
mechanism can be followed in the temporal evolution of the population in the states
involved. During the excitation 81 % of the population is transferred to the excited
state (see Fig. 8.3a, green line) where the wavefunction evolves towards the FC
region of isomer A and localizes. The dump pulse transfers 84 % of the excited
state population to isomer A. The switching is completed within only 30 fs with
an overall yield of 0.66 (see Fig. 8.3a, red line). This second control scenario is not
only faster but also superior in efficiency to the first one with the intermediate target,
as the complete switching process is now controllable. The main optimization task
is performed by the pump pulse, i.e., first subpulse of the optimal field. It generates
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Fig. 8.3 Optimized pulse for isomer A as ground state target. Top: temporal evolution of the
optimized field (black), intermediate population in the excited state (green), and in the target isomer
A (red). Bottom: XFROG of the optimized light field. Adapted from [58] with copyright permission
of PCCP

an enhanced momentum in ®, which is required to reach the target region on the
excited state.

The sub-5-fs substructure in the optimized field points to the implicit impact
of electronic motion in the control mechanism and to the implicit assistance of
additional control knobs from the electronic wavefunction. How these can be used
to control chemical reactions will be addressed in the next section.

8.3.2 Control of Electron Motion in Diatomics

Control of electron localization is regarded as the most direct way to intervene
in a chemical reaction. Two different strategies already realized in experiments
are shortly presented. In the first strategy control over the electron dynamics is
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Fig. 8.4 Potential energy curves for D2, D2
C (left) and CO, COC (right). The pathways for the

formation of ions by dissociation of the molecular ions after recollision excitation are indicated.
The remaining laser field (solid gray line) indicates the coupling between the electronic states.
Adapted from [67] with copyright permission of Elsevier B.V.

gained by variation of the CEP in a strong few-cycle pulse, typically in the NIR
and MIR range. The second strategy relies on the highly precise temporal phase
control in a multi-pulse sequence whose carrier frequency is typically tunable in
a wide range. For a successful control of a chemical reaction, the synchronization
of the electron and nuclear motion is needed. The theoretical method summarized
in Sect. 8.2.4 is able to treat electron and nuclear dynamics simultaneously and
to address these questions. Three different examples exhibiting the requirements
for control of chemical reactions through direct control of electronic motion will
be given. The extracted decisive factors for control are strongly supported by the
outcome of three experiments on the diatomics D2 [63], CO [66], and K2 [69, 101]
demonstrating control of the electron dynamics.

8.3.2.1 CEP Control
In D2 and CO the dissociative ionization with high intense few-cycle pulses of 760
and 740 nm was investigated. The overall process consists of three steps [depicted
in Fig. 8.4 for D2 (left) and CO (right)].

The first step is the ionization, which is assumed to occur at the maximum pulse
intensity, the second step is the excitation of the ion due to the recolliding electron
1.7 fs later, and the third step is the interaction with the remaining light field.
The coupling with the remaining light field can generate an electronic wavepacket
whose phase can be manipulated directly with the CEP of the few-cycle pulse. For
illustration the superposition of the †g and †u electronic wavefunctions of D2

C
is shown in Fig. 8.5. Depending on the value of the CEP the initial sign in the
superposition can be set to “C,” e.g., for CEP D 0, to “�,” e.g., for a CEP D� ,
or any phase relation in between. The bottom row sketches the subsequent free
evolution of the prepared electronic wavepacket.

In D2
C as well as in COC recollision excitation (RCE) induces the dissociation.

In the related experiments, the ionic fragments were recorded using a velocity
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Fig. 8.5 Preparation of an electronic wavepacket by a few-cycle pulse (top, left) and its free
evolution (bottom). The relative sign of the initial superposition is directly controllable by the
CEP. A CEP of 0 � can introduce a positive sign and leads to a localization on the left, while a
CEP of 1 � introduces a negative sign and a localization of the wavepacket on the right or vice
versa (top, right). The localized wavepacket then starts to oscillate from one side to the other along
the molecular bond

map imaging (VMI) spectrometer. Inversion of the recorded projections using an
iterative procedure [97] allowed reconstruction of the original 3D ion momentum
distributions. With CEP stabilization, a pronounced phase dependence on the
directional ion emission of the ionic fragments (Pleft, Pright ) is found, which could
be quantified by the angle-integrated asymmetry

A .W; �/ D Pleft .W; �/� Pright .W; �/

Pleft .W; �/C Pright .W; �/

as a function of the kinetic energy W and the CEP �. The asymmetry is directly
linked to the localization of electron density on one of the two fragments. In D2

C
this translates to the enhancement of electron density on either the “left” or the
“right” D-atom, in CO it means the preferential formation of either CC or OC.

From the experiments it is clear that the RCE channel contributes to the observed
asymmetry. In case of D2

C it is the only source, in case of CO the tunnel
ionization process also contributes to the total asymmetry [66]. In the following
we concentrate the discussion on the RCE reaction channel as here the interplay
between electron and nuclear wavepacket dynamics is decisive. In D2

C and COC
the RCE starts the dissociation process. During dissociation the interaction with the
remaining light field transfers population between the electronic states and prepares
an electronic wavepacket whose “left–right” localization can be controlled by the
CEP. The simulation starts after the recollision of the electron with the parent
ion. The molecules are assumed to be aligned along the laser polarization axis.
The relevant potential energy surfaces (Fig. 8.4) together with the corresponding
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Fig. 8.6 Electron density as
a function of time and the
electron coordinate r.
Adapted from [80] with
copyright permission of J.
Phys. B.

transition dipole moments are calculated on the CASSCF level of theory (for details
see [66, 80]). After the RCE the system is excited from its ionic ground state to
the higher lying states reachable for the given collision energy. In D2

C only the
A2†u

C state is reached, in case of COC the situation is more complex since multiple
electronic states are reachable.

In D2
C the remaining laser field couples the A2†u

C back to the X2†g
Cand thus

induces a coupled electron and nuclear motion. The time evolution of the electron
density is shown in Fig. 8.6.

In the beginning (1.7–5.5 fs) the superposition is built up slowly as the coupling
laser light is still off-resonant. During the dissociation, the nuclear wavepacket
reaches parts of the PES, where the energy difference between the X2†g

C and
the A2†u

C state is resonant to the laser frequency, leading to a large population
exchange between 6 and 9 fs and large amplitude oscillations of the electronic
density from one D-atom to the other. The electron dynamics stops after about
11 fs. The overall dynamics comprising the interplay between the light pulse, the
time evolution of the prepared superposition, and the nuclear quantum dynamics
results in the observed asymmetry. Scanning the CEP � between 0 and 2� leads
to the sinusoidal behavior of the final asymmetry in the electron density which is
shown in Fig. 8.7. The amplitude of the asymmetry exhibits excellent agreement
with the experiment [63, 80, 98].

The decay in the dynamics of the electronic wavepacket can be explained
by the interference term (double sum) in Eq. (8.12) in which the dynami-
cal behavior is encoded. In D2

C the overlap of the nuclear wavefunctions
ai(t)*aj(t)h i(R,t)j j(R,t)iR stays nearly constant, as well as the integral over
the electronic wavefunctions

R
®�i;0(r; R(t))®i,0(r; R(t))dr2 : : : drN . The oscillation

frequency of the electronic wavepacket is dominated by the phase term e�i	ij.t/ and
thus by the energy difference Eji(t) D (Ej(t) � Ei(t)) between the electronic states
involved. The energy difference Eji(t) falls to zero during the reaction entailing a
decrease in oscillation frequency of the electron density (see also Fig. 8.6) until
the oscillation stops. Thus degeneration of the electronic states involved in the
electronic wavepacket is one factor that determines the time window for control.
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Fig. 8.7 Integrated asymmetry over several energy ranges versus carrier envelope phase � and
theoretical prediction. Adapted from [63, 80]

In COC the situation is more complex as many electrons contribute to the
time dependence of the electron density. This is reflected in the increased number
of electronic states populated in the RCE and forming an electronic wavepacket
already in this step. The choice of electronic states for the simulation is more
demanding and guidance from the experiment is needed. Selection criteria are the
energy distribution of the recolliding electron and the kinetic energy distribution of
the ionic fragments. The 13 eV cut-off energy for the recolliding electron defines
an upper energy limit for the excited states. Besides the CO electronic ground state,
the first three 2† states and the first six 2… states for the COC ion are reachable
and calculated on the CASSCF level of theory. From the excited state manifold
three potential curves are selected according to the selection criteria to represent
the induced nuclear dynamics [66]. The states are the C2†C state representing
the weakly bound state character and two repulsive states E2… and H2…. The
E2… state correlates with the CC(2P) C O(1D) channel and the H2… state is the
first state that leads to the C(3P) C OC(4S) dissociation channel. The selected
potential energy surfaces are depicted in Fig. 8.4, right. Due to the Gaussian energy
distribution of the recolliding electron, we assume as the initial wavepacket after
the RCE a 55 (C2†C):38 (E2…):7 (H2…) linear combination, which reproduces
the experimentally observed ratio between CC and OC fragments [66]. Whether
the initial population of the excited states (caused by the recollision) is slightly
dependent on the CEP or not is an open question, but its calculation is currently
beyond the scope for larger molecules [99].

For the quantum dynamical calculations, the COC ions are taken to be aligned
at an angle of 45ı with respect to the laser polarization. This allows all transitions
between the † and … states. On the other hand the 45ı orientation coincides with
the angle for the maximum number of experimentally detected ionic fragments. The
observed overall asymmetry is depicted in Fig. 8.8.

The RCE induced electron dynamics is not as pronounced as in D2
C and the

definition of the asymmetry is slightly more complex. In heterodiatomics orientation
is an issue and the asymmetry cannot be derived directly from the electron density
of a single molecule at one specific orientation. In addition contributions to the
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Fig. 8.8 Experimentally observed asymmetry integrated over the indicated energy ranges versus
CEP. Adapted from [66] with copyright permission of APS

asymmetry arise already in the ionization step [66]. In the calculations we have
direct access to the probability PCC.t/ of measuring a CC fragment for a given
orientation. This probability is given by:

PCC.t/ D
Z xmax

xmin

dx
Z ymax

ymin

dy
Z 0

zmin

d z� .r1; t IR.t// (8.17)

where x, y, and z refer to the molecular frame with z pointing along the intermolec-
ular axis and the O-atom oriented along negative z-values. The CEP-dependent
asymmetry induced in the RCE can be calculated by the final PCC.t/ values from
two different orientations, shown in Fig. 8.9c. To elucidate the mechanism the
electronic state population during the interaction with the remaining light pulse
and the temporal evolution of the electric field are also shown in Fig. 8.9. The
population dynamics (Fig. 8.9b) shows only a weak light-induced coupling between
the electronic states. Contrarily to D2

C, the conditions for a resonance between
the selected electronic states are never fulfilled. A � flip of the CEP � inverts the
temporal evolution of the excited states population dynamics.

The induced electron dynamics is reflected in PCC.t/. It starts with strong
oscillations reflecting the dynamics of the electronic wavepacket prepared in the
RCE step. The remaining light pulse interacts with this superposition state inducing
a CEP-dependent redistribution among the electronic states involved. As soon as
the light-induced population transfer stops (approximately after 8 fs, see Fig. 8.9b)
the oscillation in PCC.t/ decreases rapidly. Its final value is directly related to the
final population distribution of the electronic states leading either to the channel for
CC or OC formation [66]. Their ratio is steered very precisely by the CEP. A shift
of the CEP by � while keeping the molecular orientation leads to a different result
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Fig. 8.9 Summary of the coupled electron and nuclear dynamics during the dissociation. The
black vertical line indicates the time of recollision, 1.7 fs after ionization at the maximum electric
field. (a) Temporal evolution of the electric field. (b) Time-dependent populations of the C2†C,
E2…, and H2… states of COC after recollision excitation (solid CEPD 0, dotted CEPD�). (c)
Temporal evolution of the probability of measuring a CC fragment PCC for the dissociative
ionization of COC after recollision (black CEPD 0, gray CEPD�). Reprinted from [66] with
copyright permission of APS

(gray curve in Fig. 8.9c). Changing the orientation of the molecule by 180ı is equal
to shifting the CEP by � , as the transition dipole moment changes the sign. Thus
in practice, the CEP-dependent asymmetry can be calculated from PCC.t/ obtained
for two CEP values shifted by � . The damping of the oscillations in PCC.t/ reflects
the decay of the initially prepared electronic coherence. The reason for the decay in
this example is a vanishing value of the integral

Z
'�i;0 .r IR.t// 'j;0 .r IR.t// dr2 : : : drN

again one of the factors in the interference term of Eq. (8.12). In COC the molecular
orbitals become localized on either the O- or C-atom and consequently their overlap
integral vanishes. This is the second factor that determines the time window for
control via electron motion.

8.3.2.2 Strong Field Temporal Control
In K2 the electron dynamics is steered via the temporal phase of a femtosecond laser
pulse resonant to the electronic transition and controllable with attosecond precision
(see Fig. 8.10, inset). The underlying excitation scheme is the non-adiabatic
SPODS mechanism [65, 101], a strong-field resonant interaction in which the initial
part of the laser pulse creates a coherent superposition between two electronic
states inducing an oscillating charge distribution with maximum amplitude. After
evolution on the coherently coupled PES, a later part of the laser pulse is timed
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Fig. 8.10 SPODS scheme of K2. A sketch of the SPODS pulse sequence is shown in the inset.
The first subpulse creates a superposition between the X1†g

C and A1†u
C states (gray dash–

dotted arrow). During the second pulse the X�A subsystem is “photon locked.” The optical phase
controls which of the dressed states (indicated as black dotted lines) energetically separated by ˝
is selectively populated. Absorption of another photon leads to population transfer to either the
lower target states, represented by the 41†g

C (gray dotted arrow) or to the upper target states,
represented by the 51†g

C (black dashed arrow)

with high precision [79] to adjust the phase of the field to the oscillating dipole. The
control strategy is schematized in Fig. 8.10 (inset).

A straightforward realization for K2 would be a double pulse sequence consisting
of a moderately strong preparation pulse followed by a more intense main pulse
[101], both resonant with the bare X1†g

C � A1†u
C subsystem (see Fig. 8.10). The

preparation pulse generates an electronic coherence in the X � A subsystem, launch-
ing an oscillating electric dipole �(t) that follows the driving field with a phase shift
of �/2 (see, e.g., Fig. 8.12). The subsequent main pulse interacts with the dipole,
giving rise to an interaction energy "(t) D ��(t) � E(t). The interaction energy is
controlled precisely by the phase relation in the scalar product. With a ˙�/2 shift
the interaction energy "(t) is either maximized or minimized. In K2 the in-phase
situation (minimization) selectively populates the lower dressed state (see Fig. 8.10
lower dotted curve), the � shift (maximization) leads to a selective population of the
upper dressed state (see Fig. 8.10 upper dotted curve). During the second pulse the
bare state populations are locked due to the phase relation, preventing population
transfer between the X � A subsystem, although the frequency is resonant on this
transition [102, 103]. The corresponding dressed states give access to lower lying
(e.g., 41†Cg ; 21…g) or higher lying (e.g., 51†Cg ; 61†Cg ; 31…g) excited target states.
In the experiment, a probe pulse photoionizes the excited molecule and maps the
target state populations into the photoelectron spectrum [69].
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This straightforward realization serves as an optimal solution for atoms [65]
or rigid molecules [100]. Recent OCT calculations on this problem revealed that
additional phase and amplitude modulation enhance the efficiency of SPODS in the
presence of the vibrational motion [102]. In general, the light-induced electric dipole
is subject to additional phase dynamics due to vibrational wavepacket propagation
during the interaction with the laser pulse.

To master this complexity, more flexible pulse shapes in terms of both temporal
amplitude and phase were used in experiment as well as in theory. A sinusoidal
phase modulation '.!/ D A sinŒT .!�!0/C�� was applied to the laser spectrum,
yielding a highly flexible and controllable multi-pulse sequence [51, 69], adjustable
by the phase parameters A for the amplitude of the subpulses, T for the temporal
separation of the subpulses, and � controlling the relative temporal phases between
adjacent subpulses.

In the calculation the phase mask was applied to a Fourier limited pulse EFL(t)
with a Gaussian envelope and variable FWHM.

EFL.t/ D E0 � e
�2
�

t�t0
FWHM=

p
2 ln2

	2
� cos Œ!FL .t � t0/� (8.18)

For the dynamics simulation, we again used our approach [80] for the cou-
pled electron and nuclear quantum dynamics. We followed the time-dependent
expectation value of the induced electric dipole moment �(t) D h�(t)i which is
related to the time-dependent electron density �tot(r, t; R(t)) of Eq. (8.12) through
h�(t)i D h� tot(r, t; R(t))j�j� tot(r, t; R(t))ri with � the dipole operator.

The electric field EFL(t) is modulated in the frequency domain with the sinusoidal
phase mask '.!/ (for positive values of !):

Emod.t/ D F�1
�
F .EFL.t// � e�i'.!/

�
(8.19)

The values for the phase mask were set in correspondence to the experiment to
A D 0.55 and !D 0.055 a.u. For the phase offset and the interpulse delay values in
the range of � 2 [0 : 2�] and T 2 [0 : 60] fs were taken. In accordance to the SPODS
mechanism the low-lying versus high-lying target state population is inverted when
the relative phase � between preparation and main pulse is changed by � . In the
absence of vibrational motion an almost constant contrast is expected with varying
interpulse delay T. In the presence of vibrational motion additional dependence on
T is expected as the vibrational motion influences the oscillating electric dipole
h�(t)i [69].

To demonstrate the vibrational influence we analyze exemplarily the effect of
the first part of the preparation pulse in the experimental multi-pulse sequence
that optimized the transfer to the high-lying target states. A relevant section of the
multi-pulse sequence is shown in red in Fig. 8.11, the first part of the preparation
pulse is indicated by the red envelope (Fig. 8.11, top) and the active switching
windows for the SPODS mechanism are marked by the black rectangles. The
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Fig. 8.11 Relevant section of the experimental multi-pulse sequence that controls the population
transfer to the higher lying (top) or to the lower lying (bottom) target states. The electric light field
is shown in red and the induced electric dipole in blue. The red envelope (top) indicates the first
part of the preparation pulse, the black rectangle the respective SPODS switching time windows

induced oscillating dipole is shown in blue. A relevant section of the multi-pulse
sequence that optimized the transfer to the low-lying target states is shown below.
In accordance with the SPODS mechanism the dipole and the electric field are
either in (bottom) or out (top) of phase in the switching window. In agreement
with the OCT calculation [102], the main pulse (Fig. 8.11, top) in the optimal pulse
sequence shows an upward chirp. To demonstrate how the temporal phase '.t/ of
the oscillating dipole can be extracted we concentrate exclusively on the first part of
the preparation pulse (Fig. 8.11, top and Fig. 8.12, top).

The following steps are needed. First, the Fourier transform of the electric dipole
is calculated:

� .!/ D F .�.t// (8.20)

Next the negative frequencies are removed and subsequent inverse Fourier
transform leads to the complex field in the time domain � 0 (t):

�C .!/ D
(
� .!/ for ! > 0

0 for ! � 0

�0.t/ D F�1


�C .!/

� (8.21)
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Fig. 8.12 Analysis of the impact of the vibrational motion on the induced oscillating electric
dipole. Top: first part of the preparation pulse from Fig. 8.11 (red), launched dipole (blue). Second
row: time-dependent overlap of the vibrational wavepackets in the X�A subsystem. Third row:
internuclear distance changing with the propagating vibrational wavepackets. Fourth row: extracted
phase '.t/ of the electric dipole. Bottom: change in the X�A energy difference during the
propagation of the vibrational wavepacket

which can be decomposed into a slowly varying envelope s(t), a fast oscillation with
the frequency !0 and the temporal phase '.t/:

�0.t/ D s.t/ � e�i!0.t�t0/ � ei'.t/ (8.22)

After multiplying � 0 (t) with the carrier frequency !0 (set to the laser frequency
!FL):

�.t/ D �0.t/ � ei!0.t�t0/ D s.t/ei'.t/ (8.23)

the temporal phase can be extracted as the time evolution of the angle in the complex
plain of �.t/.

The phase '.t/ in Fig. 8.12 (fourth panel) shows a quadratic shift which can
be regarded as a downward chirp of the dipole oscillation frequency. It is induced
because the propagating nuclear wavepackets map the variation in the X � A energy
gap (Fig. 8.12, bottom) onto the electric dipole oscillation. In the dissociation
dynamics of D2

C the energy gap converged to zero and stopped the fast electron
dynamics. In the bound state dynamics of K2 the more moderate change in the
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electronic resonance introduces the dynamic detuning in the frequency of the
electric dipole and has to be taken into account when selecting the interpulse delay
T to match the SPODS condition.

In addition to the phase modulation an even more pronounced amplitude
modulation is observed (Fig. 8.12, top). After the first pre-pulse (red), the oscillating
dipole (blue) is damped simultaneously with the temporal decrease in overlap
of the nuclear wavefunctions propagating on the X1†Cg and the A1†Cu surface
(Fig. 8.12, second panel). Due to the difference in position and shape of both
surfaces, the freely evolving nuclear wavepackets get out of phase. Their spatial
overlap ai(t)*aj(t)h i(R,t)j j(R,t)iR is reduced, which is again a decisive factor
for the electron dynamics [Eq. (8.12)]. Its decrease stops the electron dynamics
as observable in the damping of the electric dipole oscillation and in the loss of
control for large subpulse separations [69]. In this sense K2 is an example for the
third factor in Eq. (8.12), which determines the electron dynamics. This third factor
can be regarded as time-dependent FC overlap.

Both effects—phase and amplitude modulation of the electric dipole—are
observable in the experiment [69]. The strong amplitude modulation compels the
short interpulse delay for optimal SPODS control. The sinusoidal mask function
is flexible enough to adapt to the more subtle phase modulation. On top, it even
varies the amplitude and phase modulation of the electric dipole to optimize the
SPODS control. Two examples from an experimental control landscape are shown
in Fig. 8.13. The upper panel shows the results for the higher lying target states
(5 and 6†Cg , 3…g, situation ➀), the lower panel for the lower lying target states
(4 †Cg , 2 …g, situation ➁). The photoelectron spectra recorded for situation ➀ and
➁ are shown on the left. The relevant section of the multi-pulse sequence and the
underlying population dynamics are also shown.

In ➀, the laser field between �100 and �50 fs prepares the coherent super-
position in the X � A subsystem, launching the oscillating electric dipole. In the
switching time window (indicated as gray area), the dipole oscillates with maximum
amplitude exactly out of phase with the electric field of the main pulse. The intense
central subpulse opens the upper target channel for efficient population transfer.
In ➁, again the X � A coherence is build up between �100 and �50 fs. A more
complicated population dynamics including Rabi cycling follows. Around 45 fs, the
dipole increases once more and shifts in phase with the shaped laser pulse during
the switching time window and the lower target states are populated efficiently.
The electron movie frames in the upper panels of Fig. 8.13 visualize the induced
electronic wavepacket dynamics in form of the electron density together with the
associated dipole moment h�(t)i (blue arrows) and the applied electric field E(t)
(red arrows). Starting from the ground state configuration, the movies proceed via
the transient electron dynamics during the switching time window and end with
the molecule in its final electronic configuration. The vertical black and green
dashed lines indicate the nuclear dynamics during the interaction. In situation
➀, the molecule is steered into a peanut-shaped electron configuration dominated
by the 5†Cg electron density distribution. In situation ➁ the molecule is guided
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Fig. 8.13 Experimental and theoretical results for the excitation of K2 molecules with two
different pulse shapes, leading to population of a the upper target states and b the lower target
states. On the left the measured photoelectron spectra (black line, signal contributions colored
accordingly) are compared to simulations (dashed lines). To the right, the neutral electronic
population dynamics are shown. The blue and green curves represent the accumulated populations
of the lower (blue) and upper electronic target channels (green). The phase relation of the electric
field E(t) (red line) and the induced electric dipole moment �(t) of the X�A subsystem (blue line)
is illustrated in the upper right frame. The switching time window for the population transfer to
the electronic target channels is indicated as gray-shaded background. The amplitude and phase
modulation of the electronic dipole with respect to the electric field directly reflects the coupling
between the nuclear and electronic motion. The movies on top show snapshots of the induced
electron density motion for decisive moments during the laser–molecule interaction. Adapted
from [69]
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into a cushion like electronic configuration, reflecting the 2 1…g electron density
distribution.

8.4 What Can Be Learned for Larger Molecules?

From the theoretical and experimental results on the electron control in diatomics,
three main factors are identified that define the lifetime of electronic wavepackets
and thus the time window for control. This knowledge is used to design a novel
scheme for the control of a photochemical reaction by guidance of an electronic
wavepacket. A situation is needed in which the prepared and controlled electronic
wavepacket survives long enough to determine the outcome of a chemical reaction.
Such a situation is found in photo-induced reactions proceeding via CoIns. These
prominent regions on the potential energy surface can serve as points of no return for
the nuclear dynamics, irreversibly setting the reaction path. Already the presented
OCT results on the reaction control of the cyclohexadiene/all-cis-hexatriene system
through CoIns pointed to the impact of electronic motion. Chemists classify the
reaction as electrocyclic reaction, sketching a cyclic electronic motion circling
electron density from a ¢-bond into the extended  -system and back.

Due to the NAC, population is switched between the intersecting electronic
states. Thereby, a superposition state and hence an electronic wavepacket is formed.
In the vicinity of CoIns, the time scales of the electron and nuclear dynamics are well
synchronized. The energy difference between the coupled electronic states becomes
very small slowing down the dynamics of the usually faster electrons to the time
scale of the nuclear dynamics and below. The motion of the electronic density in the
vicinity of a CoIn is visualized in Fig. 8.14 for CoIn-1 of the cyclohexadiene/all-
cis-hexatriene system (Fig. 8.2). The underlying electronic wavepacket is created
as the normalized superposition of the CASSCF-wavefunctions of ground and first
excited state, keeping the nuclear geometry fixed. To describe the temporal evolution
we take into account the time-dependent phase of both components.

CoIn-1 is known as a branching point towards cyclohexadiene and hexatriene.
In correspondence we observe a gradual change from a more cyclohexadiene type
electronic structure (snapshot 1) via the characteristic [91–93] three center bond
(snapshot 2) to a more all-cis-hexatriene like electronic structure (snapshot 3) and
back on a time scale of 1.6 ps. Directly at the intersection point, the energy gap is
zero and the electron dynamics stops. Whether it stops more in the cyclohexadiene
or hexatriene type configuration can be influenced by preparing an electronic
wavepacket with a controllable phase relation already before the CoIn is reached.
CoIn-1 lies close to the S1 minimum (see Fig. 8.2), where the ground (S0) and
excited state (S1) are separated by about 1.5 eV. Here the preparation of an electronic
wavepacket by a resonant few-cycle IR pulse of about 800 nm is possible. In
most cases the electronic wavepacket needs to be prepared close to the CoIn. If
prepared far away it will not survive until the system has reached the CoIn due to
the vanishing time-dependent FC-factor in Eq. (8.12). Snapshots for the motion of
the electron density as inducible by an IR pulse that creates a S1/S0 superposition
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Fig. 8.14 Snapshots of the time evolution of an electronic wavepacket prepared close to CoIn-
1 for fixed nuclear geometry. The underlying electronic wavepacket is created as the normalized
superposition of the CASSCF-wavefunctions of ground and first excited state. The depicted motion
of the electron density takes place in 1.6 ps

Fig. 8.15 Snapshots of the time evolution of an electronic wavepacket prepared at the S1

minimum for fixed nuclear geometry. The underlying electronic wavepacket is created as the
normalized superposition of the CASSCF-wavefunctions of ground and first excited state. The
depicted motion of the electron density takes place in less than 3 fs

state at the S1 minimum are shown in Fig. 8.15. The snapshots are given for selected
non-equidistant time steps to visualize the ongoing dynamics.

The electronic wavepacket now moves on a much faster time scale, changing
from the cyclohexadiene to the hexatriene and again to the cyclohexadiene config-
uration in less than 3 fs. In the example the initial superposition is an electronic
structure close to the cyclohexadiene (first snapshot). During the time evolution,
electron density is withdrawn from the ¢-bond and cycles around the  -system
towards an electronic structure close to hexatriene (fourth snapshot) then again
along the  -system to the cyclohexadiene structure (last snapshot) and so forth.
During the reaction path to the CoIn-1 the electron dynamics will be slowed down
until it stops at the CoIn-1. The electronic configuration at CoIn-1 now depends on
and can be controlled by the initially prepared wavepacket.

The scenario was tested for a two-dimensional model potential (Fig. 8.16),
designed as first study case. Here, CoIn and NACs are chosen such that an equally
distributed population between S2 and S1 is obtained after the wavepacket on S2 has
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Fig. 8.16 1D cut of the 2D adiabatic potential energy surfaces S0, S1, and S2. A 2D representation
of the S1 and S2 surface at the CoIn is shown as inset

passed the CoIn without any control pulse. The details of the calculation are given in
[68, 98]. The task is to control the branching ratio between S2 and S1 at the CoIn. The
reaction is started by a first pulse, transferring population from the electronic ground
state S0 to the electronically excited state S2. The system evolves on S2 towards the
CoIn S2/S1. Shortly before it reaches the CoIn, a second pulse, e.g., a phase stable
MIR control pulse is sent in and prepares the S1/S2 superposition. The phase of the
electronic wavepacket is imprinted by the CEP of the IR-control-field and is used to
steer the passage through the CoIn.

For the model system a 3-fs (FWHM) Gaussian pulse, resonant to the S0 – S2

transition with moderate maximum electric field (100 GV/cm2) is used as pump
pulse. The pump pulse should be resonant and its time duration short compared
to the systems nuclear dynamics to produce a narrow and localized vibrational
wavepacket on the excited state, which later can be efficiently coupled to the S1

state. The MIR-control-field (3.0 �m, 12 fs FWHM (100 GV/cm2), CEP D 0.1 �)
has to follow at the right delay, here within 40 fs.

Figure 8.17 shows the final populations in the target states (S1: gray line; S2:
black line) as a function of the CEP of the MIR control pulse. We could steer the
final population ratio S1:S2 in limits of 27:73 and 69:31 very precisely by changing
the CEP of the MIR pulse. The loss in control efficiency can be assigned to the
imperfect preparation of the superposition by the MIR control pulse.

The observed control can be understood as follows: changing the phase in the
MIR-control-field changes the phase of the prepared superposition, i.e., the phase
of the electronic wavepacket and thus its localization. The NAC elements imprint a
constant phase on the superposition state themselves. Thus, the interplay between
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Fig. 8.17 Final population of the S1 (gray) and the S2 state as a function of the CEP of the MIR
control pulse

both phases now defines the path through the CoIn, the position of the electron
density and simultaneously the final branching ratio. As a consequence, the phase
in a few-cycle pulse or, in a different scenario, the relative phase in a multi-
pulse sequence is a highly efficient knob, which is capable of controlling electron
dynamics. When timed correctly a chemical reaction can be steered very precisely
combining the tools for nuclear and electron control.

In this chapter we summarized successful demonstrations on control of molecular
dynamics with sophisticated light fields and reviewed the experimental and theoreti-
cal methods required to observe and describe these processes. The examples ranged
from small diatomics to complex polyatomic molecules and from the femtosecond
to the sub-femtosecond time scale. The special focus was on the role of the electron
motion. When does control of electronic wavepackets play a role and under which
circumstances can they be guided to influence the outcome of a molecular reaction
in which the atoms have to move. From the diatomic examples, comprising the two
different experimental realizations of CEP control and strong field temporal control,
very precise requirements could be deduced as for diatomics theory and experiment
can work very close together. In a theoretical proposal these requirements were
transferred to the real world scenario of the photo-induced electrocyclic ring
opening of cyclohexadiene. The theoretical calculations show how and when the
electrocyclic motion through the  -system of the ring is involved and how it can
be controlled to influence the outcome of the photoreaction. Both experimental
approaches presented should be able to induce and control the respective electronic
wavepacket. The future will show whether one of the famous text book examples
for electrocyclic reactions can be visualized and controlled with state-of-the-art light
field control.
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9The Dynamics of Quantum Computing
in Molecules

Alex Brown and Ryan R. Zaari

Abstract
A brief introduction to quantum computing is provided and the potential use of
molecules as the platform is discussed. The basic building blocks (quantum bits,
quantum gates, and quantum algorithms) are described in order to emphasize
the requirements for realizing a quantum computer, and, the advantages quantum
computation has over its classical counterpart. We outline the three key steps
to quantum computation: (1) initialization, (2) manipulation, and (3) readout.
The possible use of internal molecular states as quantum bits and shaped laser
fields to implement the quantum gates is introduced. The application to molecular
quantum computing is connected to the more general problem of the control
of quantum dynamics using tailored laser fields determined theoretically with
optimal control theory or genetic algorithms.

9.1 The Advent of Quantum Computing

The rapid pace of computer technology innovation was predicted in the early
1960s by Intel co-founder Gordon Moore. His prediction, popularly known as
“Moore’s Law,” states that transistor density on integrated circuits (a rough measure
of computer processing power) doubles about every 2 years. While this “Law”
has held for nearly 50 years, the end is in sight. However, more than 30 years
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ago, the physicist Richard Feynman proposed a potentially revolutionary idea
for computation: the quantum computer [1]. By utilizing quantum mechanical
phenomena, such as quantum superposition, entanglement, and interference, a quan-
tum computer realizes a fundamentally new mode of information processing relative
to classical computing [2, 3]. The quantum computing paradigm opens the avenue
to vast increases in computational power relative to methods based on classical
computation. Several potential applications of quantum computing are already
known: cryptography, algorithmic searching, and factorizing large numbers very
rapidly. Of particular interest to the field of molecular simulation, the advent of
quantum computing would allow the efficient simulation of quantum-mechanical
systems over unprecedented length and time scales. With the potential benefits being
so great, the field of quantum computing has emerged as an intriguing and exciting
research area involving the efforts of chemists, computer scientists, engineers,
mathematicians, and physicists.

In the present work, a brief introduction to the basic ideas of quantum computing
is provided. In particular, several problems that need to be addressed in order to
realize a quantum computer are introduced: the identification of a physical system
to represent the quantum bits (qubits), the implementation of mechanisms for
performing quantum logic gate operations on the qubits, and the maintenance of
coherence. While several different physical systems have been proposed or utilized
to realize quantum computing algorithms[4–8], the focus here is on the use of
molecules to store the quantum information and shaped laser pulses to carry out
the quantum gate operation—ideas introduced over 10 years ago [9–11]. Here the
proposals for implementing qubits in molecular systems are introduced, and the
methodologies for finding the shaped laser pulses (i.e., optimal control theory (OCT)
and genetic algorithms [12–14]) are discussed. Since a theoretical understanding of
these problems requires solving the time-dependent Schrödinger equation (TDSE),
there is a strong connection to the field of quantum dynamics and new ideas and
methods developed in that area can have important applications in the field of
molecular quantum computing.

9.1.1 Qubits, Quantum Gates and Quantum Algorithms

The computers that we encounter in our everyday lives operate using classical
processing. On the most fundamental level, calculations occur by changes in the
state of bits which can be in either of two states; typically represented by a “0” or
“1” in binary notation. The changes in the state of bits occurs by boolean logic
operations such that a specific sequence of these logic operations can carry out
an algorithm. It is these algorithms that are used to perform computations. The
workings of a quantum computer are (to-date) analogous to a classical computer.
However, the quantum mechanical nature of a system and its interactions are
utilized to represent qubits, quantum logic gate operations and quantum algorithms.
As stated before, a classical bit can exist in one of the two states (0 or 1) but a
qubit is a quantum 2-state system; although qudits with d quantum states could be
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used, we restrict our discussion to qubits only. The resulting state of the qubit is a
superposition of both “0” and “1”. For example, a classical two-bit system can be
in one of the four possible states, i.e., “00”, “01”, “10” or “11” state. A quantum
two-qubit system, represented in Dirac notation as jq1q2i, can be in pure states j00i,
j01i, j10i and j11i. The critical difference to classical bits is that qubits are described

by the wavefunction, � D
1P

q1;q2D0
cq1;q2 jq1q2i, where the coefficients cq1;q2 have the

relationship
P
q1;q2

jcq1;q2 j2 D 1. Therefore, the system (i.e., the quantum information)

is represented by the superposition of its individual qubits—it is this fundamental
difference that leads to the power of quantum computing (see Sect. 9.1.3). With
respect to the representation, qubits can be structured in two different ways. The
first case entails that each qubit is represented by a separate 2-level or quasi 2-level
system, and then these n qubits are appropriately coupled [6,15–17]. This is the case,
for example, in ion trap quantum computing examples in which a string of trapped
atomic ions represents a series of qubits through excitation of two hyperfine levels
from each atom, while coupling between each atom/qubit occurs through vibrational
motion in the harmonic potential of the linear Paul trap [4, 17]. Alternatively, n
qubits can be represented by N D 2n combinations of N quantum states [18–20].
A proposed quantum computing architecture suggests using the rovibrational states
or modes of molecules as qubits and in this case each resulting qubit state,“00”
to “11”, would be represented as the qubits. In this case n qubits are represented
by 2n quantum states [9]. Quantum logic gates have specific requirements due to
their quantum mechanical nature. Unlike classical logic gates, a quantum logic
gate (Q) must be reversible (QQ�1 D 1), unitary (Q
 D Q�1) and Hermitian
(Q
 D Q)—if these requirements were not fulfilled, it would indicate decoherence
in the system leading to the loss of quantum information. There are a number
of elementary quantum logic gates such as the NOT, Controlled-NOT (CNOT),
Hadamard, Toffoli and phase gates as shown in Table 9.1, which can be used for
universal quantum computation (see Sect. 9.1.5). In order to illustrate the general
operation of a quantum gate, consider a NOT gate acting on the general quantum
state, � D c0j0i C c1j1i, i.e.,

NOT� D
�
0 1

1 0

	�
c0
c1

	
D
�
c1
c0

	
D c1j0i C c0j1i: (9.1)

The extension to 2-qubit and n-qubit gate operations is straightfoward.
An example algorithm is the one-bit full adder which is shown in Table 9.2 for

the classical and quantum forms of the algorithm [21]. The one-bit adder adds
three one-bit numbers (A, B and Cin) to produce output bits (S D A C B C
Cin and Cout). The carry (Cin and Cout) are bits from previous or future additions,
respectively, as would occur if the sum of the numbers, S, is greater than or equal
to two. This is analogous to addition in the decimal system, as when the number is
greater than or equal to 10 then we carry a 1 to the next place value. The quantum
form of the one-bit adder must include one additional input (D) and two extra
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Table 9.1 Examples of elementary quantum logic gates in matrix notation

Gate Matrix operation Gate Matrix operation

NOT
�
0 1

1 0

	
CNOT

0
BB@
1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

1
CCA

Phase �
1 0

0 ei	

	

Hadamard 1p
2

�
1 1

1 �1
	

Toffoli
0
BBBBBBBBBBB@

1 0 0 0 0 0 0 0

0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0

0 0 0 1 0 0 0 0

0 0 0 0 1 0 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 1

0 0 0 0 0 0 1 0

1
CCCCCCCCCCCA

In general the Hadamard, Phase and NOT gates are 1-qubit operations, the CNOT gate is a 2-qubit
operation, and the Toffoli is a 3-qubit operation

Table 9.2 Description of the classical and quantum one-bit full adder algorithm

Inputs Outputs

Cin A B D Cin A S Cout

0 0 0 0 0 0 0 0
1 0 0 0 1 0 1 0
0 1 0 0 0 1 1 0
1 1 0 0 1 1 0 1
0 0 1 0 0 0 1 0
1 0 1 0 1 0 0 1
0 1 1 0 0 1 0 1
1 1 1 0 1 1 1 1

The input binary numbers (Cin, A, B) are added to produce the output numbers (S, Cout). The carry
(Cin, Cout) represent the bits being carried over from previous and future additions, respectively.
Additional input (D) and output (A, Cin) binary numbers are included in the quantum form of the
algorithm to ensure reversibility. The inputs and outputs for the classical one-bit adder are given in
bold while the quantum algorithm requires all four inputs to produce all four outputs

output (A, Cin) qubits to ensure reversibility. In order to illustrate the concept of
irreversibility in the classical form of the algorithm, consider the following three
inputs (Cin,A,B) D (100), (010) and (001), see Table 9.2. All three produce the same
final state (S, Cout) D (10), and hence, one could not reversibly return from this
output to the correct initial state. If the input (D) and output (A, Cin) qubits are
included in the quantum algorithm, the input states (1000), (0100) and (0010) now
produce different final states (1010), (0110) and (0010), respectively, albeit all with
the same values of (S, Cout) D (10). However, since the final states are distinct, the
process could be reversed to return to the corresponding initial state. The quantum
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Table 9.3 An example of the general phase imposed after the NOT2 quantum gate is applied

Gate Matrix operation Global phase alignment
NOT2

0
BB@
0 1 0 0

1 0 0 0

0 0 0 1

0 0 1 0

1
CCA

j00i ! j01iei�1
j01i ! j00iei�2
j10i ! j11iei�3
j11i ! j10iei�4

Each gate operation on each qubit acquires an arbitrary phase, ei�n

one-bit full adder algorithm can be implemented with the elementary Toffoli and
CNOT quantum logic gates [21]. A finite number of elementary boolean logic gates
provides the means to produce a vast number of algorithms. This is similar to the
finite set of letters in an alphabet (logic gates) which produce a vast number of
words, sentences and books in a language (algorithm).

9.1.2 Global Phase Alignment

In order to implement a quantum algorithm, a series of quantum gates must be
applied in a specific order. Therefore, besides causing the required qubit excitations,
there is an extra requirement imposed on the laser pulse quantum gate operation.
That is, the laser pulse quantum gate operation must also align the relative phases
of all the qubits by the end of the laser pulse interaction. This is termed global
phase alignment. Thus subsequent application of quantum gates will impose the
appropriate qubit transformation, since the qubits will all be in phase. An example of
this is shown in Table 9.3 for the 2-qubit NOT gate or NOT2 quantum logic gate. If a
laser pulse were applied that does not impart a global alignment in qubit phase, then
there would be an arbitrary resultant phase associated with each qubit. Subsequent
quantum gate transformations would impart even more phase uncertainty. Global
phase alignment requires that all resultant phases are the same and in the case of
the example NOT2 gate, ei�1 D ei�2 D ei�3 D ei�4 . The control of qubit phase is
important within many quantum algorithms and some quantum logic gates.

9.1.3 Quantum Superpositions and Quantum Parallelism

It may now seem apparent that an advantage of a quantum computer is in its
ability to construct superpositions of qubits, something not possible on a classi-
cal computer. During each computation the system’s wavefunction consisting of
superpositions of the qubits (in reality the wavefunction likely also contains some
other non-qubit states) is manipulated according to the necessary quantum logic
gates required by the algorithm. Thus every qubit experiences each quantum gate
operation, in turn each qubit is manipulated by the entire quantum algorithm and
at the end of the computation the wavefunction exists which describes every
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possible solution from each initial condition. By contrast, in order to attempt
representing this on a classical computer would require one processor for each
qubit and then run in parallel to produce all possible solutions to all possible initial
conditions. Thus quantum parallelism is not the same as classical parallelism since
classical parallelism refers to using multiple processors and on a quantum computer
this is done on the single processor. Quantum parallelism was first described by
Deutsch [22].

9.1.4 Advantages of a Quantum Computer

By utilizing quantum behaviour, algorithms can be constructed on a quantum
computer which in some cases take exponentially less computational time as
compared to classical computers. The most recognized quantum algorithm is Shor’s
algorithm [23] for factoring prime numbers. It was shown that a quantum computer
implementing Shor’s algorithm could determine the factors of a prime number in
a polynomial amount of time; the classical counterpart requires an exponential
amount of time with respect to the size of the prime number. Even though it
is relatively straightforward to generate very large valued prime numbers, it is
exceptionally difficult to determine their resulting factors on a classical computer.
It is this key classical computing limitation that allows Internet RSA encryption to
function. Using Shor’s algorithm, the prime factors of 15 were calculated through
Nuclear Magnetic Resonance (NMR) using 7 spin 1/2 nuclei of a perfluorobutadi-
enyl iron complex as the qubits [6]. This is the largest number of qubits used in an
NMR quantum computation. The Deutsch–Jozsa algorithm, an example quantum
algorithm which performs exponentially faster on a quantum computer, has also
been applied as a benchmark to many quantum computer systems [17, 19].

Recent developments in quantum algorithms showcase specific uses in
mathematics, physics and chemistry with much improved calculation times
compared to our current classical computers. In current electronic structure
calculations, the CPU time required to compute molecular energies scales
exponentially with the system size but it has been shown to take only a polynomial
amount of time on a quantum computer [24]. Chemical reactions could also be
simulated exactly on a quantum computer in polynomial time with respect to
the system size [25]. Other example studies have deduced quantum algorithms
for determining the dynamics of open quantum systems [26] and also molecular
properties and geometry optimizations [27]. With respect to molecular dynamics
simulations, a true quantum Metropolis algorithm has been developed [28] and also
a quantum algorithm for exact Monte Carlo sampling [29]. Quantum algorithms
within mathematics have also been developed for systems of linear equation
[30] and for solving the Poisson equation [31]. These select examples of the
implementation of quantum algorithms in science and mathematics showcase the
inherent and valuable use a quantum computer would have for scientific research.
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9.1.5 Universal Quantum Computer and Quantum Simulator

Thus far, the largest universal quantum computer controlled 14 qubits represented by
14 40CaC cations (one for each qubit) in a linear Paul ion trap [32], but it has been
suggested that thousands or even millions of qubits would be needed to perform
a practical calculation [33, 34]. On this 14-qubit quantum computer, the authors
investigated entanglement and the effect of noise, but being a universal quantum
computer they could have examined other simple quantum algorithms. The most
recent applicable progress has been made by utilizing a quantum algorithm on a
linear optical quantum simulator for determining eigenvalues of a molecule and the
hydrogen molecule was used as the simplest test case [35]. A universal quantum
computer would have the capability of solving general quantum algorithms whereas
a quantum simulator would solve a problem specific to the system being “simulated”
[21]. Using the previously described one-bit full adder as an example, a universal
quantum computer would utilize a specific set of universal quantum logic gates to
represent the quantum analogue of the one-bit full adder, whereas a quantum simu-
lator would be designed strictly to carry out the one-bit full addition operation only.

9.1.6 Experimentally Realized and Proposed Quantum Computer
Architectures

Besides the inherent properties that a quantum computer, including the quantum
gates, must have, there are technical issues regarding implemented and proposed
architectures. These issues include scalability, decoherence and computational
speed. Scalability refers to the ability to increase the number of qubits for
calculation. Coherence is the ability for the qubit to retain its encoded information
and thus decoherence is a loss of encoded information. Computational speed refers
to the general number of quantum gates that can be applied before decoherence
destroys the quantum state information. As will be alluded to below, it is not so much
the difference between atoms and molecules in quantum computing architectures
that determines feasibility but more so the choice of quantum state for qubit
representation.

The current implementation of a quantum computing architecture utilizing atoms
comes in the form of linear Paul ion traps [4], though there are suggestions of
performing quantum algorithms on atomic ions that are trapped in a 2-D or 3-D
lattice [5]. The qubits are represented by two hyperfine atomic levels, generally
chosen to be the ground state and some metastable state. With these choices of
quantum states, information encoded in the qubits can be long lived with respect
to the quantum operation being performed, and qubit preparation (see Sect. 9.2.1)
is straightforward through known atomic “cooling” techniques. Just as important,
the system is scalable simply by adding more atomic ions to the linear Paul trap.
The qubit excitations correspond to frequencies in the microwave region and qubit
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coupling occurs through vibrational mode coupling in the linear Paul harmonic
trap. Due to this, the application of a series of laser pulses to represent quantum
logic gates combined with the slow harmonic vibrational coupling could lead to
decoherence before the end of the quantum computation.

Alternatively a quantum computing architecture that has shown promise but uses
molecules is that of NMR [6–8]. The qubits are represented by the nuclear spin of
specific atoms within the molecule. Again the lifetimes for such states are long lived
and qubit state preparation is done through familiar NMR techniques. Scalability
is an issue for NMR quantum computing since increasing the number of qubits
requires increasing the number of nuclei in the molecule (i.e. increasing the size of
the molecule). In conjunction with scalability, the molecules used in NMR quantum
computing are specifically designed such that the nuclear spin excitations occur in
distinctly separate regions of the energy spectrum for detection purposes. The qubit
excitations occur through application of radiofrequency pulses and the qubits are
coupled through J-coupling of nuclei. Again very long radiowaves could lead to
decoherence before application of the entire quantum algorithm.

In order to attempt at circumventing some of the problems encountered in
current quantum computer implementations, it was proposed that rovibrational
states or vibrational modes of molecules could be used to represent the qubits [9].
Qubits are coupled through strong intermolecular dipole–dipole coupling and/or
intermolecular vibrational mode coupling. Respective qubit excitations occur in the
mid-infrared using femtosecond laser pulses. The results are very quick excitations
by quantum gates represented by shaped laser pulses such that possibly thousands of
gates can be applied before decoherence becomes an issue. Unfortunately, n qubits
are represented each by a specific rovibrational state or mode, utilizing 2n states and
posing a problem with scalability. Further suggestions include adopting this method
but specifically trapping diatomic molecules in a linear optical trap or optical lattice
[36], thus eliminating the issue of scalability. Theoretical research is aimed at
providing information regarding laser pulse shaping of the quantum gate, control of
the qubit excitations and indication of candidate molecules for such architectures.
Experimental investigations are mostly concerned with the preparation of such
diatomics and the ability for optical trapping of them.

9.2 Procedure for Performing a Quantum Computation

Quantum computer processing can be broken down into three chronological pro-
cedures: (1) system preparation, (2) system manipulation and (3) system readout.
Before an algorithm can be implemented, the system must be prepared in the
desired initial qubit state arrangement. The qubit states are then manipulated through
application of quantum logic gates to carry out the desired algorithm. After the
algorithm is complete, the system must be read to determine the solution to
the problem. The three general steps are summarized in the following sections.
Emphasis is placed on and further details are provided for the system manipulation
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step in subsequent sections, since understanding this step theoretically involves the
utilization of quantum dynamics techniques.

9.2.1 System Preparation: Qubit Initialization

With respect to implementing a quantum algorithm, the set of n qubits must be
initialized. This requires preparing the quantum system into a known configuration
or, more specifically, preparing the qubits into a known and desired state. The initial
state of the qubits depends on the problem being studied. Generally this is carried
out through common atomic or, more recently, molecular [37] “cooling" techniques,
where the system is brought ideally to its ground quantum state with respect to the
qubit representation. Thus, after cooling, the system is prepared into a state where all
qubits have been initialized, for instance a register reading as j000 : : : 0i, depending
on how many qubits are used. If the ground state is not a qubit representation, then
further excitations must occur in order to create an initialized qubit register. There
are clearly obvious advantages to having the initial qubit representation being that
of the ground quantum state.

9.2.2 SystemManipulation: Apply Quantum Algorithms

After the qubits have been specifically prepared, the quantum algorithm is then
applied via qubit manipulation through the necessary quantum logic gates. Laser
pulses, or more generally electromagnetic fields, provide a practical means to
implement the quantum logic gates and manipulate the quantum states of atoms
and molecules. Such experimental implementations include NMR [6–8] and ion
trap quantum computing [17, 38], with applied laser pulses using radiowave and
microwave frequencies, respectively. An alternative quantum computer architecture
proposed suggests using the rovibrational states of molecules as qubits and pro-
ducing mid-infrared laser pulses to represent the quantum logic gates [9]. Within
the mid-IR frequency region, laser pulses can be generated which are ultrafast
(fs to ps duration) and whose time-domain (spectral) properties are well controlled.
These properties allow the precise implementation of quantum gates and application
of quantum algorithms in time frames before decoherence becomes problematic.
Much of the theoretical work within molecular quantum computing has focused
on the quantum dynamics involved during the qubit manipulation step. The primary
concern is to obtain insight with respect to the laser pulse representation of quantum
logic gates, the controllability of the qubits, issues governing decoherence and
the sensitivity to the choice of molecular system. The effect of shaping laser
pulses to represent quantum logic gates, qubit controllability and the choice of
molecular system will be covered in Sect. 9.3, for the proposed quantum computing
architecture using the rovibrational states of diatomics (or polyatomics) as qubits
and shaped laser pulses as quantum logic gates.
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9.2.3 System Readout: Determine the Solution

Once the quantum algorithm has been implemented on the qubits, the solution to
the problem must be determined. This amounts to determining (i.e. measuring) the
final quantum state of the qubits. Unlike in classical computing, the act of measuring
the quantum system destroys the qubit arrangement and so readout can only occur
once per calculation. In theory, this is sufficient since we do not need to carry out
identical calculations to determine a solution. In practice, measurements are not
without error and generally there is an error associated with determining the state
of the qubits. Thus far, the simple quantum algorithms that have been carried out
to show quantum computation have in general relied on repeat measurements to
improve the probability of the solution. In the case of NMR quantum computing,
the qubit states are superimposed on an ensemble rather than individual molecules,
and thus measuring the nuclear spin qubit state occurs over a statistical average [6].
Readout on ion trap quantum computers has been carried out by exciting to a higher
lying electronic state and, by monitoring the fluorescence, the original qubit states
can be determined [32]. In classical computer systems, there are also associated
errors but their probability has been dramatically decreased through fault tolerance
techniques and improved technology. Analogous quantum error correction and fault
tolerant techniques [39] as well as new readout methods, see for example [40], to
improve quantum computing are being developed, proposed and researched.

9.3 Molecular Quantum Computing Using Shaped Laser
Pulses

In an attempt to expand the search for quantum computing architectures, it was
suggested that the rovibrational states or modes of molecules could be used as
the qubit representation and laser pulses could be shaped to cause the required
quantum logic gate operation on the qubits [9]. This came at a time when there were
emerging chemistry experiments being performed with mid-infrared shaped laser
pulses on the femtosecond time scale, with control of phase and amplitude at specific
frequencies [41]. It was thought that the quantum algorithm could be applied
more quickly with picosecond laser pulses (mid-infrared) than with pulses used
in ion traps (microwave; nanosecond) or NMR (radiowave; microsecond) quantum
architectures; thus possibly minimizing decoherence issues. Internal molecular
modes and rovibrational transitions are also more strongly coupled, in comparison
with ion trap and NMR quantum computing implementations. Numerous theoretical
studies emerged examining the use of internal vibrational modes of polyatomics
(e.g. acetylene [42, 43], ammonia [44, 45], thiophosgene [18, 46, 47], vibrational
[48] or rovibrational states of diatomics [49–51] and also systems using dipole–
dipole coupled diatomics [52–55] as the qubits. The majority of theoretical studies
determined the optimal shape of the laser pulse using OCT [56, 57], while others
implemented optimization routines such as ant colony optimization [58], Simulated
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Annealing [59] or, more commonly, Genetic Algorithm (GA) optimization [50, 51,
60]. In this section, we introduce the relevant dynamics equations, how OCT or GA
procedures differ and how they are utilized for the required qubit transformations
for logic gate representation, including global phase alignment. In general, the
theory is presented for diatomic molecules, but the generalization to polyatomics
is straightforward, for example, see [45] where MCTDH is utilized to examine gate
operations in ammonia.

9.3.1 Quantum Dynamics: Laser/Molecule Interaction

The molecular response to the laser pulse is determined by solving the TDSE,

i�
d�.t/

dt
D OH�.t/: (9.2)

The semi-classical Hamiltonian, OH , composed of a time-independent operator OH0,
describing the molecule, combined with the time-dependent term describing the
interaction of the electric field, �.t/, with the molecular dipole moment, �.r/, is
given by,

OH D OH0 � �.r/ � �.t/ D OH0 � �.r/�.t/ cos 	: (9.3)

The wavefunction, �.t/, composed of a linear combination of time-dependent
coefficients, c�J .t/, with rovibrational state eigenvectors j�J i is described by,

�.t/ D
X
�J

c�J .t/j�J i: (9.4)

The magnetic quantum number M is equal to zero for the closed shell diatomic
molecules and linear electric field polarizations considered in our pulse optimization
examples. However, in general, one may have to consider a sum over quantum
number M (for open shell systems), other hyperfine constants and/or multiple
vibrational states (for polyatomics).

Solving the TDSE for the time-dependent coefficients in vector notation, c.t/,
results in,

Pc.t/ D � i
�

h
E � �.t/�

i
c.t/: (9.5)

Each time step along the laser pulse duration can be solved by using a numerical
integrator such as the commonly used Runge–Kutta fourth order integrator. Care
must be taken to ensure that the time steps are smaller than the oscillatory period
of the laser pulse in order to minimize integration error. The diagonal rovibrational
state energy matrix, E , is
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E D

0
BBB@
E0;0 0 � � � 0

0 E0;1 � � � 0
:::

:::
: : :

:::

0 0 � � � E�max;Jmax

1
CCCA (9.6)

where �max and Jmax are the maximum vibrational and rotational states, respectively,
considered when solving the problem of interest numerically. The energies can be
determined directly from experimental spectroscopic excitation data, from fits of
diatomic molecular constants or through numerical calculations of the quantum
states from an ab initio potential energy curve. Rather than using a basis of
eigenstates, one can solve the problem using the potential energy curve, V.r/, or
surface (for polyatomics), directly [45]. An example of the transition dipole moment
matrix, �, is shown for single photon excitations between adjacent rovibrational
states,

� D ��
0;J 0

�;J D

0
BBBBBBBBBBB@

0 �
1;J 0

0;J 0 0 0 0

�0;J
0

1;J 0 �2;J
0

1;J � � � 0 0

0 �1;J
0

2;J 0 0
:::

: : :
:::

0 �
�max �1;J

0

�max �2;J
0

0 0 � � � ��max �2;J
0

�max �1;J
0 �

�max;J
0

�max �1;J

0 0 0 0 �
�max �1;J

0

�max;J
0

1
CCCCCCCCCCCA

: (9.7)

It is tridiagonal with zeroes along the diagonal and structured so that excitations
occur via simultaneous�� D ˙1 and �J D ˙1 transitions as is appropriate for a
relatively weak, linearly polarized laser field. The notation for � is given by initial

state (�,J ) as a subscript and the final state, (�0,J 0), as a superscript. Equation (9.7)
shows the structure for vibrational transitions and Eq. (9.8) shows the rotational
transition substructure of the sample cell at �1;J

0

0;J

�
1;J 0

0;J D

0
BBBBBBBBBB@

0 �1;10;0 0 0 0 0

�
0;0
1;1 0 �

1;2
0;1 � � � 0 0

0 �
0;1
1;2 0 0
:::

: : :
:::

0 �
1;Jmax �1

0;Jmax �2
0

0 0 � � � �0;Jmax �2

1;Jmax �1
0 �

1;Jmax
0;Jmax �1

0 0 0 0 �
0;Jmax �1

1;Jmax
0

1
CCCCCCCCCCA
: (9.8)

The exact form of the transition dipole matrix will vary depending on the
excitations involved. Initial investigations into the state population transfer are
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required since the number of quantum states included in the computations involves
a truncation of the complete set at .�max; Jmax/. The total number of states required
in the computation is dependent on the quantum states used as the qubits, the
strength of the state-to-state coupling and also the strength of the laser pulse being
optimized. In general, one is looking to include a minimum number of states such
that insignificant population transfer occurs for higher lying quantum states and the
resulting sum of the populations of the included states resembles to some error the
condition if all quantum states were included.

In relation to quantum computing, Eq. (9.5) illustrates that the resulting time-
dependent coefficient corresponding to each qubit at the final time needs to be
determined in order to elucidate effectiveness of the laser pulse (�.t/) at representing
the quantum logic gate. The two most common theoretical methods used to
determine the optimized laser pulse to represent specific quantum logic gates will
be discussed in the next sections, namely OCT and GA optimization.

9.3.2 Optimal Control Theory (OCT)

One of the most widely used theoretical laser optimization routines for molecular
laser control is OCT due to its relative ease in implementation and monotonic con-
vergence, see recent reviews [12–14] and the many references therein. Optimization
of the laser pulse occurs in the time-domain. Beyond the initial implementation
[61], further investigations developed important features such as constraints on the
frequency spectrum[62–64] and optimization of the laser pulse duration[65–67],
both of which are required to produce laser pulses comparable to those obtained
experimentally. Within OCT an objective function, J , is maximized according to
constraints on the required excitation, constraints on the laser pulse field and it
must also satisfy the TDSE. These constraints are represented by each term in the
objective function, respectively,

J D
zX
k

ˇ̌̌D
�k
i .T /j˚k

f

Eˇ̌̌2 �
Z T

0

˛0

s.t/
j�.t/j2 dt

�2Re
zX
k

�D
�k
i .T /j˚k

f

E Z T

0

�
�k
f .t/

ˇ̌
ˇ̌i ŒH0 � ��.t/�C @

@t

ˇ̌
ˇ̌�k

i .t/

�
dt

�
:

(9.9)

Here �k
i is the resulting wavefunction after interaction with the laser pulse (of

total pulse duration T ) of the i th state for the kth qubit transformation for the
specific quantum logic gate. ˚k

f is the target state of the qubit transformation for
the specific quantum logic gate. The second term in the objective function contains
the electric field, �.t/, and the penalty parameter, ˛0, which is an arbitrary constant
that determines the weight of the field term on the resulting objective function, J .
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The penalty parameter is important for appropriate laser pulse optimization and
chosen based upon numerical adjustments. The integer z corresponds to the number
of multiple target qubit states that are being optimized to represent the quantum
logic gate. For 1-qubit operations, z D 2 and for 2-qubit operations, z D 4.
Upon maximizing the objective function with respect to �k

i .t/; �
k
f .t/ and �.t/, a

set of resultant equations is obtained [68]:

i
@

@t
�k
i .t/ D ŒH0 � ��.t/� �k
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The first two conditions are the TDSE describing the wavefunctions �k
i .t/ and

�k
f .t/, while the last equation details the form of the laser pulse, �.t/. There are

several numerical methods that have been developed to solve for the laser pulse field
using the above optimal equations, see [14]. It is important to note that the optimal
pulses obtained by alternative methods for numerical optimization can differ [69]
and this is a reflection that there are generally numerous pathways/solutions to the
required problem.

The laser pulse envelope, s.t/ with amplitude s0, is arbitrary but is usually
defined by a sine-squared envelope or Gaussian envelope with pulse width 
 ,
respectively:

s.t/ D s0 sin2 .�t=T / (9.13)

s.t/ D s0 exp

 
� .t � T

2
/2

2
2

!
: (9.14)

As stated previously, the quantum gate operation being represented by the
optimized laser pulse not only induces a change in population but must also induce
a global phase alignment between the qubits (see Sect. 9.1.1). We shall see that in
the GA this is accomplished through an appropriately chosen fidelity function, F
(Eq. (9.22)). The simplest process of including global phase alignment within OCT
though, without altering the objective function and thus subsequent maximization,
is to include an auxiliary transition into the optimization [68]:

Œj�00i C j�01i C j�10i C j�11i�tD0 �! �
.j�00i C j�01i C j�10i C j�11i/ei�5



tDT

(9.15)

This fifth stipulation on the requirement for the resultant optimized laser field
is incorporated within the summation of the first term of the objective function
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(Eq. (9.9)), now with z D 5 for 2-qubit operations. The qubits, after operation by the
laser pulse, are then biased to shift by the same amount of phase, ei� (global phase
alignment). Phase alignment is in general more difficult to optimize than population.

9.3.3 Genetic Algorithm (GA) Optimization

The Genetic Algorithm is a heuristic search optimization routine that utilizes ideas
from natural selection to “breed” laser pulses, in effect optimizing the associated
pulse parameters (e.g. phase and amplitude), to produce the “fittest” or optimal
pulse shape [70]. In comparison with OCT, the GA optimizes the laser pulse in the
frequency domain with associated pulse parameters and is constructed in the time-
domain through a Fourier transform. Since OCT is monotonically convergent then
a convergence criteria can be readily implemented indicating progress in locating
the optimal pulse chape. Conversely, in GA optimizations since the parameter space
is being searched, there is no guideline dictating how many more generations will
be needed to bring the fidelity up to a specific value indicative of the optimal pulse.
On the other hand, without specific OCT pulse constraints, the optimal laser pulses
generated do not necessarily represent those obtainable from current experimental
laser pulse shaping techniques, see, however, recent work by Shyslov and Babikov
[46]. Work has been done using variations to both the GA and OCT optimizations
in order to bridge the gap between optimal pulses obtained from theory and those
obtained from experiment [71].

In Fig. 9.1, the general framework of a closed-loop feedback set-up using a GA
is conceptualized. Initially a random set of laser pulses, experimental or theoretical,
is input into the quantum dynamics procedure (Fig. 9.1; lower box) in order to
start the algorithm. The upper box is the GA routine, constituting the laser pulse
optimization. In the theoretical case, the quantum dynamics is determined by
solving the TDSE for the applied laser pulse, from an initial state �i , over the laser
pulse duration, to a final state �f . The Fidelity (see Sect. 9.3.3.2), a value between
0 and 1, is computed which describes the effectiveness of the specific laser pulse at
carrying out the required quantum gate operation over the chosen rovibrational state
qubits. This is repeated for all laser pulses of that generation. The Fidelity is fed back
into the GA so that it can rank the laser pulses and determine the appropriate actions
for “breeding”. A new set of laser pulses is produced which constitutes the next
generation. This process is continued for n generations. Both the GA and quantum
dynamics are connected in a closed loop, providing feedback to each other in order
to produce an optimal pulse for the quantum gate operation of interest.

9.3.3.1 Laser Field
In general, a laser field (electromagnetic radiation) is modelled classically as a com-
bination of perpendicular oscillating electric and magnetic fields. The electric field
interaction with the electric dipole moment is (typically) five orders-of-magnitude
(105 times) larger than the magnetic field interaction with the magnetic dipole [72].
Therefore, effects of the magnetic dipole are omitted in theoretical investigations
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Genetic Algorithm

Quantum Dynamics

Fidelity

1. Solve TDSE 
2. Propagate:

1. Tournament selection
2. Uniform cross-over
3. MicroGA

new generation 

Determine Fidelity

nth Generation
Largest Fidelity
Optimal pulse 

1st Generation
random set of 

laser pulses

Fig. 9.1 Illustration of theoretical shaped laser pulse optimization using a genetic algorithm
(GA). The first generation of laser pulses is randomly generated. The time-dependent Schrödinger
equation (TDSE) for the model diatomic is solved for each input laser pulse. The system is
propagated from an initial state �i to a final state �f , at which point the fidelity is calculated
based upon how close the laser pulse brings the system to the desired final state. The fidelity
associated with each laser pulse is used to determine the GA optimization through tournament
selection and uniform cross-over. The GA produces a new generation of laser pulses related to the
previous ones. The cycle is repeated for n generations; the optimal laser pulse being produced in
the nth generation

and only the electric field/electric dipole moment interaction is considered. In
molecular quantum computing applications, the effect of polarizability has also
been considered [49] but its effects were shown to be negligible for the fields
considered—fields which are typical of most theoretical simulations in this area.

As stated by Milonni [73], “An arbitrarily large number n of ‘photons’ may
occupy the same state, and when this situation obtains, it is accurate to regard the
photon wave function as defining a classical field distribution.” Thus the quantum
electrodynamic view of radiation for intense laser fields can be described classically.
Overall, the light–matter interaction is treated semi-classically where the diatomic
molecule is quantum mechanical and the laser pulse is classical in nature. The
electric dipole approximation [74] is also used which reduces the form of the electric
field due to the comparative size of the electric field wavelength compared to the
molecule. The classical description of the laser field, E.r; t/, can be written in
complex form according to

E.r; t/ D �0 cos.!t � k � r/ D �0<
�
ei!te�ik�r



: (9.16)

It is a continuous laser field of single-frequency (!) with peak field strength (�0)
being a function of space and time. The norm of the wave vector (k) is related to the
frequency of the laser field by k D !

c
, and for example is on the order of 10�6 Å�1
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for the mid-infrared frequencies. The value of k describes the number of oscillations
of the electric field in space. In this case one oscillation occurs approximately
every 106 Å, which is much larger than the molecules studied in molecular quantum
computing. Consequently the resulting value of k � r is small and the Taylor series
expansion for the electric field of the laser can be truncated to the first term (i.e.,
unity):

e�ikn�r D 1 � Œik � r�C 1

2
Œ�ik � r�2 C � � � � 1: (9.17)

The electric field can now be written strictly in terms of time,

E.r; t/ D �0<
�
ei!t


 D �0 cos.2��t/: (9.18)

For the example optimized laser pulses illustrated herein, only the amplitude and
phase were shaped (no polarization shaping [75, 76] was considered). The pulse
shaping occurs in the frequency domain which can be readily connected to the more
familiar time-domain expression for the laser field. The form of the laser pulse for
each component of the discretized frequency spectrum with amplitude and phase
variation is [49]

�.�j / D �0

q
A.�j / exp

�
�2 ln 2

��j � �0
��

�2�
exp

�
i�.�j /



: (9.19)

In Eq. (9.19), �0 is the peak field strength, �0 is the central frequency and �j
represents the discrete frequencies at which the field is shaped. A Gaussian envelope
is used with a full width at half-maximum (FWHM) pulse width of ��. The
amplitude and phase range from 0 � A.�j / � 1 and 0 � �.�j / � 2� , respectively.
A transformed-limited (TL) pulse corresponds to the case when A.�j / D 1 and
�.�j / D 0 for all frequency components j . The familiar time-dependent form of
the laser pulse can be determined by a Fourier transform or alternatively using the
analytic form for the time-dependent field [77]:

�.t/ D sin .�td�/

�t

nX
jD0

�0
p
Aj exp

�
�2 ln 2

��j � �0

��

�2�
cos.2��j t C �j /;

(9.20)

with frequency resolution d�. The frequency domain laser pulse shaping shown
is closely related to experimental Spatial Light Modulators using Liquid Crystal
pixelated grids (LC-SLM). This requires diffraction of the incident laser pulse onto
the LC-SLM, in which each pixel will be illuminated by a specific frequency band.
At each pixel, there is simultaneous control over the amount of light transmitted
(amplitude) and the phase of that light passing through. Once each frequency band
passes through and is affected by the LC-SLM, the light is recombined to form a
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new pulse shape depending on the alterations imposed by the shaper. Thus, there are
numerous pulse shapes that can be generated by varying for instance: the number
of frequency bands (�j ), the resolution of the frequency bands illuminating each
pixel (d�) and the variation in amplitude and phase. The GA optimization aims at
modelling an LC-SLM set-up in order to reflect more closely the possible laser pulse
shapes that can be experimentally produced.

9.3.3.2 Fidelity and Average Population
Within GA optimization, the degree to which the shaped laser pulse represents the
quantum logic gate operation of interest is stated by a metric. Initial theoretical
studies which had not yet perceived the necessity of global phase alignment used
the average population NP , as this metric, i.e.,

NP D 1

N

NX
kD1

jh�k.T /j˚kij2 ; (9.21)

where �k.T / is the resulting wavefunction after the laser pulse of duration T has
been applied and ˚k is the target wavefunction. The sum is over the number of
qubit transformations N , which is N D 4 for the case of 2-qubit operations.
There is clearly no phase information contained in the average population function.
Population transfer combined with global phase alignment can be included in the
required constraints for shaped laser pulses within the GA by using instead the
fidelity function, F , where

F D 1

N 2

ˇ̌̌
ˇ̌
NX
kD1

h�k.T /j˚ki
ˇ̌̌
ˇ̌
2

: (9.22)

The fidelity is a number between 0 and 1. F D 0 implies no excitation to the
resultant qubit state (i.e., an incomplete quantum gate operation), while F D 1

implies a 100 % complete quantum gate operation on the qubits. Though the average
population is a useful value to determine the extent of overall population transfer
between the qubits, it is strictly the fidelity function values that should be used
within the GA optimization procedure when dealing with quantum gate operations.

9.4 Summary and Future Directions

In the present work, the basic ideas of quantum computing have been presented by
highlighting the similarities and differences to classical computing, see Sects. 9.1.1
and 9.1.2. Most important among these differences is the possibility for exponential
speed-up in solving computational problems, if, and only if, suitable quantum
algorithms can be designed, see Sects. 9.1.3 and 9.1.4. In addition to the develop-
ment of quantum algorithms, a critical choice is the physical system on which the
quantum gates, and hence algorithms, can be implemented, see Sect. 9.1.6, where
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the primary focus is on atomic and molecular systems. Once a physical system has
been chosen (in this work, the discussion is on molecules), there are three important
steps: (i) system preparation, (ii) gate and algorithm implementation and (iii) system
readout, see Sects. 9.2.1–9.2.3. The majority of the research on molecular quantum
computing has emphasized step (ii), see for example [18,42–55]. Therefore, the the-
oretical investigation of molecular quantum computing involves several important
elements: the choice of molecular (hyperfine, rovibrational, rovibronic. . . ) states for
the qubits and the molecule from which they are selected, the quantum gates to be
implemented, and the optimization algorithm used to determine the laser field. The
two most important computational challenges presented for gate implementation,
i.e., step (ii), are the accurate and efficient solution of the TDSE, see Sect. 9.3.1,
and the optimization techniques used to find the required laser field, see Sects. 9.3.2
and 9.3.3. Unlike control of photochemical or photo physical processes, molecular
quantum computing imposes the stringent requirement of global phase alignment
for quantum gate operations. While initial studies of molecular quantum computing
have been promising, practical applications involving several (or many) qubits
remain challenging. These will require the careful choice of a molecular system
for scalability, e.g., the use of coupled polar diatomic molecules on a 1D array[36,
37, 53–55]. However, just as important will be the development of new or refined
theoretical and computational techniques for dealing with quantum dynamics (most
likely, for many degrees of freedom) and/or optimization algorithms for finding the
best (and, hopefully, experimentally accessible) laser field. Whatever approach is
taken, insight can, and will, be revealed through high-level simulations.
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Fabien Gatti and Benjamin Lasorne

The first stage in the history of molecular quantum dynamics has been dedicated
mainly to the development of numerical methods for solving the Schrödinger
equation. Nowadays, the main challenge is to reproduce experimental data at a very
high level of accuracy for small molecular systems in the gas phase. Many examples
have been given in the present book. The systems contain up to 4–10 atoms in full
dimensionality depending on their complexity. When a process is strongly impacted
by quantum effects, an excellent agreement between theory and experiments is
the only way to prove that a perfect control of these effects has been achieved.
This constitutes an essential test before transposing these studies to larger systems.
However, quantum effects do not always imply a very high accuracy. Biological
materials use quantum effects, such as conversion of light into chemical energy
through a conical intersection: these processes are very fast and then correspond
to a low level of accuracy on the energy according to the Heisenberg principle.
Generally speaking, the quantum effects occur not only in small molecules in the
gas phase but also for large systems in an environment.

Consequently, the main challenge that molecular quantum dynamics will have
to face in the future is probably the description of molecules entangled in a com-
plex and large environment [1, 2]: solute–solvent systems, chromophore–protein,
chromophore–nanomaterial, etc. How do the quantum effects behave due to the
interplay of the system with structured and dynamically responding environments?
In particular, is quantum coherence destroyed very fast by the environment’s
non-equilibrium dynamics? Can quantum coherence be preserved under particular
conditions ? If yes, which ones precisely? Can we exploit this quantum coherence?
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The recent development of novel algorithms such as the Multi-layer MCTDH
approach of Haobing Wang, Michael Thoss, and co-workers will allow us to treat
much larger systems [3–7]. This approach is very promising for the description of
reactions in a condensed phase environment. However, having an algorithm that
allows one to solve the time-dependent Schrödinger equation for a large number
of degrees of freedom is not sufficient since the description of the electronic
potential poses a considerable challenge. System-bath partitioning methods can then
be used such as those devised by Irene Burghardt and co-workers [8–11]. Several
approximations for the description of the bath’s potential can be invoked that greatly
simplify the calculation of the potential energy surface. In principle, the scope of
these approaches is very large and might greatly help for a systematic description of
quantum effects in condensed-phase media. However, it should be emphasized that
the dynamics has in general a markedly non-Markovian behavior precluding the use
of standard system-bath methods. In other words, the role of the bath is not only to
rapidly dissipate the energy and the quantum coherence of the subsystem. It may
also change the very nature of the process.

In conclusion, molecular quantum dynamics is a field of fundamental research
that prepares the chemistry of the future. A chemistry that will control reactivity
at its most fundamental level including the quantum effects that govern the
microscopic realm. Of course, we are still very far from the level of complexity
and efficiency in the control of quantum effects that can be found in biological
processes, but it is to be expected that the understanding of quantum effects in
molecular systems will allow the development of highly desirable materials and
controlled processes in technological applications.
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