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Introduction

The major goal of the book is to create an environment for matching different dis-
ciplinary approaches to studying economic growth. This goal is implemented on
the basis of results of the Symposium “Applications of Dynamic Systems to Eco-
nomic Growth with Environment” which was held at the International Institute for
Applied Systems Analysis (IIASA) on the 7th–8th of November, 2008, within the
IIASA Project “Driving Forces of Economic Growth” (ECG). The symposium was
organized by coordinators of the ECG project: Jesus Crespo-Cuaresma from IIASA
World Population Program, and Tapio Palokangas and Alexander Tarasyev from
IIASA Dynamic Systems Program.

The book addresses the issues of sustainability of economic growth in a chang-
ing environment, global warming and exhausting energy resources, technological
change, and also focuses on explanations of significant fluctuations in countries’
growth rates. The chapters focus on the analysis of historical economic growth ex-
periences in relation to environmental policy, technological change, development of
transport infrastructure, population issues and environmental mortality.

The book is written in a popular-science style, accessible to any intelligent lay
reader. The prime audience for the book is economists, mathematicians and engi-
neers working on problems of economic growth and environment. The mathematical
part of the book is presented in a rigorous manner, and the detailed analysis is ex-
pected to be of interest to specialists in optimal control and applications to economic
modeling.

The book consists of four interrelated parts.
The first part, “Dynamic Systems in Growth Models”, comprises papers devoted

to theoretical issues of economic growth modeling. It considers also the possibility
of econometric forecasting of future trends of techno-economic development and its
reliability including high-order precision for constructing optimal trajectories.

The first paper of this part titled “On Adequate Transversality Conditions for Infi-
nite Horizon Optimal Control Problems—a Famous Example of Halkin”, by Sabine
Pickenhain, is devoted to application of duality concept to infinite horizon optimal
control problems. A duality theory is developed for proving sufficient conditions for
optimality. The obtained dual solution of the problem demonstrates which kind of
transversality conditions is natural.
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The second paper, “Sequential Precision of Predictions in Models of Economic
Growth”, by Andrey Krasovskii and Alexander Tarasyev, deals with a model of eco-
nomic growth based on real time series. A distinguishing feature of the approach is
that real data is analyzed not by direct statistical approximations but through formal-
ization of the process in terms of optimal control theory. The problem of investment
optimization is solved using a version of the Pontryagin maximum principle, and el-
ements of the qualitative theory of differential equations. Numerical algorithms are
proposed for constructing synthetic trajectories of economic growth. For verification
of the proposed approach, several model modifications with sequential precision and
case studies are presented basing on real data for economies of US, UK, and Japan.

The third paper, “High Order Precision Estimates in Algorithms for Solving
Problems of Economic Growth”, by Andrey Krasovskii and Alexander Tarasyev,
focuses on high order precision estimates for elaborated algorithms of constructing
optimal trajectories of economic growth. The estimates establish relations between
precision parameters in the phase space and precision parameters for functional in-
dices. The results of numerical experiments illustrating different algorithm construc-
tions are given for real data of US and Japan economies.

The second part, “Growth and Environment”, addresses results related to the
application of dynamic systems to economic growth, with especial focus on issues
of environmental impact.

The first paper of this part, “Growth an Climate Change: Threshold and Multiple
Equilibria”, authored by Alfred Greiner, Lars Gruene, and Willi Semmler, consid-
ers a basic growth model in the presence of the effect of global warming. Two basic
scenarios are studied. In the first scenario, it is assumed that abatement spending is
fixed exogenously. It is shown that in this case the model may give rise to multi-
ple equilibria and thresholds. In the second scenario, the unique social optimum is
analyzed where both consumption and abatement are set optimally. It is shown that
the steady state temperature is smaller and the capital stock is larger in this scenario
compared to the economy with lower abatement spending. It is also demonstrated
that the abatement actions of the first scenario provide the steady state in the mul-
tiple equilibria setting with parameters which are very close to that of the social
optimum in the second scenario.

The second paper, “Optimal Economic Growth under Stochastic Environmental
Impact: Sensitivity Analysis”, by Elena Rovenskaja, presents an approach toward
the sensitivity analysis of optimal economic growth to a negative environmental
impact driven by random natural hazards that damage the production output. The
author develops a simplified model of GDP whose growth leads to the increase of
GHG in the atmosphere provided investment in cleaning is insufficient. The hypoth-
esis of the Poisson probability distribution is used to describe natural hazards. An
optimal investment policy in production and cleaning together with optimal GDP
trajectories is constructed for a standard discounted integral consumption index. The
model is calibrated in the global scale and the sensitivity analysis is implemented
for obtained optimal growth scenarios with respect to uncertain parameters of the
Poisson distribution.

The third paper, “Optimal Economic Growth with a Random Environmental
Shock”, authored by Sergey Aseev, Konstantin Besov, Simon-Erik Ollus, and Tapio
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Palokangas, is devoted to the problem of balancing an old “dirty,” or “polluting,”
technology and a new “clean” technology. At some stage in the future the usage
of the old technology will be penalized. The government’s incentives to invest in
cleaner technologies are based on productivity of the technology and randomly in-
creasing abatement costs for pollution in future. In contrast to the Schumpeterian
model of creative destruction, both technologies can be used simultaneously. As-
suming that the exogenous environmental shock follows a Poisson process, the au-
thors use Pontryagin’s maximum principle to find the optimal investment policy.
Special attention is paid to conditions under which a rational government should
invest all its resources in one technology, while the other is moderately run down,
as well as to conditions under which it should divide the investments between the
technologies in a certain ratio.

The topic of the third part, “Growth and Environmental Policy”, relates to ques-
tions of policy regulation of environmental problems in order to sustain economic
growth tendencies.

The first paper of this section “Prices versus Quantities Vintage Capital Model”,
by Thierry Bréchet, Tsvetomir Tsachev, and Vladimir Veliov, shows that the hetero-
geneity of the available physical capital with respect to productivity and emission
intensity is an important factor for policy design, especially in the presence of emis-
sion restrictions. In a vintage capital model, reducing pollution requires to change
the capital structure through investment in cleaner machines and to scrap the more
polluting ones. In such a setting the authors show that emission tax and auctioned
emission permits may yield contrasting outcomes. It is demonstrated also that some
failures in the permits market may undermine its efficiency and that imposing the
emission cap over longer periods plays a regularizing role in the market.

The second paper, “International Emission Policy with Lobbying and Techno-
logical Change”, by Tapio Palokangas, examines the implementation of emission
policy in a union of countries. Production in any country incurs emissions that pol-
lute all over the union, but efficiency in production can be improved by research and
development (R&D). The author compares four cases: Laissez-faire, Pareto optimal
policy, and the case of a self-interested central planner that decides on nontraded and
traded emission quotas. It is demonstrated that with nontraded quotas, the growth
rate is socially optimal, but welfare sub-optimal. Trade in quotas speeds up growth
from the initial position of laissez-faire, but slows down growth from the initial
position of nontraded quotas.

The third paper, “The Role of Product Differentiation in the Producer-Targeted
Promotion of Renewable Energy Technologies”, by Ina Meyer and Serguei Kan-
iovski, explains that carbon-based technologies continue to dominate the energy
sector due to their high productivity and economies of scale. This creates an obliga-
tion for the governments to provide incentives, such as taxes, subsidies and regula-
tions, to encourage producers to implement cleaner technologies. The authors study
a duopoly in which the incumbent is more efficient, has a higher propensity to invest
and has a lower cost of capital. The minimal subsidy (to the entrant) or tax (on the
incumbent) which is sufficient to preserve the entrant in the market in the long run
is derived. The rate of the subsidy or tax depends on the underlying demand struc-
ture. The more differentiated the products and preferences of the consumers, the
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lower the subsidy or tax required to safeguard new entrants with innovative clean
technologies.

The fourth paper, “Dynamic Oligopoly with Capital Accumulation and Envi-
ronmental Externality”, by Davide Dragone, Luca Lambertini, and Arsen Palestini,
deals with a differential oligopoly game of interplay between capital accumulation
for production and environmental externalities. This game model is based on Ram-
sey dynamics. It is shown in the paper that at the social optimum it may be optimal
to trade off some amount of consumer surplus in order to reduce the externality.
Another interesting result demonstrates that if the external effect is proportional to
the industry production then the Ramsey golden rule disappears as a stand-alone
equilibrium.

In the fifth paper, “On a Decentralized Boundedly Rational Emission Reduction
Strategy”, by Arkady Kryazhimskiy, the author considers a number of countries
which have externality through emissions and which negotiate on marginal reduc-
tions in their emissions. While choosing a unilateral reduction in its emissions, each
country trades on exchanging the value of its reduction to the reduction of the to-
tal pollution falling on its territory, which depends on the reductions of the other
countries. In this setup, there is a negative externality through emissions so that a
Pareto optimum requires side payments or some policy intervention (e.g. taxation).
The contribution of the paper is to show that a Pareto optimum could be (approx-
imately) attained even without taxes or side payments, if the negotiation process
were organized in a specific manner.

In the fourth part, “Applications to Population and Infrastructure”, two papers
discuss the possibility of application of optimal control theory to solve long-run
problems arising in human population and questions of critical infrastructures.

The first paper of this section, “Environmental Mortality and Long-Run Growth”,
by Ulla Lehmijoki and Elena Rovenskaja, provides a long-run consumer optimiza-
tion model in which mortality is endogenous to emissions generated by production.
Emissions are assumed to follow the Environmental Kuznets Curve (EKC) path,
first rising and then falling along with output. It is assumed that pollution is a public
good consumed by all in equal amounts, so that only its overall extent is important.
The EKC hypothesis is, therefore, considered in total rather than in per capita terms.
Since the emphasis of the paper is on the basic trade-off between output and deaths,
many important elements such as emission-limiting policies and health-promoting
medical efforts are left out of the model. The model is estimated for the European
outdoor air pollution data. Economic growth will thus decrease rather than increase
pollution in the future. Nevertheless, continuous population growth may increase
the number of deaths in some countries.

The second paper, “Development of Transportation Infrastructure in the Con-
text of Economic Growth”, authored by Manuel Benjamin Ortiz-Moctezuma, Denis
Pivovarchuk, Jana Szolgayova, and Sabine Fuss, is devoted to a co-evolutionary
model of economic output and road infrastructure. It investigates the interdepen-
dency between a country’s economic growth and the development of transportation
infrastructure in this country. The model is based on the assumption that economic
output (GDP) in a country depends on road infrastructure and vice versa. Based on
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these assumptions, an optimal control problem on infinite horizon is posed in which
the growth rate of the road capacity is a control variable. This problem is solved
analytically and the time-independent constant solution is obtained. It is shown that
the optimal trajectories converge to the stable steady state in the space of GDP and
road capacity.

We strongly believe that the results in this volume will help the reader reach
a better understanding of economic growth processes via mathematical modeling,
provide tools for forecasting growth trends and improving its precision. Further-
more, the models used in the book will prove to be helpful tools for policy advice
when approaching the design of growth-enhancing environmental policies.
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On Adequate Transversality Conditions
for Infinite Horizon Optimal Control
Problems—A Famous Example of Halkin

Sabine Pickenhain

Abstract In this paper we apply a duality concept of Klötzler (Equadiff IV. Pro-
ceedings of the Czechoslovak conference on differential equations and their appli-
cations held in Prague, 22–26 August, 1977, Lecture notes in mathematics, vol. 703,
pp. 189–196, Springer, Berlin, 1979) to infinite horizon optimal control problems.
The key idea is the choice of weighted Sobolev spaces as state spaces.

Different criteria of optimality are known for specific problems (Carlson et al.,
Infinite horizon optimal control, Springer, New York, Berlin, Heidelberg, 1991; Fe-
ichtinger and Hartl, Optimale Kontrolle ökonomischer Prozesse, de Gruyter, Berlin,
New York, 1986), e.g. the overtaking criterion of von Weizsäcker (1965), the catch-
ing up criterion of Gale (1967) and the sporadically catching up criterion of Halkin
(1974). Corresponding to the formulated optimality criteria we develop a duality
theory and prove sufficient conditions for optimality. An example of Halkin is pre-
sented, where the solution is obtained in the framework of these weighted spaces.
The obtained dual solution of the problem demonstrates which kind of transversality
conditions are natural.

1 Introduction

Still at the beginning of the previous century the optimal control problems with
infinite horizon became very important with regards to applications in economics
and biology, where an infinite horizon seems to be a very natural phenomenon (Fe-
ichtinger and Hartl 1986; Carlson et al. 1991; Sethi and Thompson 1985). Since
then these problems were treated by many authors and various optimality conditions
were obtained, see for instance Blot and Cartigny (1995), Michel (1982). Neverthe-
less we have to observe that the theory with an integral over an unbounded interval
is often represented in an incorrect or incomplete way. Most of papers and books,
focused on applications, not even give a hint to different definitions of the integral-
the Lebesgue—or the improper Riemann integral. In Pickenhain et al. (2006) it was
demonstrated that different integral types can be useful in applications but lead to
completely different theoretical results. Further, we pointed out that, for a correct
setting of the problem, the choice of an appropriate state space is essential. Let us
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4 S. Pickenhain

mention that the Lagrange multipliers associated with the constraints belong to the
dual of the space wherein the constraint set has a nonempty interior.

A lot of work has been done in the last decades to prove necessary optimality
conditions for problems in the calculus of variations, see e.g. Blot and Cartigny
(1995), and optimal control, see e.g. Carlson et al. (1991). The usual Pontryagins
Maximum Principle (PMP) cannot easily be adjusted to the case of infinite horizon
problems as it was first demonstrated in an example of Halkin (1979). For special
problems with dominating discounts Aseev et al. (2001), where able to prove (PMP).

Considering the Problem (P )∞ with infinite horizon as a limit of a finite horizon
problem (P )T one could expect a natural transversality condition for the adjoints p

of the problem (P∞):

lim
T →∞p(T ) = 0. (1)

The example of Halkin shows, that even this equation (1) does not hold.
Results concerning sufficiency conditions were derived via Fenchel-Rockafellar

duality by Rockafellar (1978), Aubin and Clarke (1979), Magill (1982), Benveniste
and Scheinkman (1982). The aim of this paper is to develop a duality theory in
weighted Sobolev spaces as the state space, and to obtain adjoint variables p in the
dual space of the state space, such that (1) is replaced by

L-
∫ ∞

0
〈p(t), x(t) − x∗(t)〉dt < ∞, (2)

where 〈·,·〉 denotes the scalar product in R
n. Our paper is organized as follows.

We use the duality concept of Klötzler (1979) and a special choice of state spaces
to construct a dual problem. Considering the exponential factor e−ρt as a weight
function we propose to choose weighted Sobolev spaces as state spaces or spaces
of the adjuncts respectively, defined in the second section. The fourth section is
devoted to the development of the duality theory taking some properties of weighted
spaces into account. This section includes sufficiency conditions, which are proved
via linear approach in the dual problem. In the last section Examples illustrate the
type of transversality conditions obtained by the dual approach.

2 Problem Formulation

2.1 Problem

We deal with problems of the following type (P )∞:

Minimize the functional

J (x,u) =
∫ ∞

0
f (t, x(t), u(t))ν̃(t)dt (3)
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with respect to all

[x,u] ∈ W 1,n
p,ν (0,∞) × Lr∞(0,∞) (4)

fulfilling the

State equations x′(t) = g(t, x(t), u(t)) a.e. on (0,∞), (5)

Control restrictions u(t) ∈ U ⊆ Comp(Rr ) a.e. on (0,∞), (6)

State constraints x(t) ∈ G(t) on (0,∞), (7)

Initial conditions x(0) = x0. (8)

The spaces W
1,n
p,ν (0,∞) will be defined below.

2.2 Weighted Sobolev Spaces

We consider weighted Sobolev spaces W
1,n
p,ν (�) as subspaces of weighted Ln

p,ν(�)

spaces of those absolutely continuous functions x for which both x and its derivative
ẋ lie in Ln

p,ν(�), see Kufner (1985).
Let � = [0,∞) and let Mn = M(�;R

n) denote the space of Lebesgue measur-
able functions defined on � with values in R

n. Let a weight function ν be given, i.e.
ν is a function continuous on �, 0 < ν(t) < ∞, then we define the space Ln

p,ν(�)

with p ≥ 2 by

Ln
p,ν(�) =

{
x ∈ Mn | ‖x‖p

p :=
∫

�

|x(t)|pν(t)dt < ∞
}
, (9)

for p = ∞

Ln∞,ν(�) =
{
x ∈ Mn | ‖x‖∞ := ess sup

t∈�

|x(t)|ν(t) < ∞
}

(10)

and the weighted Sobolev space by

W 1,n
p,ν (�) = {x ∈ Mn | x ∈ Ln

p,ν(�), ẋ ∈ Ln
p,ν(�)}. (11)

Here ẋ is the distributional derivative of x in the sense of Yosida (1974, p. 49). This
space, equipped with the norm

‖x‖p

W
1,n
p,ν (�)

=
∫

�

{|x(t)| + |ẋ(t)|}pν(t)dt, (12)

is a Banach space.
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For x ∈ Ln
p,ν(�) and y ∈ Ln

q,ν1−q (�) the scalar product 〈〈x, y〉〉 in Ln
2(�) defines

a continuous bilinear form, since

|〈〈x, y〉〉| ≤
∫ ∞

0
|x(t)|ν1/p(t)|y(t)|ν−1+1/q(t)dt

≤ ‖x‖Ln
p,ν(�)‖y‖Ln

q,ν1−q (�) (13)

holds true. For the special case p = 2 one has [Ln
2,ν(�)]∗ = Ln

2,ν(�) due to the
Riesz representation theorem. Therefore, we obtain the following relation between
the scalar products in Ln

2,ν(�) and Ln
2(�):

For x ∈ Ln
2,ν(�) and y ∈ Ln

2,ν−1(�) there exists ŷ ∈ Ln
2,ν(�) such that

〈x, ŷ〉Ln
2,ν (�) = 〈〈x, y〉〉Ln

2(�) (14)

and

ŷ = y/ν. (15)

Equation (14) is essentially used to formulate the duality theory in the sense of
Klötzler (1979), in the following sections.

Remark It is well known, see Elstrodt (1996), that the inclusion Ln
p,ν(�) ⊆ Ln

q,ν(�)

holds true, i.e. there is a C ∈ R+ such that

‖x‖Ln
q,ν

≤ C‖x‖Ln
p,ν

(16)

for all p ≥ q and
∫ ∞

0 ν(t)dt < ∞. A weight function ν is called a density if∫ ∞
0 ν(t)dt < ∞.

Remark Note that here and in the proofs of other sections we abbreviate Ln
p,ν(�)

by Ln
p,ν .

2.3 Lebesgue and Improper Riemann Integrals

Now some aspects concerning the consequences of the distinction between Lebesgue
and improper Riemann integrals should be noted.

Let us remind that

R-
∫ ∞

0
f (t)dt := lim

T →∞R-
∫ T

0
f (t)dt (17)

where f : R → R has to be R-integrable over any closed interval [0, T ] ⊂ R. If,
under this assumption, the Lebesgue integral converges absolutely, i.e.

L-
∫ ∞

0
|f (t)|dt < ∞, (18)
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then the Lebesgue and the improper Riemann integral coincide,

L-
∫ ∞

0
f (t)dt = R-

∫ ∞

0
f (t)dt = lim

T →∞L-
∫ T

0
f (t)dt, (19)

(see Elstrodt 1996, p. 151 f., Theorem 6.3). It may happen, however, as in the famous
example with f (t) = sin t/t , that the improper Riemann integral

R-
∫ ∞

0

sin t

t
dt (20)

converges conditionally (i.e., the corresponding series converges non-absolutely,
while the Lebesgue integral over the same domain does not exist (see Elstrodt 1996,
p. 152).

2.4 Problems with Lebesgue and Improper Riemann Integral

As mentioned before, the infinite horizon control problem (P∞) is not well defined
since the interpretation of the integral within the objective is ambiguous.

In order to make this formulation precise, we denote the set of pairs (x,u) satis-
fying (4)–(8) by A and formulate the following basic problems:

(P )L∞: JL(x,u) = L-
∫ ∞

0
f (t, x(t), u(t))ν̃(t)dt −→ Min!, (21)

(x,u) ∈ A ∩ AL, (22)

where the integral in the objective is understood as a Lebesgue integral, and AL

consists of all processes (x,u) ∈ A, which make the Lebesgue integral in (21) con-
vergent. In the second problem,

(P )R∞: JR(x,u) = R-
∫ ∞

0
f (t, x(t), u(t))̃ν(t)dt −→ Min!, (23)

(x,u) ∈ A ∩ AR, (24)

the integral in the objective is understood as an improper Riemann integral, and AR

consists of all processes (x,u) ∈ A, which make the improper Riemann integral in
(23) (at least conditionally) convergent.

Throughout the paper we assume that the data satisfy the following regularity
conditions:

1. The functions f,g are continuously differentiable in all arguments.
2. The control set U is assumed to be compact.
3. The functions ν and ν̃ are weight functions in the sense explained below.
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Remark The feasible domains AL and AR are, in general, incomparable. Applying
the Lebesgue integral, we exclude from A all feasible trajectories, which make the
improper Riemann integral non-absolutely convergent. On the other hand, taking the
improper Riemann integral, all trajectories from A, which are Lebesgue integrable
but not Riemann integrable even on compact sets, will get lost. For these reasons, it
is very important to formulate an infinite horizon problem with the proper integral
notion reflecting the situation behind the model in an appropriate way. As it was
shown in Pickenhain et al. (2006) the problems with distinct integral types require a
completely different mathematical treatment.

3 Optimality Criteria

In the case of infinite horizon optimal control problems we can find several optimal-
ity criteria, which are adopted either to problems (P )R∞ or to (P )L∞.

We first introduce global optimality criteria for the problem (P )L∞.

Definition 1 Let a process (x,u) ∈ AL be given. We define

�L(T ) = L-
∫ T

0
f (t, x(t), u(t))ν̃(t)dt − L-

∫ T

0
f (t, x∗(t), u∗(t))ν̃(t)dt. (25)

Then the pair (x∗, u∗) ∈ AL is called optimal for (P )L∞ in the sense of

criterion L1 if for any pair (x,u) ∈ AL we have limT →∞ �L(T ) ≥ 0,
criterion L2 if for any admissible pair (x,u) ∈ AL there exists a moment τ such

that for all T ≥ τ we have �L(T ) ≥ 0 (uniform strong optimality).

Remark that optimality in the sense of L2 is stronger then optimality with respect
to L1.

In the case of problem (P )R∞ we have the following optimality criteria, see Carl-
son et al. (1991).

Definition 2 Let a process (x,u) ∈ AR is given. We define

�R(T ) = R-
∫ T

0
f (t, x(t), u(t))ν̃(t)dt − R-

∫ T

0
f (t, x∗(t), u∗(t))ν̃(t)dt. (26)

Then the pair (x∗, u∗) ∈ AR is called optimal for (P )R∞ in the sense of

criterion R1 if for any pair (x,u) ∈ AR we have limT →∞ �R(T ) ≥ 0,
criterion R2 if for any admissible pair (x,u) ∈ AR there exists a moment τ such

that for all T ≥ τ we have �R(T ) ≥ 0 (uniform strong optimality),
criterion R3 if for any admissible pair (x,u) ∈ AR we have limt→∞�R(t) ≥ 0,

i.e. if ∀ε > 0 ∃τ : [∀T ≥ τ�R(T ) + ε ≥ 0] (uniform weak overtaking optimality,
catching up criterion (Gale, (67))),

criterion R4 if for any admissible pair (x,u) ∈ AR limt→∞�R(t) ≥ 0, i.e. ∀ε >

0 ∀τ ∃T ≥ τ : �R(T ) + ε ≥ 0 (sporadically catching up criterion (Halkin, (74))).
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4 Duality Theory

Before formulating a duality theory for infinite horizon optimal control problems of
Lebesgue type (P )L∞ we provide some useful properties of functions in weighted
Sobolev spaces.

Lemma 1 Let x∗ ∈ W
1,n
p,ν (�) with x∗(0) = x0 and S : �× R

n → R be a function of
the form

S(t, ξ) = a(t) + 〈y(t), ξ − x∗(t)〉, (27)

having a ∈ W 1
1 (�);y ∈ W

1,n

q,ν1−q (�).

Then, for any x ∈ W
1,n
p,ν (�) with x(0) = x0, it holds:

lim
T →∞S(T , x(T )) = 0, (28)

∫ ∞

0

d

dt
S(t, x(t))dt = −S(0, x0). (29)

Proof We observe

∫ ∞

0
|S(t, x(t))|dt ≤

∫ ∞

0
|a(t)|dt +

∫ ∞

0
|〈y(t), x(t) − x∗(t)〉|dt. (30)

Applying Hölder’s inequality we obtain

∫ ∞

0
|S(t, x(t))|dt ≤ ‖a‖W 1

1
+

(∫ ∞

0
|y(t)|qν1−q(t)dt

)1/q

×
(∫ ∞

0
|x(t) − x∗(t)|pν(t)dt

)1/p

(31)

or
∫ ∞

0
|S(t, x(t))|dt ≤ ‖a‖W 1

1
+ ‖y‖Ln

q,ν1−q
· ‖x − x∗‖Ln

p,ν
< ∞. (32)

The convergence of
∫ ∞

0 |S(t, x(t))|dt yields (28), since

lim
T →∞

∫ T

0
S(t, x(t))dt = lim

T →∞

(∫ T −1

0
S(t, x(t))dt +

∫ T

T −1
S(t, x(t))dt

)

= lim
T →∞

∫ T

0
S(t, x(t))dt + lim

τ→∞S(τ, x(τ )), (33)

whereby τ is an element in [T − 1, T ]. Equation (29) can now easily be derived
applying (28). �



10 S. Pickenhain

We introduce the Hamiltonian as

H(t, ξ, η) = sup
v∈U

H(t, ξ, v, η) (34)

with

H(t, ξ, v, η) = −f (t, ξ, v) + 1

ν̃(t)
〈η,g(t, ξ, v)〉, (35)

where H represents the Pontryagin function. Further, for i = 1, . . . , k we define the
sets

�i := [τi, τi+1), τ1 = 0, τk+1 = ∞, (36)

where {�1, . . . ,�k} is a finite decomposition of �,

Xi := {(t, ξ) | t ∈ �i, ξ ∈ G(t)}, X := ∪Xi (37)

and

Y =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

S : X → R

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

S(t, ξ) = a(t) + 〈y(t), ξ − x∗(t)〉
a ∈ W 1

1 (�i), y ∈ W
1,n

q,ν1−q (�i),

1

ν̃(t)
∂tS(t, ξ) + H(t, ξ, ∂ξ S(t, ξ)) ≤ 0

∀(t, ξ) ∈ Xi.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(38)

Using the scheme described in Klötzler (1979) we construct a dual problem (D)L∞
and prove

Theorem 1 (Weak duality) Let a problem (P )L∞ be given. Then the problem (D)L∞:

gL∞(S) :=
k∑

i=2

inf
Qi

{S(τi − 0, ξi) − S(τi + 0, ξi)} − S(0, x0) → sup! (39)

with respect to S ∈ Y, (40)

where the infimum in (39) is taken over Qi ,

Qi := {ξi ∈ R
n | ξi ∈ G(τi), i = 1, . . . , k}, (41)

is a dual problem to (P )L∞, i.e. the weak duality relation

inf(P )L∞ ≥ sup(D)L∞ (42)

holds.
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Proof Let (x,u) ∈ AL and S be admissible for (D)L∞. Then we have

J (x,u) =
∫ ∞

0
f (t, x(t), u(t))ν̃(t)dt

=
k∑

i=1

∫
�i

(−H(t, x(t), u(t), ∂ξ S(t, x(t))))ν̃(t)dt

+
k∑

i=1

∫
�i

〈
∂ξS(t, x(t))

ν̃(t)
, g(t, x(t), u(t))

〉
ν̃(t)dt

=
k∑

i=1

∫
�i

(
−H(t, x(t), u(t), ∂ξ S(t, x(t))) − ∂tS(t, x(t))

ν̃(t)

)
ν̃(t)dt

+
k∑

i=1

∫
�i

(
∂tS(t, x(t))

ν̃(t)
+

〈
∂ξS(t, x(t))

ν̃(t)
, ẋ(t)

〉)
ν̃(t)dt

≥ −
k∑

i=1

∫
�i

(
H(t, x(t), ∂ξ S(t, x(t))) + ∂tS(t, x(t))

ν̃(t)

)
ν̃(t)dt

+
k∑

i=1

∫
�i

(∂tS(t, x(t)) + 〈∂ξS(t, x(t)), ẋ(t)〉)dt

≥ −
k∑

i=1

∫
�i

sup
ξ∈G(t)

{
H(t, ξ, ∂ξ S(t, ξ)) + ∂tS(t, ξ)

ν̃(t)

}
ν̃(t)dt

+
k∑

i=1

∫
�i

(∂tS(t, x(t)) + 〈∂ξS(t, x(t)), ẋ(t)〉)dt

≥
k∑

i=1

∫
�i

d

dt
S(t, x(t))dt

≥
k∑

i=2

inf
Qi

{S(τi − 0, ξi) − S(τi + 0, ξi)} + lim
T →∞S(T , x(T )) − S(0, x0)

≥
k∑

i=2

inf
Qi

{S(τi − 0, ξi) − S(τi + 0, ξi)} − S(0, x0). (43)

�

The next two corollaries provide sufficiency conditions for global optimality in
the sense of criterion L1 and criterion L2, respectively.
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Corollary 1 (The generalized maximum principle for (P )L∞, criterion L1) An ad-
missible pair (x∗, u∗) is a global minimizer of (P )L∞ (in the sense of criterion L1),
if there exists an admissible S for (D)L∞, S ∈ Y , such that the following conditions
are fulfilled for almost all t > 0 and, i = 2, . . . , k:

(M) H(t, x∗(t), ∂ξ S(t, x∗(t))) = H(t, x∗(t), u∗(t), ∂ξ S(t, x∗(t))), (44)

(HJ)
1

ν(t)
∂tS(t, x∗(t)) + H(t, x∗(t), ∂ξ S(t, x∗(t))) = 0, (45)

(Bi) inf
Qi

{S(τi − 0, ξi)) − S(τi + 0, ξi)} = S(τi − 0, x∗(τi)) − S(τi + 0, x∗(τi)).

(46)

Proof This follows immediately from the weak duality relation (42) and the prop-
erty that all inequalities in (43) become equations, if (M), (HJ) and (Bi) are satis-
fied. �

Conclusion 1 The boundary condition

(B∞) lim
T →∞S(T , x∗(T )) = 0 (47)

is automatically satisfied due to Lemma 1. Admissibility of S to the dual problem
means especially y ∈ W

1,n

q,ν1−q (�k), or

∫ ∞

τk

|y(t)|qν1−q(t)dt < ∞ (48)

and ∫ ∞

τk

|y′(t)|qν1−q(t)dt < ∞. (49)

This results in the transversality conditions

lim
T →∞|y(T )|qν1−q(T ) = 0 (50)

and

lim
T →∞|y′(T )|qν1−q(T ) = 0. (51)

Corollary 2 (The generalized maximum principle for (P )L∞, criterion L2) An ad-
missible pair (x∗, u∗) is a global minimizer of (P )L∞ (in the sense of criterion L2),
if there exists a family {(ST )}T ≥τ ⊂ Y , for a sufficiently large τ , such that the fol-
lowing conditions are fulfilled for almost all t ∈ (0, T ), i = 1, . . . , k + 1:

(MT) H(t, x∗(t), ∂ξ (ST )(t, x∗(t)))

= H(t, x∗(t), u∗(t), ∂ξ (ST )(t, x∗(t))), (52)
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(HJT)
1

ν(t)
∂t (ST )(t, x∗(t)) + H(t, x∗(t), ∂ξ (ST )(t, x∗(t))) = 0, (53)

(Bi) inf
ξi∈Qi

{S(τi − 0, ξi)) − S(τi + 0, ξi)}

= S(τi − 0, x∗(τi)) − S(τi + 0, x∗(τi)), (54)

(BT) inf
ξT ∈QT

S(T − 0, ξT ) = S(T − 0, x∗(T )). (55)

Proof According to criterion L2, we obtain the following inequalities for all T ≥
τ ≥ τk and ST ∈ Y :

JT (x,u) =
∫ T

0
f (t, x(t), u(t))ν̃(t)dt

=
k−1∑
i=1

∫
�i

(
−H(t, x(t), u(t), ∂ξ ST (t, x(t))) − ∂tST (t, x(t))

ν̃(t)

)
ν̃(t)dt

+
∫ T

τk

(
−H(t, x(t), u(t), ∂ξ ST (t, x(t))) − ∂tST (t, x(t))

ν̃(t)

)
ν̃(t)dt

+
k−1∑
i=1

∫
�i

(
∂tST (t, x(t))

ν̃(t)
+

〈
∂ξST (t, x(t))

ν(t)
, ẋ(t)

〉)
ν̃(t)dt

+
∫ T

τk

(
∂tST (t, x(t))

ν̃(t)
+

〈
∂ξST (t, x(t))

ν̃(t)
, ẋ(t)

〉)
ν̃(t)dt

≥ −
k−1∑
i=1

∫
�i

(
H(t, x(t), ∂ξ ST (t, x(t))) + ∂tST (t, x(t))

ν̃(t)

)
ν̃(t)dt

−
∫ T

τk

(
H(t, x(t), ∂ξ ST (t, x(t))) + ∂tST (t, x(t))

ν̃(t)

)
ν̃(t)dt

+
k−1∑
i=1

∫
�i

(∂tST (t, x(t)) + 〈∂ξST (t, x(t)), ẋ(t)〉)dt

+
∫ T

τk

(∂tST (t, x(t)) + 〈∂ξST (t, x(t)), ẋ(t)〉)dt

≥ −
k∑

i=1

∫
�i

sup
ξ∈G(t)

{(
H(t, ξ, ∂ξ ST (t, ξ)) + ∂tST (t, ξ)

ν̃(t)

)}
ν̃(t)dt

−
∫ T

τk

sup
ξ∈G(t)

{(
H(t, ξ, ∂ξ ST (t, ξ)) + ∂tST (t, ξ)

ν(t)

)}
ν(t)dt
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+
k∑

i=2

inf
ξi∈Qi

{ST (τi − 0, ξi) − ST (τi + 0, ξi)}

+ inf
ξ∈QT

{ST (T − 0, ξT )} − ST (0, x0). (56)

All inequalities in (56) become equations if the conditions (MT), (HJT), (Bi) and
(BT) are satisfied for the pair (x∗, u∗). This means that for all T ≥ τ the strong dual-
ity relation for problems with finite horizon is fulfilled, see Pickenhain and Tammer
(1991), i.e.

JT (x∗, u∗) =
k∑

i=2

inf
Qi

{ST (τi − 0, x(τi)) − ST (τi + 0, x(τi))}

+ inf
ξ∈QT

{ST (T − 0, ξT )} − ST (0, x0). (57)

holds. Having in mind the definition of criterion L2, we can easily see that the pair
(x∗, u∗) is an optimal solution of the problem (P )L∞ in the sense of criterion L2. �

Conclusion 2 Considering the case without state constraints, G(t) = R
n, it follows

from (57) that the transversality conditions

yT (T − 0) = 0 for all T ≥ τ. (58)

have to be satisfied.

5 Examples

5.1 The Example of Halkin

Consider the problem, treated in Halkin (1979):

(P0)
L∞: JL(z,u) = L-

∫ ∞

0
(−(1 − z(t))u(t))dt −→ Min!, (59)

(z, u) ∈ W 1
2 (0,∞) × L∞(0,∞), (60)

z′(t) = (1 − z(t))u(t) a.e. on [0,∞), (61)

z(0) = 0, (62)

u(t) ∈ U = [0,1] a.e. on [0,∞). (63)

By the transformation x(t) = z(t) − 1, this problem is equivalent to

(P0)
L∞: JL(x,u) = L-

∫ ∞

0
(x(t)u(t))dt −→ Min!, (64)
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(x,u) ∈ W 1
2 (0,∞) × L∞(0,∞), (65)

x′(t) = −x(t)u(t) a.e. on [0,∞), (66)

x(0) = −1, (67)

u(t) ∈ U = [0,1] a.e. on [0,∞). (68)

The optimal solution of this problem can be found directly. Integrating the state
equations with the initial condition x(0) = −1, we obtain x(t) = −e−F(t) with
F(t) = ∫ t

0 u(τ)dτ. It follows that any control u ∈ L∞(0,∞), with u(t) ∈ [0,1] and
F(t) → ∞ for t → ∞ is optimal with respect to criterion L1. This follows from the
estimate:

JL(x,u) = L-
∫ ∞

0
(x(t)u(t))dt

= L-
∫ ∞

0
(−x′(t))dt = −1 + lim

T →∞ e−F(T ) ≥ −1. (69)

In Pickenhain et al. (2008) it was shown that the objective with the Lebesgue
integral is neither strongly nor weakly lower semicontinuous within the spaces
W 1

p,ν(0,∞) × Lp,ν(0,∞), for an arbitrary density function ν and 1 ≤ p < ∞. Let
us further note that the replacement of the control set U = [0,1] by U = [α,1] with
0 < α < 1 leads to a problem (Pα)L∞, where the objective is constant and therefore,
continuous with respect to any topology on the feasible domain.

We consider now the case U = [α,1],0 < α < 1. In particular, u∗(t) = 1 and
x∗(t) = −e−t is an optimal solution. Since x(t)u(t) ≤ 0 the inclusion

AR ⊆ AL (70)

holds and of course (x∗, u∗) ∈ AR . By definition this solution is optimal with re-
spect to the optimality criteria L1 and R1. We proof that (x∗, u∗) ∈ AL is the only
uniform strong solution of the problem (Pα)L∞ with respect to the criterion L2. We
apply Corollary 2 and verify the conditions (MT), (HJT) and (BT) for a family
{(ST )}T ≥τ ⊂ Y .

The Hamiltonian of the problem is

H(t, ξ, η) =
{

(−ξ)(1 + η) (1 + η) > 0,
0 (1 + η) ≤ 0

(71)

where the maximum in (71) is attained for

v∗ =
{1 (1 + η) > 0,

ṽ ∈ [α,1] (1 + η) = 0,
0 (1 + η) < 0.

(72)

Following condition (BT) of Corollary 2, yT satisfies the transversality condition

yT (T ) = 0. (73)
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In case of concave Hamiltonian condition (HJT) is equivalent to the adjoint equa-
tion

y′
T (t) = −Hξ (t, x

∗(t), y(t)) = 1 + yT (t) (74)

for t ∈ [τ, T ] thus

y(t) = −1 + et−T . (75)

Since y(τ) = −1 + eτ−T + 1 > 0 ∀τ ≥ 0 we obtain u∗(t) = 1 for all 0 ≤ t ≤ T .
Now we apply the duality theory in Weighted spaces to prove sufficient optimal-

ity conditions for (Pα)L∞. First we introduce an adequate state space. An admissible
x for (Pα)L∞ satisfies

−e−αt ≤ x(t) ≤ −e−t . (76)

For the weight function ν we choose

ν(t) = eβt (77)

with 0 < β < 2α and obtain for an admissible x to (Pα)L∞:
∫ ∞

0
|x(t)|2ν(t)dt ≤

∫ ∞

0
e−2αt eβtdt < ∞ (78)

and ∫ ∞

0
|x′(t)|2ν(t)dt ≤

∫ ∞

0
|x(t)|2ν(t)dt < ∞ (79)

and therefore x ∈ W
1,1
2,ν (0,∞).

Let now

S(t, ξ) = a(t) + y(t)(ξ − x∗(t)), (80)

x∗(t) = −e−t , u∗(t) = 1, t ∈ �. (81)

In the dual problem we choose κ = 1,�κ = �, ν̃ = 1 and p = 2. The admissible set
for the dual problem (D)L∞ is then given by

Y =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

S : X → R

∣∣∣∣∣∣∣∣∣∣∣∣

S(t, ξ) = a(t) + 〈y(t), ξ − x∗(t)〉
a ∈ W

1,1
1 (�), y ∈ W

1,1
2,ν−1(�),

∂tS(t, ξ) + H(t, ξ, ∂ξ S(t, ξ)) ≤ 0

∀(t, ξ) ∈ X

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(82)

where

X := {(t, ξ) | t ∈ �,ξ ∈ G(t)} (83)
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and

G(t) = {ξ ∈ R | ξ ≤ −e−t }. (84)

Admissibility for S means that the Hamilton-Jacobi-Inequality

�(t, ξ) := St (t, ξ) + H(t, ξ, y(t)) ≤ 0 (85)

has to be satisfied for all ξ ∈ G(t), t ∈ �. The condition (HJ) means

�(t, x∗(t)) = 0 ∀t ∈ �. (86)

The Maximum in the Pontryagin-function is attained by u∗(t) = 1 for 1+η ≥ 0 and
in this case the Hamiltonian is

H(t, ξ, η) = (−ξ)(1 + η). (87)

Equations (85) and (86) are satisfied, if x∗(t) solves the parametric optimization
problem

�(t, ξ) −→ max! with respect to ξ ∈ G(t). (88)

Equation (88) is a linear optimization problem. Thus the following condition is nec-
essary and sufficient for optimality of x∗(t)

�ξ (t, x
∗(t)) = y′(t) − y(t) − 1 ≥ 0. (89)

For any c ∈ R the function y(t) = −1 + cet solves the equation y′(t) − y(t) −
1 = 0. This solution y belongs to the Sobolev space W 1

2,ν−1(�) iff c = 0. Finally we
determine the function a by (HJ),

�(t, x∗(t)) = a′(t) − y(t)x∗(t) + (−ξ)(y(t) + 1)

= a′(t) − e−t = 0 (90)

and

a(t) = −e−t , a ∈ W
1,1
1 (�). (91)

Summarized we have shown that

S(t, ξ) = a(t) + y(t)(ξ − x∗(t)) = −ξ − 2e−t (92)

solves the dual problem (Dα)L∞. The corresponding transversality condition is:

lim
T →∞|y(T )|2ν−1(T ) = lim

T →∞|(−1)|2e−βt (T ) = 0 (93)

and by Corollary 1 (x∗, u∗) is a global minimizer of (P2)
L∞.
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5.2 A Resource Allocation Problem

Consider the problem:

(P2)
L∞: JL(x,u) = L-

∫ ∞

0
(−x(t)(1 − u(t))e−ρt )dt −→ Min!, (94)

(x,u) ∈ W
1,1
2,ν (0,∞) × L∞(0,∞), (95)

x′(t) = x(t)u(t) a.e. on [0,∞), (96)

x(t) ∈ G(t) := {ξ ∈ R | x0 ≤ ξ ≤ Ceα̂t }, α̂ < ρ, (97)

x(0) = x0, C > x0, (98)

u(t) ∈ U = [0,1] a.e. on [0,∞). (99)

We show that the control

u∗(t) =
{

1, t ≤ τ ,
α̂, t > τ

(100)

is optimal for some switching point τ . The corresponding state trajectory is

x∗(t) =
{

x0e
t , t ≤ τ ,

x0e
(1−α̂)τ eα̂t , t > τ .

(101)

This solution satisfies the state constraint (97) if x0e
τ = Ceα̂τ , which means that

τ = 1
1−α̂

ln( C
x0

) ≥ 0.
Now we apply the duality theory in Weighted Spaces to prove sufficient optimal-

ity conditions for (P2)
L∞. First we introduce an adequate state space. An admissible

x for (P2)
L∞ satisfies

x ≤ Ceα̂t . (102)

For the weight functions ν we choose

ν(t) = e−α∗t , (103)

with 0 < 2α̂ < α∗ < ρ and obtain for an admissible x to (P2)
L∞:

∫ ∞

0
|x(t)|2ν(t)dt ≤ C2

∫ ∞

0
e(2α̂−α∗)t dt < ∞ (104)

and
∫ ∞

0
|x′(t)|2ν(t)dt ≤

∫ ∞

0
|x(t)|2ν(t)dt < ∞. (105)
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Let now again

S(t, ξ) = a(t) + y(t)(ξ − x∗(t)). (106)

In the dual problem we choose κ = 2, ν̃ = e−ρt and p = 2. The admissible set for
the dual problem (D2)

L∞ is then given by

Y =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

S : X → R

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

S(t, ξ) = a(t) + 〈y(t), ξ − x∗(t)〉
a ∈ W

1,1
1 (�i), y ∈ W

1,1
2,ν−1(�i),

1

ν̃(t)
∂tS(t, ξ) + H(t, ξ, ∂ξ S(t, ξ)) ≤ 0

∀(t, ξ) ∈ Xi, i = 1,2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

(107)

with �1 = [0, τ ], �2 = [τ,∞], Xi = {(t, ξ)|t ∈ �i, ξ ∈ G(t)}. The Hamiltonian
for the problem (P2)

L∞ is defined by

H(t, ξ, η) = max
v∈U

H(t, ξ, v, η) =
⎧⎨
⎩

ηξeρt ξ(ηeρt − 1) > 0,
ξ ξ(ηeρt − 1) = 0,
ξ ξ(ηeρt − 1) < 0.

(108)

We consider the parametric optimization problem of maximizing the defect within
the Hamilton-Jacobi inequality:

�(t, ξ) := 1

ν̃(t)
∂tS(t, ξ) + H(t, ξ, ∂ξ S(t, ξ)) → max!

with respect to ξ ∈ G(t). (109)

The defect �(t, ξ) from the last formula can be rewritten as

�(t, ξ) = 1

ν̃(t)

(
a′(t) + 〈y′(t), ξ − x∗(t)〉) − 〈y(t)x∗′

(t)〉)
+ H(t, ξ, ∂ξ S(t, ξ)). (110)

The component a(t) of the dual variable S(t, ξ) will be chosen from the Hamilton-
Jacobi equation �(t, x∗(t)) = 0 and we obtain

a′(t) = y(t)T x∗′
(t) − H(t, x∗(t), y(t))ν̃(t). (111)

With the Lagrangian

L(t, ξ) = −�(t, ξ) + λ(t)(x0 − ξ) + μ(t)(ξ − Ceαt ) (112)

the Karush-Kuhn-Tucker conditions for the problem (109) are
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∂ξL(t, x∗(t)) = −eρty′(t) − ∂ξ H(t, x∗(t), y(t),1)

− λ(t) + μ(t) = 0, (113)

λ(t)(x0 − x∗(t)) = 0, λ(t) ≥ 0, (114)

μ(t)(x∗(t) − Ceαt ) = 0, μ(t) ≥ 0. (115)

Since u∗(t) = 1 for all t ∈ (0, τ ), the strict inequalities x0 < x∗(t) < Ceα̂t hold for
all t in this interval, which means together with complementary conditions (114),
(115) that λ(t) = μ(t) = 0 on (0, τ ). In this case the condition (113) reduces to

y′(t) = −y(t), t ∈ (0, τ ) (116)

and, consequently, y(t) = De−t ,D ∈ R. From the condition De−t > e−ρt ∀t ∈
(0, τ ) we choose the constant D := e(1−ρ)τ .

The fact that u∗(t) = α̂ ∈ (0,1) for all t ∈ (τ,∞) implies H(t, ξ, η) = ξ and
λ(t) = 0, t ∈ (τ,∞). For all t ∈ (τ,∞) we rewrite the condition (113) in the form

y′(t) = −e−ρt + μ(t)e−ρt . (117)

Together with the condition y(t) = e−ρt for all t ∈ (τ,∞) we obtain the equation
with respect to the multiplier μ(t):

−ρe−ρt = −e−ρt + μ(t)e−ρt , (118)

whose solution μ(t) = 1 − ρ is strictly positive.
The continuity of the adjoint function y(t) at the point τ indicates that the bound-

ary condition (46) of Corollary 1 is satisfied by the triple (x∗, u∗, S).
Finally, we prove that the adjoint function y(t) belongs to the space W 1

2,eα∗ t
(�i):

‖y‖L
2,eα

∗t
(R+) =

∫ ∞

0
|y(t)|2eα∗t dt

= e2(1−ρ)τ

∫ τ

0
e−(2−α∗)t dt +

∫ ∞

τ

e−(2ρ−α∗)t dt < ∞. (119)

We analogously show that ‖y′‖L
2,eα

∗ t
(R+) < ∞ holds. It remains to verify, whether

a(t) from (111) belongs to the space W
1,1
1 (R+). Indeed, the function a(t), given by

a(t) =
{

x0
α̂−1
α̂−ρ

e(1−ρ)τ t < τ ,

x0
α̂−1
α̂−ρ

e(1−α̂)τ e(α̂−ρ)t t > τ
(120)

is obviously an element of the W 1
1 (R+).

Thus, all the conditions of Corollary 1 are fulfilled and we conclude that the pair
(x∗, u∗) is the global minimizer of the problem (P2)

L∞.
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6 Conclusions

In the present paper we considered a two economical models, formulated on an
unbounded time interval. Using the weight functions approach we have succeeded
in proving sufficient optimality conditions using a duality concept of Klötzler. The
formulated sufficiency conditions show, how natural transversality conditions look
like.

However, an equivalent of Pontryagin’s maximum principle for the problem of
this type with adjoint variables belonging to dual spaces of the state spaces, includ-
ing correct transversality conditions is still missing and represents a future chal-
lenge.
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Sequential Precision of Predictions in Models
of Economic Growth

Andrey A. Krasovskii and Alexander M. Tarasyev

Abstract The research deals with the model of economic growth based on the real
time series. The methodology for analysis of a country’s macroeconomic parame-
ters is proposed. A distinguishing feature of the approach is that real data is analyzed
not by direct statistical approximations but through formalization of the process in
terms of optimal control theory. The econometric analysis is used only at the stage
of calibration of initial parameters of the model. This feature helps to analyze the
dynamism in growth of economic factors which drive the economic growth. The
study is focused on the gross domestic product (GDP) of a country. There are three
production factors in the model: capital, labor and useful work. Several production
functions (Cobb-Douglas, modifications of LINEX) are implemented in the model
to express the relationship between factors of production and the quantity of output
produced. The problem of investments optimization is solved using the version of
the Pontryagin maximum principle, elements of the qualitative theory of differential
equations and methods of differential games. Numerical algorithm is proposed for
constructing synthetic trajectories of economic growth. Numerical experiments are
fulfilled via elaborated software. For verification of the proposed approach several
model modifications and case studies are presented. By means of comparison of ob-
tained model trajectories with real data one can judge on the forecasting capacity of
the model. As time goes by real data is collected and can be compared to forecast. At
some stage it is necessary to make the forecast more precise. Using the data updates
one restarts the model from the very beginning. Based on the model restart the new
forecast is obtained which makes the previous one more accurate. Extensive simula-
tions are done which realized the suggested methodology. They show that based on
several data updates a series of forecasting trajectories demonstrate sequential preci-
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sion of predictions property. Numerical results are based on real data for economies
of US, UK, and Japan.

1 Introduction

The research is focused on the analysis of trajectories generated by nonlinear
stabilizers for a country economic growth. A methodology for analysis of the
macroeconomic data time series is proposed. The historical data is analyzed not
by direct statistical approximations but by considering economy’s development
as a dynamic process. Thus the research deals with models of economic growth
risen in papers by Arrow (1985), Intriligator (1971), Ramsey (1928), Shell (1969),
Solow (1970). The distinguishing feature of the model is the exogenous growth
of useful work which shows the impact of energy resources on the economic
growth. The factor of useful work is implemented into the model by means of
the (linear-exponential) LINEX production function (see Ayres and Warr 2005;
Ayres and Martinás 2005).

Based on the mathematical formalization of the model the optimal control prob-
lem is posed. The solution of the investments optimization problem is obtained in
the framework of the maximum principle of Pontryagin et al. (1962). It is devel-
oped using necessary and sufficient optimality conditions for problems on infinite
horizon (see Aseev and Kryazhimskiy 2007; Krasovskii and Tarasyev 2007, 2008;
Tarasyev and Watanabe 2001). In the framework of the optimal stabilization theory
(see Krasovskii 1963; Malkin 1966; Letov 1961; Krasovskii and Krasovskii 1995)
a system of nonlinear regulators is elaborated for construction of synthetic trajecto-
ries of economic growth. The algorithm is realized in the elaborated software.

Comparison of synthetic trajectories with the real data is implemented for macro-
economic indicators of the US economy. The results of model simulation are given.

A special section of the paper is devoted to a methodological scheme for verifi-
cation of the proposed approach. This scheme is based on application of the model
to time series of different sizes. An algorithm of sequential precision of predictions
is proposed for models of economic growth. The sequential precision of predictions
algorithm provides adjustment of trajectories forecasting optimal growth trends ac-
cording to data updates.

2 Methodological Scheme of the Research

The methodological scheme starts from the block of data. Initially there is data on
the country’s economy which is presented by time series for GDP and three produc-
tion factors: capital, labor and useful work. Using methods of econometric analysis,
data is calibrated for identification of LINEX production function and the model
parameters: rate of capital depreciation, labor growth rate, discount parameter and
exogenous growth of useful work. On the next step the model of economic growth



Sequential Precision of Predictions in Models of Economic Growth 25

is analyzed basing on calibrated parameters. The control problem of dynamic opti-
mization of investments is posed for a nonlinear dynamics of economic growth. The
solution of control problem is constructed using nonlinear stabilizers. Finally, one
comes back to real data to make a comparison of the synthetic model trajectories
with real data trends.

Let us note that in this research we use the model of a representative agent to
explain the development patterns of real economies. There are two possibilities to
motivate and explain the use of such models:

(a) The principle of perfect markets. If all households and firms in the economy are
price takers, then they as a group behave as if they were a single agent.

(b) The principle of a representative government. If governments are benevolent
and have enough instruments (e.g. taxation) to determine the allocation of re-
sources in the economy, then they will optimize the representative household’s
welfare given the resources of the economy.

If markets are more or less perfect (cf. (a) holds), or if the governments correct
the effects of market imperfections by public policy (cf. (b) holds), then one may
assume that a single economy behaves (roughly) as if there were a fictitious repre-
sentative agent that would control all the resources in that economy.

3 Model of Optimal Economic Growth

A model is focused on the analysis of gross domestic product (GDP) of a country
which is defined as the market value of all final goods and services produced within
a country in a year. Two production factors are considered in a model. If symbols
K(t), L(t) and U(t) denote stocks of capital, labor and useful work then the output
Y(t) at time t is given by equation

Y(t) = F [K(t),L(t),U(t)]. (1)

Here the symbol F denotes production function. Using the fact that the LINEX pro-
duction function is homogenous of degree one it is possible to fix relation between
quantity of output per worker and quantities of capital per worker. Introducing per
worker notations y = Y/L for GDP, k = K/L for capital, and u = U/L for useful
work one can consider a per worker production function

y(t) = f (k(t), u(t)) = F

[
K(t)

L(t)
,
U(t)

L(t)
,1

]
. (2)

Let symbols C(t) ≥ 0 and I (t) ≥ 0 denote rates at time t of consumption and invest-
ment, respectively, and the symbol s(t), 0 ≤ s(t) ≤ 1, denotes the fraction of output
which is saved and invested. Then the national income is defined by the formula

Y(t) = C(t) + I (t) = (1 − s(t))Y (t) + s(t)Y (t). (3)

It is assumed that the model characterizes growth in an aggregative closed economy.
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3.1 Dynamics of Capital and Labor

The capital stock is accumulated according to equation

K̇(t) = s(t)Y (t) − μK(t). (4)

Here parameter μ > 0 is the rate of capital depreciation.
It is assumed that the labor input grows exponentially

L̇(t)

L(t)
= n, (5)

with a constant growth rate n > 0. Then dynamics of capital per worker is described
by equation

k̇(t) = s(t)y(t) − λk(t), (6)

where λ = μ + n is capital decay, and n is capital dilution.
Let us assume that function (k,u) �→ f (k,u) has the following properties

∂f

∂k
(k,u) > 0 and

∂f

∂u
(k,u) > 0 for k ∈ (0,+∞). (7)

Here ∂f/∂k is the marginal productivity of capital per worker. It is assumed that
there exists a convex domain K0 ⊂ (0,+∞) in which the Hessian matrix of function
f (k,u)

G(f (k,u)) =
(

∂2f (k,u)

∂k2
∂2f (k,u)

∂k∂u

∂2f (k,u)
∂k∂u

∂2f (k,u)

∂u2

)
(8)

is negatively definite.
It is also assumed that function k �→ f (k,u) satisfies Inada’s limit conditions

(see Intriligator 1971).

3.2 Dynamics of Useful Work per Worker

We assume that useful work in the model is presented by an exogenous dynamics.
Useful work is a factor showing an impact of available energy (exergy) resources on
economy. This factor also takes into account the efficiency of energy use which is
subject to technological change in economic growth.

Based on the analysis of data trends for the growth of useful work per worker
one can present this process by a logistic curve. It is reasonable to assume that in per
worker quantities energy resources have a saturation level due to natural restrictions
on their availability.

Let us note that useful work is a aggregated factor representing an impact of
available energy on economic growth. One can similarly model economic growth
with a particular exhausting energy resource, i.e. gas, oil, metals, etc.
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The useful work in the model is subject to the dynamics

u̇(t) = υu(t)

(
1 − u(t)

ρ

)
. (9)

Differential equation (9) is the Verhulst equation. Parameter υ defines constant
growth rate, and symbol ρ indicates saturation level of growth. The solution of (9)
is given by the logistic curve

u(t) = ρu0eυt

ρ + u0(eυt − 1)
, (10)

where u0 is the initial value of useful work per worker.

4 Optimal Control Design of the Model

Let us present the utility function of the model by formula

J =
∫ +∞

0

[
lnf (k(t), u(t)) + ln(1 − s(t))

]
e−δt dt, (11)

which describes the integral of logarithmic consumption index discounted on infi-
nite horizon. Here parameter δ > 0 stands for a constant discount coefficient.

Let us note that in the utility theory the logarithmic function describes the rel-
ative increment (of consumption in the case) in unit time. Under uncertainty, the
logarithmic function defines constant Arrow-Pratt measure of relative risk-aversion
(see Arrow 1971).

The problem is to maximize the utility function (12) by controlling the invest-
ment variable s(t) in the dynamic process of economic growth starting from initial
position of factors k and u.

4.1 Optimal Control Problem

We deal with the following optimal control problem

J =
∫ +∞

0

[
lnf (k(t), u(t)) + ln(1 − s(t))

]
e−δt dt −→

(k(·),u(·),s(·)) max (12)

under conditions

k̇(t) = s(t)f (k(t), u(t)) − λk(t), u̇(t) = υu(t)

(
1 − u(t)

ρ

)
,

k(0) = k0, u(0) = u0, s ∈ [0, a], a < 1.

(13)
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Here parameters δ, λ = n + μ, k0, u0 are given positive numbers and s(t) is
control variable measurable in time t . Parameter 0 < a < 1 is a positive number
which separates the right bound of control parameter from unit.

Let us apply Pontryagin’s maximum principle to problem (12)–(13). The Hamil-
tonian of the problem is given by expression

H̃ (t, s, k, u, ψ̃1, ψ̃2) = [
lnf (k,u) + ln(1 − s)

]
e−δt

+ ψ̃1(sf (k,u) − λk) + ψ̃2υu

(
1 − u

ρ

)
, (14)

where adjoint variables ψ1 and ψ2 are representing shadow prices for capital and
useful work respectively. To exclude time dependent exponential term from expres-
sion (14) let us introduce new variables:

ψ1 = ψ̃1e
δt , ψ2 = ψ̃2e

δt , H(s, k,ψ) = eδt H̃ (s, k, t,ψ), (15)

and consider the Hamiltonian in the following form

H(s, k,u,ψ1,ψ2) = lnf (k,u) + ln(1 − s) + ψ1(sf (k,u) − λk)

+ ψ2υu

(
1 − u

ρ

)
. (16)

Let us consider necessary condition of maximum of the Hamiltonian

∂H

∂s
= − 1

1 − s
+ ψ1f (k,u) = 0. (17)

One can derive a structure of optimal control

s0 = 1 − 1

ψ1f (k,u)
. (18)

For shadow prices one can compose the dynamics of adjoint equations

ψ̇1 = δψ1 − ∂H

∂k
,

ψ̇2 = δψ2 − ∂H

∂u
,

(19)

which balance the increment in flow and the change in price.
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The necessary optimality conditions of the maximum principle are expressed in
the Hamiltonian system of equations

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k̇ = f (k,u) − 1

ψ1
− λk,

ψ̇1 = ψ1

(
δ + λ − ∂f (k,u)

∂k

)
,

u̇ = υu

(
1 − u

ρ

)
,

ψ̇2 = ψ2

(
δ − υ + 2υ

u

ρ

)
− ψ1

∂f (k,u)

∂u
.

(20)

To resolve peculiarities of the system we introduce variables

z1 = ψ1k, z2 = ψ2u, (21)

which can be interpreted as costs of capital and useful work.
One can present the Hamiltonian system in variables (k,u, z1, z2)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k̇ = f (k,u) − k

z1
− λk,

ż1 = z1

(
δ − ∂f (k,u)

∂k
+ f (k,u)

k

)
− 1,

u̇ = υu

(
1 − u

ρ

)
,

ż2 = z2

(
δ + υ

u

ρ

)
− u

z1

k

∂f (k,u)

∂u
.

(22)

Due to the fact that saturation level of exogenous useful work growth (9) is given
it is possible to calculate steady state of the system (22).

Based on properties of function f (k,u) one can show that the steady state is
unique. Let us estimate coordinates of the steady state as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u∗ = ρ,

∂f (k∗, u∗)
∂k

= δ + λ,

1

z∗
1

= f (k∗, u∗)
k∗ − λ,

z∗
2 = z∗

1ρ

k∗(δ + υ)

∂f (k∗, u∗)
∂u

.

(23)
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4.2 Saddle Character of the Steady State

Let us linearize the Hamiltonian system in the neighborhood of the steady state (see
Hartman 1964). We denote the right-hand sides (22) of equations by functions

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F1(k,u, z1, z2) = f (k,u) − k

z1
− λk,

F2(k,u, z1, z2) = z1

(
δ − ∂f (k,u)

∂k
+ f (k,u)

k

)
− 1,

F3(k,u, z1, z2) = υu

(
1 − u

ρ

)
,

F4(k,u, z1, z2) = z2

(
δ + υ

u

ρ

)
− u

z1

k

∂f (k,u)

∂u
.

(24)

The linearized system can be presented in the following matrix form
⎛
⎜⎝

k̇

ż1
u̇

ż2

⎞
⎟⎠ = A

⎛
⎜⎝

k − k∗
z1 − z∗

1
u − u∗
z2 − z∗

2

⎞
⎟⎠ , A =

⎛
⎜⎝

a11 a12 0 0
a21 a22 0 0
0 0 a33 0

a41 a42 a43 a44

⎞
⎟⎠ , (25)

where elements aij , i = 1, . . . ,4, j = 1, . . . ,4, are calculated as follows

ai1 = ∂Fi(k
∗, u∗, z∗

1, z
∗
2)

∂k
, ai2 = ∂Fi(k

∗, u∗, z∗
1, z

∗
2)

∂z∗
1

,

ai3 = ∂Fi(k
∗, u∗, z∗

1, z
∗
2)

∂u
, ai4 = ∂Fi(k

∗, u∗, z∗
1, z

∗
2)

∂z∗
2

.

Lemma 1 The eigenvalues of the matrix A are real. Two of them are positive and
two are negative. Positive eigenvalues are larger than the discount parameter δ.

Proof Let us compile characteristic equation for the eigenvalues of matrix A (25).

(a44 − χ)(a33 − χ)(χ2 − (a11 + a22)χ + (a11a22 − a12a21)) = 0. (26)

One can obtain the following relations for eigenvalues

χ1 = a44 = ∂F4(k
∗, u∗, z∗

1, z
∗
2)

∂z2
= δ + υ > δ > 0, (27)

χ2 = a33 = ∂F3(k
∗, u∗, z∗

1, z
∗
2)

∂u
= −υ < 0, (28)

χ3 = δ − √
(δ)2 − 4d

2
< 0, (29)

χ4 = δ + √
(δ)2 − 4d

2
> δ > 0, (30)
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where

d = a11a22 − a12a21 = k∗

z∗
1
f ′′(k∗, u∗, z∗

1, z
∗
2) < 0. (31)

�

Let us note that results of Lemma 1 show, roughly speaking, that velocities of
trajectories which do not converge to the steady state are greater than the discount
factor δ, and, thus, explain why the transversality condition is not fulfilled for them.

5 Nonlinear Stabilizers

In this section we consider several versions of stabilizers for the nonlinear dynam-
ics (13) whose constructions are based on elements of the linearized Hamiltonian
system at the steady state.

5.1 Stabilizer of a Steady State

To construct a regulator of the steady state let us consider the value of optimal
control (18) at the steady state

s0(k∗, u∗) = λ
k∗

f (k∗, u∗)
. (32)

We substitute the value of control (32) into dynamics of a system (13)

k̇(t) = λ
k∗

f (k∗, u∗)
f (k(t), u(t)) − λk(t),

u̇(t) = υu(t)

(
1 − u(t)

ρ

)
.

(33)

Lemma 2 Position (k∗, u∗) is an equilibrium point of the dynamic system (33).

Proof Substituting k(t) = k∗, u(t) = u∗ to the right-hand side of the system (33)
one can see that it vanishes. �

Lemma 3 Regulator (32) stabilizes the system at the steady state.

Proof Let us compile the Jacobi matrix for the dynamic system (33)

J1 =
(

λ k∗
f (k∗,u∗)

∂f (k∗,u∗)
∂k

− λ λ k∗
f (k∗,u∗)

∂f (k∗,u∗)
∂u

0 υ − 2υ u∗
ρ

)
.
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It is clear that eigenvalues of the Jacobi matrix are equal to the diagonal elements.
Due to properties of production function (7)–(8) one can obtain the following esti-
mates for the eigenvalues

ξ1 = λ
k∗

f (k∗, u∗)
∂f (k∗, u∗)

∂k
− λ < 0,

ξ2 = −υ < 0.

(34)

�

5.2 Stabilizers of the Hamiltonian System

Let us introduce the following notations for eigenvectors corresponding to negative
eigenvalues

h1 =

⎛
⎜⎜⎜⎝

h1
1

h1
2

h1
3

h1
4

⎞
⎟⎟⎟⎠ , h2 =

⎛
⎜⎜⎜⎝

h2
1

h2
2

h2
3

h2
4

⎞
⎟⎟⎟⎠ . (35)

We construct the plane which contains these vectors. This plane is the intersec-
tion of two hyperplanes belonging to the orthogonal complement. It means that this
plane is defined by the system of two linear equations

{
a1

1(k − k∗) + a1
2(u − u∗) + a1

3(z1 − z∗
1) + a1

4(z2 − z∗
2) = 0,

a2
1(k − k∗) + a2

2(u − u∗) + a2
3(z1 − z∗

1) + a2
4(z2 − z∗

2) = 0.

Where a1
i , a

2
i , i = 1, . . . ,4, are coordinates of the basis vectors of the orthogonal

complement.
Let us find these vectors. Each vector of a1, a2, should be orthogonal to both

eigenvectors h1 and h2 and, thus, satisfy the system of equations:
{

a
j

1h1
1 + a

j

2h1
2 + a

j

3h1
3 + a

j

4h1
4 = 0,

a
j

1h2
1 + a

j

2h2
2 + a

j

3h2
3 + a

j

4h2
4 = 0,

(36)

where j = 1,2.
Without restriction of generality one can assume that determinant of two first

columns differs from zero


 =
∣∣∣∣
h1

1 h1
2

h2
1 h2

2

∣∣∣∣ | = h1
1h

2
2 − h2

1h
1
2 �= 0. (37)

We choose the following values for independent variables a1
3 = −1, a1

4 = 0. Then
values of dependent variables a1

1 and a1
2 are determined by the following equations

{
a1

1h1
1 + a1

2h1
2 = h1

3,

a1
1h2

1 + a1
2h2

2 = h2
3.

(38)
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These equations can be resolved according to Cramer’s rule

a1
1 = 1




∣∣∣∣
h1

1 h1
3

h2
1 h2

3

∣∣∣∣ = 1



(h1

1h
2
3 − h2

1h
1
3), (39)

a1
2 = 1




∣∣∣∣
h1

3 h1
2

h2
3 h2

2

∣∣∣∣ = 1



(h1

3h
2
2 − h2

3h
1
2). (40)

Analogously, one can select the following values for independent variables
a2

3 = 0, a2
4 = −1. Then values of dependent variables a2

1 and a2
2 are determined

by the following equations

{
a2

1h1
1 + a2

2h1
2 = h1

4,

a2
1h2

1 + a2
2h2

2 = h2
4.

(41)

These equations can be resolved according to Cramer’s rule

a2
1 = 1




∣∣∣∣
h1

1 h1
4

h2
1 h2

4

∣∣∣∣ = 1



(h1

1h
2
4 − h2

1h
1
4), (42)

a2
2 = 1




∣∣∣∣
h1

4 h1
2

h2
4 h2

2

∣∣∣∣ = 1



(h1

4h
2
2 − h2

4h
1
2). (43)

Finally, we obtain a basis of the orthogonal complement which includes the fol-
lowing vectors

a1 =

⎛
⎜⎜⎝

a1
1

a1
2

−1
0

⎞
⎟⎟⎠ , a2 =

⎛
⎜⎜⎝

a2
1

a2
2

0
−1

⎞
⎟⎟⎠ . (44)

The plane generated by eigenvectors h1, h2 is defined by the system of linear
equations

{
a1

1(k − k∗) + a1
2(u − u∗) − (z1 − z∗

1) = 0,

a2
1(k − k∗) + a2

2(u − u∗) − (z2 − z∗
2) = 0.

Resolving this system with respect to dependent variables z1 = z1(k,u) and z2 =
z2(k,u) through independent variables k, u, we obtain the following relations for
feedback constructions

{
z1 = z∗

1 + a1
1(k − k∗) + a1

2(u − u∗),
z2 = z∗

2 + a2
1(k − k∗) + a2

2(u − u∗).
(45)

One can substitute the relation for variable z1 to the expression of optimal control
(18) and obtain the following feedback
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s = s(k,u) = 1 − k

z1f (k,u)

= 1 − k

(z∗
1 + a1

1(k − k∗) + a1
2(u − u∗))f (k,u)

. (46)

Basing on this feedback one can derive the feedback dynamics for the system

k̇ =
(

f (k,u) − k

(z∗
1 + a1

1(k − k∗) + a1
2(u − u∗))

)
− λk,

u̇(t) = υu(t)

(
1 − u(t)

ρ

)
.

(47)

One can prove for dynamics (47) the stabilizing property. Let us linearize the
right-hand side of dynamics (47) in a neighborhood of the steady state (k∗, u∗).

J2 =
(

δ − 1
z∗

1
(1 + a1

1
k∗
z∗ )

∂f (k∗,u∗)
∂u

+ ka1
2

(z∗
1)2

0 υ − 2υ u∗
ρ

)
. (48)

It is clear that eigenvalues of the Jacobi matrix are equal to the diagonal elements

ξ1 = δ − 1

z∗
1

(
1 + a1

1
k∗

z∗

)
,

ξ2 = −υ < 0.

(49)

One can show that eigenvalue ξ1 is strictly negative.

6 Simulation of the Model

To construct the trajectories of growth generated by the nonlinear regulators a nu-
merical experiment was fulfilled based on the data on macroeconomic parameters
of the US economy.

6.1 Econometric Analysis

Parameters of the exogenous growth of useful work (9) were calibrated using econo-
metric analysis of real time series for 100 years (1900–2000). Their values are iden-
tified on the following levels: υ = 0.0402, ρ = 13.346.

The following LINEX production function was implemented in the numerical
experiment

f (k,u) = u exp

(
−0.166

u

k

)
. (50)



Sequential Precision of Predictions in Models of Economic Growth 35

The model was simulated for the following values of parameters: δ = 0.22, λ =
0.22. The initial conditions for phase variables were chosen on the level of 1950:
(k0, u0) = (2.087,5.496).

The steady state (23) of the Hamiltonian system was calculated

⎛
⎜⎜⎝

k∗
u∗
z∗

1

z∗
2

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

6.997
13.346
0.855

3.12

⎞
⎟⎟⎠ . (51)

The Hamiltonian system was linearized in the neighborhood of the steady state
and the following eigenvalues were calculated

(χ1, χ2, χ3, χ4) = (0.26,−0.04,−0.8273,1.047). (52)

The coordinates of eigenvectors (35) corresponding to negative eigenvalues are
given by numbers

h1 =
⎛
⎜⎝

0.999
0

0.013
−0.012

⎞
⎟⎠ , h2 =

⎛
⎜⎝

−0.484
−0.874

0
0.028

⎞
⎟⎠ .

Using these eigenvectors one can obtain the values of vectors a1 and a2 (44)

a1 =
⎛
⎜⎝

−0.006
0.013
−1
0

⎞
⎟⎠ , a2 =

⎛
⎜⎝

−0.025
−0.012

0
−1

⎞
⎟⎠ .

Based on these values one can construct the stabilizer (47) of the Hamiltonian
system.

6.2 Comparison with Real Data

Basing on the elaborated software extensive experiments have been implemented
for the model with the data on macroeconomic indicators of the US economy. On
Figs. 1–3 the results of these experiments are presented. Synthetic model trajectories
generated by the nonlinear stabilizers are shown by solid lines and time series of real
data are presented by dashed lines. The experiments demonstrate on Figs. 1, 3 that
trajectories generated by nonlinear stabilizers provide greater levels of capital and
GDP in comparison with real data. Graphs show that the growth trends for capital
and GDP per worker have saturation levels which can be reached in the nearest
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Fig. 1 Dynamics of capital, k1900 = 1

Fig. 2 Dynamics of useful work, u1900 = 1

future. At the same time Fig. 2 demonstrates a good fitness for growth trends of the
useful work. On Fig. 4 declining trends of investment levels generated by nonlinear
stabilizers are presented at the saturation level around 15 percent.



Sequential Precision of Predictions in Models of Economic Growth 37

Fig. 3 Dynamics of GDP, y1900 = 1

Fig. 4 Dynamics of investments, in percentage

7 Sequential Precision of Predictions Algorithm

7.1 The Case-Study

Let us consider an application of the proposed methodology to analysis of macro-
economic indices of the UK economy. In this case-study we use time series on
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capital, labor, and GDP in the period of 1901 to 2004. At the first stage of analy-
sis, the data is adjusted for specification of the input model parameters. One of the
basic constructions of the model is presented by the production. For illustration we
introduce a two factor model with capital and labor factors. For identification of
productivity in per capita one can use the Cobb-Douglas production function. On
Fig. 5 results of the calibration procedure are presented for per worker quantities.
The production function is defined by the following formula:

f (k) = Akα, A = 1.03, α = 0.66. (53)

For construction of the optimal economic growth trajectory we solve the prob-
lem of optimal control with the infinite horizon. The solution of the problem is
constructed numerically by sewing the Hamiltonian systems which correspond to
various control regimes (see Krasovskii and Tarasyev 2008). Numerical results of
construction of optimal trajectories and sewing curves in coordinates (k, z) are given
on Fig. 6.

For completing of modeling we compare the optimal trajectory with the real data
and fulfill time scaling. Comparison results are given on Fig. 7. By the dashed line
the optimal trajectory is shown and by the full line real data on capital per worker is
depicted for the UK economy in the period from 1951 to 2004. One can see that the
optimal trajectory follows the data quite adequately. It has S-shape and demonstrates
the saturation level at the capital steady state k∗ = 18.857. It is worth to note that in
the modeling process of economic growth based on the Cobb-Douglas production

Fig. 5 Calibration of the production function, UK data
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Fig. 6 Construction of optimal trajectories

Fig. 7 Comparison of the optimal trajectory with real data

function good coincidence with data is achieved by introducing constraints on the
control variable of investments. In an economy, these constraints correspond to re-
strictions on investments into capital formation and are expressed in GDP fraction.
Let us show that overwhelming of these constraints leads to qualitative changes
in results of modeling of optimal trajectories. Fig. 8 demonstrates plots of opti-
mal investment level in the modeling process with constraints on investments and
compares them with plots of optimal investment levels obtained in the unconstraint
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Fig. 8 Optimal investments in model with constraints and in model without constraints

Fig. 9 Optimal trajectories depending on the constraints

model. On Fig. 9 the corresponding curves of optimal growth trajectories are shown
in comparison with the real data. One can see that presence of constraints provides
qualitatively better results.
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Fig. 10 Verification of the model

7.2 Model Verification

Verification of the model is presented by the following procedure. Assume that the
proposed approach is applied to a fixed time interval in the given data time series. If
comparison of the optimal growth trajectory with the real data is satisfactory at this
fixed time interval then it can be used for forecasting.in the course of time, the data
is updated and one can compare the forecast with the new data. Over a time period
one can adjust the forecast based on the upgraded data. For this purpose, the model
is restarted for an extended time series on a longer time interval. Then, all stages of
modeling are fulfilled and the new optimal trajectory is constructed. Depending on
consistency of the new forecast with the previous prognosis a conclusion is made
about robustness of the forecasting procedure. For realization of the verification
approach the data is split in several time intervals.

For example, assume that we have data till 1984. Using this data we model the
optimal growth trajectory according to the proposed methodology. To this end, the
production function is calibrated f (k) = 1.066k0.647 on the fixed time interval, and
values for model parameters are identified. As a result of modeling, a new forecast
is obtained for the optimal development. This optimal trajectory indicates satura-
tion level corresponding to the steady state k∗ = 17.772. Next, the data is collected
for the time period up to 2004. The model is restarted and the new optimal trajec-
tory is calculated. Let us note that this trajectory is described already in Sect. 7.1.
Comparison of these two optimal trajectories one of which corresponds to the time
period (1951–1984) and another one corresponds to the time period (1951–2004) is
given on Fig. 10. One can see that the first trajectory forecasts quite adequately data
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Fig. 11 (Color online) Sequential precision of predictions algorithm

trends in the period from 1984 to 2004 and the second trajectory adjusts the future
prognosis after 2004.

7.3 Sequential Precision of Predictions Algorithm

A sequential precision of predictions algorithm updates optimal trajectories accord-
ing to the proposed methodology in a sequential data accumulation. On Fig. 11
series of the optimal growth trajectories of capital for the economy of the United
Kingdom are depicted. These trajectories are constructed in the process of sequen-
tial precision of predictions of the model on the basis of the available data from
1950 to 1974, 1984, 1994, and 2004. The changing trends of the model trajecto-
ries show that with the availability of more accurate data they follow it dynamically
more precisely and demonstrate qualitatively the convergence of S-shaped forecast-
ing trends. Real data is depicted in red and the model trajectories are colored in
accordance with the time periods—dark blue, lavender, orange, and blue.
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High Order Precision Estimates in Algorithms
for Solving Problems of Economic Growth

Andrey A. Krasovskii and Alexander M. Tarasyev

Abstract The research is devoted to analysis of optimal control problems arising
in models of economic growth. The Pontryagin maximum principle is applied for
analysis of the optimal investment problem. Specifically, the research is based on
existence results and necessary conditions of optimality in problems with infinite
horizon. Properties of Hamiltonian systems are examined for different regimes of
optimal control. The existence and uniqueness result is proved for a steady state of
the Hamiltonian system. Analysis of properties of eigenvalues and eigenvectors is
completed for the linearized system in a neighborhood of the steady state. Descrip-
tion of behavior of the nonlinear Hamiltonian system is provided on the basis of
results of the qualitative theory of differential equations. This analysis allows us to
outline proportions of the main economic factors and trends of optimal growth in
the model. A numerical algorithm for construction of optimal trajectories of eco-
nomic growth is elaborated on the basis of constructions of backward procedures
and conjugation of an approximation linear dynamics with the nonlinear Hamil-
tonian dynamics. High order precision estimates are obtained for the proposed al-
gorithm. These estimates establish connection between precision parameters in the
phase space and precision parameters for functional indices. The results of numer-
ical experiments illustrating algorithm’s constructions are given for real data of US
and Japan economies.

1 Introduction

The paper is devoted to analysis of optimal control problems with infinite horizon.
The focus is on elaboration of algorithms for constructing optimal trajectories in
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these problems and estimating precision of constructions in algorithms. The goal of
the research is explained by several interacting reasons. The first one is connected
with the fact that solutions of nonlinear control problems with infinite horizon can
be constructed only numerically as a rule since derivation of analytical solutions
is very complicated even for problem of small dimensions (see Bardi and Dolcetta
1997; Falcone 1987; Feichtinger and Wirl 2000; Feichtinger et al. 2006; Rockafellar
2004). The second point deals with the problem of integration of stiff equations in
the Hamiltonian system of the Pontryagin maximum principle (see Arnold 1983;
Hairer and Wanner 2004; Kuznetsov 2004; Lambert 2000). The third problem is
connected with the balanced partition of the utility integral into two terms: a finite
integral and an infinite horizon “tail” (see Adiatulina and Tarasyev 1987; Bardi and
Dolcetta 1997; Lions 1982; Souganidis 1985).

Problems of optimal control with infinite horizon have a background in models
of economic growth (see Arrow 1968; Intriligator 1971; Ramsey 1928; Shell 1969;
Solow 1970). The phase variables in these problems can be interpreted as factors
of production, and control parameters at each moment of time are investments in
factors of production. The production output is described by a production function.
The objective functional is given by an integral characteristic of the discounted con-
sumption index on the infinite horizon.

The research is implemented in the framework of the optimal control theory (see
Pontryagin et al. 1962; Krasovskii and Krasovskii 1995). Specifically, methods de-
veloped for the problems with infinite horizon (see Aseev and Kryazhimskiy 2007)
are used to justify the existence result and necessary conditions of optimality.

The main goal of the paper is to elaborate an algorithm for constructing optimal
trajectories in problems with infinite horizon. For this purpose, results of papers (see
Krasovskii and Tarasyev 2007, 2008; Tarasyev and Watanabe 2001) are developed
in the direction of obtaining precision estimates. The special focus of this analysis
is to raise the accuracy of algorithms.

2 Outline of Optimal Control Problem for Economic Growth
Model

The paper deals with the following optimal control problem which arises in models
of optimal economic growth.

Stated specifically, the problem is to maximize the functional

J =
∫ +∞

0
[lnf (k(t)) + ln(1 − s(t))]e−δt dt −→

(k(·),s(·)) max (1)

under the following dynamic constraints

k̇(t) = s(t)f (k(t)) − λk(t),

k(0) = k0, s ∈ [0, a], a < 1,
(2)
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where the phase variable k denotes capital per worker, symbol f (k) stands for the
production function, investments s is a control variable measurable in time, parame-
ters δ, λ = n + μ, k0 are given positive numbers. Parameter 0 < a < 1 is a positive
number which separates the right bound of control parameter from unit.

Results of the paper are formulated for a class of control problems with concave
production functions. More precisely, we assume that function f (k) should satisfy
the following conditions

f ′(k) > 0 and f ′′(k) < 0 for k ∈ (0,+∞). (3)

Here f ′(k) = ∂f (k)/∂k is the marginal productivity of capital per worker (Intrili-
gator 1971). Also it is assumed that function f (k) satisfies the “Inada’s limit condi-
tions” {

limk↓0 f (k) = 0, limk↑+∞ f (k) = +∞,
limk↓0 f ′(k) = +∞, limk↑+∞ f ′(k) = 0. (4)

2.1 Hamiltonians in the Pontryagin Maximum Principle

Let us apply the Pontryagin maximum principle to the problem (1)–(2). Introducing
the adjoint variable ψ̃ = ψ̃(t), interpreted in economy as a shadow price of capital,
one can compile the Hamiltonian of the problem

H̃ (s, k, t, ψ̃) = [ln(1 − s)f (k)]e−δt + ψ̃(sf (k) − λk). (5)

To exclude the exponential term depending on time from the Hamiltonian let us
introduce new variables

ψ = ψ̃eδt , H(s, k,ψ) = eδt H̃ (s, k, t,ψ), (6)

and consider the stationary form of the Hamiltonian

H(s, k,ψ) = lnf (k) + ln(1 − s) + ψ(sf (k) − λk). (7)

2.2 Concavity Properties of Hamiltonians

Let us analyze properties of the Hamiltonian (7).

Lemma 1 The Hamiltonian H(s, k,ψ) (7) is a strictly concave function in vari-
able s.

The proof follows immediately from strict negativity of the second derivative of
the Hamiltonian (7) in s.
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Let us introduce the necessary maximum condition for the Hamiltonian
H(s, k,ψ) (7) in the absence of restrictions

∂H

∂s
= − 1

1 − s
+ ψf (k) = 0. (8)

This equation implies the following expression for the optimal investment level

s0 = 1 − 1

ψf (k)
. (9)

Let us introduce the construction of the maximized Hamiltonian in presence of
restrictions on control variable s

Ĥ (k,ψ) = max
s∈[0,a]

H(s, k,ψ). (10)

One can prove that the maximized Hamiltonian Ĥ (k,ψ) is constructed basing
on location of the maximum point s0 according to the following algorithm:

1. If s0 ∈ [0, a] then Ĥ (k,ψ) = H(s0, k,ψ).
2. If s0 < 0 then Ĥ (k,ψ) = H(0, k,ψ).
3. If s0 > a then Ĥ (k,ψ) = H(a, k,ψ).

The following results are valid. The maximized Hamiltonian Ĥ (k,ψ) is smoothly
pasted out of branches Hi(k,ψ), i = 1,2,3, in variables (k,ψ) on sewing curves
Li , i = 1,2. The maximized Hamiltonian Ĥ (k,ψ) is a strictly concave function in
variable k for all ψ > 0. Basing on these two properties one can obtain the suf-
ficient result for optimality conditions of the Pontryagin maximum principle (see
Krasovskii and Tarasyev 2008).

2.3 Hamiltonian Systems in the Pontryagin Maximum Principle

Let us introduce the following notation z(t) = k(t)ψ(t) for the cost of capital.
Three optimal control regimes generate three Hamiltonian systems. The Hamil-

tonian system for the zero control is defined by the following system of differential
equations ⎧⎨

⎩
ż = δz − kf ′(k)

f (k)
,

k̇ = −λk,

(11)

in the domain D1 described by relations

D1 =
{
(k, z) : z ≤ k

f (k)
, k > 0, z > 0

}
. (12)
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The Hamiltonian system generated by the intensive optimal control s0 = a is
presented by equations

⎧⎨
⎩

ż = z

(
δ + a

f (k)

k
− af ′(k)

)
− kf ′(k)

f (k)
,

k̇ = af (k) − λk,

(13)

in the domain D3 defined by relations

D3 =
{
(k, z) : z ≥ k

(1 − a)f (k)
, k > 0, z > 0

}
. (14)

Let us note that the Hamiltonian systems (11), (13) have no steady states.
The Hamiltonian system generated by the transient regime (9) is adjoined to the

steady state ⎧⎪⎪⎨
⎪⎪⎩

ż = z

(
f (k)

k
+ δ − f ′(k)

)
− 1,

k̇ = f (k) − λk − k

z
,

(15)

in the domain D2 given by relations

D2 =
{
(k, z) : k

f (k)
≤ z ≤ k(1 − a)−1

f (k)
, k > 0, z > 0

}
. (16)

Let us note that domains D1 and D2 are pasted together at points of the curve

L1 =
{
(k, z) : z = k

f (k)
, k > 0, z > 0

}
. (17)

The pair of domains D2 and D3 are pasted together at points of the curve

L2 =
{
(k, z) : z = k

(1 − a)f (k)
, k > 0, z > 0

}
. (18)

Let us note that all basic elements of the algorithm for construction of optimal
trajectories are connected namely with the Hamiltonian system (15), its steady state
and properties of eigenvalues and eigenvectors of the linearized Hamiltonian system
at the steady state.

The steady state of the Hamiltonian system (15) is defined by the system of
equations ⎧⎪⎪⎨

⎪⎪⎩

(
f (k)

k
+ δ − f ′(k)

)
− 1 = 0,

f (k) − λk − k

z
= 0.

(19)
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There exists the unique steady state (k∗, z∗) for which the following estimates
are valid

k∗ > 0, 0 < z∗ <
1

δ
. (20)

One can prove that the unique steady state (k∗, z∗) of the Hamiltonian system
(15) possesses the saddle property: eigenvalues of the linearized Hamiltonian sys-
tem are real and have different signs. Based on the Grobman-Hartman theorem (see
Hartman 1964) one can show that the optimal trajectory starting from the initial
condition k0 converges to the steady state and it is tangent to the eigenvector corre-
sponding to the negative eigenvalue of the linearized Hamiltonian system (15). Only
this trajectory satisfies the transversality condition of the Pontryagin maximum prin-
ciple

lim
t→∞ z(t) = 0. (21)

3 Numerical Algorithm

The algorithm for construction of the optimal trajectory includes the following
steps.

1. Numerical estimation of the steady state (k∗, z∗).
2. Linearization of the Hamiltonian system (15) in the neighborhood of the steady

state (k∗, z∗).
3. Calculation of eigenvalues and eigenvectors of the linearized Hamiltonian sys-

tem.
4. Fixation of the precision parameter ε > 0 and calculation of the characteristic

point (kε, zε) at the ε-neighborhood of the steady state (k∗, z∗) in the direction
of the eigenvector corresponding to the negative eigenvalue.

5. Integration of the Hamiltonian system (15) in the reverse time starting from the
characteristic point (kε, zε). Integration is performed until one of two alterna-
tives: (1) if the integrated trajectory reaches the initial point k0 in domain D2
then the algorithm is stopped and the trajectory is built; (2) if the integrated tra-
jectory reaches sewing curves Li , i = 1,2, before it reaches the initial point k0

then the Hamiltonian system (15) is switched either to the Hamiltonian system
(11) at points of the sewing curve L1, or to the Hamiltonian system (13) at points
of the sewing curve L2.

6. Expansion of the integrated trajectory in the direct time and its time scaling.

4 Precision Estimates of the Algorithm

In this paragraph precision estimates for the accuracy of the proposed numerical
algorithm are obtained. One can prove that the following result takes place.
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Theorem 1 The accuracy of algorithm expressed in functional indices is estimated
by the precision parameter ε of initial conditions of the algorithm depending on
relations between the estimates of growth parameters. Three cases are possible:

• in the case when the Lipschitz module of the system dynamics is strictly less than
the discount parameter, the precision estimate of the algorithm in functional in-
dices is of order ε2;

• in the case when the Lipschitz module of the system dynamics coincides with the
discount parameter, the precision estimate of the algorithm in functional indices
has the order ε2 ln 1

ε2 ;
• in the case when the Lipschitz module of the system dynamics is strictly larger

than the discount parameter, the precision estimate of the algorithm in functional

indices is expressed by the order ε
2

β+1 , β > 0.

Proof Let us analyze the utility functional in the optimal control problem (1)–(2).
It can be presented as a sum of two integrals

J =
∫ +∞

0
e−δt

[
lny(t) + ln(1 − s(t))

]
dt

=
∫ T

0
e−δt

[
lny(t) + ln(1 − s(t))

]
dt

+
∫ +∞

T

e−δt
[
lny(t) + ln(1 − s(t))

]
dt, 0 ≤ T < +∞. (22)

Let us consider two integrals which are obtained for different regimes of control.
One can denote by the symbol J1 the integral corresponding to a pair (y1, s1):

J1 =
∫ +∞

0
e−δt

[
lny1(t) + ln(1 − s1(t))

]
dt

=
∫ T

0
e−δt

[
lny1(t) + ln(1 − s1(t))

]
dt

+
∫ +∞

T

e−δt
[
lny1(t) + ln(1 − s1(t))

]
dt. (23)

By the symbol J2 we denote the integral corresponding to a pair (y2, s2):

J2 =
∫ +∞

0
e−δt

[
lny2(t) + ln(1 − s2(t))

]
dt (24)

=
∫ T

0
e−δt

[
lny2(t) + ln(1 − s2(t))

]
dt

+
∫ +∞

T

e−δt
[
lny2(t) + ln(1 − s2(t))

]
dt. (25)
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Let us consider the module of difference of two integrals

|J1 − J2| ≤
∫ +∞

0
e−δt

[|lny1(t) − lny2(t)|
]
dt

+
∫ +∞

0
e−δt

[|ln(1 − s1(t)) − ln(1 − s2(t))|
]
dt

= I1 + I2. (26)

Here integrals I1 and I2 are calculated as follows

I1 =
∫ T

0
e−δt

[|lny1(t) − lny2(t)|
]
dt

+
∫ T

0
e−δt

[|ln(1 − s1(t)) − ln(1 − s2(t))|
]
dt,

I2 =
∫ +∞

T

e−δt
[|lny1(t) − lny2(t)|

]
dt

+
∫ +∞

T

e−δt
[|ln(1 − s1(t)) − ln(1 − s2(t))|

]
dt.

(27)

We analyze two terms in the right-hand side of the estimate (26). Let us start the
estimate with the second term I2. One can obtain the following inequality

I2 ≤
∫ +∞

T

e−δt
[|lny1(t)| + |lny2(t)|

]
dt

+
∫ +∞

T

e−δt
[|ln(1 − s1(t))| + |ln(1 − s2(t))|

]
dt. (28)

In accordance with the dynamics of the system one can choose parameters B > 1
and b > 0 such that

y1(t) ≤ Bebt , y2(t) ≤ Bebt ,

1 − s1(t) ≤ Bebt , 1 − s2(t) ≤ Bebt .
(29)

Then, one can continue the estimate of integral I2 in the following way

I2 ≤ 4
∫ +∞

T

e−δt ln(Bebt )dt

= 4b

∫ +∞

T

te−δt dt + 4
∫ +∞

T

lnBe−δt dt

= 4b

(
− te−δt

δ

∣∣∣∣
+∞

T

+
∫ +∞

T

e−δt

δ
dt

)
− 4 lnB

e−δt

δ

∣∣∣∣
+∞

T
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= 4b

(
T e−δT

δ
− e−δt

δ2

∣∣∣∣
+∞

T

)
+ 4 lnB

e−δT

δ

= 4b

(
T e−δT

δ
+ e−δT

δ2

)
+ 4 lnB

e−δT

δ

= 4b
e−δT

δ

(
T + 1

δ

)
+ 4 lnB

e−δT

δ
. (30)

Let us choose parameter φ from the condition δ > φ > 0 (i.e. δ − φ > 0) and
parameter G > 0 are such that the inequality is fulfilled (T + 1/δ) ≤ GeξT . Then,
integral I2 is estimated by the relation

I2 ≤ 4b

δ
e−(δ−φ)T + 4 lnB

e−δT

δ

≤ 4b

δ
Ge−(δ−φ)T + 4 lnB

e−(δ−φ)T

δ

= 4

δ
e−(δ−φ)T (bG + lnB). (31)

We introduce parameter ρ > 0 in order to estimate the module of difference (26).
Let us find the moment of time T from the condition

I2 ≤ 4

δ
e−(δ−φ)T (bG + lnB) ≤ ρ. (32)

Solving this equation with respect to time T , we obtain the chain of relations

e−(δ−φ)T ≤ ρδ

4(bG + lnB)
,

−(δ − φ)T ≤ ln
ρδ

4(bG + lnB)
.

(33)

From this chain one can obtain the estimate for the moment of time T

T ≥ ln

(
1

ρ

)(δ−φ)

+ ln

(
4(bG + lnB)

δ

)(δ−φ)

. (34)

Let us consider the first term I1 in the estimate of the module of difference (26).
One can estimate the distance between initial points y0

1 and y0
2 of the ideal opti-

mal trajectory y1(t) and the trajectory y2(t) generated by the algorithm. Since the
trajectory of algorithm is tangent to the ideal trajectory at the steady state of the
Hamiltonian system and the initial points are chosen in the ε-neighborhood of the
steady state, then for the same values of variable k the distance of these two points
is of order ε2

|y0
1 − y0

2 | ≤ �ε2. (35)
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In what follows, these trajectories are integrated according to the same nonlinear
dynamics of the Hamiltonian system in the Pontryagin maximum principle. Let us
remind that the right-hand side of the Hamiltonian system satisfies the Lipschitz
property. Thus, according to the theorem of continuity of trajectories relative to
initial conditions, we obtain the following estimates

|lny1(t) − lny2(t)| ≤ ε2Peνt , (36)

|ln(1 − s1(t)) − ln(1 − s2(t))| ≤ ε2Meνt . (37)

Here parameters P > 0, M > 0 depend on the distance parameter � between
initial points. The exponential parameter ν > 0 depends on the Lipschitz constant
of the right-hand side of the Hamiltonian system. The parameter ε2 stands for the
precisions estimate of the trajectory generated by the algorithm.

For the first term we have the following accuracy inequalities

I1 ≤
∫ T

0
e−δt eνt ε2(P + M)dt

= ε2(P + M)

∫ T

0
e(ν−δ)t dt (38)

= ε2(P + M)
e(ν−δ)t

(ν − δ)

∣∣∣∣
T

0

= ε2(P + M)

(
e(ν−δ)T − 1

(ν − δ)

)
. (39)

Let us continue the estimate depending on relations between parameters.
Case 1. Let the inequality ν < δ ⇒ ν − δ < 0 be fulfilled, then integral I1 is

estimated in the following way

I1 ≤ ε2(P + M)

(
1 − e−(ν−δ)T

(ν − δ)

)
≤ ε2(P + M)

(ν − δ)
. (40)

Case 2. Let parameters ν and δ coincide, ν = δ ⇒ ν − δ = 0. In this case, integral
I1 can be estimated according to the following rule

I1 ≤ ε2(P + M)T ≤ ε2(P + M)

×
(

ln

(
1

ρ

)(δ−ξ)

+ ln

(
4(bG + lnB)

δ

)(δ−ξ))
. (41)

Case 3. Let the strict inequality ν > δ ⇒ ν − δ > 0 be valid.
In this case integral I1 is estimated according to the following chain of inequali-

ties

I1 ≤ ε2(P + M)

(
e(ν−δ)T − 1

(ν − δ)

)
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≤ ε2(P + M)

(ν − δ)

(
4(bG + lnB)

δ

)(δ−ξ)(ν−δ)

× 1

ρ(δ−ξ)(ν−δ)
. (42)

Finally, for the estimate of the module of difference of integrals one has inequal-
ities depending on a particular case among previous three. In case 1 the following
inequality takes place

I1 + I2 ≤ ε2(P + M)

(δ − ν)
+ ρ = ε2

(
P + M

δ − ν
+ 1

)
. (43)

Here ρ = ε2.
In case 2 one has to minimize the estimate with respect to the precision parame-

ter ρ

I1 + I2 ≤ ε2(P + M)T + ρ

≤ ε2(P + M)

×
(

ln

(
1

ρ

)(δ−ξ)

+ ln

(
4(bG + lnB)

δ

)(δ−ξ))
+ ρ → min

ρ>0
.

The necessary condition of minimum can be expressed by the following equation

−ε2(P + M)(δ − ξ)

ρ
+ 1 = 0. (44)

Then, the point of minimum is determined by the relation

ρ = ε2(P + M)(δ − ξ). (45)

Substituting the minimum point into estimate (26) one obtains the following re-
sult

I1 + I2 ≤ ε2(P + M)

× (δ − ξ) ln

(
4(bG + lnB)

ε2(P + M)δ(δ − ξ)

)
+ ε2(P + M)(δ − ξ)

= ε2(P + M)(δ − ξ) ln

(
4(bG + lnB)

ε2(P + M)δ(δ − ξ)

)
. (46)

For parameter ε2 tending to zero one can check basing on the L’Hôpital rule that
the estimate function tends to zero with the declining rate ε2 ln 1

ε2 for ε2 → 0.
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In case 3 it is also necessary to minimize the estimate with respect to the precision
parameter ρ. To shorten calculations let us introduce the following notations

D = (P + M)

(ν − δ)

(
4(bG + lnB)

δ

)(δ−ξ)(ν−δ)

,

β = (δ − ξ)(ν − δ) > 0.

(47)

One should solve the problem of the estimate minimization

I1 + I2 ≤ Dε2ρ−β + ρ −→
ρ

min. (48)

We have the following necessary condition of minimum

−βDε2ρ−β−1 + 1 = 0. (49)

The minimum point is defined by relation

ρ = (βD)
1

β+1 ε
2

β+1 . (50)

Substituting the minimum point into estimate (26) we obtain the chain of rela-
tions

I1 + I2 ≤ Dε2(βD)
− β

β+1 ε
− 2β

β+1 + (βD)
1

β+1 ε
2

β+1

= D
1

β+1 β
− β

β+1 ε
2

β+1 + D
1

β+1 β
1

β+1 ε
2

β+1

= D
1

β+1 ε
2

β+1
(
β

− β
β+1 + β

1
β+1

)

= D
1

β+1 ε
2

β+1 β
1

β+1

(
1

β
+ 1

)
. (51)

The expression of estimates shows that its order is determined by the power func-

tion ε
2

β+1 .
Finally, we obtain that in all three cases the accuracy of the algorithm expressed

in functional indices is estimated by the accuracy of approximation of initial condi-
tions in the algorithm: in the first case the accuracy of the algorithm is of degree ε2,

in the second case—of degree ε2 ln 1
ε2 , and in the third case—of degree ε

2
β+1 . �

5 Numerical Experiments

In this section we present numerical experiments which realize an algorithm pro-
posed in the paper. Simulations are performed with precision parameter ε = 0.001
and integration step 
t = 0.0001. Model parameters are identified from the real
data on the economies of Japan and US (Ayres and Martinás 2005).
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Fig. 1 Construction of the
synthetic optimal trajectory
(Japan)

Fig. 2 Construction of the
synthetic optimal trajectory
(US)

Fig. 3 Comparison of
optimal trajectory with data
(Japan)

On Fig. 1 results of construction of the optimal trajectory based on the data for
economy of Japan is presented. The trajectory is integrated in the reverse time start-
ing at the ε-neighborhood of the steady state (k∗, z∗). First part of the trajectory is
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Fig. 4 Comparison of
optimal trajectory with data
(US)

integrated in the domain D2 (16). Then trajectory reaches the sewing curve L2, and
second part of the trajectory is integrated in the domain D3 (14) till the stopping
criterion k0. Sewing curve L2 is generated by the investment constraint parameter
a = 0.17.

Results of construction of optimal trajectory for the US data is given on Fig. 2.
This figure depicts steady state of the system (k∗, z∗), eigenvector corresponding to
negative eigenvalue of the linearized Hamiltonian system, and the synthetic optimal
trajectory which is integrated in domain D2.

Comparison results of synthetic optimal trajectories with real data on macro-
economic indicators of economies of US and Japan are given on Figs. 3–4 in real
time scale. These figures show that synthetic optimal trajectories constructed using
elaborated high-precision algorithm adequately describe trends of real time-series.
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Growth and Climate Change: Threshold and
Multiple Equilibria

Alfred Greiner, Lars Grüne, and Willi Semmler

Abstract In this paper we analyze a basic growth model where we allow for global
warming. As concerns global warming we assume that the climate system is charac-
terized by feedback effects such that the ability of the earth to emit radiation to space
is reduced as the global surface temperature rises. We first study the model assum-
ing that abatement spending is fixed exogenously and demonstrate with the use of
numerical examples that the augmented model may give rise to multiple equilibria
and thresholds. Then, we analyze the social optimum where both consumption and
abatement are set optimally and show that the long-run equilibrium is unique in this
case. In the context of our model with multiple equilibria initial conditions are more
important for policy actions than discount rates. Our analysis thus supports the view
that policy actions against global warming are urgently needed.

1 Introduction

Meanwhile, it is widely accepted that the emission of greenhouse gases (GHGs),
such as carbon dioxide (CO2) or methane (CH4) just to mention two, considerably
affects the atmosphere of the earth and, thus, climate on earth. One consequence of
a higher concentration of GHGs in the atmosphere is an increase in the global aver-
age surface temperature on the earth. According to the Intergovernmental Panel on
Climate Change (IPCC) it is certain that the global average surface temperature of
the earth has increased since 1861. Over the 20th century the temperature has risen
by about 0.6 degree Celsius, and it is very likely that the 1990s was the warmest
decade since 1861 (IPCC 2001, p. 26), where very likely means that the level of
confidence is between 90–99 percent. Eleven of the twelve years from 1995–2006
rank among the 12 warmest years since 1850 and for the next one hundred years the
IPCC expects that the mean temperature will rise by about 3 degrees Celsius (IPCC
2007). Besides the increase of the average global surface temperature, heavy and
extreme weather events, primarily in the Northern Hemisphere have occurred more
frequently. It is true that changes in the climate may occur as a result of both inter-
nal variability within the climate system and as a result of external factors where the
latter can be natural or anthropogenic. But, there is strong evidence that most of the
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climate change observed over the last 50 years is the result of human activities such
as the emission of greenhouse gases.

The rise in the average global surface temperature will not only have immedi-
ate effects for the natural environment but it will also affect economies. This holds
because, on the one hand, agricultural production has been adapted to the current
climatic situation and deviations from it will be associated with costs. On the other
hand, more extreme weather events will cause immediate damages that imply costs
and may reduce GDP. Therefore, economists have constructed models that incorpo-
rate climatic interrelations with the economic subsystem. Examples for this type of
models are CETA (see Peck and Teisberg 1992), FUND (see Tol 1999), RICE and
DICE (see Nordhaus and Boyer 2000 and Nordhaus 2008), WIAGEM (see Kemfert
2001) or DART (see Deke et al. 2001). The aim of these studies is to evaluate dif-
ferent abatement scenarios as to economic welfare and as to their effects on GHG
emissions. However, it must be pointed out that the results partly are very sensitive
with respect to the assumptions made. Popp (2003), for example, demonstrates that
the outcome in Nordhaus and Boyer (2000) changes considerably when technical
change is taken into account.

A recent study that has received great attention in the economics literature as
well as in press media is the report by Stern (2006–2007). Stern strongly argues that
decisive actions should be undertaken now that aim at reducing GHG emissions in
order to avoid catastrophic possibilities that could along with major economic costs.
Otherwise, future generations will suffer from extremely high costs that are much
larger than costs of avoiding GHG emissions today in present values. But the Stern
review has also bee in part heavily criticized. Weitzman (2007) argues that the out-
come obtained by the Stern review heavily depends on the low discount rate that is
resorted to in the latter report. In addition, there is large uncertainty about structural
parameters such that makes the predictions of the Stern review rather uncertain.

Another important research direction, undertaken by scientists, studies the impact
of greenhouse gas emissions on climate change through the change of ocean circu-
lations. The papers by Deutsch et al. (2002) and Keller et al. (2000), for example,
describe how the gulf stream and the North Atlantic current, part of the North At-
lantic thermohaline circulation (THC), transport a large amount of heat from warm
regions to Europe. As those papers show, due to the heating up of surface water, the
currents could suddenly change and trigger a change in temperature. The THC col-
lapse and the sudden cooling of regions would most likely have a strong economic
impact on Europe and Africa. An event like this would have an impact on the cli-
mate in these regions and would also likely affect economic growth. Further results
on THC mechanisms are given in Broecker (1997). Although a breakdown of the
gulf stream is to be considered as rather unlikely meanwhile, this does not hold for
the existence of feedback effects of a change in the global climate that affect the
ability of earth to emit radiation to space.

The goal of our contribution is different from the above economic studies and we
do not intend to evaluate abatement policies as to their welfare effects. We want to
study, in the context of a basic growth model, the long-run effects of the interaction
of global warming and economics and, in particular, the transitions dynamics that
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might occur with global warming. More specifically, we want to study the ques-
tion of whether there possibly exist multiple equilibria and thresholds that separate
basins of attraction for optimal paths to some long-run steady state. In order to study
such a problem, we take a basic growth model and integrate a simple climate model.
Our approach is related to the one presented in Greiner and Semmler (2005) where
an endogenous growth model is studied. However, in contrast to the latter we ana-
lyze an exogenous growth model and we rigorously prove that initial conditions can
be decisive as concerns the question of to which equilibrium the economy converges
in the long-run. In our context the urgency of actions is given less by a low discount
rate but rather by initial conditions.

The remainder of the paper is organized as follows. In the next section we
present the model with non-optimal abatement spending and analyze its dynam-
ics. In Sect. 3, we study the social optimum where both consumption and abatement
are chosen optimally and Sect. 4, finally, concludes.

2 A Basic Growth Model with Non-optimal Abatement Spending

In this section we present the neoclassical growth model where we integrate a cli-
mate system of the earth and where abatement is not chosen optimally. First, we
present the structure of the model and, then, we analyze its dynamics.

2.1 The Structure of the Model

Our economy is represented by one household with household production that
chooses consumption in order to maximize a discounted stream of utility over an
infinite time horizon subject to its budget constraint.

Economic activities of the household generate emissions of GHGs. As regards
emissions of GHGs we assume that these are a by-product of capital used in pro-
duction and expressed in CO2 equivalents. Hence, emissions are a function of per-
capita capital, K , relative to per-capita abatement activities, A. This implies that a
higher capital stock goes along with higher emissions for a given level of abatement
spending. This assumption is frequently encountered in environmental economics
(see e.g. Smulders 1995, or Hettich 2000). We should also like to point out that the
emission of GHGs does not affect utility and production directly but only indirectly
by affecting the climate of the earth which leads to a higher surface temperature and
to more extreme weather situations. Formally, emissions are described by

E =
(

a
LK

LA

)γ

, (1)

with L the amount of labour, γ > 0 and a > 0 are constants. The parameter a can
be interpreted as a technology index describing how polluting a given technology is.
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For large values of a a given stock of capital (and abatement) goes along with high
emissions implying a relatively polluting technology and vice versa.

The effect of emissions is to raise the GHG concentration, M , in the atmosphere.
The concentration of GHGs evolves according to the following differential equation

Ṁ = β1E − μM, M(0) = M0, (2)

where μ is the inverse of the atmospheric lifetime of CO2. As to the parameter μ

we assume a value of μ = 0.1.1 β1 captures the fact that a certain part of GHG
emissions are taken up by oceans and do not enter the atmosphere. According to
IPCC β1 = 0.49 for the time period 1990 to 1999 for CO2 emissions (IPCC 2001,
p. 39).

The evolution of per-capita capital is described by the following differential equa-
tion that gives the budget constraint of the household,

K̇ = Y − C − A − (δ + n)K, K(0) = K0, (3)

with Y per-capita production, K per-capita capital, A per-capita abatement activities
and δ is the depreciation rate of capital. L is labour, which grows at rate n.

As concerns abatement activities we assume that these are determined exoge-
nously. One can assume that the government levies a non-distortionary tax, like a
lump-sum tax or a tax on consumption in our model, and uses its revenue to finance
abatement spending.2

The production function giving per-capita output is given by

Y = BKαD(T − T0), (4)

with α ∈ (0,1) the capital share and B is a positive constant. D(T −T0) is the dam-
age due to deviations from the normal pre-industrial temperature To. As concerns
the damage function D(·) we assume the function

D(·) = (a1(T − To)
2 + 1)−ψ, (5)

with a1 > 0, ψ > 0. This function shows that the damage is the higher the higher
the deviation of the actual temperature, T , from the pre-industrial temperature To.

To model the climate system of the earth we use the simplest way and resort to
a so-called energy balance models (EBM). According to an EBM the change in the
average surface temperature on earth is described by3

dT (t)

dt
ch ≡ Ṫ (t)ch = SE − H(t) − FN(t), T (0) = T0, (6)

1The range of μ given by IPCC is μ ∈ (0.005,0.2), see IPCC (2001, p. 38).
2We are not interested in distortions arising from taxation but in the dynamics of the model. There-
fore, we can limit our considerations to the income effect of taxation.
3This subsection follows Roedel (2001), Chaps. 10.2.1 and 1 and Henderson-Sellers and McGuffie
(1987), Chaps. 1.4 and 2.4. See also Gassmann (1992) and Harvey (2000).
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with T (t) the average global surface temperature measured in Kelvin4 (K), ch the
heat capacity5 of the earth with dimension J m−2 K−1 (Joule per square meter per
Kelvin)6 which is considered a constant parameter. Since most of the earth’s surface
is covered by seawater, ch is largely determined by the oceans. Therefore, the heat
capacity of the oceans is used as a proxy for that of the earth. The numerical value
of this parameter7 is ch = 0.1497 J m−2 K−1. SE is the solar input, H(t) is the non-
radiative energy flow, and FN(t) = F↑ (t) − F↓ (t) is the difference between the
outgoing radiative flux and the incoming radiative flux. SE , H(t) and FN(t) have
the dimension Watt per square meter (W m−2). t is the time argument which will be
omitted in the following as long as no ambiguity can arise. F↑ follows the Stefan-
Boltzmann-Gesetz, which is

F↑ = εσT T 4, (7)

with ε the emissivity that gives the ratio of actual emission to blackbody emission.
Blackbodies are objects that emit the maximum amount of radiation and that have
ε = 1. For the earth ε can be set to ε = 0.95. σT is the Stefan-Boltzmann constant
that is given by σT = 5.67 × 10−8 W m−2 K−4. Further, the flux ratio F↑/F↓ is
given by F↑/F↓ = 109/88. The difference SE − H can be written as SE − H =
Q(1 − α1(T ))/4, with Q = 1367.5 W m−2 the solar constant, α1(T ) the planetary
albedo, determining how much of the incoming energy is reflected to space.

According to Henderson-Sellers and McGuffie (1987) and Schmitz (1991) the
albedo α1(T ) is a function that negatively depends on the temperature on earth.
This holds because deviations from the equilibrium average surface temperature
have feedback effects that affect the reflection of incoming energy. Examples of
such feedback effects are the ice-albedo feedback mechanism and the water vapour
‘greenhouse’ effect (see Henderson-Sellers and McGuffie 1987, Chap. 1.4). With
higher temperatures a feedback mechanism occurs, with the areas covered by snow
and ice likely to be reduced.8 This implies that a smaller amount of solar radiation
is reflected when the temperature rises tending to increase the temperature on earth
further. Therefore, Henderson-Sellers and McGuffie (1987, Chap. 2.4) and Schmitz
(1991, 194) propose a function as shown in Fig. 1.

Figure 1 shows 1 − α1(T ), that part of energy that is not reflected by earth. For
the average temperature smaller than Tl the albedo is a constant, then the albedo
declines linearly, so that 1−α1(T ) rises until the temperature reaches Tu from which
point on, the albedo is constant again. Here, we should like to point out that other
feedback effects may occur, such as a change in the flux ratio of outgoing to incom-

4273 Kelvin are 0 degree Celsius.
5The heat capacity is the amount of heat that needs to be added per square meter of horizontal area
to raise the surface temperature of the reservoir by 1 K.
61 Watt is 1 Joule per second.
7For more details concerning the calculation of this parameter see Harvey (2000).
8For a further detailed discussion of positive feedback effects from temperature to higher temper-
ature, see Lovelock (2006).
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Fig. 1 Albedo as a function of the temperature

ing radiative flux for example. However, we do not take into account these effects
since the qualitative result would remain the same.

The effect of emitting GHGs is to raise the concentration of GHGs in the at-
mosphere according to (2). The effect of a higher concentration of GHGs on the
temperature is obtained by calculating the so-called radiative forcing, which is a
measure of the influence a GHG, such as CO2 or CH4, has on changing the balance
of incoming and outgoing energy in the earth-atmosphere system. The dimension of
the radiative forcing is W m−2. For example, for CO2 the radiative forcing, which
we denote by F , is approximately given by

F = 6.3 ln
M

Mo

, (8)

with M the actual CO2 concentration, Mo the pre-industrial CO2 concentration and
ln the natural logarithm (see IPCC 1996, pp. 52–53).9 For other GHGs other formu-
las can be given describing their respective radiative forcing and these values can be
converted in CO2 equivalents.

Incorporating (8) in (6) gives

Ṫ (t)ch= 1367.5

4
(1 − α1(T )) − 0.95(5.67 × 10−8)(21/109)T 4

+ (1 − ξ)6.3 ln
M

Mo

,

T (0) = T0.

(9)

9The CO2 concentration is given in parts per million (ppm).
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The parameter ξ captures the fact that a certain part of the warmth generated by the
greenhouse effect is absorbed by the oceans which transport the heat from upper
layers to the deep sea. We set ξ = 0.23.

According to Roedel (2001), (1 −α1(T )) = 0.21 holds in equilibrium, for Ṫ = 0
with M = Mo, giving a surface temperature of about 288 Kelvin which is about 15
degree Celsius.

2.2 The Dynamics of the Model

In order to analyze the dynamics of our model, we first have to solve the optimiza-
tion problem of the household. The household maximizes a discounted stream of
utility arising from per-capita consumption, C, times the number of household mem-
bers subject to the budget constraint and taking into account that emissions affect the
climate. As to the utility function we assume a logarithmic function U(C) = lnC.

Thus, the agent’s optimization problem can be written as

max
C

∫ ∞

0
e−ρtL0e

nt lnC dt, (10)

subject to (2), (3) and (9). ρ in (10) is the subjective discount rate, and L0 is labour
supply at time t = 0.

To find the optimal solution we form the current-value Hamiltonian10 which is

H(·) = lnC + λ1(BKαD(T − To) − C − A − (δ + n)K)

+ λ2(β1a
γ Kγ A−γ − μM) + λ3(ch)

−1
(

1367.5

4
(1 − α1(T ))

− (5.6710−8)(19.95/109)T 4 + (1 − ξ)6.3 ln
M

Mo

)
, (11)

where λi , i = 1,2,3, are the shadow prices of K, M and T , respectively, and E =
aγ Kγ A−γ . Note that λ1 is positive while λ2 and λ3 are negative.

As to the albedo, α1(T ), we use a function as shown in Fig. 1. We approximate
the function shown in Fig. 1 by a differentiable function. More concretely, we use
the function

1 − α1(T ) = k1

(
2

�

)
ArcTan

(
�(T − 293)

2

)
+ k2. (12)

k1 and k2 are parameters that are set to k1 = 5.6 × 10−3 and k2 = 0.2135.

10For an introduction to the optimality conditions of Pontryagin’s maximum principle, see Fe-
ichtinger and Hartl (1986) or Seierstad and Sydsaeter (1987).
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The necessary optimality conditions, then, are obtained as

∂H(·)
∂C

= C−1 − λ1 = 0, (13)

λ̇1 = (ρ + δ)λ1 − λ1αKα−1BD(·) − λ2β1γ aγ Kγ−1A−γ , (14)

λ̇2 = (ρ − n)λ2 + λ2μ − λ3(1 − ξ)6.3c−1
h M−1, (15)

λ̇3 = (ρ − n)λ3 − λ1BKαD′(·) + λ3(ch)
−1341.875α′

1(·)
+ λ3(5.67 × 10−8(19.95/109)4T 3)(ch)

−1, (16)

with α′
1 = −k1(1 + 0.25�2(T − 293)2)−1. Further, the limiting transversality con-

dition limt→∞ e−(ρ+n)t (λ1K + λ2T + λ3M) = 0 must hold.
Combining (13) and (14) the economy is completely described by the following

differential equations:

Ċ = C(BαKα−1D(·) + λ2β1γ aγ Kγ−1A−γ − (ρ + δ)), (17)

K̇ = BKαD(·) − C − A − (δ + n)K, K(0) = K0, (18)

Ṁ = β1a
γ Kγ A−γ − μMM, M(0) = M0, (19)

Ṫ = c−1
h

(
341.875(1 − α1(T )) − 5.67 × 10−8(19.95/109)T 4

+ 6.3(1 − ξ) ln
M

Mo

)
, T (0) = T0, (20)

λ̇2 = (ρ − n)λ2 + λ2μ − λ3(1 − ξ)6.3c−1
h M−1, (21)

λ̇3 = (ρ − n)λ3 − λ1BKαD′(·) + λ3(ch)
−1341.875α′

1(·)
+ λ3(5.67 × 10−8(19.95/109)4T 3)(ch)

−1, (22)

where C(0), λ2(0) and λ3(0) can be chosen by society. A rest point of the dynamic
system (17)–(22) gives a steady state for our economy, where we are only inter-
ested in solutions with M� ≥ Mo.11 In order to get additional insight we resort to a
numerical analysis where we use the following parameter values.

We consider one time period to comprise one year. The discount rate is set to ρ =
0.035, the population growth rate is assumed to be n = 0.03, and the depreciation
rate of capital is δ = 0.075. The pre-industrial level of GHGs is normalized to one
(i.e. Mo = 1) and we set γ = 1. ξ is set to ξ = 0.23 (see the previous subsection)
and the capital share is set to α = 0.18. The parameter a is set to a = 3.5 × 10−4,
abatement is A = 0.0012 and B is normalized to one, i.e. B = 1. As concerns the
parameters in the damage function D(·), specified in (5), we assume a1 = 0.025 and
ψ = 0.025.

11The � denotes steady state values.
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Fig. 2 Ṫ = 0 isocline (Q1)
and λ̇3 = 0 isocline (Q2) in
the (T − K) plane

Table 1 Steady state values and eigenvalues of the Jacobian matrix

Steady state T � K� C�/Y � Eigenvalues

I 291.9 1.47 85.4% 3.88,−3.88,0.202 ± 0.059i,−0.197 ± 0.059i

II 294.1 1.4 85.8% 3.71,−3.70,0.3,−0.3,0.003 ± 0.115i

III 294.6 1.5 84.9% 5.39,−5.39,0.25,−0.25,0.079,−0.074

In order to find rest points of the system (17)–(22) we first solve λ̇2 = 0 with
respect to M giving M = M(λ2, λ3, ·) and Ṁ = 0 with respect to λ3 that yields λ3 =
λ3(K,λ2, ·). Next, we solve Ċ/C = 0 with respect C leading to C = C(K,T ,λ2, ·)
and setting K̇ = 0 gives λ2 = λ2(K,T , ·). Thus, we end up with the two differential
equations Ṫ and λ̇3 that only depend on the two variables K and T and a solution
Ṫ = λ̇3 = 0 with respect to K and T gives a steady state for our economy. In order
to find possible steady states we plot the Ṫ = 0 isocline, denoted by Q1, and the
λ̇3 = 0 isocline, denoted by Q2, in the (T − K) plane. A point where the isoclines
intersect gives a rest point for our dynamical system (17)–(22) and, thus, a steady
state for our economy.

Figure 2 shows the Q1 and the Q2 isoclines in the (T − K) plane. One realizes
that there are 3 solutions for Q1 = Q2.

Table 1 gives the steady state values for T �, K� and C�/Y � as well as the eigen-
values of the Jacobian matrix evaluated at the corresponding rest point of (17)–(22).

This table shows that the first and third long-run steady states (I and III) are
saddle point stable, while the second is unstable, with the exception of a two-
dimensional stable manifold. Thus, there are two possible long-run steady states
to which the economy can converge where the initial values of consumption, C(0),
of the shadow price of GHGs, λ2(0), and of the shadow price of the temperature,
λ3(0), must be chosen such that these values lie on the stable manifold leading either
to the first or to the third steady state. The first steady state implies a temperature
increase of about 3.9 degrees and a steady state consumption share of 85.4 percent;
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the third steady state corresponds to a temperature increase of about 6.6 degrees and
a steady state consumption share of 84.9 percent. The GHG concentration associ-
ated with the first steady state is 2.1 and that associated with the third steady state is
2.16.

Before we calculate the value function (10) in order to see which of the two
saddle point stable steady states is optimal, we want to study how variations in the
abatement spending A affects the outcome. When we reduce abatement spending the
qualitative picture as shown in Fig. 2 does not change. That means there still exist
three steady states, where we let looked at the range A ∈ [7 × 10−4,1.21 × 10−3].
But the steady state value of the temperature becomes larger both for the first and
for the third steady state. For example, with A = 7 × 10−4 the temperature increase
at the first steady state is 4.3 degree Celsius and it is 8.5 degree Celsius at the third
steady state. Both steady states are again saddle point stable. When we increase
abatement spending the left branch of the Q2 isocline in Fig. 2 moves to the left and
the right branch of the Q2 isocline moves to the right and, once abatement spending
exceeds a certain threshold, only the left intersection point of the Q2 isocline with
the Q1 isocline remains. For A ∈ (1.21 × 10−3,3 × 10−3] the steady state is unique
and saddle point stable, where A = 3×10−3 was the largest value we looked at. For
example, setting A = 3 × 10−3 gives a temperature increase of 0.3 degree Celsius
in steady state.

It should also be noted 1 − α1(·) takes the value 0.2098 for T � = 291.9 and
0.2178 for T � = 294.6 demonstrating that the quantitative decrease in the albedo
does not have to be large for the occurrence of multiple equilibria.

Our result suggests that there exists a threshold such that the initial conditions de-
termine whether it is optimal to converge to steady state I or III. In order to answer
the questions of for which initial values of the capital stock, of the GHG concen-
tration and of the temperature it is optimal to converge to the first or to third steady
state, respectively, we numerically compute the value function (10).

Doing so allows to calculate the so-called Skiba plane that separates the domains
of attraction of the two steady states. The trajectories were computed using a dy-
namic programming algorithm with adaptive grid as described in Grüne (1997) and
Grüne and Semmler (2004). Note that the adaptive gridding technique is particularly
suited to compute the domains of attractions of multiple optimal equilibria, see also
the example in Grüne and Semmler (2004), Sect. 5.2. The boundaries of the domains
of attraction have been computed from the numerically simulated optimal trajecto-
ries using bisection for 50 K-values in the 2d example and for 1024 (K,T )-values
in the 3d example. Figure 3 shows the Skiba plane in the (T − K − M) space.

According to IPCC estimations, most projections predict that the GHG concen-
tration in the atmosphere will stabilize at values between 450 ppm and 750 ppm
(see e.g. Metz et al. 2007, p. 12). Normalizing the value of pre-industrial GHGs to
one, i.e. Mo = 1 as in our model, this implies that GHGs stabilize at values of M

between 1.6 and 2.7. A GHG concentration of 1.6 implies a temperature increase of
about 1.1 to 2.9 degree Celsius and a concentration of 2.7 goes along with a rise in
the average global surface temperature of 2.4 to 6.4 degree Celsius.

Figure 3 shows that for initial values of GHGs smaller than about 1.7, conver-
gence to steady state I, with the relatively low temperature increase and the relatively
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Fig. 3 Skiba plane in the
(T − K − M) space

high capital stock, will be the long-run outcome, independent of which temperature
increases is associated with these levels of GHGs and independent of the initial
physical capital stock. On the other hand, Fig. 3 also demonstrates that for initial
values of GHGs larger than about 2.4, convergence to steady state III, with the rel-
atively high temperature increase and the relatively low capital stock, will be the
long-run outcome, independent of which temperature increases is associated with
these levels of GHGs and independent of the initial physical capital stock.

It should also be noted that our model has important policy implications. If the
government waits too long with actions against GHG emissions, the GHG concen-
tration may rise above the threshold so that the initial condition M(0) is above the
Skiba plane in Fig. 3. If M(0) is above the threshold, private agents will find it opti-
mal to consume, save and invest in a way such that the economy converges to steady
state III, when the government starts to take actions against GHG emissions. How-
ever, when the government now takes measures against GHG emissions, as long as
the level of GHGs is below the threshold, so that the economy will stabilize at a
GHG level below the threshold, the economy will converge to steady state I where
the long-run temperature is smaller and production is higher, leading to higher wel-
fare. Hence, governments should not wait too long with taking actions against global
warming. Thus, the urgency of policy actions is defined more by initial conditions
than by a low discount rate.

Only if stabilization of GHGs occurs between about 1.7 and 2.4, the temperature
associated with a certain GHG concentration and, possibly, the initial condition with
respect to physical capital may be crucial as concerns the question of to which steady
state the economy finally converges. Thus, for a certain range of GHGs, it will be the
climate sensitivity12 that is decisive as to whether the economy converges to steady

12The climate sensitivity determines by how much the average surface temperature rises as a result
of a higher GHG concentration in the atmosphere.



74 A. Greiner et al.

Fig. 4 Skiba curve in the
(T −K) plane with M(0) = 2

state I or to steady state III. In order to see this, we assume a doubling of GHGs and
set M(0) = 2 which is in between the boundaries of the IPCC estimates. For that
value, Fig. 4 shows the Skiba curve, drawn as the solid black line, that separates the
domains of attraction of the two steady states in the (T − K) plane.

From Fig. 4 it can be realized that for values of physical capital, K , smaller
than about 1.05 convergence to steady state I is always optimal because the Skiba
curve becomes almost vertical at K = 1.05. This implies that for relatively small
initial capital stocks the economy will always converge to the steady state with the
relatively small temperature increase and the relatively high capital stock. If the
capital stock is larger than about 1.05 it is the temperature increase going along with
a doubling of GHGs that determines whether the economy will converge to steady
state I or to steady state III. Hence, if a doubling of GHGs implies a temperature
larger than 293 Kelvin the economy converges to steady state III with a relatively
small capital stock and a relatively large temperature increase. If the temperature
is smaller than about 293 Kelvin the economy converges to steady state I with the
relatively large capital stock and the relatively small temperature increase.

3 The Social Optimum

In formulating the optimization problem for the social optimum, a social planner
needs to take account that both consumption and abatement have to be set optimally.
Consequently, the optimization problem is

max
C,A

∫ ∞

0
e−ρtL0e

nt lnCdt, (23)

subject to (2), (3) and (9).
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To find necessary optimality conditions we formulate the current-value Hamil-
tonian which is

H(·) = lnC + λ4(BKαD(T − To) − C − A − (δ + n)K)

+ λ5(β1a
γ Kγ A−γ − μM) + λ6(ch)

−1
(

1367.5

4
(1 − α1(T ))

− (5.67 × 10−8)(19.95/109)T 4 + (1 − ξ)6.3 ln
M

Mo

)
, (24)

where λi, i = 4,5,6, are the shadow prices of K, M and T with α1(T ) given by
(12) and where D(·) is again given by (5). Again λ4 is positive while λ5 and λ6 are
negative.

The necessary optimality conditions are obtained as

∂H(·)
∂C

= C−1 − λ4 = 0, (25)

∂H(·)
∂A

= −λ5β1a
γ Kγ γA−γ−1 − λ4 = 0, (26)

λ̇4 = (ρ + δ)λ4 − λ4αKα−1BD(·) − λ5β1γ aγ Kγ−1A−γ , (27)

λ̇5 = (ρ − n)λ5 + λ5μ − λ6(1 − ξ)6.3c−1
h M−1, (28)

λ̇6 = (ρ − n)λ6 − λ5BKαD′(·) + λ6(ch)
−1341.875α′

1(·)
+ λ6(5.67 × 10−8(19.95/109)4T 3)(ch)

−1, (29)

with α′
1 = −k1(1 + 0.25�2(T − 293)2)−1. Further, the limiting transversality con-

dition limt→∞ e−(ρ+n)t (λ4K + λ5T + λ6M) = 0 must hold.
From (25) and (26) we get the optimal abatement spending as,

A = (aγ β1CγKγ (−λ5))
1/(1+γ ). (30)

The dynamics of the social optimum is described by (17)–(22) where abatement
spending is replaced by its optimal value given in (30). As for the non-optimal econ-
omy a steady state is given for variables C�, K�, T �, M�, λ�

5 and λ�
6 such that

Ċ = K̇ = Ṫ = Ṁ = λ̇5 = λ̇6 = 0 holds.
To find steady states for the social optimum we recursively solve system (17)–

(22), with A given by (30), and end up with the three differential equations Ċ, K̇

and λ̇6 that are nonlinear functions of the variables C, K and λ5. A rest point of
these equations then yields a steady state for the social optimum. Analyzing that
system demonstrates that there exists a unique steady state with the values given in
Table 2.

Table 2 demonstrates that the value of optimal abatement spending is A =
2.74 × 10−3. If abatement spending is less than that value, as it was the case in
the last section, the rise in the average temperature is larger than the socially op-
timal increase which is about 0.4 degree Celsius and there may be more than one
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Table 2 Steady state values and eigenvalues of the Jacobian matrix

T � K� A� C�/Y � Eigenvalues

288.4 1.79 0.00274 82.8% 6.411,−6.406,0.263,−0.258,0.221,−0.216

steady state as also demonstrated above. If abatement spending is larger than the so-
cially optimal value the steady state is unique and the increase in the temperature is
smaller than in the social optimum. It should also be pointed out that the consump-
tion share in the social optimum is smaller than in the non-optimal economy where
abatement spending is below its optimum, implying that a higher share of GDP is
invested in the social optimum.

4 Conclusion

In this paper we have analyzed a basic growth model with global warming. In mod-
elling the climate change we allowed for feedback effects going along with a higher
average global surface temperature, implying that the ability of the earth to emit
radiation to space decreases as the average surface temperature on earth rises.

Assuming that greenhouse gases stabilize at values between 450 ppm and
750 ppm, which is plausible according to the IPCC, we could show that the ini-
tial condition with respect to the GHG concentration can be crucial as regards the
questions of to which steady state the economy converges in the long-run. This
outcome can be observed if abatement spending is set to a value smaller than the
socially optimal value. In this case, multiple equilibria can emerge and there may
exist a threshold determining whether the economy converges to the steady state
with a relatively low increase in the average global surface temperature or whether
it converges to the steady state with a large rise in the temperature. If GHGs stabi-
lize within a certain corridor the climate sensitivity will be decisive to which steady
state the economy converges in the long-run, independent of government policy.

Our model has also important policy implications. When governments wait too
long with taking actions against GHG emissions, the GHG concentration may reach
a level so that the economy always converges to the steady state with the higher tem-
perature and with a small capital stock and low production. On the contrary, when
governments act soon and achieve a stabilization of GHGs below the critical value,
the economy will converge to the steady state with a more moderate temperature in-
crease and with a higher capital stock and higher production. The latter scenario also
yields higher welfare because this outcome is closer to that of the social optimum.
Hence, our analysis, even without reference to a low discount rate, gives support to
the policy recommendation reached by the Stern report (2006–2007) that measures
against global warming should be taken soon.

Further, we could also demonstrate that multiple equilibria and thresholds cannot
be observed in the social optimum. In this case, the steady state is unique and saddle
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point stable. In addition, the steady state temperature is smaller and the capital stock
is larger compared to the economy with lower abatement spending.

Comparing our results with those obtained for an endogenous growth model,
as studied in Greiner and Semmler (2005), one realizes that the outcomes are the
same from a qualitative point of view. In the latter model, the social optimum is
also characterized by a unique steady state,13 but of course with ongoing growth,
whereas the market economy with non-optimal abatement spending may give rise
to multiple equilibria. Hence, independent of whether the long-run growth rate is
an exogenous or an endogenous variable, multiple equilibria and thresholds may
emerge when abatement spending is set lower than its socially optimal value.
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Optimal Economic Growth Under Stochastic
Environmental Impact: Sensitivity Analysis

Elena Rovenskaya

Abstract In this work we present an approach toward the sensitivity analysis of op-
timal economic growth to a negative environmental impact driven by random natural
hazards that damage the production output. We use a simplified model of the GDP
growth. We assume that production leads to the increase of the atmospheric GHG
provided investment in cleaning is insufficient. The hypothesis of the Poisson prob-
ability distribution of the frequency of natural hazards is used at the this research
stage. We apply the standard utility function—the discounted integral consumption
and construct an optimal investment policy in production and cleaning together with
optimal GDP trajectories. We calibrate the model in the global scale and analyze the
sensitivity of obtained optimal growth scenarios with respect to uncertain parame-
ters of the Poisson distribution.

1 Introduction

Uncertainty arising in assessment of economic growth in relation to climate change
creates enormous hurdles for scientists, stakeholders and policy makers (see, e.g.,
Obersteiner et al. 2001). One of the key issues is how policy choices can balance
uncertainty in costs and benefits in situations when one is unsure what constraints
on the atmospheric concentration of GHG are sufficient for preventing dangerous
interference with the climate system, and what the degree of danger from exceeding
a “safe” level of the GHG concentration is.

In this context, a dilemma arises: either to invest in abatement efforts today in
order to prevent still unknown negative effects that may or may not occur in the
future, or to delay investment until better knowledge on the feedback between the
economy and environment is gained. A basic social goal is to minimize both the
social cost of carbon emission and the abatement cost.

Modelers of socio-economic and environmental processes are challenged to cre-
ate tools for finding optimal strategies for global development under an uncertain
impact of climate change on human’s production. Well-known DICE-type mod-
els (Nordhaus 1994; Nordhaus and Boyer 2001) tie up the neoclassical economic
growth theory and global warming theory. These models view investment in econ-
omy sectors as variable control inputs. Using different investment scenarios, one
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generates future projections for key economic and environmental indicators. As-
suming that the values of model’s parameters are given, one finds the optimal
investment strategy that maximizes the utility, i.e., the social welfare. A num-
ber of studies initiated by Nordhaus’s approach are aimed at economic assess-
ment of GHG limitation under different types of uncertainty (see Kainuma 2006;
Keller et al. 2004, and Toll 1994, and also the author’s works Rovenskaya 2005,
2006).

At this stage of research, it is reasonable to complement the original purely de-
terministic DICE model by stochastic DICE-type models which could better repre-
sent the nature of the environmental impact on the economy. In this context, recent
IIASA works, e.g., O’Neill et al. (2005), Kryazhimskiy et al. (2008) should be men-
tioned. The former develops a simplified stochastic “act then learn” model; and the
latter suggests a dynamical multi-stage model assuming that climate provides a sto-
chastic damaging impact on the world capital stock.

The stochastic properties of a feedback between the environmental quality and
the economy are being widely discussed nowadays. Such studies as Keller et al.
(2004), Hare and Meinshausen (2006), Meinshausen et al. (2006) are mainly fo-
cused on possible distributions of climate sensitivity. Keller et al. (2004) indicates
that “the probability distribution of the threshold-specific damages seems at this
time unknown.” In this context the analysis of the sensitivity of the model’s output
to variations in the parameters of the probability distribution may help to understand
the degree of importance of that quantitative information for decision-making.

2 Model

2.1 Economy

We consider a one-sector growth model with the so called production technology
as the key driver of the world economy. Let T stand for the production technology
stock used for producing public goods, and C stand for the cleaning technology
stock used for barring greenhouse gases emissions that result from human produc-
tion activity and go to the atmosphere. Let Y be the current GDP value. We assume
that the constant fraction of the GDP u∗ ∈ [0,1] is yearly available for developing
both production and cleaning technologies. The rest fraction of the GDP is con-
sumed by the society. Let u ∈ [0, u∗] be a time-varying fraction of the GDP yearly
allocated for developing the production technology stock whose dynamics is given
by

Ṫ = uY − μT, T (0) = T0. (1)

The dynamics of the cleaning technology stock is given by

Ċ = (u∗ − u)Y − μC, C(0) = C0. (2)
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In (1) and (2) T0 > 0, C0 > 0 are given initial values for T and C, μ refers to
depreciation. In the dynamics (1), (2) the production ratio u(·) is viewed as a time-
varying control.

Let E be the greenhouse gases stock accumulated in the atmosphere. We assume
that GHG emissions are generated by production and restrained by implementation
of cleaning technology. In other words, the growth rate of the increase of E is posi-
tively related to the current production technology stock T and negatively related to
the current cleaning technology stock C:

Ė = max{βT − γC,0}, E(0) = E0,

where E0 > 0 is a given initial value for E. For the reason of simplicity we do not
take into account the natural depreciation. The suggested form for the dynamics of
the atmospheric GHG implies that the role of the cleaning technology is to decrease
a rate of concentration growth but not to decrease the concentration itself: even if
all admissible resources is invested in cleaning, the GHG concentration will not
decrease.

In further analysis we will distinguish two states of the environment: we will say
that the system is functioning in a “safe” mode if the current value of atmospheric
GHG E(t) does not exceed a critical level E∗ > E0 and that the system is function-
ing in an “unsafe” mode otherwise. We will specify the meaning of these terms in
the next section.

In order to avoid difficulties with an eventual predominance of cleaning technol-
ogy stock we assume a gap between E0 and E∗ to be small enough, namely,1

E∗ − E0 ≤ (βT0 − γC0)
2

2γ u∗Y0
. (3)

Remark 1 Given assumption (3) we have increasing emissions trajectories in a
“safe” zone for all admissible controls.

Hence if E(t) ≤ E∗ can let

Ė = βT − γC, E(0) = E0. (4)

Figure 1 illustrates the set of values of E∗ and γ satisfying to (3).

2.2 Natural Hazards

In the line with numerous speculations and works on modeling of the feedback
between the environment and economic growth (e.g., Nordhaus and Boyer 2001),
we assume the negative impact of the increasing atmospheric GHG on the economy.

1See details in Appendix A.
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Fig. 1 Couples (γ,E∗)
satisfying to (3) lie in a lilac
area

Namely we believe that provided the atmospheric GHG stock does not exceed a
certain critical level E∗ the global economy is functioning in a “safe” mode. In this
case we assume the simplest form of the Cobb-Douglas production function

Y = AT, (5)

where A is the efficiency coefficient which is supposed to be constant on the con-
sidered time horizon. In the “safe” mode the aggregated GHG emission is growing
due to growing production in accordance with (4).

However as soon as the GHG stock exceeds the critical limit E∗ the economy
enters an “unsafe” zone in which the climate change issues become significant. We
assume the feedback of atmospheric GHG on the economy through global warming
and caused by it natural hazards. We guess that in this case yearly the fraction of the
GDP equal to � ∈ [0,1] is damaged by natural hazards caused by climate change
which leads to

Y = �AT. (6)

More specifically we introduce a variable hazard index ζ(t) that takes value 1 if
a hazard occurs at time t and value 0 otherwise. We set

�(t) =
{1, if E(t) ≤ E∗,

1, if E(t) > E∗ and ζ(t) = 0,
0, if E(t) > E∗ and ζ(t) = 1.

(7)

We assume that all hazards are equal in strength and set a ∈ (0,1] to be a parameter
characterizing the strength of a single hazard. Also we assume that at each point in
time no more than one hazard may occur. We believe that the hazard index ζ(t) is
a generator of the standard Poisson process describing the evolution of the number
of hazards occurring over the expanding time interval [0, t]. Namely, for each t ≥ 0
and each h ∈ [0, τ ] we denote by η(t, h) the number of hazards occurring on the
time interval (t − h, t] (or, equivalently, the number if instants τ ∈ (t − h, t] such
that ζ(τ ) = 1) and assume that for each j = 0,1, . . . the probability for η(t, h) = j
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is given by

P [η(t, h) = j ] = (λh)j

j ! e−λh. (8)

2.3 Utility

We suppose that the society is guided by the standard utility counting the discounted
integral consumption over the infinite2 time horizon

∫ ∞

0
e−ρt ln[(1 − u∗)Y (t)]dt

or, getting rid from the additive constant, equivalently

J [u] =
∫ ∞

0
e−ρt lnY(t)dt. (9)

Due to the stochastic nature of Y(t) (see (6) we understand an optimal control
problem as follows: to find a piece-wise continuous control u = u(·): u(t) ∈ [0, u∗]
(t ∈ [0,∞)) such that maximizes the expected utility, i.e.,

W [u] = E[J [u]] → max
u

(10)

under (9) and dynamics (1)–(6).
Let us specify the form of the expected utility W. Obviously the life of system

(1)–(6) is split into two periods: the pre-perturbed period [0, τ ] on which E(t) ≤ E∗,
catastrophes do not occur and dynamics (1)–(6) is deterministic; and the perturbed
period (τ,∞) on which E(t) > E∗ and thanks to random natural catastrophes dy-
namics (1)–(6) becomes stochastic. Accordingly, we represent a control u(·) in prob-
lem (10) as a piece-wise function of the form

u(t) =
{

u0(t), t ∈ [0, τ ],
u1(t), t ∈ (τ,∞).

(11)

Consequently the expected utility W can be represented as two additive terms cor-
responding to these two periods:

W [u] = W [τ,u0, u1] = J 0[u0] + E[J 1[u1]]. (12)

2One can consider this utility on the finite time horizon [0, θ]. All conclusions made in what
follows for the infinite time horizon case will remain for the finite time horizon case; formulas
will have modified forms explicitly reflecting the quantitative dependence on θ . For the reason of
simplicity of representation of the results in this paper we restrict ourselves to the infinite time
horizon case.
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In other words the optimal economic growth problem requires finding an optimal
control on the pre-perturbed period, u0(·), the switching time τ, and the optimal
control on the perturbed period, u1(·).

3 Optimal Production and Optimal Cleaning

In this section and in what follows we simplify the dynamics of the production
and cleaning technology stocks by ignoring technology depreciation, i.e., in (1), (2)
μ = 0. Due to the bilinear structure of the dynamic equations (1), (2) in case μ > 0
all qualitative conclusions made along the paper remain whereas quantitatively the
depreciation decreases the GDP growth and thus leads to later entering the “unsafe”
mode.

3.1 Perturbed Period

Let us analyze the behavior of system (1)–(6) after E(t) has exceeded the critical
level E∗. It turns out that regardless what is happening on the pre-perturbed period
and the time moment when the system’s dynamics switches from deterministic to
stochastic, one finds the optimal control on the perturbed period. Theorem 1 com-
prises this result.

Theorem 1 Let u(·) be a control optimal in problem (10) of form (11). Let ū ≤ u∗ be
the maximum control admissible for the perturbed period.3 Then on the perturbed
period the optimal control takes its maximum admissible value, i.e.,

u1(t) = ū (t ∈ (τ,∞)). (13)

A formal proof of Theorem 1 is given in Appendix B.
The fact that the optimal control in the perturbed period does not depend on the

current value of aggregated emissions, E(t), is a consequence of features of Poisson
process and the assumption that all hazards are equal in strength. Moreover we see
that as soon as the world economy abandons a “safe” zone where no natural hazards
driven by industrial GHG occur, there is no economic profit any more (in our model)
to prevent further increase in the atmospheric GHG. In other words we assume the
environmental impact to be insensitive to the level of the aggregated GHG emissions
in the “unsafe” area. This rather extreme assumption nevertheless can be accepted
on rather middle time perspective.4

3One can choose ū imposing risks constraints in “unsafe” zone. It is often that a dispersion of a
random variable acts as a measure of risks in a stochastic dynamics. Limiting the dispersion of the
utility J after the system enters “unsafe” zone one can get additional constraints on the optimal
investment policy.
4But see suggestions on overcoming this effect in Discussion section.
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Because of Theorem 1 we are now aimed at finding an optimal control on the pre-
perturbed period and the switching time τ . Let us remind that τ is a time moment
when aggregated GHG emissions E(t) hits the level E∗. Namely we have

Problem A Supposing that u1(·) has form (13) and the economy’s dynamics is
given by (1)–(6) with μ = 0, find a couple (τ, u0(·)) such that

W1[τ,u0] = W [τ,u0, u1] → max
τ,u0(·)

where W is defined by (12).

The following lemma gives an alternative formula for the utility W1 and will
allow to simplify Problem A.

Lemma 1 Problem A is equivalent to the next optimal control problem

W1[τ,u0] → max
τ≥0,u0

,

Ṫ (t) = Au(t)T (t), T (0) = T0,

Ċ(t) = A(u∗ − u0(t))T (t), C(0) = C0,

Ė(t) = βT (t) − γC(t), E(0) = E0, E(τ) = E∗,

u0(t) ∈ [0, u∗],
(t ∈ [0, τ ]),

where

W1[τ,u0] =
∫ τ

0
e−ρt lnAT (t)dt + e−ρτ

ρ

[
ln(AT (τ)) + Aū + λ lna

ρ

]
. (14)

We provide a proof to this lemma in Appendix C.

3.2 Pre-perturbed Period

In this section we solve Problem A, construct an optimal control on the pre-
perturbed period u0(·) and define the optimal switching time τ which completes
the process of solving problem (10).

First let us specify the deterministic dynamics of system (1)–(6). In this section
for technical reason we eliminate the upper index of a control on a pre-perturbed
interval, i.e., instead of u0 we will simply write u. Since for t ∈ [0, τ ] we have
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�(t) = 1, by (1)–(6) for an arbitrary control u(t) we get

T (t) = T0e
Ap(t),

C(t) = C0 + u∗AT0

∫ t

0
eAp(s)ds − T0(e

Ap(s) − 1),

E(t) = E0 − γ (T0 + C0)t + T0(β + γ )

∫ t

0
eAp(s)ds

− γ u∗AT0

∫ t

0

∫ r

0
eAp(s)ds dr

(t ∈ [0, τ ])

(15)

where

p(t) =
∫ t

0
u(s)ds. (16)

For simplicity we normalize the production technology stock T (t) by its initial value
T0 and put

x(t) = T (t)

T0
= eAp(t) (t ∈ [0, τ ]); (17)

introduce an auxiliary variable y(·):

y(t) =
∫ t

0
eAp(s)ds (t ∈ [0, τ ]). (18)

In terms of variables x, y and based on Lemma 1, we represent Problem A as the
following optimal control Problem B:

Problem B Find a couple (τ, u(·)) such that

W1[τ,u] =
∫ τ

0
e−ρt lnx(t)dt + e−ρτ

ρ

[
lnx(τ) + Aū + λ lna

ρ

]

→ max
τ≥0,u(·)

, (19)

ẋ(t) = Au(t)x(t), x(0) = 1,

u(t) ∈ [0, u∗],
ẏ(t) = x(t), y(0) = 0,

E0 − γ0τ + γ2y(τ) − γ1

∫ τ

0
y(s)ds = E∗,

(t ∈ [0, τ ]),

(20)
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Fig. 2 “High risks” area in
terms of a and λ

where

γ0 = γ (C0 + T0),

γ1 = γ u∗AT0,

γ2 = T0(β + γ ).

In what follows we assume that the probability of a single hazard, λ, as well as
its percentage loss (1 − a) are large enough. Namely we introduce the following

High Risks Assumption: Aū + λ lna < 0.

Figure 2 illustrates the area of admissible values of parameters a and λ under
High Risks Assumption.

Lemma 2 Let High Risks Assumption be satisfied. Let (τ, u(·)) be an arbitrary
couple in which u(t) (t ∈ [0, τ ]) is a control in Problem B, τ ≥ 0. Let y(t) (t ∈
[0, τ ]) be a corresponding solution of (20) and

E0 − γ0τ + γ2y(τ) − γ1

∫ τ

0
y(s)ds < E∗. (21)

Then there exist a τ̂ ≥ τ and a control û(t) extending u(t) to t ∈ [0, τ̂ ], that

(1)

E0 − γ0τ̂ + γ2ŷ(τ̂ ) − γ1

∫ τ̂

0
ŷ(s)ds = E∗ (22)

where (x̂(t), ŷ(t)) is the solution of (20) corresponding to û(t) (t ∈ [0, τ̂ ]); and
(2)

W1[τ̂ , û] ≥ W1[τ,u]. (23)
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Proof Let û(t) = 0 for t > τ . Let us show that W1[t, u] grows as t grows, starting
at t = τ. Indeed, taking the derivative we get

∂W1[t, u]
∂t

= e−ρt

ρ
[Aū + λ lna]

which is positive by High Risks Assumption. Taking into account the fact that E(t)

grows (see Remark 1) we come to the conclusion of the lemma. �

The following theorem provides the main result of this section.

Theorem 2 If a couple (τ̃ , ũ(·)) is a solution of Problem B then control ũ(·) has
necessarily a single switching point of the max-min type, i.e.,

ũ(t) =
{

u∗, t ∈ [0, ξ),
0, t ∈ [ξ, τ̃ ], (24)

for some ξ ∈ [0, τ̃ ].

Proof 1. Suppose the contrary: let an optimal couple (τ̄ , ū(·)) be not of the max-min
type. ȳ(·) the solution of (20) corresponding to ū(t). We assume that a trivial control
u(t) = 1 (t ∈ [0, τ̄ ]) is not optimal in Problem B, i.e., ȳ > τ̄ . Let us fix ȳ = ȳ(τ̄ ).

2. Let us fix τ̄ and consider the following optimal control problem:

Problem C find a control u(·) such that

W2[u] =
∫ τ̄

0
y(s)ds → max

u(·)
,

ẋ(t) = Au(t)x(t), x(0) = 1,

u(t) ∈ [0, u∗],
ẏ(t) = x(t), y(0) = 0, y(τ̄ ) = ȳ,

(t ∈ [0, τ̄ ]).

Since τ̄ is fixed we set equivalent W2[u] = W2[τ̄ , u]. By Lemma 3 (see Appen-
dix D) the single optimal control in Problem C is

ũC(t) =
{

u∗, t ∈ [0, ξ),
0, t ∈ [ξ, τ̄ ], (25)

where ξ is a single root of the equation

eAu∗ξ
(

1

Au∗
+ τ̄ − ξ

)
− 1

Au∗
= ȳ.

3. Now let us consider the following optimal control problem:
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Problem D Find a control u(·) such that

W3[u] =
∫ τ̄

0
e−ρt lnx(t)dt + e−ρτ̄

ρ

[
lnx(τ) + Aū + λ lna

ρ

]
→ max

u(·)
,

ẋ(t) = Ax(t)u(t), x(0) = 1,

u(t) ∈ [0, u∗],
ẏ(t) = x(t), y(0) = 0, y(τ̄ ) = ȳ,

(t ∈ [0, τ̄ ]).

Similar to the case of Problem C we set W3[u] = W3[τ̄ , u]. By Lemma 4 (see
Appendix D) ũC(t) (25) is the single optimal control in Problem D.

4. Now let us consider the couple (τ̄ , ũC(·)). Let (x̃(t), ỹ(t)) be the solution of
(20) corresponding to ũC(t).

The fact that a control ũC(·) (25) is optimal in Problem C leads to

E0 − γ0τ̄ + γ2ỹ(τ̄ ) − γ1

∫ τ̄

0
ỹ(s)ds < E0 − γ0τ̄ + γ2ȳ(τ̄ )

− γ1

∫ τ̄

0
ȳ(s)ds = E∗. (26)

The fact that a control ũC(·) (25) is optimal in Problem D and equality ỹ(τ̄ ) =
ȳ(τ̄ ) lead to

W3[ũC] = W1[τ̄ , ũ] > W1[τ̄ , ū] (27)

(see the form of W1 in (19)).
5. In a view of inequalities (26) and (27), by Lemma 2 there exist a τ̂ > τ̄ and a

control û(t) extending ū(t) to [0, t̂] such that (22) and (23) hold. Now (23) and (27)
show that the pair (τ̄ , ū(·)) is not optimal in Problem B. Thus we have arrived to the
contradiction which proves the statement of the theorem. �

From Theorems 1 and 2 follows

Theorem 3 If (τ, u(·)) is an optimal couple in the optimal economic growth prob-
lem (10) then

u(t) =
{

u∗, t ∈ [0, ξ),
0, t ∈ [ξ, τ ],
ū, t ∈ (τ,∞),

(28)

where ξ ∈ [0, τ ].
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4 Global Calibration

For practical simulation we provide a calibrated version of model (1)–(10) in the
global scale and run our model for 100 years time horizon starting from the year
2000. Table 1 provides calibrated values for the model’s parameters. Some values
are rather standard. For example, Barro and Sala-i-Martin (1995) and Nordhaus
(1994) estimate the production technology intensity and the discount factor as ρ =
0.03 year−1 and A = 4 year−1, respectively.

Here we restrict GHG to the main contributor in global warming—carbon
dioxide CO2. In the year 2000 GDP value Y0 = 26.7 tril. US dollars and CO2

atmospheric concentration E0 = 262 ppm can easily be found in economic-
environmental databases—see, e.g., IPCC (2007a); the size of the production tech-
nology stock in the year 2000, T0 = 6.6 tril. US dollars, is calculated via (6).

The initial size of the cleaning technology stock can hardly be well estimated;
we assume its value in the year 2000 to be negligibly small and put C0 = 0.

We estimate the maximum resource for investment, u∗ assuming that in the pe-
riod preceding 2000 business as usual (BAU) strategy of investment in production
has been implemented. In other words, investment in cleaning has been insufficient
for substantial growth of its stock which has led to the exponential GDP growth
Y(t) = Y0e

Au∗(t−2000) (1), (6) for t ≤ 2000, where Y0 refers to the production tech-
nology stock in the year 2000. Evolving the past century world GDP statistics, avail-
able, e.g., in Maddison (1995) we regress Y on t and get u∗ equal 0.3%.

When calibrating the CO2 growth function βT − γC (4) we identify Ė(t)

with emissions e(t) ignoring natural adaptation effects. Under the assumption
on BAU strategy of investment in production implemented in the period pre-
ceding 2000, i.e., for t < 2000 we put emission function as e(t) = βT (t) =
βT0e

Au∗(t−2000). We take data on global CO2 emissions from Marland (2007)
(http://cdiac.ornl.gov/trends/emis/em_cont.htm) provide regression e on t and get
value for β as 0.8 Gt/(year*tril. US dollars).

Table 1 Calibrated values for the model’s parameters

2000 year Production technology intensity with respect to GDP

θ = 2100 year GDP elasticity with respect to production technology

A = 4 year−1 Production technology intensity

u∗ = 0.003 GDP fraction to be invested for technology development

ρ = 0.03 year−1 Discount factor

β = 0.8 Gt/(year*tril. US dollars) Production technology intensity with respect to emissions

λ = 3.5 year−1 Expected (mean) value for annual number of catastrophes

a = 0.9996 Not damaged fraction of GDP as a result of each catastrophe

Y0 = 26.7 tril. US dollars Initial GDP

T0 = 6.7 tril. US dollars Initial production technology

C0 = 0 Initial cleaning technology

E0 = 262 ppm Initial CO2 atmospheric concentration

http://cdiac.ornl.gov/trends/emis/em_cont.htm
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In trying to assess the Poisson distribution’s (8) parameters, λ and a, we come
across with a serious difficulty which appear rather often when calibrating contin-
uous effects as discrete ones. Namely, the nature of the impact of the increase in
atmospheric GHG on natural hazards is not very well explored. However, both the
frequency of and the damage from them are expected to increase gradually while
GHG concentration increases. Instead, in this work we simplify this complex grad-
ual dependence into a switch between two extreme modes: a “safe” mode when no
hazards occur (if E(t) < E∗) and a “dangerous” mode when hazards occur with a
constant frequency λ and damage 1 − a (if E(t) > E∗). We assume that initially (in
the year 2000) the system is in the “safe” mode. The latter assumption implies that
the frequency and loss parameter values, λ and a, are to be calibrated for a period in
which the impact of hazards is ignorably small. Nevertheless we find average loss
from each catastrophe to be 0.02% and average number of catastrophes to be 9 per
year for the “safe” mode (IPCC 2007b). For simulations we will vary the values of
λ and a around these estimates carrying out the sensitivity analysis of the model’s
outcome to the input uncertainty in Poisson process parameters.

On the same reason, it turns out to be not possible to calibrate the critical level
E∗ and cleaning technology intensity γ since the society has not come across with
a “dangerous” mode of the environmental behavior so far. This fact adds E∗ and γ

to the number of uncertain parameters in the model.

5 Optimal GDP and Optimal GHG

Let us first calculate the optimal utility W (12). Substituting the form of the optimal
control u (24) in the utility W1 (19) we find that the optimal utility value has the
form

W = W [ξ, τ ] = e−ρτ

ρ2
[Aū + λ lna] + Au∗

ρ2
− e−ρξ

ρ2
+ lnY0

ρ
, (29)

here τ > 0 is the point in time at which the accumulated emission hits the critical
level E∗ and ξ ∈ [0, τ ] is the switching time for the optimal control in Problem B.
The optimal couple (ξ, τ ), determining the optimal control (24) maximizes W [ξ, τ ]
under the constraints ξ ≥ 0, τ ≥ ξ, E(τ) = E∗. Given a ξ ≥ 0 we find τ = τ(ξ)

from

βT0

Au∗
[eAu∗ξ − 1] − γC0ξ + (βT0e

Au∗ξ − γC0)(τ − ξ) − γ u∗Y0e
Au∗ξ (τ − ξ)2

2

= E∗ − E0. (30)

Hence, in the optimal couple (ξ, τ ) we have τ = τ(ξ) and ξ is found as the solution
to the one-dimensional optimization problem

W [ξ, τ (ξ)] → max
ξ≥0

.
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Now let us give and analyze the optimal paths in Problem A. From (24) we
see that the pre-perturbed period [0, τ ] is split into two sub-periods: a period of
intense production [0, ξ ] and a subsequent period (ξ, τ ], at which special abatement
measures on reducing GHG emissions are implemented. In period [0, ξ ] the optimal
production technology stock exponentially grows and after t = ξ it stabilizes:

T (t) =
{

T0e
Au∗t , t ∈ [0, ξ ],

T0e
Au∗ξ , t ∈ (ξ, τ ]. (31)

The optimal GDP is developing proportionally to the production technology stock
with a coefficient A.

In period [0, ξ ] cleaning technology develops according to BAU strategy. After
t = ξ it grows linearly:

C(t) =
{

C0, t ∈ [0, ξ ],
C0 + u∗Y0e

Au∗ξ (t − ξ), t ∈ (ξ, τ ]. (32)

In period [0, ξ ], because of exponentially increasing production and BAU cleaning,
the atmospheric GHG stock grows exponentially with the rate βT0e

Au∗t − γC0;
in the subsequent period (ξ, τ ] in spite of the fact that intense production is
not being developed any more and all resources are invested in cleaning, the at-
mospheric GHG continue growing with the linearly decreasing rate βT0e

Au∗ξ −
γC0 − γ u∗Y0e

Au∗ξ (t − ξ) until they reach the critical level E∗ at t = τ :

E(t) =

⎧⎪⎨
⎪⎩

E0 − γC0t + βT0
Au∗ [eAu∗t − 1], t ∈ [0, ξ ],

E(ξ) + [βT0e
Au∗ξ − γC0](t − ξ) − γ u∗Y0e

Au∗ξ (t−ξ)2

2 ,

t ∈ (ξ, τ ].
(33)

As the society enters the “dangerous” zone, natural hazards start to occur ran-
domly. The optimal trajectories for the production technology stock, GDP, cleaning
technology stock and GHG stock become stochastic. Due to the structure of the
Poisson distribution describing the occurrence of natural hazards, we assess the val-
ues for these variables in nodes of a time grid only. We choose a time grid with a
step δ (say, one year)

{tk}k=0,1,...: t0 = τ, tk = t0 + kδ. (34)

In accordance with (1), (6) for every realization (w0, . . . ,wk) we get

Yk+1 = wkYk + AūwkYkδ = wkYk[1 + Aūδ],
hence

Yk = Yτ (1 + Aūδ)k
k−1∏
i=0

wi = Yτ (1 + Aūδ)kaη0+···+ηk , (35)

where Yτ = Y0e
Au∗ξ , is the value of the optimal GDP at time ξ the point of leaving

a “safe” zone, η0, . . . , ηk are numbers of catastrophes which occur in each year up
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to the year tk. The latter formula holds because due to (8) the damage ratio each
year does not depend on the number of the year i and is given by 1 − wi = 1 − aηi.
Let us notice that the randomly damaged GDP in year tk (35) can be written as

Yk = Yτ e
Au∗tk aη0+···+ηk + O(δ), (36)

where O(δ) → 0.

For η0 + · · · + ηk = j (j = 0,1, . . .) formula (35) defines a spectrum of the
optimal GDP at year tk

Ykj = Yτ (1 + Aūδ)kaj (j = 0,1, . . .) (37)

with corresponding probabilities

Pkj = P [Yk = Ykj ] = (λδk)j

j ! e−λδk (j = 0,1, . . .). (38)

From (36) we see that in the year tk natural hazards reduce the deterministic
annual GDP Yτ e

Aūtk for the fraction 1 − aη0+···+ηk .

The expected optimal GDP is then

E[Yk] = Yτ (1 + Aūδ)kE[aη0+···+ηk ]

= Yτ (1 + Aūδ)k
∞∑
i=0

ai (λδk)i

i! e−λδk

= Yτ (1 + Aūδ)ke−λδk(1−a). (39)

Let us notice that the production technology stock obeys to the same probabilistic
distribution as the GDP Y, i.e.,

Tkj = Tτ (1 + Aūδ)kaj with the probability given by (38),

E[Tk] = Tτ (1 + Aūδ)ke−λδk(1−a).

Since u(t) = u∗ in the “unsafe” mode, from (2) we get that the cleaning technol-
ogy stock remains constant, i.e., Ck = Cτ .

The GHG stock in year tk and its expectation are given by

Ek = Eτ − γ kδCτ + βδTτ

k∑
i=0

(1 + Aūδ)iaη0+···+ηi , (40)

E[Ek] = Eτ − γ kδCτ + βδTτ

(1 + Aūδ)k+1e−λδ(1−a)(k+1) − 1

(1 + Aūδ)e−λδ(1−a) − 1
. (41)

In section Sensitivity analysis one can find a calibrated version of model (1)–(10),
numerically calculated optimal trajectories for the state variables and sensitivity
analysis of the model’s output to the uncertain parameters.
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6 Sensitivity Analysis

We us note that the life of the modeled system has two important time points, ξ and
τ , switching time from intense production to intense cleaning, and starting time of
catastrophes, respectively. Let us analyze them in terms of input uncertainties in β ,
E∗, λ, and a.

First, let us specify the procedure of maximizing W (29). We find τ(ξ) from (30).
Notice that the longer the period of intense production [0, ξ ], the shorter the period
of intense cleaning [ξ, τ ], and, moreover, the shorter the whole “safe” mode period
[0, τ ].

Let us notice also that the switching ξ is constrainted both from above and from
below. On one hand, the duration of intense production period, ξ , can not be too
long—it is limited by the condition ξ ≤ τ. On the other hand, ξ should be long
enough to guarantee that by the time τ GHG concentration E(t) approaches the
critical level E∗. Therefore,

ξ ∈ [ξmin, ξmax],
where

ξmin = max

{
0,

1

Au∗
ln

2γAu∗(E∗ − E0 + βT0
Au∗ )

βT0(β + 2γ )

}
, (42)

ξmax = 1

Au∗
ln

[
1 + (E∗ − E0)

Au∗
βT0

]
. (43)

Notice then, that assumption (3) implies ξmin = 0. Finally, we maximize W (29) as
ξ ∈ [0, ξmax]. From (43) we see that the area of admissible ξ depends neither on a

and λ, nor on γ, logariphmically expanding with respect to E∗ (see (43)). Thus, if
E∗ equals to 393 ppm (1.5 times of E0) one will choose the optimal switching time
between the year 2000 and the year 2022, whereas if E∗ equals to 524 ppm (doubled
value of E0) the upper limit for the interval for choosing the optimal switching time
becomes 2039.

Now let us discuss the optimal choice of investment policy in the “safe” mode,
i.e., the optimal time moments ξ and τ. The simulations show that there may be two
principally different situations.

(i) Low damages from catastrophes and high cost of cleaning.

The aggregated damage of natural catastrophes over the whole perturbed period
is less than the aggregated loss in the GDP due to special investment in cleaning.
It means that it is not profitable to develop cleaning technology and the optimal
investment strategy prescribes to allocate all resources in developing production.
Then optimal time of starting catastrophes is given by τ = ξ = ξmax. As we already
mentioned, τ depends neither on a and λ, nor on γ, logariphmically growing with
respect to E∗ (see Fig. 4).
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Both the optimal GDP and the optimal GHG concentration grow exponentially
if t ∈ [0, τ ] (see (31) and (33))5 independently on E∗, γ, λ and a. The expected
GDP and the expected GHG concentration values for t > τ exponentially depend
on −λ(1 − a) (see (39) and (41)). Figure 3 illustrates.

(ii) High damages from catastrophes and high cleaning efficiency.

The cleaning technology stock slows down the exponential growth of GHG con-
centration in the atmosphere and postpones the time when the system enters the
“unsafe” mode and catastrophes start to damage the fraction of the GDP. Abridge-
ment of the perturbed period leads to decrease of the aggregated GDP losses and
hence cleaning becomes profitable. Then the optimal investment strategy prescribes
to start cleaning right in beginning of the modeling period. Then and ξ = 0,

τ =
βT0 −

√
β2T 2

0 − 2γ u∗Y0(E∗ − E0)

γ u∗Y0
.

From the latter formula we see that the optimal time for starting natural catastrophes
τ depends sensitively on E∗: the higher critical level of GHG concentration (i.e., the
bigger the “safe” mode), the later catastrophes start to occur with increasing return
to scale. The optimal time for starting natural catastrophes τ is rather insensitive
to γ , but the increase the cost of cleaning technology leads to a slight increase in τ .
Comparison with the case (i) shows that catastrophes start later in case (ii) then in
case (i) for all values of critical GHG level E∗ (see Fig. 4).

Since all the investment is allocated in developing cleaning, the optimal GDP
does not grow keeping its initial value Y0 during the whole “safe” mode (31). The
optimal cleaning technology stock grows linearly independently on E∗, γ, λ and

Fig. 3 (Color online) Case (i): optimal GDP trajectories (left plot) and optimal trajectories for
GHG concentration in the atmosphere (right plot). The upper, dark-green curves correspond to Y (t)

and E(t) trajectories in case of BAU production. The dark-blue and light-blue curves correspond
to optimal Y (t) and E(t) for E∗ = 1.5E0 = 393 ppm and E∗ = 2E0 = 524 ppm, respectively.
Parameters’ values: γ = 0.1 ppm/year*tril. US dollars, a = 0.9996, λ = 3.5

5Let us remind that in our simulations C0 = 0.
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Fig. 4 (Color online) Optimal time moments of starting catastrophes. The left plot gives val-
ues for τ with respect to uncertain E∗ for the case (i)—the lower red curve, and for the case
(ii)—three dark-blue curves, the upper of which corresponds to γ = 0.3 ppm/year*tril. US dollars,
the middle curve corresponds to γ = 0.1 ppm/year*tril. US dollars, the lower curve corresponds
to γ = 0.01 ppm/year*tril. US dollars. The right plot gives values for τ in case (ii) with respect to
uncertain γ for E∗ = 1.5E0 = 526 ppm (the lower curve) and E∗ = 2E0 = 526 ppm (the upper
curve)

Fig. 5 (Color online) Case (ii): optimal GDP trajectories (left plot) and optimal trajectories for
GHG concentration in the atmosphere (right plot). The upper, dark-green curves correspond to Y (t)

and E(t) trajectories in case of BAU production. The dark-blue and light-blue curves correspond
to optimal Y (t) and E(t) for E∗ = 1.5E0 = 393 ppm and E∗ = 2E0 = 524 ppm, respectively. The
dark-red curve on the right plot illustrates E(t) trajectory in case of intense cleaning. Parameters’
values: γ = 0.1 ppm/year*tril. US dollars, a = 0.95, λ = 14

a (32). Because of that, the optimal GHG concentration grows, and its rate is nega-
tively affected by γ (see (33)).

The expected GDP dramatically falls down damaged by catastrophes (39).
Thanks to that the expected GHG concentration values stabilizes as soon as the
system passes t = τ (41). Figure 5 illustrates.

7 Discussion

Let us start this section with discussion of what in fact new do we learn from ex-
plicit modeling of random hazards and their damages. Why not restrict ourselves
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to expected (mean) damages and cancel complicated stochastic dynamics and op-
timization in this problem? Generally speaking, these two ways are about an or-
der of taking an expectation and non-linear instantaneous utility f (Y ). Namely,
if case we consider stochastic dynamics, the utility to be maximized have a form
E[∫ ∞

0 e−ρtf (Y (t))dt] whereas in case of equivalent deterministic dynamics the
utility takes a formula

∫ ∞
0 e−ρtf (E[Y(t)])dt]. Owing to non-linearity, not only

values of these two functionals are be different for the same control which deter-
mines Y(t), but also their properties related to optimization may not provide the
same optimizer for both functionals.6

Second concern with respect to the results presented in this paper is a choice
of Poisson distribution for the number of catastrophes in “unsafe” zone. Poisson
distribution is often used for modeling events which occur with a known average
rate, and which are independent in time since the last event. A classic example
is the nuclear decay. At the same time, it leads to a rather strong assumption on
independence of the number catastrophes on the current level of atmospheric GHG
provided the system exceeds the critical level E∗. On such a middle time horizon
as 20–50 years we might accept that as a zero approximation. A way to overcome
this problem might be in introducing a number of critical levels E1∗,E2∗, . . . ,En∗ , and
corresponding “unsafe” zones. In each zone the random number of natural hazards is
distributed according to Poisson distribution which should have specific parameters’
values (λ and a): both the damage and the mean annual number of catastrophes
should increase with an increase of Ei∗.

Let us summarize results which are obtained in this work:

(1) We considered a one-sector economic growth model with production technol-
ogy as a key driver of the economy and cleaning technology which is used for
retraining greenhouse gases from the atmosphere. The important factor in the
model—random natural hazards damaging the current GDP provided the at-
mospheric GHG level is high. We choose the utility as an expectation of the
integrated discounted consumption. We formulated a problem of optimization
of the economic growth on the infinite time horizon with respect to the utility.
The optimal investment policy in production and cleaning is to be found.

(2) We found the analytic structure of the optimal investment. It turns out that one
should switch an optimal control mode twice. One should start from intense
developing of production providing zero investment in cleaning. GHG con-
centration is growing exponentially at that stage. The first switching point, ξ,

opens a period of intense cleaning when the rate of increase of GHG in the
atmosphere slows down. However at a time moment τ the system enters the
“unsafe” mode, and catastrophes start to occur. In this period one invests all
admissible resources in production.

6For precise quantitative estimate of the difference in consequences of optimal decisions made by
means of these two different functionals, one should specially consider the corresponding deter-
ministic optimization problem which is out of the goals of this paper.
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(3) We calibrated the model based on data available. Since the “unsafe” mode is
only assumed to happen in the future, we reveal uncertainty in values of the criti-
cal level E∗ of GHG concentrations in the atmosphere above which catastrophes
affect the GDP significantly, of the cleaning efficiency, as well as of distribution
parameters of random hazards.

(4) It turns out that depending on the correlation between parameters of random
catastrophes, a and λ and costs and efficiency of cleaning γ , two extreme case
may hold. The first corresponds to the case of law damages from catastrophes
and high cost of cleaning. Then the damage from catastrophes is less significant
than investment in cleaning. Thus it is optimal to allocate all admissible re-
sources for developing production, providing zero investment in cleaning. The
system approaches the critical level E∗ fast, and, hence, catastrophes start to
harm early which is nevertheless compensated by a relatively law damages.

The second case corresponds to a completely opposite case—high damages from
catastrophes and high cleaning efficiency. In this case one should start cleaning as
soon as possible, i.e., with the initial time moment of modeling. Because of high
eventual damages from catastrophes it is optimal to postpone the time of starting
catastrophes as long as possible. This idea implies zero investment in production
and intensive developing of cleaning. Zero economic growth in the beginning is
expected to be compensated by saving the GDP from catastrophes. Nevertheless,
calculations show dramatic decrease of the GDP due to catastrophes in the “danger-
ous” mode.

The presented work acts as a step toward understanding how random natural
hazards impact the technological development. Even under rather significant sim-
plifications and strong assumptions made in this research, it reveals the eventual
bifurcation of optimal dealing with economic growth harmed by natural hazards.
Further quantitative and qualitative analysis of alternative hypothesis on both eco-
nomic model and catastrophes regularities, as well as data analysis are needed to
specify or refute them.
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Appendix A: Assumption (3)

Let us consider the best-case scenario for emissions, i.e., a control

u(t) = 0 (t ≥ 0).

Then

T (t) = T0 and C(t) = C0 + u∗Y0t
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for t ≥ 0. Emissions become

E(t) = E0 + (βT0 − γC0)t − γ u∗Y0t
2

2
.

In this case E(·) is a quadratic function which increases from t = 0, approaches its
maximum value

Emax = E0 + (βT0 − γC0)
2

2γ u∗Y0

at

t = βT0 − γC0

γ u∗Y0

and then decreases. Thus letting E∗ be less then Emax we get increasing trajectories
of emissions E(t) for all admissible controls.

Appendix B: Proof of Theorem 1

In this section we provide a proof for Theorem 1. First we discretesize model (1)–(7)
on the perturbed period t ≥ τ. We introduce a discrete time grid

{tk}k=0,1,...: t0 = τ, tk = t0 + kδ (B.1)

with a small positive time step δ.
According to (7) a random fraction of the production loss in each period [ti , ti+1]

becomes

ωi = aηi (B.2)

where ηi is a random number of natural hazards which occur over a time interval
[ti , ti+1]. Let (u0, u1, . . .) be an approximation of a control u1(t) (t ∈ [τ,∞)) (11).
Model’s dynamics (1)–(4) becomes

Ti+1 = wiTi + AuiωiTiδ, T0 = Tτ , (B.3)

Ci+1 = Ci + A(u∗ − ui)ωiTiδ, C0 = Cτ , (B.4)

Ei+1 = Ei + (βTi − γCi)δ, E0 = Eτ , (B.5)

Yi = AwiTi (B.6)

(i = 0,1, . . .)

where Tτ = T (τ), Cτ = C(τ) and Eτ = E(τ) are non-perturbed values of the pro-
duction technology stock, cleaning technology stock and GHG stock at the moment
t = τ at which the system leaves a non-perturbed zone.
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Correspondingly taking into account (B.6), (B.3) the utility on the perturbed pe-
riod J 1 (see (12)) becomes

J 1 =
∞∑
i=0

e−ρ(τ+ti ) lnYiδ

=
∞∑
i=0

e−ρ(τ+ti ) ln(AwiTi)δ

= c1∗(δ) + e−ρτ
∞∑
i=0

e−ρiδ[lnωi + lnTi]δ

where

c1∗(δ) = lnAe−ρτ
∞∑
i=0

e−ρiδδ

= lnAe−ρτ δ

1 − e−ρδ
. (B.7)

Note that

c1∗(δ) → lnA
e−ρτ

ρ
as δ → 0.

Clearly,

EJ 1 = c1∗(δ) + e−ρτ
∞∑
i=0

e−ρiδE[lnωi + lnTi]δ. (B.8)

Let us specify the latter formula. From (B.3) we get

Ti = Tτ

i−1∏
k=0

(1 + Aukδ)

i−1∏
k=0

ωk

= Tτ

i−1∏
k=0

eAukδ
i−1∏
k=0

ωk + O(δ)

= Tτ e
Api

i−1∏
k=0

ωk + O(δ)

where

pi =
i−1∑
k=0

ukδ (B.9)
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and

O(δ) → 0 as δ → 0.

Hence,

lnTi = lnTτ + Api +
i−1∑
k=0

lnωk + O(δ)

and

E lnTi = lnTτ + Api +
i−1∑
k=0

E lnωk + O(δ). (B.10)

By (B.2) and (8)

E lnωk =
K∑

j=0

(λδ)j

j ! e−λδ lnaj

=
K∑

j=0

(λδ)j

j ! je−λδ lna

=
K∑

j=1

(λδ)j

(j − 1)!e
−λδ lna

= λδ lna + O(δ).

Substituting in (B.10) we get

E lnTi = lnTτ + Api + iλδ lna + O(δ). (B.11)

Coming back to (B.8) we find that

EJ 1 = c1∗(δ) + e−ρτ

∞∑
i=0

e−ρiδE[lnωi + lnTi]δ

= c1∗(δ) + e−ρτ

∞∑
i=0

e−ρiδ[λδ lna + lnTτ + Api + (i − 1)δλ lna + O(δ)]δ

= c1∗(δ) + e−ρτ
∞∑
i=0

e−ρiδ[lnTτ + Api + iδλ lna]δ + O(δ)

= C1∗(δ) + e−ρτ
∞∑
i=0

e−ρiδ(Api + iδλ lna)δ + O(δ) (B.12)
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where

C1∗(δ) = c1∗(δ) + e−ρτ

∞∑
i=0

e−ρiδ lnTτ δ

= c1∗(δ) + lnTτ e
−ρτ δ

1 − e−ρδ
.

Note that

C1∗(δ) → lnYτ

e−ρτ

ρ
as δ → 0.

From (B.12) we see that regardless the value of τ and the grid step δ, EJ 1 ap-
proaches its maximum if each pi (i = 0,1, . . .) takes the maximum value. In other
words uk = ū (k = 0,1, . . .) brings the maximum value to EJ 1. Passage to a limit
as δ → 0 finishes proving of the statement of the Theorem.

Appendix C: Proof of Lemma 1

In this section we provide a proof for Lemma 1. In other words we are aimed at
specification of a form of the utility W = J 0 + EJ 1 (12).

Let us specify EJ 1. From (B.12) (see Appendix B) by passage to a limit as δ → 0
we get

EJ 1 =
∫ ∞

τ

e−ρtE lnY(t)dt (C.1)

where

EY(t) = Yτ e
Ap1(t)+λ lna(t−τ) (t ∈ [τ,∞)).

According to the Theorem 1 for t ≥ τ u1(t) = ū and

p1(t) = ū(t − τ) (t ∈ [τ,∞)).

Hence

EJ 1 =
∫ ∞

τ

e−ρt [lnYτ + (Aū + λ lna)(t − τ)]dt

= e−ρτ

ρ

(
lnYτ + Aū + λ lna

ρ

)
. (C.2)

Finally we obtain

W = J 0 + EJ 1

=
∫ τ

0
e−ρt lnY(t)dt + e−ρτ

ρ

(
lnYτ + Aū + λ lna

ρ

)
. (C.3)
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Appendix D: Lemmas 3 and 4

Lemma 3 The control optimal in the Problem C is

ũC(t) =
{

u∗, t ∈ [0, ξ ],
0, t ∈ (ξ, τ̄ ], (D.1)

where ξ is a root of an equation

eAu∗ξ
(

1

Au∗
+ τ̄ − ξ

)
− 1

Au∗
= ȳ. (D.2)

Proof We apply standard Pontryagin maximum principle to find a control optimal
in Problem C. Let ψ1(·), ψ2(·) be adjoint variables. The Hamiltonian becomes

H(x,y,ψ1,ψ2) = y + ψ1Aux + ψ2x

and the Hamilton system supplying a solution of Problem C is

ψ̇1 = −Auψ1 − ψ2, ψ1(τ̄ ) = ȳ, (D.3)

ψ̇2 = −1, (D.4)

ẋ = Aux, x(0) = 1, (D.5)

ẏ = x, y(0) = 0, y(τ̄ ) = ȳ. (D.6)

The maximum condition becomes

u(t) =
{

u∗, if ψ1(t) > 0,
∈ [0, u∗], if ψ1(t) = 0,
0, if ψ1(t) < 0.

From (D.4) we have

ψ2(t) = ψ0
2 − t

with unknown initial value ψ0
2 . Then (D.3) becomes

ψ̇1 = −Auψ1 + (t − ψ0
2 )

and hence

ψ1(t) = 1

x(t)

[
ψ0

1 +
∫ t

0
x(s)(s − ψ0

2 )ds

]
.

Let us analyze the behavior of ψ1(t) in terms of its positiveness/negativeness. Since
x(t) > 0 for all admissible controls u(·) and all t ∈ [0, τ̄ ] we focus on the expression
in the square brackets only. Consider a function

t �→ φ1(t) = ψ0
1 +

∫ t

0
x(s)(s − ψ0

2 )ds
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whose derivative is

φ̇1(t) = x(t)(t − ψ0
2 ) (D.7)

and necessarily

φ1(τ̄ ) = 0.

From (D.7) it follows that in Problem C there is no special modes (controls for which
ψ1(t) = 0 more then in one point). In other words an optimal control takes only its
extreme values. Next, from (D.7) we see that the derivative φ̇1(t) changes its sign
not more then in one point on [0, τ̄ ]. It means that necessarily the following cases
satisfy to the optimality conditions provided by Pontryagin maximum principle:

(i) ψ0
1 > 0 and ψ1(t) > 0 for all t < τ̄ and ψ1(τ̄ ) = 0; then

u(t) = u∗ (t ∈ [0, τ̄ ]);
(ii) ψ0

1 > 0 and ψ1(t) changes its sign at some t ∈ (0, τ̄ ), namely, ψ1(t) > 0 for
t ∈ [0, ξ) and ψ1(t) < 0 for t ∈ (ξ, τ ], and ψ1(τ̄ ) = 0; then

u(t) =
{

u∗, t ∈ [0, ξ),
0, t ∈ [ξ, τ̄ ];

(iii) ψ0
1 ≤ 0 and ψ1(t) < 0 for all t < τ̄ and ψ1(τ̄ ) = 0; then

u(t) = 0 (t ∈ [0, τ̄ ]).
Control (iii), clearly, does not satisfy the condition ȳ > τ̄ ; depending on the value
of ȳ extreme control (i) may be not admissible in Problem C. Otherwise it become a
particular case of control (ii). Thus the two-stair control (ii) generalize the structure
of an optimal control in Problem C. The switching time ξ is determined in such
a way that the edge condition y(τ̄ ) = ȳ holds which leads to (D.2). The lemma is
proved. �

Lemma 4 The control optimal in Problem D is ũC(t) (t ∈ [0, τ̄ ]) (D.1) (see
Lemma 3).

Proof First, let us notice that since the final time τ̄ is fixed, the goal function W3
can be modified. Namely, we have

lnx(τ̄ ) =
∫ τ̄

0

ẋ(s)

x(s)
ds + lnx0 =

∫ τ̄

0
Au(s)ds + lnx0

and hence Problem D is equivalent to the optimal control problem of maximization
of the goal function

W ′
3[u] =

∫ τ̄

0
[e−ρt lnx(t) + Au(t)]dt

under the same dynamics.
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Similar to the proof of the Lemma 3 we apply standard Pontryagin maximum
principle to find a control optimal in the Problem D. Let ψ1(·), ψ2(·) be adjoint
variables. The Hamiltonian becomes

H(t, x, y,ψ1,ψ2) = e−ρt lnx + Au + ψ1Aux + ψ2x

and the Hamiltonian system supplying a solution of the Problem C is

ψ̇1 = −Auψ1 − ψ2 + R

x2
− e−ρt

x
, ψ1(τ̄ ) = ȳ, (D.8)

ψ̇2 = 0, (D.9)

ẋ = Aux, x(0) = 1, (D.10)

ẏ = x, y(0) = 0, y(τ̄ ) = ȳ. (D.11)

The maximum condition becomes

u(t) =
{

u∗, if ψ1(t) > 0,
∈ [0, u∗], if ψ1(t) = 0,
0, if ψ1(t) < 0.

From (D.9) we have

ψ2(t) = ψ0
2

with unknown initial value ψ0
2 . Then (D.8) becomes

ψ̇1 = −Auψ1 +
(

ψ0
2 + e−ρt

x

)

and hence

ψ1(t) = 1

x(t)

(
ψ0

1 +
∫ t

0

(
e−ρs + ψ0

2 x(s)
)
ds

)

= 1

x(t)

(
ψ0

1 − 1 − e−ρt

ρ
+ ψ0

2 y(t)

)
.

Let us analyze the behavior of ψ2(t) in terms of its positiveness/negativeness. Since
x(t) > 0 for all admissible controls u(·) and all t ∈ [0, τ̄ ] we focus on the expression
in the square brackets only. Consider a function

t �→ φ2(t) = ψ0
1 − 1 − e−ρt

ρ
+ ψ0

2 y(t)

whose derivative is

φ̇2(t) = −e−ρt + ψ0
2 x(t). (D.12)
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and necessarily

φ2(τ̄ ) = 0.

Since e−ρt decreases and x(t) increases, from (D.12) we see that there may not
be special modes in Problem D. Next, from (D.12) we see that the derivative φ̇2(t)

changes its sign not more then in one point on [0, τ̄ ]. It means that necessarily the
following cases satisfy to the optimality conditions provided by Pontryagin maxi-
mum principle:

(i) ψ0
2 ≤ 0 and ψ0

1 > 0 for all t < τ̄ and ψ1(τ̄ ) = ȳ; then

u(t) = u∗ (t ∈ [0, τ̄ ]);
(ii) 0 < ψ0

2 < 1 and either ψ1(t) > 0 for all t < τ̄ and ψ1(τ̄ ) = ȳ, or ψ1(t) changes
its sign at some t ∈ (0, τ̄ ), namely, ψ1(t) > 0 for t ∈ [0, ξ) and ψ1(t) < 0 for
t ∈ (ξ, τ̄ ], and ψ1(τ̄ ) = 0; then either

u(t) = u∗ (t ∈ [0, τ̄ ]);
or

u(t) =
{

u∗, t ∈ [0, ξ),
0, t ∈ [ξ, τ̄ ];

(iii) ψ0
1 > 1 and ψ1(t) < 0 for all t < τ̄ , and hence

u(t) = 0 (t ∈ [0, τ̄ ]).
Similar to the case of Lemma 3 control (iii) does not satisfy to the condition ȳ > τ̄ ;
depending on the value of ȳ extreme control (i) may be not admissible in Problem C.
Otherwise it become a particular case of control (ii). Thus the two-stair control (ii)
generalize the structure of an optimal control in Problem D. The switching time ξ

is determined in such a way that the edge condition y(τ̄ ) = ȳ holds which leads to
the equation (D.2). The Lemma is proved. �
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Optimal Economic Growth with a Random
Environmental Shock

Sergey Aseev, Konstantin Besov,
Simon-Erik Ollus, and Tapio Palokangas

Abstract The government in a small open economy uses both an old “dirty,” or
“polluting,” technology and a new “clean” technology simultaneously. However, be-
cause of climate change, it should take into account that at some stage in the future it
will be penalized for production based on the old technology. In this paper, pollution
is alleviated through international agreements that restrict polluting activities. The
government’s incentives to invest in cleaner technologies are based on productivity
of the technology and randomly increasing abatement costs for pollution in future.
In contrast to the Schumpeterian model of creative destruction, both technologies
can be used simultaneously. The technologies are subject to AK production func-
tions. Assuming that the exogenous environmental shock follows a Poisson process,
we use Pontryagin’s maximum principle to find the optimal investment policy. We
find conditions under which a rational government should invest all its resources in
one technology, while the other is moderately run down, as well as conditions under
which it should divide the investments between the technologies in a certain ratio.

1 Introduction

Facing the possibility of climate change and global sanctions, the government in
a small open economy attempts to reduce pollution and develop new cleaner pro-
duction technologies. In many circumstances, the old “polluting” technology is not
immediately replaced by a modern efficient “environment-saving” technology, in-
stead they coexist. Why is not the former one abandoned immediately, or why not
try to benefit from both technologies? The answer is that “clean” technologies are
expensive to develop, less productive (at least in the initial stage) and often more
expensive in use.
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The government knows that it is only a matter of time when old polluting tech-
nologies will be internationally penalized (through, e.g., quotas, carbon trade, taxes
or standards), but there is a lot of uncertainty when these sanctions will actually
take place. This is supported by the fact that even today there are no global binding
agreements on reducing greenhouse gas emissions. The Kyoto process is a first step
towards such sanctions, but it is applied only to a part of the world countries. More
binding emission targets and stricter sanctions are, however, being negotiated. Given
that the international negotiation process and climate change are ongoing, a rational
government takes into account that at some stage in the future it will be penalized for
an old “polluting” technology. Under these circumstances, it is instructive to study
how a rational government should adjust to an expected exogenous environmental
change that will increase the abatement costs of emissions some time in future.

Many endogenous growth models of environmental change assume that interna-
tional pollution is an externality for a household. In that case, the level of global
pollution is incorporated into a household’s utility function as a public good. In this
paper, we do not adopt this approach. We rather assume that the governments of
different countries are still too small to internalize the externality of pollution. It
is likely that global pollution generates international sanctions that restrict polluting
activities in each economy. We model such sanctions in the form of abatement costs.
Thus, the incentive for a single government’s investment in cleaner technologies is
based on randomly increasing abatement costs in the future.1

Traditional growth models (e.g., Aghion and Howitt 1998; Barro and Sala-i-
Martin 1995; Wälde 2002, 2007) with random technological change are built on
a Schumpeterian process of creative destruction. The old technology and the capital
bound into it cannot be recycled and the new technology takes immediately over.
Thus a technology jump occurs and the old technology is destroyed. However, in
contrast to this, it is empirically evident that both technologies are bound to coexist
for a while, and a rational government does not abandon the old technology at once.
We assume that the sector that does not receive new investments is moderately run
down.

In this paper, we consider two alternative technologies that produce the same
composite good (or perfect substitutes); this good can be both consumed and in-
vested in capital. The first technology is “clean,” or “non-polluting,” while the sec-
ond one is “dirty,” or “polluting.” Both technologies are used simultaneously and
are characterized by AK production functions. At some stage of development, the
sanctions for the polluting technology will become stricter due to worsening of en-
vironment (cf. climate crisis), increased international awareness and the need to
develop new technologies. We model this as an “exogenous environmental shock”
and assume that it follows a Poisson process. The government knows that this shock

1E.g., Chinese economic growth seen in recent years is much based on focusing only on the produc-
tivity, neglecting environmental concerns. However, at some stage in the future Chinese decision
makers will need to take environmental concerns into account, as global pressure for sanctions
increases and the domestic environmental problems grow. Simply put, they need to optimize the
relation between environmental concerns and national welfare in monetary terms.
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is coming, but does not know exactly when, and the probability of its occurrence
is proportional to the length of time. The shock increases the consumer cost for the
second technology through sanctions and higher abatement costs.

In this paper, we show how a rational government in a small economy adjusts
to an expected environmental change. The results are based on the technical as-
sumption that the level of consumption is fixed as compared with the total income.
We are at the moment working on extensions of our two-sector growth model with
uncertainty of random shock.

It should be noted that the potential application of the model constructed be-
low is wider than that considered in the present paper. The developed mathematical
methodology can also be applied to other economic growth problems, with random
exogenous shock not necessarily of “environmental” character.

2 The Model

Let us consider an economy with two economic sectors, one based on “clean” tech-
nology and the other, on “dirty” technology. The productivity of the dirty technol-
ogy is assumed to be higher in the initial stage, and the externality of pollution in the
initial stage is taken into account as abatement costs by the social planner (govern-
ment). Let a state variable K1(t) > 0 (K2(t) > 0) represent capital (capital stock) in
the clean (dirty) sector at time t ≥ 0. At each moment t ≥ 0, the output of the clean
(dirty) sector, Q1(t) (Q2(t)), is a linear function of its capital:

Q1(t) = A1K1(t) and Q2(t) = A2K2(t),

where the parameter A1 > 0 (A2 > 0) is the level of technology in that sector. The
outputs Q1(t) and Q2(t) are perfect substitutes as a private consumption good, but
the dirty sector produces more emissions as a by-product in proportion to its output
Q2(t). Let T be the time of the expected environmental shock that changes the
abatement costs for these emissions from (1 − q)Q2(t) to (1 − p)Q2(t) units of
the final good, where 1 > q > p > 0.2 In the mathematical part of this paper we
also included the opposite case where q < p, due to the mathematical interest of the
model, but this case is not interesting for this particular problem with an exogenous
environmental shock.3

National income in terms of “money” is equal to the total output Q1(t) + Q2(t)

minus the abatement costs (1 − q)Q2(t), that is,

Yq(t) = Q1(t) + Q2(t) − (1 − q)Q2(t) = A1K1(t) + qA2K2(t) (1)

2The mathematical solution of the optimal control problem described below is valid for all p,q ∈
(0,∞); that is, the assumption p,q < 1 is never used in what follows. However, if p,q ≥ 1, the
abatement costs turn around and become a support for the dirty technology. Thus, we excluded this
case from the final results.
3In this setup of the problem, q < p would imply that the abatement costs fall at the shock at time
T , i.e., the dirty technology is awarded in the future.
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for t ∈ [0, T ) and

Yp(t) = Q1(t) + Q2(t) − (1 − p)Q2(t) = A1K1(t) + pA2K2(t) (2)

for t ∈ [T ,∞). At the moment T , we have

Yp(T ) = lim
t→T −0

Yq(t) + (p − q)A2K2(T ). (3)

Note that the change in abatement costs decreases the monetary value of the
national income in the economy, as q > p. We also assume that abatement costs
are some exogenous costs that are paid to the world economy as a penalty fee for
pollution and are not returned to the economy as any subvention. Thus, the model
does not have any budget constraint.

The social planner (government) of the economy distributes all income Yq(t) (or
Yp(t)) between consumption C(t),4 investment in the first sector I1(t), and invest-
ment in the second sector I2(t)

5 at each moment t ≥ 0. This implies

Yq(t) = C(t) + I1(t) + I2(t),

C(t) = u(t)Yq(t), I1(t) = i1(t)Yq(t), I2(t) = i2(t)Yq(t),

u(t) + i1(t) + i2(t) = 1, u(t) > 0, i1(t) ≥ 0 and i2(t) ≥ 0,

for t ∈ [0, T ), and

Yp(t) = C(t) + I1(t) + I2(t),

C(t) = u(t)Yp(t), I1(t) = i1(t)Yp(t), I2(t) = i2(t)Yp(t),

u(t) + i1(t) + i2(t) = 1, u(t) > 0, i1(t) ≥ 0 and i2(t) ≥ 0,

for t ∈ [T ,∞).
By introducing a new control parameter v(t), t ≥ 0, for the relation between the

investments in the two sectors, we can decrease the number of control parameters
as follows:

0 ≤ v(t) ≤ 1, t ≥ 0,

i1(t) = v(t)(1 − u(t)), t ≥ 0,

i2(t) = (1 − v(t))(1 − u(t)), t ≥ 0.

The quantities u(·) and v(·) are treated as control parameters6 (or, simply, con-
trols); u(·) symbolizes the control for consumption, and v(·), for the ratio of in-

4Consumption is assumed to include both public and private consumption in the small open econ-
omy.
5Here both sectors are assumed to be representative producers, and thus represent all production in
the economy.
6Here and below the symbol · is used as an argument to indicate that the listed quantities are
considered as functions of an independent variable.
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vestments in the first and second sectors. As usual, we assume that these control
parameters are (Lebesgue) measurable functions defined on [0,∞) and satisfying
the indicated constraints.

Now, the capital stocks K1(t) and K2(t), t ≥ 0, accumulate according to

K̇1(t) = b1I1(t) − δK1(t),

K̇2(t) = b2I2(t) − δK2(t).

This is equivalent to (see (1))

K̇1(t) = v(t)(1 − u(t))b1
[
A1K1(t) + qA2K2(t)

] − δK1(t), (4)

K̇2(t) = (1 − v(t))(1 − u(t))b2
[
A1K1(t) + qA2K2(t)

] − δK2(t) (5)

on the time interval [0, T ), and (see (2))

K̇1(t) = v(t)(1 − u(t))b1
[
A1K1(t) + pA2K2(t)

] − δK1(t), (6)

K̇2(t) = (1 − v(t))(1 − u(t))b2
[
A1K1(t) + pA2K2(t)

] − δK2(t) (7)

on the rest infinite time interval [T ,∞).
Here b1 > 0, b2 > 0 and 1/b1, 1/b2 are constant costs of units of capital in the

first and second economic sectors, respectively; δ ≥ 0 is the depreciation rate of
capital, which is assumed to be the same for both economic sectors.

Due to (1), (4) and (5), the instantaneous income Yq(·) satisfies on [0, T ] (in the
sense of Carathéodory) the differential equation

Ẏq(t) = A1K̇1(t) + qA2K̇2(t)

= (
v(t)(1 − u(t))b1A1 + q(1 − v(t))(1 − u(t))b2A2

)
Yq(t) − δYq(t) (8)

with the initial condition Yq(0) = A1K1(0) + qA2K2(0).
Similarly, due to (2), (6) and (7), the instantaneous income Yp(·) satisfies on

[T ,∞) the differential equation

Ẏp(t) = A1K̇1(t) + pA2K̇2(t)

= (
v(t)(1 − u(t))b1A1 + p(1 − v(t))(1 − u(t))b2A2

)
Yp(t) − δYp(t) (9)

with the initial condition (3).
The utility function for the social planner (government) is assumed to be the

Ramsey utility function in the Cobb–Douglas form. Thus the social planer evaluates
the quality of the control pair (u(·), v(·)) on the time interval [0, T ], T > 0, with the
following utility index:

JT (u(·), v(·), Yq(·),K1(T ),K2(T )) =
∫ T

0
e−ρt ln(u(t)Yq(t))dt

+ e−ρT V (T ,K1(T ),K2(T )), (10)
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where ρ > 0 is a subjective discount rate (time preference in the utility function)
and

V (T ,K1(T ),K2(T )) = max
u(·),v(·)

∫ ∞

T

e−ρ(t−T ) ln(u(t)Yp(t))dt (11)

is the current value of the capital stocks K1(T ) and K2(T ) at instant T .
Note that the first term on the right-hand side of (10) represents the aggregated

discounted logarithm of consumption (in terms of money) on the time interval
[0, T ], while the second one (the discounted current value of the capital stocks
K1(T ) and K2(T )) represents the maximal possible value of the aggregated dis-
counted logarithm of consumption (again in terms of money) on the rest infinite
interval [T ,∞):

e−ρT V (T ,K1(T ),K2(T )) = max
u(·),v(·)

∫ ∞

T

e−ρt ln(u(t)Yp(t))dt.

Consider the integral in (11). Since due to (9)
∫ ∞

T

e−ρt lnYp(t)dt

= e−ρT

ρ
lnYp(T )

+ 1

ρ

∫ ∞

T

e−ρt
[
(v(t)b1A1 + p(1 − v(t))b2A2)(1 − u(t)) − δ

]
dt,

we have (see (11))
∫ ∞

T

e−ρ(t−T ) ln(u(t)Yp(t))dt

= 1

ρ
lnYp(T ) − δ

ρ2

+ eρT

∫ ∞

T

e−ρt

[
lnu(t) + 1

ρ
(v(t)b1A1 + p(1 − v(t))b2A2)(1 − u(t))

]
dt.

(12)

The integral on the right-hand side of (12) does not depend on the state variables
K1(·) and K2(·), while the first two terms are constants. Hence, the integral on the
right-hand side of (12) can be maximized in the control parameters v(·) and u(·)
independently.

Thus, two cases are possible: (i) b1A1 − pb2A2 > 0 and (ii) b1A1 − pb2A2 ≤ 0.
The first case (i) indicates that the productivity of capital in the modern sector is

higher than in the old sector after the shock. In this case, the increased abatement
costs are high enough to reduce the polluting technology and direct investment to-
wards the modern sector. The second case (ii) indicates that the productivity of cap-
ital is still higher for the old technology despite the increase in abatement costs for
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pollution after the shock. Case (ii) is not interesting for our specific problem, but we
still include it for the sake of completeness.

Consider case (i): Maximizing the integral on the right-hand side of (12) in v(·)
and u(·) gives the following optimal controls on [T ,∞): v̂∗(t) ≡ 1 (all investments
are directed to the modern technology) for all t ≥ T , while û∗(t) ≡ ρ/(b1A1) if
ρ ≤ b1A1 or û∗(t) ≡ 1 (all income is consumed and not invested in the second
period) if ρ > b1A1 for all t ≥ T . Thus, the size of the time preference ρ matters
for consumption in the second period.

Substituting these optimal controls in (12), we get the following value of the
value function V (T ,K1(T ),K2(T )):

V (T ,K1(T ),K2(T )) = 1

ρ
lnYp(T ) + M1, (13)

where either

M1 = lnρ − ln(b1A1) − 1

ρ
+ b1A1 − δ

ρ2
if ρ ≤ b1A1 (14)

or

M1 = − δ

ρ2
if ρ > b1A1. (15)

Consider case (ii). In this case, the maximization of the integral on the right-hand
side of (12) gives v̂∗(t) ≡ 0 (all investments are directed to the old technology7) for
all t ∈ [0, T ], while û∗(t) ≡ ρ/(pb2A2) if ρ ≤ pb2A2 or û∗ ≡ 1 if ρ > pb2A2 for all
t ∈ [0, T ]. Hence, substituting these optimal controls in (12), we get the following
value for V (T ,K1(T ),K2(T )) in this case:

V (T ,K1(T ),K2(T )) = 1

ρ
lnYp(T ) + M2, (16)

where

M2 = lnρ − ln(pb2A2) − 1

ρ
+ pb2A2 − δ

ρ2
if ρ ≤ pb2A2 (17)

or

M2 = − δ

ρ2
if ρ > pb2A2. (18)

Thus, due to (1) and (3), in both cases (i) and (ii) (see (13), (16) and (3)) we have

V (T ,K1(T ),K2(T )) = 1

ρ
ln(A1K1(T ) + pA2K2(T )) + M, (19)

where the constant M is either M1 (see (14), (15)) or M2 (see (17), (18)) depending
on the relations between the values of the parameters. Recall that here the state vari-

7A quite natural result as the abatement costs of the polluting technology are not large enough to
compensate for the higher productivity in the polluting sector.
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ables K1(·) and K2(·) satisfy (4) and (5), respectively, on the time interval [0, T ].
All previous constructions have been performed under the assumption that the

instant of time T > 0 is fixed.
Assume now that the instant of time T at which the environmental shock happens

is a Poisson random variable (see, for example, Gnedenko 1997). This means that
on each small time interval [t, t + �t], t ≥ 0, �t > 0, the relative probability of the
event that the abatement cost of the unit of production in the second sector jumps to
a value of 1 − p under the condition that before t it equals 1 − q is proportional to
the length �t of this time interval. Analytically this property of the random variable
T can be expressed as follows:

P(T < t + �t | T ≥ t) = ν�t + o(�t).

Here ν > 0 is a proportionality coefficient of the distribution and o(�t)/�t → 0 as
�t → 0.

In this case the distribution �(t) = P(T < t) and the density ϕ(t) = �̇(t), t > 0,
of the random variable T are

�(t) = 1 − e−νt and ϕ(t) = νe−νt , t ≥ 0. (20)

In this situation the social planer faces the problem of maximization (by choos-
ing an appropriate control pair (u∗(·), v∗(·)) on [0,∞)) of the expected value of
the random variable JT (u(·), v(·), Yq(·),K1(T ),K2(T )) (see (10)) at an uncertain
(random) instant T .

For an arbitrary admissible control pair (u(·), v(·)) on [0,∞), due to (10), (19)
and (20), we have

E(JT (u(·), v(·), Yq(·),K1(T ),K2(T )))

=
∫ ∞

0
νe−νtJt (u(·), v(·), Yq(·),K1(t),K2(t))dt

=
∫ ∞

0

[
νe−νt

∫ t

0
e−ρs ln(u(s)Yq(s))ds

]
dt

+ ν

∫ ∞

0
e−(ν+ρ)t

[
1

ρ
ln(A1K1(t) + pA2K2(t)) + M

]
dt

= νM

ν + ρ
+

∫ ∞

0
e−(ν+ρ)t ln(u(t)Yq(t))dt

+ ν

ρ

∫ ∞

0
e−(ν+ρ)t ln(A1K1(t) + pA2K2(t))dt

= νM

ν + ρ
+

∫ ∞

0
e−(ν+ρ)t lnu(t)dt + ν + ρ

ρ

∫ ∞

0
e−(ν+ρ)t lnYq(t)dt

+ ν

ρ

∫ ∞

0
e−(ν+ρ)t ln

A1K1(t) + pA2K2(t)

Yq(t)
dt. (21)
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Consider the second integral on the right-hand side of (21). Due to (8) we have

ν + ρ

ρ

∫ ∞

0
e−(ν+ρ)t lnYq(t)dt

= 1

ρ
lnYq(0)

+ 1

ρ

∫ ∞

0
e−(ν+ρ)t

[
(v(t)b1A1 + q(1 − v(t))b2A2)(1 − u(t)) − δ

]
dt

= 1

ρ
lnYq(0) − δ

ρ(ν + ρ)

+ 1

ρ

∫ ∞

0
e−(ν+ρ)t (v(t)b1A1 + q(1 − v(t))b2A2)(1 − u(t))dt.

Therefore, we can rewrite formula (21) for the expected value of the random variable
JT (u(·), v(·), Yq(·),K1(T ),K2(T )) as follows:

E(JT (u(·), v(·), Yq(·),K1(T ),K2(T )))

= νM

ν + ρ
+ 1

ρ
lnYq(0) − δ

ρ(ν + ρ)

+
∫ ∞

0
e−(ν+ρ)t

[
lnu(t) + 1

ρ
(1 − u(t))(v(t)b1A1 + q(1 − v(t))b2A2)

]
dt

+ ν

ρ

∫ ∞

0
e−(ν+ρ)t ln

A1K1(t) + pA2K2(t)

A1K1(t) + qA2K2(t)
dt. (22)

Since the first three terms on the right-hand side of (22) are constants, they can
be neglected when optimizing the expected value of JT (u(·), v(·), Yq(·),K1(T ),

K2(T )). So we can formulate the social planner’s optimal control problem as the
following optimal control problem (P):

K̇1(t) = v(t)(1 − u(t))b1[A1K1(t) + qA2K2(t)] − δK1(t),

K̇2(t) = (1 − v(t))(1 − u(t))b2[A1K1(t) + qA2K2(t)
] − δK2(t),

K1(0) = K10, K2(0) = K20, u(t) ∈ (0,1], v(t) ∈ [0,1],
J (K1(·),K2(·), u(·), v(·))

=
∫ ∞

0
e−(ν+ρ)t

[
lnu(t) + (1 − u(t))(v(t)b1A1 + q(1 − v(t))b2A2)

ρ

+ ν

ρ
ln

A1K1(t) + pA2K2(t)

A1K1(t) + qA2K2(t)

]
dt → max .

Note that for p = q problem (P) is trivial (the jump of the abatement costs at the
instant T disappears). In this case, the utility functional J (K1(·),K2(·), u(·), v(·))
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does not depend on the state variables K1(·) and K2(·), and the solution (optimal
control pair (u(·), v(·))) is obtained by maximizing the integrand

lnu(t) + 1

ρ
(1 − u(t))

(
v(t)b1A1 + q(1 − v(t))b2A2

)

in the variables u(t) ∈ (0,1] and v(t) ∈ [0,1] at each instant t independently. It
is natural that this expression coincides with that in (12), and we obtain simi-
lar optimal controls in this case: v∗(t) ≡ 1 for all t ≥ 0 if b1A1 > qb2A2 and
v∗(t) ≡ 0 for all t ≥ 0 if b1A1 ≤ qb2A2, while u∗(t) ≡ ρ/max{b1A1, qb2A2} if
ρ ≤ max{b1A1, qb2A2} and u∗(t) ≡ 1 if ρ > max{b1A1, qb2A2}.

So, in what follows, we consider only the most interesting case

p 	= q.

Under this condition we can simplify the problem by reducing the dimension of the
state variable. Namely, we introduce a new state variable x(·) as follows:

x(t) = A1K1(t) + pA2K2(t)

A1K1(t) + qA2K2(t)
, t ≥ 0. (23)

Note that x(t) is equal to Yp(t)/Yq(t) if we formally define Yp(t) for t ∈ [0, T ] by
the same formula (2). This can be interpreted as the ratio of the “fictitious” instan-
taneous income Yp(t) to the real instantaneous income Yq(t) at time t , where the
term “fictitious” means that Yp(t) would be the instantaneous income if the shock
happened at this current point of time.

Below we study both the case p > q and the case p < q , although only the latter
(where sanctions increase) is meaningful in our particular economic problem. And
in this latter case the state variable x is a monotonically increasing function of the
ratio K1/K2.

Differentiating (23), we obtain

ẋ(t) = 1

(A1K1(t) + qA2K2(t))2

[
(A1K̇1(t) + pA2K̇2(t))(A1K1(t) + qA2K2(t))

− (A1K̇1(t) + qA2K̇2(t))(A1K1(t) + pA2K2(t))
]

= A1A2(q − p)
K̇1(t)K2(t) − K1(t)K̇2(t)

(A1K1(t) + qA2K2(t))2

= A1A2(q − p)(1 − u(t))
b1v(t)K2(t) − b2(1 − v(t))K1(t)

A1K1(t) + qA2K2(t)
.

Note that

A1A2(q − p)[b1v(t)K2(t) − b2(1 − v(t))K1(t)]
= [b1A1v(t) + pb2A2(1 − v(t))](A1K1(t) + qA2K2(t))

− [b1A1v(t) + qb2A2(1 − v(t))](A1K1(t) + pA2K2(t)).
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Therefore,

ẋ(t) = (1 − u(t))
[
b1A1v(t) + pb2A2(1 − v(t)) − (b1A1v(t)

+ qb2A2(1 − v(t)))x(t)
]
. (24)

Since for any admissible trajectory (K1(·),K2(·)) of problem (P), we have
K1(t) > 0 and K2(t) > 0 for all t ≥ 0, it follows from (23) that

min

{
1,

p

q

}
< x(t) < max

{
1,

p

q

}
for all t ≥ 0. (25)

It can also be verified directly that any admissible trajectory x(·) of (24) (under
arbitrary admissible controls u(·) and v(·)) with an initial condition x(0) = x0 such
that

min{1,p/q} < x0 < max{1,p/q}
satisfies (25).

Thus, we have reduced problem (P) to the following equivalent optimal control
problem (P1):

ẋ(t) = (1 − u(t))
[
b1A1v(t) + pb2A2(1 − v(t)) − (b1A1v(t)

+ qb2A2(1 − v(t)))x(t)
]
,

x(0) = x0, u(t) ∈ (0,1], v(t) ∈ [0,1],
J1(x(·), u(·), v(·))

=
∫ ∞

0
e−(ν+ρ)t

[
lnu(t) + (1 − u(t))(v(t)b1A1 + q(1 − v(t))b2A2)

ρ

+ ν

ρ
lnx(t)

]
dt → max,

where

x0 = A1K1(0) + pA2K2(0)

A1K1(0) + qA2K2(0)
.

The equivalence of problems means, in particular, that a control pair (u(·), v(·)) is
optimal in problem (P) if and only if it is optimal in problem (P1).

As we are interested in how the social planner allocates investments, we simplify
the problem and fix consumption at a certain share of the total income. Thus, we
consider from now on a particular situation when the control for consumption u(·)
is a constant 0 < u0 < 1, i.e., we assume that

u(t) ≡ u0, t ∈ [0,∞).

To simplify the notations, we set a = b1A1(1 − u0), b = qb2A2(1 − u0) and
c = pb2A2(1 − u0). Then problem (P1) reduces to the following optimal control
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problem (P2):

ẋ(t) = av(t) + c(1 − v(t)) − (
av(t) + b(1 − v(t))

)
x(t), (26)

x(0) = x0, v(t) ∈ [0,1], (27)

J2(x(·), v(·)) =
∫ ∞

0
e−(ν+ρ)t

[
av(t) + b(1 − v(t)) + ν lnx(t)

]
dt → max, (28)

where x0 is a given number in the interval (min{1,p/q},max{1,p/q}). Here we
discarded the constant term lnu0 in the utility functional J1 and multiplied it by the
positive constant ρ (the time preference of the utility function).

Denote

f (x, v) = av + c(1 − v) − (av + b(1 − v))x, x > 0, v ∈ [0,1], (29)

and

g(x, v) = av + b(1 − v) + ν lnx, x > 0, v ∈ [0,1], (30)

so that (26) and (28) become

ẋ(t) = f (x(t), v(t)) and J2(x(·), v(·)) =
∫ ∞

0
e−(ν+ρ)tg(x(t), v(t))dt. (31)

The formulated problem (P2) is affine in the control v(·). Hence, due to the stan-
dard existence theorem (see, for example, Aseev and Kryazhimskii 2007), there is
an optimal admissible pair (x∗(·), v∗(·)) in (P2). This problem (P2) is in the focus
of all our analysis below. In the next section we characterize all optimal regimes in
problem (P2) with the use of optimal control theory. In Sect. 4 we offer an economic
interpretation of the solution. Section 5 contains some conclusions. In the Appendix
we give an alternative, direct, solution of problem (P2).

3 Solution of the Problem

In the standard way, we define the current value Hamilton–Pontryagin function
M(x, v,φ) and the current value Hamiltonian M(x,φ) for problem (P2) in the nor-
mal form:

M(x, v,φ) = f (x, v)φ + g(x, v)

= [
av + c(1 − v) − (av + b(1 − v))x

]
φ

+ av + b(1 − v) + ν lnx, (32)

M(x,φ) = sup
v∈[0,1]

M(x, v,φ). (33)

Here x > 0, v ∈ [0,1] and φ ∈ R
1.

Applying Theorem 12.1 from (Aseev and Kryazhimskii 2007), we obtain the
following version of the Pontryagin maximum principle for problem (P2):
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Theorem 1 Let a pair (x∗(·), v∗(·)) be an optimal process in problem (P2).
Then there exists a current value adjoint variable φ(·) (corresponding to the pair
(x∗(·), v∗(·))) such that the following conditions hold:

(i) The admissible pair (x∗(·), v∗(·)), together with the current value adjoint vari-
able φ(·), satisfies the core relations of the Pontryagin maximum principle in
the normal form on the infinite time interval [0,∞):

φ̇(t)
a.e.= (ν + ρ)φ(t) − ∂M(x∗(t), v∗(t), φ(t))

∂x
, (34)

M(x∗(t), v∗(t), φ(t))
a.e.= M(x∗(t), φ(t)). (35)

(ii) The admissible pair (x∗(·), v∗(·)), together with the current value adjoint vari-
able φ(·), satisfies the normal-form stationarity condition:

M(x∗(t), φ(t)) = (ν + ρ)e(ν+ρ)t

∫ ∞

t

e−(ν+ρ)sg(x∗(s), v∗(s))ds

for all t ≥ 0. (36)

(iii) For any t ≥ 0

φ(t) = e(ν+ρ)t ez(t)

∫ ∞

t

e−(ν+ρ)se−z(s) ∂g(x∗(s), v∗(s))
∂x

ds, (37)

where z(t) = − ∫ t

0
∂f (x∗(s),v∗(s))

∂x
ds ≥ 0.

Proof It suffices to verify that problem (P2) satisfies all hypotheses of Theorem 12.1
from (Aseev and Kryazhimskii 2007). Due to (25), (27), (29) and (30), we have

|x(t)| ≤ const, |f (x(t), v(t))| ≤ const,
∂f (x(t), v(t))

∂x
≤ 0,

|g(x(t), v(t))| ≤ const,

∣∣∣∣∂g(x(t), v(t))

∂x

∣∣∣∣ ≤ const, t ≥ 0,

for all admissible x(·) and v(·). Thus, it only remains to note that the functions
f (x, ·) and g(x, ·) are affine in the control variable v for arbitrary fixed x > 0. �

Theorem 1 serves as a main tool in our construction of optimal regimes in this
section. As we will see below, there is a unique admissible pair (x∗(·), v∗(·)) sat-
isfying the conditions of Theorem 1. Due to Theorem 1 and the standard existence
theorem (see Aseev and Kryazhimskii 2007), this pair (x∗(·), v∗(·)) is a unique opti-
mal admissible pair in problem (P2). An alternative direct solution of problem (P2)
is presented below in the Appendix as well.

Corollary 1 The current value adjoint variable φ(·) corresponding to an optimal
process in problem (P2) is positive and bounded:

0 < φ(t) ≤ C for all t ≥ 0. (38)
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Proof Since ∂g(x,v)
∂x

= ν
x

> 0 for x > 0, it follows from (37) that φ(t) > 0 for all
t ≥ 0. On the other hand, ν

x
< ν max{1, q/p} for any x satisfying (25). Note that

z(t) =
∫ t

0
(av∗(s) + b(1 − v∗(s)))ds for t ≥ 0;

thus, z(·) is a nonnegative monotonically increasing function of t . Therefore, we
can estimate φ(·) from (37) as follows:

φ(t) ≤ e(ν+ρ)t ez(t)

∫ ∞

t

e−(ν+ρ)se−z(t)ν max{1, q/p}ds = ν

ν + ρ
max{1, q/p}.

�

Note that since x(t) > 0, φ(t) > 0 for all t ≥ 0 and any admissible trajec-
tory x(·) is bounded (see (25)), inequality (38) implies the validity of the stan-
dard transversality condition at infinity (see, for example, Aghion and Howitt 1998;
Aseev and Kryazhimskii 2007; Barro and Sala-i-Martin 1995)

lim
t→∞ e−(ρ+ν)t x(t)φ(t) = 0.

Now we analyze the maximum condition (35). Since the current value Hamilton–
Pontryagin function M(x, ·, φ) (see (32)) is affine in the control v, the maximum
value of M(x, ·, φ) over v ∈ [0,1] for arbitrary fixed x > 0 and φ > 0 is reached
either at v = 0, at v = 1, or at all points v ∈ [0,1] simultaneously.

Denote

M0(x,φ) = M(x,0, φ) = (c − bx)φ + b + ν lnx, x > 0, φ > 0, (39)

and

M1(x,φ) = M(x,1, φ) = a(1 − x)φ + a + ν lnx, x > 0, φ > 0. (40)

Thus, M0(x,φ) > M1(x,φ) if and only if

(bx − c + a − ax)φ < b − a,

and M0(x,φ) < M1(x,φ) if and only if

(bx − c + a − ax)φ > b − a.

Define a function φ0: (min{1,p/q},max{1,p/q}) → R
1 as follows:

φ0(x) = b − a

bx − c + a − ax
, min{1,p/q} < x < max{1,p/q}. (41)

Note that if p < q , then the denominator in (41) is positive, while if p > q , this
denominator is negative.



Optimal Economic Growth with a Random Environmental Shock 123

Fig. 1 The sets 
0 and 
1 (a) in the case p < q and (b) in the case p > q . The arrows indicate the
direction of the change of the x-coordinate for trajectories of the Hamiltonian system. An optimal
trajectory tends to a limit point that lies on the thick curve

Introduce the set


 = {
(x,φ) ∈ R

2: min{1,p/q} < x < max{1,p/q}, φ > 0
}

of admissible values of x and φ. The graph of φ0(·)
grφ0 = {(x,φ) ∈ 
:φ = φ0(x)}

(if it intersects 
) divides 
 into two parts


0 = {(x,φ) ∈ 
: M0(x,φ) > M1(x,φ)}
and


1 = {(x,φ) ∈ 
: M0(x,φ) < M1(x,φ)}
(see Fig. 1). If p < q , then 
0 lies below the graph of φ0(·) (or is empty if grφ0 = ∅)
and 
1 lies above the graph of φ0(·) (or coincides with 
 if grφ0 = ∅), while if
p > q , 
0 lies above the graph of φ0(·) (or coincides with 
 if grφ0 = ∅) and 
1
lies below this graph (or is empty if grφ0 = ∅).

In the open set 
0, due to condition (35), the Hamiltonian system of the maxi-
mum principle for problem (P2) has the form

ẋ(t) = c − bx(t), (42)

φ̇(t) = (ν + ρ)φ(t) + bφ(t) − ν

x(t)
. (43)

In the open set 
1, the Hamiltonian system of the maximum principle for prob-
lem (P2) has the form

ẋ(t) = a − ax(t), (44)

φ̇(t) = (ν + ρ)φ(t) + aφ(t) − ν

x(t)
. (45)
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Remark 1 If p < q , then for any trajectory (x(·),φ(·)) of the Hamiltonian system
(42)–(45) we have ẋ(t) > 0 if (x(t), φ(t)) ∈ 
1 and ẋ(t) < 0 if (x(t), φ(t)) ∈ 
0. If
p > q , then for any trajectory (x(·),φ(·)) of the Hamiltonian system (42)–(45) we
have ẋ(t) < 0 if (x(t), φ(t)) ∈ 
1 and ẋ(t) > 0 if (x(t), φ(t)) ∈ 
0.

It follows from Remark 1 that fixed points of the Hamiltonian system of the
maximum principle for problem (P2) may only be on the graph of the function
φ0(·). Let us find them.

Let �V0(x,φ) = (V01(x,φ),V02(x,φ)) be the vector field generated by the right-
hand side of system (42), (43) in 
0, and let �V1(x,φ) = (V11(x,φ),V12(x,φ)) be
the vector field generated by the right-hand side of system (44), (45) in 
1. We can
extend these fields by continuity to assume that they are also defined on grφ0. Then
at any point of grφ0 we have a family of admissible vectors (velocities)

�V (x,φ) = λ �V1(x,φ) + (1 − λ) �V2(x,φ), 0 ≤ λ ≤ 1. (46)

This family contains a zero vector if and only if the vectors �V1(x,φ) and �V2(x,φ)

have opposite directions (or one of them vanishes). Since the first coordinates of
�V1(x,φ) and �V2(x,φ) are nonzero and have different signs (see Remark 1), this
condition is equivalent to

V01(x,φ)V12(x,φ) − V11(x,φ)V02(x,φ) = 0, (47)

or

(c − bx)

[
(ν + ρ + a)φ − ν

x

]
− a(1 − x)

[
(ν + ρ + b)φ − ν

x

]
= 0. (48)

Recall that φ = φ0(x) (since we are on the graph of φ0(·)). Then we can rewrite this
equation as

φ0(x)[(ν+ρ+a)(c−bx)−(ν+ρ+b)a(1−x)]− ν

x
(c−bx−a(1−x)) = 0. (49)

Note that this automatically implies φ0(x) > 0 if x is a solution of (49) in the inter-
val (min{1,p/q},max{1,p/q}). Indeed, if p < q , then bx > c and x < 1, while if
p > q , then bx < c and x > 1.

Substituting (41) into (49), we obtain

(b − a)x[(ν +ρ + a)(c − bx)− (ν +ρ + b)a(1 − x)]+ ν(c − bx − a(1 − x))2 = 0,

or

(b − a)x[(ν + ρ)(bx − c + a(1 − x)) + ab − ac] − ν(bx − c + a(1 − x))2 = 0,

or

P(x) := ρ(b−a)2x2 + (b−a)[a(b− c)+ (ρ −ν)(a − c)]x −ν(a − c)2 = 0. (50)
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If a = b, then this equation has no solutions (because p 	= q and hence a 	= c in this
case). Otherwise, the only nonnegative solution is given by

x̄ = −a(b − c) + (ρ − ν)(a − c)

2ρ(b − a)

+
√[a(b − c) + (ρ − ν)(a − c)]2 + 4νρ(a − c)2

2ρ|b − a| . (51)

The corresponding point (x̄, φ0(x̄)) belongs to 
 (and hence is a fixed point of the
Hamiltonian system of the maximum principle for problem (P2)) if and only if

P(min{1,p/q}) < 0 and P(max{1,p/q}) > 0. (52)

Thus, the Hamiltonian system of the maximum principle for problem (P2) either has
no fixed points or has one fixed point (x̄, φ0(x̄)).

Corollary 2 If (x∗(·), v∗(·)) is an optimal process in problem (P2), then the corre-
sponding trajectory (x∗(·),φ(·)) cannot cross the curve grφ0, i.e., cannot lie partly
in 
0 and partly in 
1.

Proof Indeed, the x-coordinates of the vector fields in 
0 and 
1 have different
signs (see Remark 1). Therefore, if a trajectory (x∗(·),φ(·)) crosses grφ0, then there
is an interval [xα, xβ ] such that x∗(·) moves from xα to xβ on one time interval and
from xβ to xα on another time interval. Then, by (Aseev and Kryazhimskii 2007,
Theorem 4.4) each point ξ of the interval [xα, xβ ] would be an optimal stationary
trajectory in problem (P2) with the initial condition x(0) = ξ . However, this is im-
possible, because, as we have just shown, the Hamiltonian system of the maximum
principle for problem (P2) has at most one fixed point. �

Now, we show that no part of any trajectory (x(·),φ(·)) can go along the curve
grφ0, except for staying at the fixed point.

Lemma 1 If (x(·),φ(·)) is a trajectory of the Hamiltonian system of the maximum
principle for problem (P2) such that (x(t), φ(t)) ∈ grφ0 for any t from some time
interval [t0, t1], t1 > t0, then (x(t), φ(t)) ≡ (x̄, φ0(x̄)) for any t ∈ [t0, t1].

Proof The curve grφ0 is defined by the equation M0(x,φ) − M1(x,φ) = 0 (see
(39), (40)). Therefore, a normal to this curve is given by

�n =
(

∂M0

∂x
− ∂M1

∂x
,
∂M0

∂φ
− ∂M1

∂φ

)
.

Note that the second coordinate of �n is always nonzero. The vector fields �V0(x,φ)

and �V1(x,φ) in 
0 and 
1, respectively, are given by

�V0 = (V01,V02) =
(

∂M0

∂φ
, (ν + ρ)φ − ∂M0

∂x

)
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and

�V1 = (V11,V12) =
(

∂M1

∂φ
, (ν + ρ)φ − ∂M1

∂x

)
.

Let us calculate the scalar products 〈�n, �V0〉 and 〈�n, �V1〉:

〈�n, �V0〉 = −∂M1

∂x

∂M0

∂φ
+

(
∂M0

∂φ
− ∂M1

∂φ

)
(ν + ρ)φ

+ ∂M0

∂x

∂M1

∂φ
= 〈�n, �V1〉. (53)

But then for any vector �V from the family (46) we obtain the same value of the
scalar product with �n:

〈�n, �V 〉 = 〈�n, �V0〉 = 〈�n, �V1〉.
If a trajectory goes along grφ0, then we must have 〈�n, �V 〉 = 0 at any point of this
trajectory, i.e.,

〈�n, �V0〉 = 〈�n, �V1〉 = 0.

This implies that the vector fields �V0 and �V1 have either the same direction or oppo-
site directions, i.e., V01V12 −V02V11 = 0, which is nothing else but equation (47) of
the fixed point. The lemma is proved. �

Remark 2 If a trajectory (x(·),φ(·)) of the Hamiltonian system of the maximum
principle reaches the curve grφ0 at a point other than (x̄, φ0(x̄)), then it must nec-
essarily cross the curve grφ0 (due to the equality of scalar products (53)) and hence
cannot be optimal by Corollary 2.

Now we are ready to describe all trajectories (x∗(·),φ(·)) corresponding to opti-
mal processes (x∗(·), v∗(·)) in problem (P2) by virtue of Theorem 1.

Such a trajectory (x(·),φ(·))
(i) either tends to the fixed point (x̄, φ0(x̄)) ∈ grφ0,

(ii) or lies in 
0 for all t starting from a certain t0 ≥ 0,
(iii) or lies in 
1 for all t starting from a certain t0 ≥ 0.

In case (i) the trajectory goes to the fixed point either from 
0 or from 
1 (but
not along grφ0 by Lemma 1) and hence reaches the fixed point in some finite time
τ > 0 and then stays at this point for all t ≥ τ . The optimal control v∗(·) after
reaching the fixed point can be obtained by equating the right-hand side of (26) to
zero at x(τ) = x̄:

v∗(t) ≡ v∗ = bx̄ − c

bx̄ − c + a − ax̄
, t ≥ τ. (54)

We always have 0 < v∗ < 1 if min{1,p/q} < x̄ < max{1,p/q}. Note that in this
case v∗(·) is an optimal singular control on [τ,∞) (see, for example, Gabasov and
Kirillova 1982).
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In case (ii) x∗(t) → p
q

and in case (iii) x∗(t) → 1 as t → ∞ due to (42) and (44),
respectively. By Corollary 1 the trajectory (x∗(·),φ(·)) is bounded. Since the vector
fields generated by (42), (43) in 
0 and (44), (45) in 
1 have continuous exten-
sions to the boundaries x = p

q
and x = 1 of 
0 and 
1, respectively, the trajectory

(x∗(·),φ(·)) must tend to an “infinite” fixed point (x̄0, φ̄0) ∈ ∂
0 or (x̄1, φ̄1) ∈ ∂
1,
where x̄0 = p

q
and x̄1 = 1. For φ̄0 from (43) we obtain the equation

(ν + ρ + b)φ̄0 − νq

p
= 0.

For φ̄1 from (45) we obtain the equation

(ν + ρ + a)φ̄1 − ν = 0.

Thus,

φ̄0 = νq

p(ν + ρ + b)
and φ̄1 = ν

ν + ρ + a
.

Suppose that p < q . Then the condition (x̄0, φ̄0) ∈ ∂
0 is equivalent to φ̄0 ≤
φ0(

p
q
), or

νq

p(ν + ρ + b)
≤ φ0

(
p

q

)
. (55)

Note that this inequality is equivalent to the fact that the left-hand side of (48) is
nonpositive at x = p

q
= c

b
, i.e., the left-hand side of (49) is nonpositive at x = p

q
,

i.e., P(
p
q
) ≥ 0 (see (50)).

Similarly, the condition (x̄1, φ̄1) ∈ ∂
1 for p < q is equivalent to φ̄1 ≥ φ0(1), or

ν

ν + ρ + a
≥ φ0(1). (56)

This inequality is equivalent to the fact that the left-hand side of (48) is nonnegative
at x = 1, i.e., the left-hand side of (49) is nonnegative at x = 1, i.e., P(1) ≤ 0 (see
(50)).

The conditions P(
p
q
) ≥ 0, P(1) ≤ 0, and the condition (52) of the existence of

a fixed point in grφ0 are pairwise incompatible for p < q and describe all possible
situations (i.e., one and only one condition from these three holds for any rela-
tion between the parameters of the problem). Thus, one and only one fixed point
((x̄, φ0(x̄)), (x̄0, φ̄0), or (x̄1, φ̄1)) exists in the closure of 
 (this fixed point lies on
the thick curve in Fig. 1a), and for any initial condition p

q
< x0 < 1 there is only one

trajectory (x(·),φ(·)) with x(0) = x0 that tends to this fixed point. Indeed, suppose
that there are two such trajectories (x1(·),φ1(·)) and (x2(·),φ2(·)) that tend to the
same fixed point from the same set 
0 or 
1. Then x1(t) = x2(t), φ1(t) 	= φ2(t) for
all t ≥ 0 and, on the one hand, the difference of their φ-coordinates must tend to
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Fig. 2 Trajectories of the Hamiltonian system of the maximum principle for problem (P2) in the
case p < q . The optimal trajectory is shown by a thick line. Cases (a), (b) and (c) correspond to
cases I, II and III of Theorem 2. The picture in case (c) resembles a saddle; note, however, that
in this case the optimal process, moving along the thick curve, always reaches the steady state in
finite time

zero, but, on the other hand, it satisfies the differential equation

d

dt
(φ1(t) − φ2(t)) = (ν + ρ + b)(φ1(t) − φ2(t))

if the trajectories lie in 
0 or the differential equation

d

dt
(φ1(t) − φ2(t)) = (ν + ρ + a)(φ1(t) − φ2(t))

if the trajectories lie in 
1. This contradiction shows that there is only one trajectory
(x(·),φ(·)) with x(0) = x0 that satisfies the relations of Theorem 1. This trajectory
is shown by a thick line in Fig. 2; it gives the optimal solution in problem (P2). All
other trajectories either are unbounded or intersect the line φ = 0.

Suppose now that p > q . Then the condition (x̄0, φ̄0) ∈ ∂
0 is equivalent to φ̄0 ≥
φ0(

p
q
), or

νq

p(ν + ρ + b)
≥ φ0

(
p

q

)
. (57)

This inequality is equivalent to the fact that the left-hand side of (48) is nonpositive
at x = p

q
= c

b
, i.e., the left-hand side of (49) is nonpositive at x = p

q
, i.e., P(

p
q
) ≤ 0

(the denominator of φ0 is negative for p > q , see (41)). Similarly, the condition
(x̄1, φ̄1) ∈ ∂
1 for p > q is equivalent to φ̄1 ≤ φ0(1), or

ν

ν + ρ + a
≤ φ0(1). (58)

This inequality is equivalent to the fact that the left-hand side of (48) is nonnegative
at x = 1, i.e., the left-hand side of (49) is nonnegative at x = 1, i.e., P(1) ≥ 0.
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The conditions P(
p
q
) ≤ 0, P(1) ≥ 0, and the condition (52) of the existence of

a fixed point in grφ0 are pairwise incompatible for p > q and describe all possible
situations. Thus, one and only one fixed point ((x̄, φ0(x̄)), (x̄0, φ̄0), or (x̄1, φ̄1))
exists in the closure of 
, and for any initial condition 1 < x0 <

p
q

there is only one

trajectory (x(·),φ(·)) with x(0) = x0 that tends to this fixed point. This trajectory
gives the optimal solution in problem (P2).

Note that (55) for p < q and (57) for p > q can be written in a unified way as

νa(q − p) ≤ (b − a)p(ν + ρ + b),

or

νa(b − c) ≤ (b − a)c(ν + ρ + b),

or

νb(a − c) ≤ (b − a)c(ρ + b), (59)

Similarly, (56) for p < q and (58) for p > q can be written in a unified way as

ν(b − c) ≥ (b − a)(ν + ρ + a),

or

ν(a − c) ≥ (b − a)(a + ρ). (60)

Remark 3 One can check directly that conditions (59) and (60) are incompatible
(the case a = b = c is impossible because p 	= q), which agrees well with the above
analysis.

Summarizing the results of our analysis, we obtain the following optimal synthe-
sis (see Pontryagin et al. 1964) in problem (P2):

Theorem 2

(I) If condition (59) holds, then the optimal control v∗(·) in problem (P2) as a
function of x is v∗(x) ≡ 0.

(II) If condition (60) holds, then the optimal control v∗(·) in problem (P2) as a
function of x is v∗(x) ≡ 1.

(III) Suppose that both conditions (59) and (60) are violated. Then (x̄, φ0(x̄)) ∈ 
.
(a) If p < q , then the optimal control v∗(·) in problem (P2) as a function of x

is given by (see (54))

v∗(x) =
⎧⎨
⎩

1 if x < x̄,
bx̄−c

bx̄−c+a−ax̄
if x = x̄,

0 if x > x̄,

where x̄ is defined in (51).
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(b) If p > q , then the optimal control v∗(·) in problem (P2) as a function of x

is given by

v∗(x) =
⎧⎨
⎩

0 if x < x̄,
bx̄−c

bx̄−c+a−ax̄
if x = x̄,

1 if x > x̄.

For an arbitrary initial state x0 ∈ (min{1,p/q},max{1,p/q}), the optimal syn-
thesis v∗(x), x ∈ (min{1,p/q},max{1,p/q}), uniquely defines the optimal trajec-
tory x∗(·) in problem (P2) as the solution of the Cauchy problem

ẋ(t) = av∗(x(t)) + c(1 − v∗(x(t))) − (
av∗(x(t)) + b(1 − v∗(x(t))))x(t),

x(0) = x0,

and the corresponding optimal control v∗(·) as the function

v∗(t) = v∗(x∗(t)), t ∈ [0,∞).

Note that in case III the optimal trajectory x∗(·) always reaches the steady state x̄ in
finite time and then the control v∗(·) switches to the value v∗(x̄).

4 Economic Interpretation

Let us now pass on to the economic interpretation of the results obtained. As we
mentioned earlier, our model expects an exogenous environmental shock at time
T > 0 after which the abatement costs increase, i.e., p < q . In other words, the
productivity of capital (including the abatement costs) of the old technology sector
after the shock, pb2A2 = c/(1−u0), is lower than its productivity before the shock,
qb2A2 = b/(1 − u0). So we will assume throughout this section that p < q .

In our model any admissible state trajectory x(·) takes values

x(t) = A1K1(t) + pA2K2(t)

A1K1(t) + qA2K2(t)
, t ≥ 0,

i.e., is the ratio of

Yp(t) = A1K1(t) + pA2K2(t)

to

Yq(t) = A1K1(t) + qA2K2(t),

where Yq(t) is the real instantaneous income at instant t ≥ 0 (before the shock) and
Yp(t) is the corresponding “fictitious” instantaneous income at the same instant t ,
which shows what the income would be if the shock happened right now.
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Consider the variable

x = A1K1 + pA2K2

A1K1 + qA2K2
= A1

K1
K2

+ pA2

A1
K1
K2

+ qA2

as a function of the ratio y = K1/K2 of the capital stocks of the modern and old
technology sectors, i.e., put

x = A1y + pA2

A1y + qA2
, y ∈ (0,∞).

It is easy to note that x(·) is a monotonically increasing function of the variable
y ∈ (0,∞). Hence there is the inverse

y = A2

A1

qx − p

1 − x
, x ∈

(
p

q
,1

)
(61)

which is a monotonically increasing function of the variable x ∈ (
p
q
,1) as well. This

fact allows one to formulate the results obtained in terms of the ratio of the volumes
of the modern and old technology sectors.

In particular, (61) implies that if the value x∗(t) of an optimal trajectory x∗(·)
approaches its lower bound p/q as t → ∞, then the corresponding ratio y(x∗(t))
of the volumes of the modern and old technology sectors goes to zero, meaning that
the old technology sector dominates the modern technology sector and develops
more rapidly. If the value x∗(t) of an optimal trajectory x∗(·) approaches its upper
bound 1 as t → ∞, then the corresponding ratio y(x∗(t)) goes to infinity, meaning
that the market share of the old technology sector vanishes.

Denote by ȳ the value of y(·) corresponding to the steady state x̄, i.e.

ȳ = y(x̄) = A2

A1

qx̄ − p

1 − x̄
. (62)

Let us now describe all possible optimal investment strategies:
(i) Both before and after the shock,8 all income after consumption is invested

in the old technology sector: v∗(t) ≡ 0, t ∈ [0, T ), and v̂∗(t) ≡ 0, t ∈ [T ,∞). This
strategy applies only when the productivity of the modern technology sector is larger
than the productivity of the old technology sector (after the abatement) both before
and after the shock:

b1A1 ≤ pb2A2, b1A1 ≤ qb2A2.

8Here and below, under the optimal strategy before the shock, we mean the optimal control v∗(·) in
problem (P2) on the time interval [0, T ); analogously, under the optimal strategy after the shock,
we mean the strategy v̂∗(·) that maximizes the utility functional (11) on the rest infinite time inter-
val [T ,∞).
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Note that in this case condition (59) holds, which can be rewritten as

νq(b1A1 − pb2A2) ≤ p(qb2A2 − b1A1)(ρ + (1 − u0)qb2A2).

This corresponds to case I of Theorem 2. From the economical point of view, this
situation is not so interesting: the sanctions are not effective enough to reduce pol-
luting technologies and the economy is in fact running down the modern technology
sector.

(ii) In the first period (before the shock), all income after consumption is invested
in the old technology sector, v∗(t) = 0 for t ∈ [0, T ), while in the second period (af-
ter the shock), all income is invested in the modern technology sector, v̂∗(t) = 1 for
t ∈ [T ,∞). This strategy applies when the productivity of the modern technology
sector is greater than the productivity of the old technology sector in the second
period, but is “much” less than the productivity of the old technology sector in the
first period:

pb2A2 < b1A1 < qb2A2 and ν
b1A1 − pb2A2

qb2A2 − b1A1
≤ p

q
ρ + (1 − u0)pb2A2.

In this case condition (59) still holds; i.e., we are again under the case I of Theo-
rem 2, but the sanctions are effective.

(iii) In the first period all income after consumption is invested in the mod-
ern technology sector until the ratio of the capital stocks K1(t)/K2(t) reaches the
value ȳ (see (62)) at some instant τ > 0 (or until the shock if it happens earlier), i.e.,
either v∗(t) = 1 for t ∈ [0, τ ) if τ < T and then the investments are divided between
the two sectors in a certain ratio until the shock happens, v∗(t) = bx̄−c

bx̄−c+a−ax̄
for

t ∈ [τ, T ), or v∗(t) = 1 for t ∈ [0, T ) if τ ≥ T ; after the shock all income is again
invested in the modern technology sector, v̂∗(t) = 1 for t ≥ T . This strategy applies
when the ratio of the capital stocks is small at the initial moment,

K1(0)

K2(0)
< ȳ,

and when the productivity of the modern technology sector belongs to a certain
intermediate interval between the productivity of the old technology sector in the
second period and the productivity of the old technology sector in the first period:

pb2A2 < b1A1 < qb2A2 and

p

q
ρ + (1 − u0)pb2A2 < ν

b1A1 − pb2A2

qb2A2 − b1A1
< ρ + (1 − u0)b1A1.

(63)

This situation falls into case III of Theorem 2. The sanctions are effective.
(iv) In the first period the investments are divided between the two sectors in a

certain ratio, v∗(t) = bx̄−c
bx̄−c+a−ax̄

for t ∈ [0, T ); after the shock all income is invested
in the modern technology sector, v̂∗(t) = 1 for t ∈ [T ,∞). This strategy applies only
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when (63) holds and the ratio of the capital stocks at the initial moment is exactly ȳ,

K1(0)

K2(0)
= ȳ.

This is again case III of Theorem 2. However, the situation is not very realistic,
because it is hardly likely that the ratio of the capital stocks at the initial moment
turns out to be exactly ȳ. This case may be considered as “exotic.”

(v) The situation similar in a sense to (iii): In the first period all income after
consumption is invested in the old technology sector until the ratio of the capital
stocks K1(t)/K2(t) reaches the value ȳ at some instant τ > 0 (or until the shock if
it happens earlier), i.e. either v∗(t) = 0 for t ∈ [0, τ ) if τ < T and then the invest-
ments are divided between the two sectors in a certain ratio until the shock happens,
v∗(t) = bx̄−c

bx̄−c+a−ax̄
for t ∈ [τ, T ), or v∗(t) = 0 for t ∈ [0, T ) if τ ≥ T ; and after

the shock all income is invested in the modern technology sector, v̂∗(t) = 1 for
t ∈ [T ,∞). This strategy applies when the ratio of the capital stocks is large at the
initial moment,

K1(0)

K2(0)
> ȳ,

and when the productivity of the modern technology sector belongs to the inter-
mediate interval between the productivity of the old technology sector in the second
period and the productivity of the old technology sector in the first period, i.e., when
(63) holds. This is again case III of Theorem 2.

(vi) Both before and after the shock, all income after consumption is invested
in the modern technology sector: v∗(t) ≡ 1, t ∈ [0, T ), and v̂∗(t) ≡ 1, t ∈ [T ,∞).
This strategy applies either when the productivity of the modern technology sector
is higher than the productivity of the old technology sector from the very beginning,

b1A1 ≥ pb2A2, b1A1 ≥ qb2A2,

or when the productivity of the modern technology sector is less than the productiv-
ity of the old technology sector before the shock but is close to the latter,

pb2A2 < b1A1 < qb2A2 and ν
b1A1 − pb2A2

qb2A2 − b1A1
≥ ρ + (1 − u0)b1A1.

This situation falls into case II of Theorem 2.
Cases (i) and (vi) are bang-bang solutions. All resources are from the beginning

invested in one of the sectors and the investment decision does not change in spite of
the jump in the abatement costs at time T > 0. The other sector is then moderately
run down, and this process is determined only by the value of the depreciation coef-
ficient δ (if it is positive). Both technologies co-exist as long as they are productive,
but the losing technology sector’s capital stock depreciates. This point distinguishes
our model from traditional models of creative destruction (see, e.g., Aghion and
Howitt 1998; Wälde 2002, 2007).
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In case (ii) the decision on the allocation of investments is based only on the
current productivity of technologies. In other words, the government knows about
expected sanctions but does not change its investment policy until sanctions come
into effect.

In cases (iii)–(v) there exists a steady state ȳ, and at the initial stage in cases (iii)
and (v) all resources are invested in one of the sectors so as to drive the ratio
K1(t)/K2(t) of the capital stocks to this state on some finite time interval [0, τ ],
τ > 0, while in case (iv) the ratio K1(0)/K2(0) already coincides with this steady
state. The steady state is determined by the initial productivity of capital, the time
preference ρ, the proportionality coefficient of the Poisson distribution ν and the
level of the abatement costs.

Note that a higher proportionality coefficient of the Poisson distribution ν works
in favor of the modern technology sector, while a higher time preference ρ works in
favor of the old technology sector.

Indeed, let c < a < b, i.e., pb2A2 < b1A1 < qb2A2. If ν is sufficiently small,
then condition (59) holds and all investments are attracted by the old technology
sector. When ν increases, the left-hand side of (59) becomes greater than the right-
hand side, i.e., a steady state x̄ appears. One can check that the derivative ∂x̄

∂ν
is

positive. Hence, as ν increases, x̄ increases, and v(·) as a function of the state vari-
able x also increases; thus investments in the modern technology sector grow. When
ν increases further, x̄ reaches the point x = 1 and condition (60) becomes valid, i.e.,
all investments are attracted by the modern technology sector.

Similarly, if ρ is sufficiently large, then condition (59) holds and all investments
are attracted by the old technology sector. When ρ decreases, a steady state x̄ may
appear. One can check that the derivative ∂x̄

∂ρ
is negative. Hence, as ρ decreases, x̄ in-

creases, and v(·) as a function of the state variable x also increases; thus investments
in the modern technology sector grow. When ρ decreases further, x̄ may reach the
point x = 1 and condition (60) may become valid; in this case all investments are
driven to the modern technology sector.

5 Conclusions

This paper shows how a rational government could adjust to an expected environ-
mental change. The time of the change is assumed to be random, as the government
does not exactly know when it will occur, but knows that the abatement costs for
production with old polluting technology will rise in the future. The government
needs to take into account the change in the abatement costs already today, when it
decides on the allocation of resources between the two sectors.

In this paper the decision on the allocation of resources between the sectors de-
pends only on the productivity of capital and the abatement costs. If the productivity
of capital in the clean technology sector is higher than in the dirty technology sec-
tor, there is a bang-bang solution and all resources are from the beginning invested
in the modern technology sector. A modernization of the economy occurs. On the
other hand, if the abatement costs are too low to punish for the pollution, the old
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technology sector receives all the investments in both periods (before and after the
shock).

If the relative productivity between the two sectors switches at time T in favor
of the modern technology sector, there may exist an intermediate solution in which,
first, the optimal ratio of the capital stocks of the two sectors is reached and then the
resources are invested simultaneously in both sectors.

For this intermediate solution we show that when the time preference decreases,
meaning that for consumers the difference between consumption today and in the
future diminishes, the value of the optimal ratio of the capital stocks of the sectors
increases in favor of the old technology sector. Similarly a decrease in the Poisson
distribution coefficient favors investments in the old technology sector.

For the abatement costs to have an impact on the resource allocation, they must
be large enough to compensate for the lower productivity in the modern technology
sector. Thus, the international community, when setting up global sanctions for pol-
luting technologies, needs to be aware of this fact. It is interesting that the value of
production declines in the second period as sanctions on the old technology sector
increase.

We also show that the transition to the more productive technology is slow and
is determined by the depreciation rate of capital. If all resources are invested in the
modern technology sector, the old technology sector is run down at the depreciation
rate. Similarly, if the old technology sector after sanctions is still more productive,
the modern technology sector is run down, and the economy focuses on the old
technology all the time. In our model we assume that it is not rational to eliminate
the less productive sector completely as long as it is productive, even if this is tech-
nologically fully possible. This distinguishes our results from traditional models of
technology destruction, where the less productive sector is assumed to disappear
immediately through a process of creative destruction.

In this paper, our model is limited to the solution where the proportion of con-
sumption is fixed in relation to national income. This paper is a first attempt to use
our two-sector setup with an exogenous random shock for economic modelling. We
plan to complete this setup in subsequent works and to include more specific char-
acteristics of the two sectors and the technological processes.

We plan to develop potential applications of our model to other economic growth
problems. Note that in some applications (e.g., to the R&D sector), the case of a
“favorable” random shock, when the productivity of capital (or price) after the shock
increases, may also have good reasons to be considered. This case is described by
the inequality p > q in our model and is analyzed in the mathematical part of the
present paper.

Appendix

Here we present another way of solving problem (P2), without using optimal control
theory.
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From (26) we can express v(t) a.e. on [0,∞) as a function of x(t) and ẋ(t):

v(t) = ẋ(t) + bx(t) − c

(b − a)x(t) + a − c
, 1 − v(t) = a − ax(t) − ẋ(t)

(b − a)x(t) + a − c
.

The denominator is always nonzero, because bx(t) > c and ax(t) < a for p < q ,
while bx(t) < c and ax(t) > a for p > q .

Then for the instantaneous utility g(x(t), v(t)), we have

g(x(t), v(t)) = av(t) + b(1 − v(t)) + ν lnx(t)

= (a − b)ẋ(t) + a(b − c)

(b − a)x(t) + a − c
+ ν lnx(t)

= − d

dt
ln

∣∣(b − a)x(t) + a − c
∣∣ + a(b − c)

(b − a)x(t) + a − c
+ ν lnx(t).

Integrating by parts the first term on the right-hand side, we obtain (see (31))

J2(x(·), v(·)) = ln |(b − a)x(0) + a − c|

+
∫ ∞

0
e−(ν+ρ)t

[
−(ν + ρ) ln

∣∣(b − a)x(t) + a − c
∣∣

+ a(b − c)

(b − a)x(t) + a − c
+ ν lnx(t)

]
dt.

Let us find positive extremum points of the function

g1(x) = −(ν + ρ) ln
∣∣(b − a)x + a − c

∣∣ + a(b − c)

(b − a)x + a − c
+ ν lnx.

We have

g′
1(x) = − (ν + ρ)(b − a)

(b − a)x + a − c
+ ν

x
− a(b − c)(b − a)

((b − a)x + a − c)2

= −(ν + ρ)(b − a)x(bx − c + a − ax) + ν(bx − c + a − ax)2 − a(b − c)(b − a)x

((b − a)x + a − c)2

= −P(x)

((b − a)x + a − c)2
,

where P(x) is defined by (50).
If P(min{1,p/q}) < 0 and P(max{1,p/q}) > 0, then x̄ (see (51)) is a unique

maximum point of g1(·) on the interval (min{1,p/q},max{1,p/q}), g1(·) increases
for x < x̄, and g1(·) decreases for x > x̄. Thus, the optimal process x∗(·) must reach
the point x̄ with maximum possible velocity (v∗ ≡ 0 or 1) and then stay at x̄.

If P(min{1,p/q}) ≥ 0, then g1(·) decreases on the whole interval (min{1,p/q},
max{1,p/q}), and hence the optimal process x∗(·) must decrease with maximum



Optimal Economic Growth with a Random Environmental Shock 137

possible velocity (and tend to min{1,p/q}) on the whole infinite time interval
[0,∞).

If P(max{1,p/q}) ≤ 0, then g1(·) increases on the whole interval (min{1,p/q},
max{1,p/q}), and hence the optimal process x∗(·) must increase with maximum
possible velocity (and tend to max{1,p/q}) on the whole infinite time interval
[0,∞).

Obviously, this gives the same optimal synthesis as in Theorem 2.
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Prices Versus Quantities in a Vintage Capital
Model

Thierry Bréchet, Tsvetomir Tsachev,
and Vladimir M. Veliov

Abstract The heterogeneity of the available physical capital with respect to pro-
ductivity and emission intensity is an important factor for policy design, especially
in the presence of emission restrictions. In a vintage capital model, reducing pollu-
tion requires to change the capital structure through investment in cleaner machines
and to scrap the more polluting ones. In such a setting we show that quantity-based
or a price-based regulation may yield contrasting outcomes. We also show that some
failures in the permits market may undermine its efficiency and that imposing the
emission cap over longer periods plays a regularizing role in the market, that is,
ensures a positive market price of permits and decreases its volatility.

1 Introduction

It is well-established in the economic literature that regulating pollution through
prices (e.g. emission charges) or quantities (e.g. emission quotas) is equivalent. Both
yield the same resource allocation and welfare level. In his seminal paper Weitz-
man (1974) showed that such equivalence does not hold anymore when information
is imperfect, be it on pollution abatement costs or damages. Following Weitzman,
many papers elaborated on the uncertainty issue and the choice of policy instrument
(for some recent papers, see Zhao 2003; Krysiac 2008). A few authors introduced
alternative motives for which this equivalence may not hold. As examples, Finkelsh-
tain and Kislev (1997) found political motives, and Kelly (2005) stressed the role
of general equilibrium effects. The contribution of our paper is to show that this
equivalence may not hold even under perfect information, simply because the cap-
ital stock that generates pollution is not homogeneous. In a vintage capital model,
reducing pollution requires to change the capital structure through investment in
cleaner machines and scrapping the more polluting ones. In such a setting we show
that emission tax and auction emission permits may yield contrasting outcomes.
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The heterogeneity of the available physical capital with respect to productiv-
ity and emission intensity is an important factor for policy design, especially in the
presence of emission restrictions. To decide which machines to scrap and which ma-
chines to buy is an indispensable right of the firm’s management. The vintage model
of a firm that we employ is essentially a version of the one introduced in Barucci
and Gozzi (1998, 2001) and investigated by several authors (see also Feichtinger
et al. (2006, 2008) and the bibliography therein). In particular, the model allows
for investing and scrapping in technologies of any vintage.1 Polluting emissions are
regulated either by a tax or with auctioned pollution permits.

When the price of emission is endogenized by auctioning tradable emission per-
mits (and not set as a tax) it has to be determined by a market equilibrium equation
that involves the emission paths resulting from the optimal behavior of the partici-
pating firms. The derivation and the investigation of this equation is the main goal
of this paper. It turns out that the equation for the auction price of emissions (being
a Fredholm integral equation of the first kind) is ill-posed, in the sense that (i) it may
fail to have a solution; (ii) it may have multiple solutions; (iii) it may not have a pos-
itive solution (in which case the solution does not represent a market price); (iv) the
solution, even it exists and is unique and positive, may be highly volatile and fluctu-
ating. For this reason we introduce period-wise restrictions on the emission, which
correspond to the commitment periods in the terminology of the Kyoto protocol. It is
argued below that such a period-wise emission restriction plays a regularizing role
on the auction price of emissions. Namely, a sufficiently large commitment period
ensures existence, uniqueness (under somewhat restrictive conditions) and (accord-
ing to numerical evidence) positiveness of the solution of the auction price equation.
In addition it decreases the volatility of the auction market.

The paper is organized as follows. In Sect. 2 we present the basic model of a
firm facing an exogenous cost for emissions (a tax) and we characterize its optimal
behavior. The model is of vintage-type, that is, the physical capital is differentiated
with respect to technologies of different dates. In Sect. 3 we present some properties
and analytic expressions of the emission of the firm along its optimal path as a func-
tion of the exogenous costs. Based on this, in Sect. 4 we investigate the equilibrium
equation for the auction of emission permits and introduce period-wise emission
restrictions (commitment periods) as a tool for regularization of the auction price.
Then in Sect. 5 we present some numerical results supporting the regularizing role
of the period-wise emission restrictions.

2 The Firm’s Problem with an Emission Tax

The model of the firm presented below is a version of the PDE-vintage models in-
troduced in Barucci and Gozzi (1998, 2001) and further investigated and applied

1This is a substantial difference with the delay-differential equation models, see Boucekkine et al.
(2004, 2005).
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in a large number of contributions (see Feichtinger et al. 2006, 2008 and the litera-
ture therein). The formal difference of our model with the abovementioned ones is
technical and not essential from a methodological point of view.

First we describe the basic model of a firm that is composed of machines of
different vintages (technologies) τ : K(τ, s) will denote the capital stock of vintage
τ and of age s. That is, K(τ, t − τ) is the stock of vintage τ that exists at time t ≥ τ .
The maximal life-time of machines of each technology will be denoted by ω, and
the depreciation rate of each technology—by δ. Both are assumed independent of
the vintage just for notational convenience. At any time t > 0 the firm may invest
with intensity I (τ, s) in machines of vintage τ that are of age s at time t (so that
s = t − τ ).

The planning horizon of the firm is [0,∞), therefore the stock of machines of
vintage τ ∈ [−ω,0] which are present in the firm at time t = 0 is considered as
exogenous and will be denoted by K0(τ ). These machines have age −τ at time
t = 0 and may be in use until they reach age ω. Machines of vintage τ > 0 may be
in use for ages s ∈ [0,ω], and their stock at age zero equals zero. Therefore K0(τ )

will be defined as zero for τ > 0. The ages of possible use of any vintage can be
written as [s0(τ ),ω], where s0(τ ) = max{0,−τ }.

Summarizing, the dynamics of each vintage τ ∈ [−ω,∞) is given by the equa-
tion

K̇(τ, s) = −δK(τ, s) + I (τ, s), K(τ, s0(τ )) = K0(τ ), s ∈ [s0(τ ),ω], (1)

where “dot” means everywhere the derivative with respect to s (the argument repre-
senting the age).

The productivity of machines of vintage τ is denoted by f (τ), while g(τ) de-
notes the emission per machine of vintage τ . The firm faces costs due to emissions
at an exogenous price v(t) per unit of emission. At this stage of the paper v(t) repre-
sents a tax on pollution set up by a regulator. This price will be endogenized later on
when auctioned emission permits will be considered. Due to this cost the firm may
decide to (possibly temporarily) switch off a part of the machines. Let us denote by
W(τ, s) ∈ [0,1] the fraction of the machines of vintage τ that operate at age s.

The cost of investment I in s years old machines of any vintage will be denoted
by C(s, I ).

The present value (at time t = 0) of the total production of machines of vintage
τ , discounted with a rate r , is

e−rτ

∫ ω

s0(τ )

e−rsf (τ )K(τ, s)W(τ, s)ds,

the cost of emission is

e−rτ

∫ ω

s0(τ )

e−rsv(τ + s)g(τ )K(τ, s)W(τ, s)ds,
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and the investment costs are

e−rτ

∫ ω

s0(τ )

e−rsC(s, I (τ, s))ds.

The firm maximizes the aggregated over time discounted net revenue, that is,
solves the problem

max
I≥0,W∈[0,1]

∫ ∞

−ω

e−rτ

∫ ω

s0(τ )

e−rs[(f (τ ) − v(τ + s)g(τ ))K(τ, s)W(τ, s)

− C(s, I (τ, s))]dsdτ (2)

subject to (1).
The emission of the firm at time t > 0 is given by the expression

E(t) =
∫ t

t−ω

g(τ)K(τ, t − τ)W(τ, t − τ)dτ. (3)

Remark 1 Due to the specific form of the problem there is an easy way to define op-
timality even though the optimal value in (2) may be infinite. Namely (I ∗,W ∗,K∗)
is a solution of (2), (1) if for any T > 0 the restriction of these functions to
DT = {(τ, s) : τ ∈ [−ω,T ], s ∈ [s0(τ ),ω]} is an optimal solution of the problem
in which the integration in (2) is carried out on DT .

Problem (2), (1) fits to the general framework of heterogeneous optimal control
systems developed in Veliov (2008). However, the present problem can be treated
also by the classical Pontryagin optimality conditions for ODEs since it decomposes
along vintages: every technology vintage τ ∈ [−ω,∞) is managed separately by
solving the problem

max
i≥0,w∈[0,1]

∫ ω

s0(τ )

e−rs[(f (τ ) − v(τ + s)g(τ ))k(s)w(s) − C(s, i(s))]ds (4)

subject to

k̇(s) = −δk(s) + i(s), k(s0(τ )) = K0(τ ), s ∈ [s0(τ ),ω]. (5)

If for any fixed τ ∈ [−ω,∞) the triple (i(·),w(·), k(·)) = (I (τ, ·),W(τ, ·),K(τ, ·))
is a solution of this problem, then (I,W,K) is a solution of (2), (1) and vice versa.2

The following is assumed throughout the paper.

(A1) The exogenous data K0, f , g are non-negative and continuous, f and g are
continuously differentiable, g > 0, f ′ > 0, g′ ≤ 0, r ≥ 0, δ ≥ 0;

2 This is not a self-evident fact, but can easily be proven in natural space settings for the two
problems and on the assumptions made below.



Prices Versus Quantities in a Vintage Capital Model 145

(A2) The cost function C(s, i) is two times differentiable in i, the derivatives C′
i

and C′′
ii are continuous in (s, i), C(s,0) = 0, C′

i (s,0) ≥ 0, C′′
ii ≥ εC > 0;

(A3) The price of emission, v(·), is a measurable bounded function.3

Assumption (A1) means that newer machines are more productive and less polluting
than older machines Under these conditions problem (2), (1) has a unique solution
(I ∗[v],W ∗[v],K∗[v]). The corresponding emission given by (3) will be denoted by
E∗[v].

Since W enters only in the objective function, clearly we have

W ∗[v](τ, s) =
{

0 if f (τ) − v(τ + s)g(τ ) ≤ 0,
1 if f (τ) − v(τ + s)g(τ ) > 0.

(6)

The optimal control i∗ of problem (4), (5) for a fixed τ and v(·) is easy to obtain by
applying the Pontryagin maximum principle (Pontryagin et al. 1962). Namely,

i∗(s) =
{

0 if ξ∗(s) < C′
i (s,0),

(C′
i )

−1(s, ξ∗(s)) if ξ∗(s) ≥ C′
i (s,0),

(7)

where ξ → (C′
i )

−1(s, ξ) is the inverse of the function i → C′
i (s, i) and ξ∗(s) is the

unique solution of the adjoint equation

ξ̇ (s) = (r + δ)ξ(s) − (f (τ ) − v(τ + s)g(τ ))w∗(s), ξ(ω) = 0. (8)

3 The Emission Mapping

An exogenously given tax on emission, that is a function v(t) as in assumption (A3),
determines the optimal emission of the firm

E∗[v](t) =
∫ t

t−ω

g(τ)K∗[v](τ, t − τ)W ∗[v](τ, t − τ)dτ, (9)

where (I ∗[v],W ∗[v], I ∗[v]) is the optimal solution at the firm level corresponding
to v. In this section we investigate in some more details the mapping v → E∗[v].

Since the emission restriction takes effect at time t̂ , we consider v as equal to
zero before t̂ . For a technical convenience we assume that t̂ ≥ ω, although this is
not essential.

Denote by V the space of all measurable and locally bounded functions v :
[0,∞) 	→ R that equal zero on [0, t̂ ). The space V will be sometimes considered
as a subspace of Lloc∞ (0,∞), the latter consisting of all measurable function that are
bounded on every bounded interval [0, T ].

3 For reasons that will become clear later we formally allow for negative values of v(t).
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The next proposition claims a specific Lipschitz continuity property of E∗. Since
we allow for negative values of v we denote v− = min{0, v}. In the text below we
shall use also the notation

σ(τ, v) = f (τ) − vg(τ).

Proposition 1 Assume that (A1)–(A3) hold. There is a constant c and a non-
increasing function [0,∞) 
 t → γt > 0 such that for every v′, v′′ ∈ V and t > t̂

|E∗[v′](t) − E∗[v′′](t)| ≤ c

[
‖v′ − v′′‖L∞[t−ω,t+ω]

+ f (t + ω) + ‖v′− + v′′−‖L∞[t−ω,t+ω]
γt

|v′(t) − v′′(t)|
]
.

Proof The function γt can be explicitly defined as γt = infτ≤t γ (τ ) > 0, where
γ (τ) = f ′(τ ) − f (−ω)

g(−ω)
g′(τ ), which is strictly positive according to (A1).

For arbitrarily fixed v′, v′′ ∈ V denote 	K = K∗[v′] − K∗[v′′], 	I = I ∗[v′] −
I ∗[v′′], 	W = W ∗[v′] − W ∗[v′′], 	ξ = ξ∗[v′] − ξ∗[v′′]. We have

|E∗[v′](t) − E∗[v′′](t)| ≤
∫ t

t−ω

g(τ)|	K(τ, t − τ)|W ∗[v′](τ, t − τ)dτ

+
∫ t

t−ω

g(τ)K∗[v′′](τ, t − τ)|	W(τ, t − τ)|dτ.

(10)

Using (6) we obtain from the adjoint equation (8), which is satisfied by ξ [vk](s) for
(almost) every τ , that

|	ξ(τ, s)| ≤
∫ ω

s

e−(r+δ)(θ−s)|χ(f (τ) − v′(τ + θ)g(τ ))

− χ(f (τ) − v′′(τ + θ)g(τ ))|dθ

≤ ωḡ‖v′ − v′′‖L∞[τ,τ+ω],

where χ(x) = x for x > 0, χ(x) = 0 for x ≤ 0, ḡ = g(−ω) is an upper bound for g,
and we use that χ is Lipschitz continuous with Lipschitz constant equal to one.

From assumption (A2) we easily obtain that (C′
i )

−1(s, ·) is Lipschitz continuous
with Lipschitz constant 1/εC , thus according to (7)

|	I (τ, s)| ≤ ωḡ

εC

‖v′ − v′′‖L∞[τ,τ+ω].

Then from (1) or (5) we obtain that

|	K(τ, s)| ≤ ω2ḡ

εC

‖v′ − v′′‖L∞[τ,τ+ω], s ∈ [s0(τ ),ω].
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Thus the first term in (10) can be estimated by

ω3ḡ2

εC

‖v′ − v′′‖L∞[t−ω,t+ω]. (11)

To estimate the second term in (10) we first note that by a similar argument as
above we estimate

ξ [v′′](τ, s) ≤
∫ ω

s

e−(r+δ)(θ−s)χ(f (τ) − v′′(τ + θ)g(τ ))dθ

≤ ω
(
f (τ) + ḡ‖v′′−‖L∞[τ,τ+ω]

)
.

Using that the function (C′
i )

−1(s, ·) is Lipschitz continuous with Lipschitz constant
≤1/εC , which is implied in a standard way by (A2), and (7) we obtain that

I [v′′](τ, s) ≤ ω

εC

(
f (τ) + ḡ‖v′′−‖L∞[τ,τ+ω]

)
.

Hence, using that t ≥ t̂ ≥ ω,

K[v′′](τ, s) ≤ ω2

εC

(f (τ) + ḡ‖v′′−‖L∞[τ,τ+ω]). (12)

It remains to estimate the term

|	W(τ, t − τ)| =
{

0 if σ(τ, v′(t)) and σ(τ, v′′(t)) are both positive
or both non-positive,

1 otherwise

in (10). To do this we compare the functions σ(τ, v′(t)) and σ(τ, v′′(t)), assuming
without any restriction that v′(t) ≤ v′′(t). Clearly 	W(τ, t − τ) �= 0 (and equals
one) for some τ ∈ [t − ω, t] if and only if σ(τ, v′′(t)) ≤ 0 < σ(τ, v′(t)).

Note also that if v < 0, then σ(τ, v) and σ(τ,0) have both positive signs, hence
the sign of σ(τ, v) does not change if we replace v with v+ := max{0, v}. Since
|v′+ − v′′+| ≤ |v′ − v′′|, the estimations below would not change if we replace v′(t)
and v′′(t) with v′(t)+ and v′′(t)+, or equivalently, if we assume that v′(t) ≥ 0.

Due to (A1) (implying that σ(τ, v) is strictly increasing for v ≥ 0) and (A3) the
set

{τ ∈ [t − ω, t] : σ(τ, v′′(t)) ≤ 0 < σ(τ, v′(t))} (13)

(if nonempty) is an interval (τ̃ − ν, τ̃ ], where σ(τ̃ , v′′(t)) = 0 and σ(τ̃ − ν, v′(t))
≥ 0. Then

σ(τ̃ − ν, v′′(t)) = σ(τ̃ , v′′(t)) − σ̇ ( ˜̃τ , v′′(t))ν = −σ̇ ( ˜̃τ , v′′(t))ν,

where ˜̃τ ∈ [τ̃ − ν, τ̃ ]. Subtracting the above equality from σ(τ̃ − ν, v′(t)) ≥ 0 we
obtain that

(v′′(t) − v′(t))g(τ̃ − ν) ≥ σ̇ ( ˜̃τ , v′′(t))ν = (
f ′( ˜̃τ) − v′′(t)g′( ˜̃τ)

)
ν. (14)
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Since

0 ≥ σ( ˜̃τ , v′′(t)) = f ( ˜̃τ) − v′′(t)g( ˜̃τ ),

we have according to (A1) that

v′′(t) ≥ f ( ˜̃τ)

g( ˜̃τ )
≥ f (−ω)

g(−ω)
.

Then (14) and g′( ˜̃τ ) ≤ 0 imply

(v′′(t) − v′(t))g(τ̃ − ν) ≥
(

f ′( ˜̃τ) − f (−ω)

g(−ω)
g′( ˜̃τ )

)
ν = γ ( ˜̃τ)ν ≥ γtν.

Hence

ν ≤ ḡ

γt

(v′′(t) − v′(t)).

Thus the measure of the set in (13) does not exceed ḡ
γt

|v′′(t) − v′(t)|. Combining
this with (12), (11) and (10) we obtain the claim of the proposition. �

Lemma 1 For every v ∈ V and t ≥ t̂ the value E∗[v](t) depends only on the re-
striction of v to [t − ω, t + ω].

Proof The proof of this lemma is straightforward: E∗[v](t) depends only on
K∗[v](τ, t − τ) for τ ∈ [t − ω, t] (see (9)), K∗[v](τ, t − τ) depends only on
I ∗[v](τ, s) with s ∈ [0,ω], the latter depends only on ξ∗[v](τ, s), which on its turn,
depends on v(θ) with θ ∈ [τ, τ + ω] (see (8)). �

The analysis of the market price of emissions in the next section involves a rather
complicated functional equation for v. Together with the general case we consider
also a particular cost function C(s, I ) for which the equation substantially simpli-
fies.

(A4) C(s, I ) = 1/2c(s)I 2, where c(s) > 0, s ∈ [0,ω], is a measurable non-
increasing function.

The advantage of the above assumption, which is still economically meaningful, is
that the optimal investment becomes a linear function of the “shadow price” of the
capital stock. Namely, (7) becomes

I ∗[v](τ, s) = ξ∗(τ, s)
c(s)

, s ∈ [0,ω), (15)

where ξ(τ, ·) is the solution of the adjoint equation (8), that is,

ξ̇ (τ, s) = (r + δ)ξ(τ, s) − σ(τ, v(τ + s))W ∗[v](τ, s), ξ(τ,ω) = 0. (16)
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Note that due to (A1) the function τ −→ σ(τ, v), restricted to an interval
[t − ω, t], either has a definite sign or has a single zero in this interval, denoted
further by θ(t, v). In addition, we set θ(t, v) = t − ω or θ(t, v) = t if σ(τ, v) > 0 or
σ(τ, v) < 0 in [t − ω, t], respectively. With this notation we have, according to (6),
that W ∗[v](τ, t − τ) = 1 for τ ∈ (t − ω, t) if and only if τ ∈ (θ(t, v(t)), t).

Lemma 2 Let assumptions (A1) and (A4) hold and let v ∈ V . Then for every t ≥ t̂

E∗[v](t) =
∫ t

θ(t,v(t))

∫ α

θ(t,v(t))∨θ(α,v(α))

g(τ )κ(t, τ,α − τ)σ (τ, v(α))dτ dα

+
∫ θ(t,v(t))+ω

t

e−(r+δ)(α−t)

∫ t

θ(t,v(t))∨θ(α,v(α))

g(τ )κ(t, τ, t − τ)

× σ(τ, v(α))dτ dα

+
∫ t+ω

θ(t,v(t))+ω

e−(r+δ)(α−t)

∫ t

θ(α,v(α))

g(τ )κ(t, τ, t − τ)σ (τ, v(α))dτ dα,

where a ∨ b := max{a, b} and

κ(t, τ, β) =
∫ β

0

1

c(s)
e−δ(t−τ−s)−(r+δ)(β−s)ds.

The proof of this lemma uses the Cauchy formula for the solution ξ of the adjoint
equation (16), the formula (15) for the optimal control, the Cauchy formula for
the corresponding solution K∗[v] of (1), and (9). This results in an expression for
E∗[v](t) in the form of a triple integral depending only on the data and v, from
which one can derive the expression in the lemma after a sequence of changes of
the order and the variables of integration. We skip the cumbersome calculations.

Definition We call the price function v ∈ V regular if f (τ) − v(t)g(τ ) > 0 for all
τ ≥ 0 and t ∈ (τ, τ + ω).

In other words, regularity means that the price v(t) does not invoke switch-off
of existing machines. In the context of the emission restrictions the existence of a
regular auction price (see next section) would mean that the environmental goals can
be achieved only by appropriate investment policies (without premature scrapping).

For a regular v ∈ V the expression for E∗[v] substantially simplifies, since
θ(t, v(t)) = t − ω for all t ≥ t̂ . Hence,

E∗[v](t) =
∫ t

t−ω

∫ α

t−ω

g(τ)κ(t, τ,α − τ)σ (τ, v(α))dτ dα

+
∫ t+ω

t

e−(r+δ)(α−t)

∫ t

α−ω

g(τ)κ(t, τ, t − τ)σ (τ, v(α))dτ dα.
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Having in mind the definition of σ(τ, v) we split each of the above outer integrals
into two parts: one term depending on v, the other—independent of v. The result-
ing expression that is independent of v is exactly the emission corresponding to
v(t) ≡ 0. Having in mind also that v(t) = 0 for t < t̂ we obtain the following lemma.

Lemma 3 Let assumptions (A1) and (A4) hold and let v ∈ V be regular. Then for
every t ≥ t̂

E∗[v](t) = E∗[0](t) −
∫ t+ω

t̂∨(t−ω)

ϕ(t, α)v(α)dα, (17)

where

ϕ(t, α) =
{∫ α

t−ω
g2(τ )κ(t, τ,α − τ)dτ if α ∈ [t − ω, t],

e−(r+δ)(α−t)
∫ t

α−ω
g2(τ )κ(t, τ, t − τ)dτ if α ∈ [t, t + ω]

and a ∨ b = max{a, b}, a ∧ b = min{a, b}.

The following properties of the kernel ϕ(t, ·) play a role in the study of the auc-
tion price of emissions defined in the next section.

Lemma 4 Let assumptions (A1) and (A4) hold. Then for every t > t̂ the function
ϕ(t, ·) : [t − ω, t + ω] has the following properties:

ϕ(t, t − ω) = ϕ(t, t + ω) = ϕ′
α(t, t − ω) = ϕ′

α(t, t + ω) = 0,

ϕ′
α(t, α) is strictly positive (negative) on (t − ω, t) (on (t, t + ω), respectively).

That is, the “mass” of the kernel ϕ(t, ·) is concentrated mostly around α = t .

4 The Auction Price of Permits and Its Regularization

We consider an economy consisting of n identical firms described by the model
considered in Sect. 2. Let Ê(t) be a cap for the emission permits of the economy for
t ≥ t̂ . As before we assume that the regulation (here, the emission cap) is known by
the firms at time t = 0 for all the future. The cap takes effect at time t̂ ≥ ω.

The emission permits are auctioned at time t̂ . The main issue investigated in this
section is: does the auction (the primary market) really determine the price v(t)?
Since the answer is “NO”, we analyze theoretically and numerically the primary
market behavior and the appearance of market failure.

The equation for the auction price of emission permits, v(t), is

E∗[v](t) = Ê(t)/n, t ≥ t̂ . (18)

The market would determine the price of permits if
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(i) equation (18) has a solution v(·) ∈ V ;
(ii) the solution is unique;

(iii) the solution is positive for all t .

In general, neither of the above requirement is fulfilled. The first needs assumptions
for the data, and these assumptions are difficult to specify due to the complexity
of (18) (even in the special case considered in Lemma 3). The second requirement
is obviously not fulfilled if, for example, Ê(t) ≡ 0, since if v is a solution of (18),
then every ṽ with ṽ(t) > v(t) would also be a solution. Even if the above two pos-
sibilities could be classified as “academic”, as we show below, a failure of the third
requirement could be rather realistic.

Problems for which a meaningful solution may fail to exist (in the present case—
a positive market price) or the solution is not unique (indeterminacy), or a unique so-
lution exists but is arbitrarily sensitive to perturbations, are usually called ill-posed.
A modification (approximation) of an ill-posed problem that turns it into a well
posed one is called regularization. Regularization methods for equations of the kind
we face in (18) are developed first by A. Tikhonov in the 60-th years of the last
century. The regularization that we employ below is different and has the advantage
that it has a clear economic meaning and is implementable in the real market (see
the next two paragraphs for further explanations).

In the simplest case, in which the price function v solving (18) is regular, it solves
also the equation

∫ t+ω

t̂∨(t−ω)

ϕ(t, α)v(α)dα = E∗[0](t) − Ê(t) (19)

(we skip the division by n considering Ê(t) as already divided by n). This is
a Fredholm integral equation of the first kind on the infinite interval [t̂ ,+∞).
Such equations are inherently ill-posed. To see that it is enough to add to a so-
lution v a highly fluctuating term, such as sin(nt). Then v(t) + sin(nt) would be
a solution of the same equation with the right-hand side modified by the quantity∫ t+ω

t̂∨(t−ω)
ϕ(t, α) sin(nα)dα, which is arbitrarily small when n is large enough. Thus

an arbitrarily small disturbance in the right-hand side can lead to a finite (even arbi-
trarily large) change of the solution. This difficulty is caused by the smoothing ef-
fect on v of the integration with ϕ: high-frequency components of v are “smoothed
out”. Therefore one can expect that computing v would tend to amplify any high-
frequency component or irregularity of the right-hand side. In effect, the right-hand
side of (19) has to be somewhat “smoother” than the solution v in order to obtain
satisfactory numerical approximation (Hansen 1992).

A good numerical method to solve a Fredholm integral equation of the first
kind should be able to somehow filter out the high-frequency components in the
singular value expansion of the solution (if such exists). Different methods of
regularization aimed at finding reasonable numerical approximation to the so-
lution are known (Tikhonov and Arsenin 1977; Delves and Mohamed, 1985;
Kress 1989). However, we stress that our aim is not just to solve the price equation
(19) or some of its more complicated nonlinear versions (say, that resulting from



152 T. Bréchet et al.

Lemma 2). Our ultimate goal is to imitate the behavior of the auction market, there-
fore the regularization we apply for solving (18) should be implementable also in
the real auction market. We argue below and in the next section that a relevant regu-
larization mean is to formulate the emission constraint (18) period-wise, rather than
at any time instant. This amounts to applying regularization by time-aggregation, re-
lated to the Nyström’s method (Delves and Mohamed, 1985, Chap. 12). In contrast
to the celebrated singular expansion/decomposition this method is directly applica-
ble also in the general (nonlinear) case of (18) and has a clear policy implementation.

Namely, we introduce the discrete version of the emission mapping E∗ as fol-
lows. Assume that an emission restriction is given period-wise: Êk = 1

tk−tk−1
×∫ tk

tk−1
Ê(t)dt is the cap for the emission intensity in the time-period [tk−1, tk]. For

simplicity we assume that all time periods have the same length h > 0, thus tk = kh,
and also that ω = mh, t̂ = k̂h for appropriate natural numbers m and k̂. Correspond-
ingly, the price of emission will be constant, vk , on each interval [tk−1, tk) and zero
for k ≤ k̂. Thus instead of the space V of price functions we consider

V h = {(v1, v2, . . .) : vk ∈ (−∞,+∞), vk = 0 for k ≤ k̂},
which can be viewed as a subset of V by piece-wise constant embedding of
V h in V . The emission resulting from v ∈ V h becomes a vector E∗h[v] =
(E∗h

1 [v],E∗h
2 [v], . . .), where

E∗h
k [v] = 1

h

∫ tk

tk−1

∫ t

t−ω

g(τ)K∗[v](τ, t − τ)W ∗[v](τ, t − τ)dτ dt. (20)

Lemma 1 can be directly translated to the discrete case. It claims that E∗h
k [v]

depends only on vk−m, . . . , vk+m.
Then instead of the price equation (18) we consider the equation (skipping again

the division by n)

E∗h
k [v] = Êh

k , k ≥ k̂ (21)

for v ∈ V h.
Under the conditions of Lemma 3 the period-wise version of the emission as

function of v ∈ V h becomes (after a change of the order of integration):

E∗h
k [v] = E∗h

k [0] −
k+m∑

i=k̂∨(k−m)

1

h

∫
Bki

ϕ(t, α)dt dαvi

=: E∗h
k [0] −

k+m∑
i=k̂∨(k−m)

ah
kivi, k ≥ k̂, (22)

where Bki is the square [ti , ti+1]×[tk−1, tk] in the (α, t)-plane for i = k−m, . . . , k+
m − 2, while Bk,k−m is the triangle with vertices {(tk−m−1, tk−1), (tk−m, tk−1),

(tk−m, tk)}, and Bk,k+m is the triangle with vertices {(tk+m−1, tk−1), (tk+m−1, tk),
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(tk+m, tk)}. However, the numerical analysis given in the next section, as well as
the proposition below apply to the general case of an emission map E∗h

k [v] defined
in (20).

In the rest of this section we address the issue of existence of a solution to the
(nonlinear non-smooth) equation (21) for v ∈ V h. First of all we claim a certain
Lipschitz continuity property of the mapping E∗h, similarly as in Proposition 1.

Proposition 2 Assume that (A1)–(A3) hold. There is a constant c and a function
γt > 0 (the same as in Proposition 1) such that for every v′, v′′ ∈ V h and k > k̂

|E∗h
k [v′] − E∗h

k [v′′]|

≤ c

[
max

k−m<i≤k+m
|v′

i − v′′
i | + f (tk+m) + maxk−m<i≤k+m |v′

i− + v′′
i−|

γtk

|v′
k − v′′

k |
]
.

The claim of this proposition follows directly from Proposition 1 and (20).
In the existence result presented below we consider the truncated version of (21).

That is, given the aggregation time-step h > 0 we solve the finite system of equa-
tions

E∗h
k [v] = Êk, k = k̂ + 1, . . . ,M, (23)

with respect to v = (v
k̂+1, . . . , vM) where M is presumably a large number, so that

T = Mh is also “very large”. According to the discrete version of Lemma 1, E∗h
k [v]

depends only on vk−m, . . . , vk+m. The values vi for i = 1, . . . , k̂ are fixed a priori
equal to zero, the values vM+1, . . . , vM+m will be considered as fixed parameters.
Thus (23) becomes a system of M − k̂ equations for the M − k̂ unknown variables
v
k̂+1, . . . , vM .

It as a rather difficult task to prove that the solutions of (23) would converge to
a solution of (21) when M −→ +∞ (this is not simple also in the linear case (22)).
The truncation of the time horizon is based on the common belief that the (hypo-
thetical) knowledge of the economic factors thousands of years from now would
not essentially influence the behavior of the economic agents in the next 100 years.
Still, the plausibility of the truncation is not evident due to the possibly unlimited
technological progress (this is clearly exhibited by the requirement (24) in the proof
of the proposition below).

Another support for the truncation of the time horizon is provided by our nu-
merical experiments, where the auction price for the next 80 years (to which we re-
strict the numerical analysis in the next section) remains practically the same when
(23) is solved for T = Mh = 150 or more years, and also when the parameters
vM+1, . . . , vM+m vary in a reasonable range (taking all of them equal to zero is a
relevant choice, since it means that no emission cap is posed after time T = Mh).

Proposition 3 Let M > k̂ and ē > 0 be arbitrarily fixed. Then there exists v̄ such
that for every Êk , k = k̂ + 1, . . . ,M , with Êk ∈ [0, ē] and any choice of vi ∈ [0, v̄]
for i = M + 1, . . . ,M + m system (23) has a solution v

k̂+1, . . . , vM ∈ [−v̄, v̄].
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Proof First we shall define the number v̄ by the requirements

v̄ ≥ 2
f (Mh)

g(Mh)
, v̄ ≥ 2ē,

h

2
e−h(r+δ)(f (t̂ ) + 0.5v̄g(Mh)) ≥ max

s∈[0,ω]
C′

i

(
s,

16eδhē

h(ω − h)g(Mh)

)
.

(24)

The above definition of v̄ applies to the more interesting case h < ω. The alternative
case requires minor changes in the last inequality.

After having v̄ fixed so that (24) are satisfied we denote

V M
h (v̄) = {v = (v

k̂+1, . . . , vM) : |vk| ≤ v̄}.

The proof utilizes the Brouwer fixed point theorem. Therefore we reformulate
system (23) as a fixed point equation:

Fk(v) = vk, k = k̂ + 1, . . . ,M, where Fk(v) = vk + βk(E
∗h
k [v] − Êk),

and βk > 0 are chosen in such a way that

βk max
v∈V M

h (v̄)

E∗h
k [v] ≤ v̄

2
, βk ≤ 1.

The above maximum exists due to the continuity of E∗h
k [v] and the compactness of

V M
h (v̄).

We shall prove that F(v) = (F
k̂+1(v), . . . ,FM(v))) ∈ V M

h (v̄) for v ∈ V M
h (v̄),

which would imply the claim of the proposition due to the Brouwer fix point theo-

rem, since F is continuous and V M
h (v̄) ⊂ RM−k̂ is convex and compact.

Take an arbitrary v ∈ V M
h (v̄) and k ∈ {k̂ + 1, . . . ,M}. All we have to prove is that

−v̄ ≤ Fk(v) ≤ v̄.
To prove the second inequality we consider two cases:
1. Let vk ≥ v̄/2. Then for τ ∈ [0,Mh] we have f (τ) − vkg(τ) ≤ f (Mh) −

0.5v̄g(Mh) ≤ 0 according the first inequality in (24). Hence (see (9)) E∗h
k [v] = 0

and Fk(v) = vk − βkÊk ≤ vk ≤ v̄.
2. Let vk < v̄/2. Then Fk(v) ≤ vk + βkE

∗h
k [v] ≤ v̄/2 + v̄/2 = v̄ according to the

choice of βk .
To prove that Fk(v) ≥ −v̄ we consider the next two cases.
3. Let vk ≥ −v̄/2. Then Fk(v) ≥ −v̄/2 − βkÊk ≥ −v̄/2 − ē ≥ −v̄ according to

the second inequality in (24).
4. Let vk < −v̄/2. Clearly W ∗[v](τ, s) = 1 if τ + s ∈ [tk−1, tk]. Then from the

adjoint equation (8) we have that for τ ∈ [tk − ω, tk−1]

ξ [v](τ, s) =
∫ ω

s

e−(r+δ)(θ−s)(f (τ ) − v(τ + θ)g(τ ))W ∗[v](τ, θ)dθ
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and if s ∈ [tk−1 − τ, tk − τ ] then

ξ [v](τ, s) ≥
∫ tk−τ

s

e−(r+δ)(θ−s)(f (τ ) − vkg(τ))dθ,

and if s ∈ [tk−1 − τ, tk−1 − τ + h/2] then

ξ [v](τ, s) ≥ e−(r+δ)h h

2

(
f (t̂ ) + v̄

2
g(Mh)

)
.

Thus for τ ∈ [tk − ω, tk−1] and s ∈ [tk−1 − τ, tk−1 − τ + h/2]

I ∗[v](τ, s) ≥ (C′
i )

−1
(

s, e−(r+δ)h h

2

(
f (t̂ )+ v̄

2
g(Mh)

))
≥ 16eδhē

h(ω − h)g(Mh)
=: I #,

where we use the last inequality in (24). Then from (1) we obtain that for τ ∈
[tk − ω, tk−1] and s ∈ [tk−1 − τ + h/4, tk−1 − τ + h/2]

K∗[v](τ, s) ≥ h

4
e−δhI # = 4ē

(ω − h)g(Mh)
.

Finally we estimate

E∗h
k [v] = 1

h

∫ tk

tk−1

∫ t

t−ω

g(τ)K∗[v](τ, t − τ)W ∗[v](τ, t − τ)dτ dt

≥ 1

h

∫ tk−1+h/2

tk−1+h/4

∫ tk−1

tk−ω

g(τ)K∗[v](τ, t − τ)W ∗[v](τ, t − τ)dτ dt

= 1

h

∫ tk−1

tk−ω

∫ tk−1−τ+h/2

tk−1−τ+h/4
g(τ)K∗[v](τ, s)ds dτ

≥ 1

h
(ω − h)

h

4
g(Mh)

4ē

(ω − h)g(Mh)
= ē.

Using this we obtain Fk(v) ≥ vk + βk(E
∗h
k [v] − Êk) ≥ vk ≥ −v̄. This proves the

invariance of V M
h (v̄) with respect to F and the proposition. �

Thus Proposition 3 ensures at least a positive answer to the issue (i) at the be-
ginning of the section at least for the truncated equation (23). Then in the special
case where assumption (A4) holds and (23) has a regular solution v with the natural
choice of the parameters vM+1 = · · · = vM+m = 0, this must be the unique regu-
lar solution (due to the freedom in the choice of the right-hand side Êk). Issue (iii)
from the beginning of this section remains unclear, and will be somewhat enlight-
ened by the numerical experiments in the next section. Here we only mention that
under (A4) and the assumption Ê(t̂) = E∗[0](t̂ ) (that is if the cap starts from the
unconstrained emission at t̂ ) the market equation (18) cannot have a regular positive
solution. Indeed, if it has a regular solution v, then v solves also (19). This equation
applied for t = t̂ shows that v cannot be positive on (t̂ , t̂ + ω) due to Lemma 4.
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5 Numerical Analysis of the Market Price of Emission

In this section we present some experimental results for the auction price of permits
assuming that the firms participating to the auction are identical (thus the price is
determined by (18), if a positive solution exists). In particular we investigate the role
of the aggregation step h. Following the terminology used under the Kyoto proto-
col, we shall call it a commitment period, and h will be its length.4 The existence
and the regularity of the auction price for emission permits will be scrutinized for
different h.

The following data specifications are used in the experiments:

T = 120—time horizon;
ω = 20—maximal age of capital;
δ = 0.1—depreciation rate of each technology;
r = 0.04—discount rate;
K0(τ ) for vintages τ < 0 is obtained by solving the firm’s optimization problem
with v(·) ≡ 0 on [−ω,T ];
K0(τ ) = 0 for vintages τ > 0;
f (τ) = 3 + 0.03τ for τ ∈ [−ω,T ]—the productivity of one unit of capital of
vintage τ ;
g(τ) = 2.5

1.7+ln(2+ω+τ)
+0.0002 for τ ∈ [−ω,T ]—the emissions produced by one

unit of capital of vintage τ ;
C(s, i) = 20(1−s/ω)i+0.5i2—the cost of investment i in s-years-old machines
of any vintage;

In the figures below the plotted time horizon is 80 years. However, the calculations
are made for a time horizon of 120 years, in order to eliminate the truncation error.
The results obtained with larger time horizons are visually indistinguishable from
the ones given below.

In the first group of plots (Figs. 1 and 2) a constant emission cap Ê(t) = 300
is imposed at time t̂ = 30. This cap is below the level of emission that would be
produced without any emission restriction (represented by the dash-dotted line in
Fig. 1). The solid line represents the emission of the firm obeying the cap. It is
remarkable that the reduction of the emission of the firm begins much earlier than
t̂ = 30—this is the so called anticipation effect. The left plot in Fig. 2 represents
the price of the emission permits in the primary market (as auctioned). In fact, it is
obtained by using a small commitment periods of h = 1 year. The price is highly
oscillating close to the time at which the cap is imposed, as it is expected from
the explanations given at the beginning of Sect. 4. The right plot corresponds to
a commitment periods of h = 5 years, for which the fluctuations of the price are
substantially lower. Although the primary market is efficient in the considered test
example (that is, it determines a positive price of the emissions) a larger commitment
period h clearly decreases the volatility of the market.

4Under the Kyoto protocol of the UN Framework Convention on Climate Change, the (first) com-
mitment period is a five-year period covering 2008 to 2012.
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Fig. 1 Emission resulting
from an emission restriction
posed at time t = 30

Fig. 2 Auction price of permits with commitment periods of 1 year (left) and auction price with
commitment period of 5 years (right) resulting from an emission restriction posed at time t = 30

Fig. 3 Emissions (left) and a solution to the price equation (18) (right) resulting from an emission
restriction posed at time t = 30

In Fig. 3 the emission cap imposed at time t = 30 is first constant, starting from
the emission level before the beginning of the emission restriction (the dash-dotted
line represents the unrestricted emissions), then it decreases quadratically. The solid
line represents the emission of the firm obeying the cap. Here it is remarkable that (in
contrast to the first scenario) there is no visible reduction of the emission level before
time t = 30, i.e. no visible anticipation effect. This phenomenon will be discussed
in more detail in the continuation of the paper.

The right plot in Fig. 3 represents the auctioned price of the emission permit. As
before it is obtained by using small commitment periods of h = 1 year. In contrast
to the first scenario, here the auction fails in two time-periods. First this happens
immediately after the introduction of the emission cap at time t̂ = 30, then around
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Fig. 4 Auction price of emission permits for commitment periods h = 5 years (left) and h = 10
years (right)

the change of the shape of the cap in year t = 50: the solution of the auction equation
(18) takes negative values. In addition, the solution is highly oscillating around these
times. The regularization of the market by posing the cap in commitment periods is
seen on Fig. 4. The left plot corresponds to commitment periods of h = 5 years. The
market still fails immediately after the introduction of the cap, but not around the
change of the shape of the cap. The right plot in Fig. 4 represents the price function
with commitment periods of 10 years. The market is now efficient and looks quite
regular.
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International Emission Policy with Lobbying
and Technological Change

Tapio Palokangas

Abstract I examine emission policy in a union of countries when production in any
country incurs emissions that pollute all over the union, but efficiency in production
is improved by research and development (R&D). I compare four cases: Laissez-
faire, Pareto optimal policy, and the case of a self-interested central planner that
decides on nontraded or traded emission quotas. I show that with nontraded quotas,
the growth rate is socially optimal, but welfare sub-optimal. Trade in quotas speeds
up growth from the initial position of laissez-faire, but slows down growth from the
initial position of nontraded quotas.

1 Introduction

In this study, I examine the implementation of emission policy in a union of coun-
tries. The production of goods in any country incurs emissions that pollute all over
the union, but efficiency in production in each country can be improved by research
and development which has a random outcome. In every country, there is a local
planner that maximizes welfare and has enough instrument to control the allocation
of resources in the country.

In particular, I examine the following cases of exercising emission policy:

(i) Laissez-faire. All countries choose their optimal emissions ignoring the exter-
nality through pollution.

(ii) Pareto optimum. In the union, there is a benevolent central planner that is able
to transfer resources between the countries.

(iii) Lobbying over nontraded emission quotas. In the union, there is a self-
interested central planner that sets nontraded emission quotas for all countries.
That planner is subject to lobbying and has no financial resources of its own.

(iv) Lobbying over traded emission quotas. In the union, there is a self-interested
central planner that sets emission quotas for all countries, and a market through
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which the countries can sell their quotas to each others. The central planner is
subject to lobbying and has no financial resources of its own.

In this model, there are two sources of inefficiency. One is negative externality
through pollution, for which a single country has too much production with emis-
sions and too little investment in R&D. The second externality is waste due to lob-
bying. Given that the central planner consists at least partly of different households
than the rest of the population, political contributions are waste from the viewpoint
of the latter. The relative weight of these sources determine the outcome of the com-
parison between cases (i)–(iv).

The impact of any environmental policy depends crucially on the existence of
uncertainty. The papers Corsetti (1997), Smith (1996), Turnovsky (1995, 1999) con-
sider public policy by a growth model where productivity shocks follow a Wiener
process. Soretz (2003) applies that approach to environmental policy. In one of my
earlier publications (Palokangas 2008), I examine an economic union where mem-
ber countries produce emissions in fixed proportion to labor in production and where
uncertainty is embodied in technological change in the form of Poisson processes.
As a result of this, I obtain Pareto-optimal emission taxes for the member countries.
In this paper, I modify Palokangas’ (2008) model so that (i) the central planner is
self-interested and subject to lobbying, (ii) quotas are the main instrument for emis-
sion policy, and (iii) labor and emissions are different inputs.

This paper is organized as follows. Sections 2 and 3 present the general structure
of the union and a single country. Sections 4, 5, 6 and 7 examine the cases (i)–(iv)
above, respectively.

2 The Union

I consider a union of fixed number n of similar countries. Each country j ∈
{1, . . . , n} has a fixed labor supply L, of which the amount lj is used in produc-
tion and the rest

zj = L − lj (1)

in R&D. I assume that all countries j ∈ {1, . . . , n} produce the same good, for sim-
plicity.1 The goods market is then balanced, if

C =
n∑

j=1

Yj , (2)

1With some complication, but with no significant effect on the results, it would be possible to
assume the final consumption good as a CES function of the outputs of all countries.
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where C is total consumption in the union and Yj output in country j ∈ {1, . . . , n}.
Pollution P is determined by total emissions in the union:

P =
n∑

j=1

mj , (3)

where mj is emissions in country j . Environmental policy is called the more cen-
tralized (de-centralized), the smaller (bigger) n. The bigger the number of countries,
n, the bigger the negative externality through pollution.

I assume that environmental policy in the union is exercised by the central
planner who collects political contributions from the local planners of countries
j = 1, . . . , n and spends them in its personal consumption. I assume that this central
planner lives in a different country j = 0 than the other households of the union, for
simplicity.2

All households in countries j = 0,1, . . . , n share the same preferences. Their
utility increases with personal consumption and decreases with pollution P . A sin-
gle household is small enough to take its income, the consumption price p, the inter-
est rate r and the level of pollution, P , as given. With these assumptions, the house-
holds in countries j = 0,1, . . . , n behave as if there were a representative household
in these countries. I specify that this chooses its flow of consumption C to maximize
its utility starting at time T ,

∫ ∞

T

(logD)e−ρ(θ−T )dθ, D = CP −δ, (4)

where θ is time, ρ > 0 the constant rate of time preference, D = CP −δ the com-
posite commodity of consumption C and pollution P and δ ∈ (0,1) the parameter
that characterizes the disutility of pollution. One can equivalently assume that the
household chooses the flow of the quantities D of the composite good to maximize
utility (4). This maximization leads to the Euler equation (cf. Grossman and Help-
man 1994b)

Ė
E = dE

dt

1

E = r − ρ with E .= pD = pCP −δ, (5)

where p the consumption price, E household spending and r the interest rate.
Because in the model there is no money that would pin down the nominal price

level at any time, it is convenient to normalize the households’ total expenditure on
the composite commodity in the union, E , at unity. From (5) it then follows that the
interest rate r is constant in terms of the numeraire:

r = ρ > 0. (6)

2This is the simplest way of modeling the social cost of political contributions. Alternatively, one
could assume that the central planner spends political contributions in services that crowd out labor
from production and R&D, but this would excessively complicate the model without any significant
impact in the results.
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3 The Countries

The development of a new technology in any “producing” country j ∈ {1, . . . , n}
increases total factor productivity (TFP) in that country by constant a > 1. TFP
in country j is then equal to aγj , where γj is the serial number of technology in
country j . In the advent of technological change in country j , TFP increases from
aγj to aγj +1.

Given TFP, all “producing” countries j ∈ {1, . . . , n} have the same CES pro-
duction function f (lj ,mj ), where lj is labor input and mj emissions in the coun-
try. Country j then produces consumption good C according to Yj = aγj f (lj ,mj )

(cf. (2)). I define, for convenience, country j ’s production function of the composite
commodity D = CP −δ as follows:

yj = YjP
−δ = aγj f (lj ,mj )P

−δ, fl
.= ∂f /∂lj > 0,

fm
.= ∂f /∂mj > 0,

fll
.= ∂2f

∂l2
j

< 0, flm
.= ∂2f

∂lj ∂mj

> 0, fmm
.= ∂2f

∂m2
j

< 0,

flfm

flmf
= σ ∈ (0,1) ∪ (1,∞),

mjfm(lj ,mj )

f (lj ,mj )
= mj

lj

fm(lj /mj ,1)

f (lj /mj ,1)

.= ξ

(
mj

lj

)
,

lj fl(lj ,mj )

f (lj ,mj )
= 1 − mjfm(lj ,mj )

f (lj ,mj )
, ξ ′

(
mj

lj

){
>0 for σ > 1,

<0 for σ < 1,

(7)

where σ is the constant elasticity of substitution between labor and emissions, δ the
constant elasticity of output yj with respect to pollution P .

The local planner in country j (hereafter local planner j ) pays political contribu-
tions Rj to the central planner of the union. Because all the households (including
the central planner) consume the same composite commodity D, real political con-
tributions can be defined in terms of that commodity. Real income in country j

is therefore given by yj − Rj , where yj is output and Rj political contributions.
Noting (7), I obtain local planner j ’s utility from an infinite stream of real income
beginning at time T as follows:

E

∫ ∞

T

(yj − Rj)e
−r(t−T )dt = E

∫ ∞

T

[
aγj f (lj ,mj )P

−δ − Rj

]
e−r(t−T )dt, (8)

where E is the expectation operator and r > 0 the interest rate (cf. (6)).
The improvement of technology in country j depends on labor devoted to

R&D, zj . In a small period of time dt , the probability that R&D leads to devel-
opment of a new technology with a jump from γj to γj + 1 is given by λzjdt , while
the probability that R&D remains without success is given by 1 −λzjdt , where λ is
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productivity in R&D. Noting (1), this defines a Poisson process χj with

dχj =
{

1 with probability λzjdt = λ(L − lj )dt ,

0 with probability 1 − λzjdt = 1 − λ(L − lj )dt ,
(9)

where dχj is the increment of the process χj . The expected growth rate of produc-
tivity aγj in the production sector in the stationary state is given by

gj
.= E[logaγ+1 − logaγ ] = (loga)λzj = (loga)λ(L − lj ),

where E is the expectation operator (cf. Aghion and Howitt 1998, p. 59, and Wälde
1999). In other words:

Proposition 1 The expected growth rate gj of country j ’s output is in fixed propor-
tion to labor devoted to R&D, zj = L − lj , in that country.

Given this result, I can use labor devoted to R&D, zj , as a proxy for the growth
rate in each country j .

4 Laissez-faire

If there is laissez-faire, there is no lobbying and no political contributions either,
Rj = 0 for all j . Local planner j then maximizes its utility (8) by emissions mj and
labor input lj subject to pollution (3) and Poisson technological change (9), given
emissions in the rest of the union,

m−j
.=

∑
k �=j

mk. (10)

The value of the optimal program for planner j starting at time T is then

�j(γj ,m−j , n, T )
.= max

(mj ,lj ) s.t. (9)
E

∫ ∞

T

aγj f (lj ,mj )(mj + m−j )
−δ

× e−r(t−T )dt. (11)

I denote �j = �j(γj ,m−j , n, T ) and �̃j = �j(γj +1,m−j , n, T ). The Bellman
equation corresponding to the optimal program (11) is

r�j = max
mj ,lj

�j (mj , lj , γj ,m−j , n, T ), (12)

where

�j(mj , lj , γj ,m−j , n, T ) = aγj f (lj ,mj )(mj + m−j )
−δ

+ λ(L − lj )[�̃j − �j ]. (13)
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This leads to the first-order conditions

∂�j

∂mj

= aγj fm(lj ,mj )

(mj + m−j )δ
− δaγj f (lj ,mj )

(mj + m−j )δ+1
= 0, (14)

∂�j

∂lj
= aγj fl(lj ,mj )

(mj + m−j )δ
− λ[�̃j − �j ] = 0. (15)

To solve the dynamic program, I try the solution that the value of the program,
�j , is in fixed proportion ϕj > 0 to instantaneous utility:

�j(γj ,m−j , n, T ) = ϕja
γj f (lj ,mj )(mj + m−j )

−δ. (16)

This implies

(�̃j − �j)/�j = a − 1. (17)

Inserting (16) and (17) into the Bellman equation (12) and (13) yields

1/ϕj = r + (1 − a)λ(L − lj ) > 0. (18)

Inserting (16) and (17) into the first-order conditions (14) and (15) yields

mj

�j

∂�j

∂mj

= 1

ϕj

[
mjfm(lj ,mj )

f (lj ,mj )
− δmj

mj + m−j

]
= 0,

lj

�j

∂�j

∂lj
= 1

ϕj

lj fl(lj ,mj )

f (lj ,mj )
− (a − 1)λlj = 0.

(19)

Because there is symmetry throughout all countries j = 1, . . . , n in the model,
conditions lj = l and mj = m hold in equilibrium. Inserting these conditions into
(18) and (19) and noting (1), (7) and (10) yield

ξ

(
m

l

)
.= mfm(l,m)

f (l,m)
= δ

n
∈ (0,1), (20)

(a − 1)λl = [r + (1 − a)λ(L − l)] lfl

f
= [r + (1 − a)λ(L − l)]

[
1 − mfm

f

]

= [r + (1 − a)λ(L − l)](1 − δ/n). (21)
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Solving for m/l from (20) and l from (21) and noting (7) yield

m

l
= ξ−1

(
δ

n

)
.= ϕ(n),

dϕ

dn
= − δ

n2ξ ′ =
{

< 0 for σ > 1,

> 0 for 0 < σ < 1,

l(n)
.= r + (1 − a)λL

(a − 1)λ︸ ︷︷ ︸
+

(
n

δ
− 1

︸ ︷︷ ︸
+

)
> 0, r + (1 − a)λL > 0, l′ > 0,

z(n) = L − l(n), z′ < 0, m(n)
.= ϕ(n)l(n),

dm

dn
= lϕ′ + ϕl′ > 0 for 0 < σ < 1.

(22)

These results can be rephrased as follows:

Proposition 2 Centralization (i.e. a decrease in n)

(a) decreases the labor input in production (i.e. l′ > 0), but increases the growth
rate z (i.e. z′ < 0),

(b) decreases emissions m unambiguously (i.e. dm/dn > 0), when labor and emis-
sions are gross complements, 0 < σ < 1,

(c) increases emissions per labor input, m/l (i.e. ϕ′ < 0), when labor and emissions
are gross substitutes, σ > 1.

Because centralization helps to internalize the effect of pollution, the local plan-
ners alleviate pollution by transferring resources from production into R&D. This
decreases output, but speeds up economic growth. When labor and emissions are
gross complements, the decrease of output reduces both labor and emissions in
production. When labor and emissions are gross substitutes, labor transferred from
production into R&D is partly replaced by emissions. This increases the emissions-
labor ratio in production.

5 Pareto Optimum

Assume a benevolent central planner which has enough instruments to transfer in-
come between countries,3 and which does not collect political contributions, Rj = 0
for all j . Because it can internalize the externality of pollution entirely, the outcome
is the Pareto optimum where the economic union behaves as if there were one juris-
diction only, n = 1. Noting (22), labor input in production at the Pareto optimum,
lP , is given by

lP
.= l(1) = r + (1 − a)λL

(a − 1)λ

(
1

δ
− 1

)
. (23)

3In the model, it would be sufficient if the central planner could tax consumption in all countries
at any rate and then use the revenue for subsidizing R&D.
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Furthermore, Proposition 2 has the following corollary:

Proposition 3 Labor input in production, l, is at the lowest level and the growth
rate z at the highest level at the Pareto optimum. When labor and emissions are
gross complements in production, 0 < σ < 1, emissions m and pollution P = nm

are at the lowest level at the Pareto optimum.

For the remainder of this paper, I assume that the central planner is self-
interested, not benevolent. In Sect. 6, I assume that the central planner taylors a
specific emission quota mj for each country, but the countries cannot trade with
these quotas. In Sect. 7, I introduce trade in these quotas.

6 Lobbying over Nontraded Emission Quotas

Following Grossman and Helpman (1994a, 1994b), I assume that the central planner
of the union has its own interests and collects political contributions. Local planner j

in each country j ∈ {1, . . . , n} pays political contributions Rj to the central planner
which decides on a specific emission quota mj for each country j ∈ {1, . . . , n}. The
order of this common agency game is the following. First, the local planners set their
political contributions (R1, . . . ,Rn) conditional on the central planner’s prospec-
tive policy (m1, . . . ,mn). Second, the central planners sets the quotas (m1, . . . ,mn)

and collect the contributions for its personal consumption. Third, the local planners
maximize their utilities given the level of political contributions (R1, . . . ,Rn). This
game is solved in reversed order as follows. Section 6.1 considers a local planner,
Sect. 6.2 the central planner and Sect. 6.3 the political equilibrium.

6.1 The Local Planners

Local planner j maximizes its utility (8) by labor input lj subject to Poisson techno-
logical change (9) on the assumption that the interest rate r , the quotas m1, . . . ,mn,
pollution P = ∑

j mj (cf. (3)) and its political contributions Rj are kept constant.
It is equivalent to maximize

E

∫ ∞

T

aγj f (lj ,mj )P
−δe−r(t−T )dt

by lj subject to (9), given r , mj , P and Rj . The value of the optimal program for
local planner j starting at time T can then be defined as follows:

�j (γj ,mj ,P,T ) = max
lj s.t. (9)

E

∫ ∞

T

aγj f (lj ,mj )P
−δe−r(t−T )dt. (24)
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I denote �j = �j (γj ,mj ,P,T ) and �̃j = �j (γj + 1,mj ,P,T ). The Bellman
equation corresponding to the optimal program (24) is

r�j = max
lj

�j (lj , γj ,mj ,P,T ), (25)

where

�j(lj , γj ,mj ,P,T ) = aγj f (lj ,mj )P
−δ + λ(L − lj )[�̃j − �j ]. (26)

This leads to the first-order condition

∂�j

∂lj
= aγj fl(lj ,mj )P

−δ − λ[�̃j − �j ] = 0. (27)

To solve the dynamic program, I try the solution that the value of the program,
�j , is in fixed proportion ϑj > 0 to instantaneous utility:

�j (γj ,mj ,P,T ) = ϑja
γj f (lj ,mj )P

−δ,
∂�j

∂mj

= fm(lj ,mj )

f (lj ,mj )
�j ,

∂�j

∂P
= −δ

�j

P
.

(28)

This implies

(�̃j − �j )/�j = a − 1. (29)

Inserting (28) and (29) into the Bellman equation (25) and (26) yields

1/ϑj = r + (1 − a)λ(L − lj ) > 0. (30)

Inserting (28), (29) and (30) into the first-order condition (27) and noting (7), one
obtains

lj

�j

∂�j

∂lj
= 1

ϑj

lj fl(lj ,mj )

f (lj ,mj )
− (a − 1)λlj = 1

ϑj

[
1 − ξ

(
mj

lj

)]
− (a − 1)λlj

= [r + (1 − a)λ(L − lj )]
[

1 − ξ

(
mj

lj

)]
− (a − 1)λlj = 0. (31)
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Noting (3), (7), (24) and (28), local planner j ’s utility (8) becomes

ϒj(Rj ,m1, . . . ,mn) = �j (γj ,mj ,P,T ) −
∫ ∞

T

Rj e
−r(t−T )dt

= �j (γj ,mj ,P,T ) − Rj/r,

∂ϒj

∂mj

= ∂�j

∂mj

+ ∂�j

∂P

∂P

∂mj

= �j

[
fm(lj ,mj )

f (lj ,mj )
− δ

P

∂P

∂mj

]

= �j

mj

[
ξ

(
mj

lj

)
− δmj

P

]
,

∂ϒj

∂mk

= ∂�j

∂P

∂P

∂mk

= −δ�j

P

∂P

∂mk

= −δ�j

P
for k �= j,

∂ϒj

∂Rj

= −1

r
.

(32)

6.2 The Self-interested Central Planner

The present value the expected flow of the real political contributions Rj from all
countries j at time T is given by

E

∫ ∞

T

n∑
j=1

Rje
−r(θ−T )dθ. (33)

Given this, (3) and (32), I specify the central planner’s utility function as:

G(m1, . . . ,mn,R1, . . . ,Rn)

.= E

∫ ∞

T

n∑
j=1

Rje
−r(θ−T )dθ +

n∑
j=1

ζjϒ
j (Rj ,m1, . . . ,mn)

= 1

r

n∑
j=1

Rj +
n∑

j=1

ζjϒ
j (Rj ,m1, . . . ,mn), (34)

where constants ζj ≥ 0 are the weight of planner j ’s welfare in the central planner’s
preferences. Grossman and Helpman’s (1994a) objective function (34) is widely
used in models of common agency and it has been justified as follows. The politi-
cians are mainly interested in their own income which consists of the contributions
from the public,

∑
j Rj , but because they must defend their position in general elec-

tions, they must sometimes take the utilities of the interest groups ϒj into account
directly. The linearity of (34) in

∑
j Rj is assumed, for simplicity.
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6.3 The Political Equilibrium

Each local planner j tries to affect the central planner by its contributions Rj . The
contribution schedules are therefore functions of the central planner’s policy vari-
ables (= the emission quotas mj ):

Rj (m1, . . . ,mn), j = 1, . . . , n. (35)

Following Proposition 1 of Dixit et al. (1997), a subgame perfect Nash equilib-
rium for this game is a set of contribution schedules Rj (m1, . . . ,mn) and a policy
(m1, . . . ,mn) such that the following conditions (i)–(iv) hold:

(i) Contributions Rj are non-negative but no more than the contributor’s income,
ϒj ≥ 0.

(ii) The policy (m1, . . . ,mn) maximizes the central planner’s welfare (34) taking
the contribution schedules Rj as given,

(m1, . . . ,mn)

∈ arg max
m1,...,mn

G
(
m1, . . . ,mn,R1(m1, . . . ,mn), . . . ,Rn(m1, . . . ,mn)

);
(36)

(iii) Local planner j cannot have a feasible strategy Rj (m1, . . . ,mn) that yields it
a higher level of utility than in equilibrium, given the central planner’s antici-
pated decision rule,

(m1, . . . ,mn) = arg max
m1,...,mn

ϒj
(
Rj (m1, . . . ,mn),m1, . . . ,mn

)
. (37)

(iv) Local planner j provides the central planner at least with the level of utility
than in the case it offers nothing (Rj = 0), and the central planner responds
optimally given the other local planners contribution functions,

G(m1, . . . ,mn,R1(m1, . . . ,mn), . . . ,Rn(m1, . . . ,mn))

≥ max
m1,...,mn

G
(
m1, . . . ,mn,R1(m1, . . . ,mn), . . . ,Rj−1(m1, . . . ,mn),0,

Rj+1(m1, . . . ,mn), . . . ,Rn(m1, . . . ,mn)
)
.

Noting (32), the conditions (37) are equivalent to

0 = ∂ϒj

∂Rj

∂Rj

∂mk

+ ∂ϒj

∂mj

= −1

r

∂Rj

∂mk

+ ∂ϒj

∂mk

for all k,

and

∂Rj

∂mj

= r
∂ϒj

∂mj

= r
�j

mj

[
ξ

(
mj

lj

)
− δmj

P

]
,

∂Rj

∂mk

= − rδ�j

P
for k �= j.



172 T. Palokangas

Given these equations, one obtains

∂

∂mk

n∑
j=1

Rj =
n∑

j=1

∂Rj

∂mk

= ∂Rk

∂mk

+
∑
j �=k

∂Rj

∂mk

= r
�k

mk

[
ξ

(
mk

lk

)
− δmk

P

]
−

∑
j �=k

rδ�j

P

= r
�k

mk

[
ξ

(
mk

lk

)
− δmk

P

1

�k

n∑
j=1

�j

]
. (38)

Noting (35) and (37), the central planner’s utility function (34) becomes

G(m1, . . . ,mn)
.= G

(
m1, . . . ,mn,R1(m1, . . . ,mn), . . . ,Rn(m1, . . . ,mn)

)

= 1

r

n∑
j=1

Rj (m1, . . . ,mn)

+
n∑

j=1

ζj max
m1,...,mn

ϒj
(
Rj (m1, . . . ,mn),m1, . . . ,mn

)
. (39)

Noting (38) and (39), the equilibrium conditions (36) are equivalent to the first-order
conditions

∂G
∂mk

= 1

r

∂

∂mk

n∑
j=1

Rj = �k

mk

[
ξ

(
mk

lk

)
− δmk

P

1

�k

n∑
j=1

�j

]
= 0 for all k. (40)

The political equilibrium is now specified by the equilibrium conditions (31) for
all local planners j = 1, . . . , n plus those (40) for the central planner. In this system,
there are 2n unknowns, (lj ,mj ) for j = 1, . . . , n. I assume, for simplicity, uniform
initial productivity in the union, γk = γ1 for all k �= 1. In the system, noting (28), this
yields perfect symmetry lj = l, mk = m and �j = � for the countries j = 1, . . . , n

in equilibrium. Given this, (3) and (7), the equilibrium conditions (31) and (40)
change into

ξ

(
m

l

)
= ξ

(
mj

lj

)
= δmk

P

1

�k

n∑
j=1

�j = δ
mk

P
n = δ,

(a − 1)λl

r + (1 − a)λ(L − l)
= 1 − mfm

f
= 1 − ξ = 1 − δ.

(41)

The results (41) are the same as the result (20) and (21) with n = 1. This shows that
m, l and z = L − l are the same as at the Pareto optimum (23):

Proposition 4 In the case of lobbying over nontraded emission quotas, emissions
m and the growth rate z are Pareto optimal.
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The introduction of the central planner as a decision maker for emissions elimi-
nates the externality through pollution. This effect is the same for both a benevolent
and a self-interested central planner.

In the case of lobbying, the countries pay political contributions, Rj > 0 for all j ,
while in the case of Pareto-optimal policy, there are no such contributions, Rj = 0
for all j . If the central planner consists of different households than the rest of the
population (even partly), one can define political contributions are a waste from the
viewpoint of the latter. Thus, there is the following corollary for Proposition 4:

Proposition 5 In the case of lobbying over nontraded emission quotas, welfare is
Pareto sub-optimal.

7 Lobbying over Traded Emission Quotas

In this section, I assume that the central planner sets quotas for the countries’ emis-
sions, but that the countries can trade in these quotas among themselves. To enable
a stationary state equilibrium in the model, I assume that the quotas are in fixed pro-
portion to the level of productivity aγj so that more advanced countries get tighter
restrictions. Therefore, the quota for country j ’s productivity-adjusted emissions
mja

γj is given by qj . When country j has excess quotas, qj > mja
γj , it can sell the

difference qj −mja
γj to the other members of the union at the price p. Correspond-

ingly, when country j has excess emissions, mja
γj − qj , it must buy the difference

mja
γj − qj from other countries at the price p. At the level of the whole union,

productivity-adjusted emissions
∑n

j=1 mja
γj are equal to total quotas

∑n
j=1 qj ,

n∑
j=1

mja
γj =

n∑
j=1

qj . (42)

Local planner j in each country j ∈ {1, . . . , n} pays political contributions Rj to
the central planner. The order of this common agency game is the following. First,
the local planners set their political contributions (R1, . . . ,Rn) conditional on the
central planner’s prospective policy (q1, . . . , qn). Second, the central planners sets
the quotas (q1, . . . , qn) and collect the contributions for its personal consumption.
Third, the local planners maximize their utilities given the level of political contri-
butions (R1, . . . ,Rn). This game is solved in reversed order as follows. Section 7.1
considers a local planner, Sect. 7.2 the central planner and Sect. 7.3 the political
equilibrium.

7.1 The Local Planners

Planner j ’s utility starting at time T , (8), can be extended into

ϒj .= E

∫ ∞

T

[
aγj f (lj ,mj )(mj + m−j )

−δ + p(qj − mja
γj ) − Rj

]
e−r(t−T )dt,

(43)
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where p(qj −mja
γj ) is country j ’s net income from trade in quotas. Local planner

j maximizes its utility (43) by labor input lj and emissions mj subject to Pois-
son technological change (9) on the assumption that the interest rate r , the quotas
q1, . . . , qn, the emission price p, emissions in the rest of the union, m−j , and its
political contributions Rj are kept constant. It is equivalent to maximize

E

∫ ∞

T

aγj
[
f (lj ,mj )(mj + m−j )

−δ − pmj

]
e−r(t−T )dt

by (lj ,mj ) subject to (9), given r , p and m−j . The value of the optimal program
for local planner j can then be defined as follows:

�j (γj ,p,m−j , T )

= max
(mj ,lj ) s.t. (9)

E

∫ ∞

T

aγj
[
f (lj ,mj )(mj + m−j )

−δ − pmj

]
e−r(t−T )dt.

(44)

I denote �j = �j (γj ,p,m−j , T ) and �̃j = �j (γj +1,p,m−j , T ). The Bellman
equation corresponding to the optimal program (44) is

r�j = max
lj ,mj

�j (lj , γj ,p,m−j , T ), (45)

where

�j(lj , γj ,p,m−j , T )

= aγj
[
f (lj ,mj )(mj + m−j )

−δ − pmj

] + λ(L − lj )
[
�̃j − �j

]
. (46)

This leads to the first-order conditions

∂�j

∂mj

= aγj

[
fm(lj ,mj )

(mj + m−j )δ
− δf (lj ,mj )

(mj + m−j )δ+1
− p

]
= 0, (47)

∂�j

∂lj
= aγj fl(lj ,mj )

(mj + m−j )δ
− λ[�̃j − �j ] = 0. (48)

I try the solution that the value of the program, �j , is given by

�j (γj ,p,m−j , T ) = ϑja
γj

[
f (lj ,mj )

(mj + m−j )δ
− pmj

]
,

∂�j

∂m−j

= −δϑja
γj f (lj ,mj )

(mj + m−j )δ+1
,

∂�j

∂p
= −ϑja

γj mj ,

(49)

where ϑj > 0 is independent of the control variables. This implies

(�̃j − �j )/�j = a − 1. (50)
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Inserting (49) and (50) into the Bellman equation (45) and (46) yields

1/ϑj = r + (1 − a)λ(L − lj ) > 0. (51)

Given (49), (50) and (51) the first-order conditions (47) and (48) change into

p = fm(lj ,mj )

(mj + m−j )δ
− δf (lj ,mj )

(mj + m−j )δ+1
, (52)

1

�j

∂�j

∂lj
= r + (1 − a)λ(L − lj )

f (lj ,mj )(mj + m−j )−δ − pmj

fl(lj ,mj )

(mj + m−j )δ

− (a − 1)λ = 0. (53)

In the system (10), (51), (52) and (53), there is perfect symmetry lj = l, mj = m

and ϑj = ϑ throughout j = 1, . . . , n. Noting (10), this yields the following system
of three equations:

1/ϑ = r + (1 − a)λ(L − l) > 0, (54)

p = fm(l,m)

(nm)δ
− δf (l,m)

(nm)δ+1
, (55)

r + (1 − a)λ(L − l)

f (l,m)(nm)−δ − pm

fl(l,m)

(nm)δ
= (a − 1)λ. (56)

Because in the two equations (55) and (56) there are two unknown variables—labor
input in production, l, and emissions m—and two given variables—the emission
price p and the number of countries, n—one obtains

lj = l(p,n), mj = m(p,n). (57)

By duality, a higher price for emissions decreases the input of emissions:

mp(p,n)
.= ∂m/∂p < 0. (58)

If the number n of similar countries is large, the sum
∑n

�=1 aγ� can be taken as a
deterministic variable. Inserting (57) into (42) yields

m(p,n)

n∑
�=1

aγ� =
∑
j=1

qj . (59)

From this and (58) it follows that the emission price p is a decreasing function of
the emission quotas qj for all countries j ∈ {1, . . . , n}:

p(q1, . . . , qn, n),
∂p

∂qj

= 1

mp(p,n)
∑n

�=1 aγ�
< 0. (60)
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7.2 The Self-interested Central Planner

Given (10), (44), (57) and (60), local planner j ’s utility (43) changes into

�j(Rj , q1, . . . , qn, n)

= ϒj = �j (γj ,p,m−j , T ) +
∫ ∞

T

(pqj − Rj )e
−r(t−T )dt

= �j (γj ,p, (n − 1)m(p,n), T ) +
∫ ∞

T

(pqj − Rj )e
−r(t−T )dt,

∂�j

∂Rj

= −1

r
.

(61)

From this, (49), (54), (55), (59) and (60) it follows that

n∑
j=1

�j(Rj , q1, . . . , qn, n)

=
n∑

j=1

�j +
∫ ∞

T

(
p

n∑
j=1

qj −
n∑

j=1

Rj

)
e−r(t−T )dt

=
n∑

j=1

�j +
∫ ∞

T

[
pm(p,n)

n∑
�=1

aγ� −
n∑

j=1

Rj

]
e−r(t−T )dt

=
n∑

j=1

�j (γj ,p, (n − 1)m(p,n), T ) + 1

r

[
pm(p,n)

n∑
�=1

aγ� −
n∑

j=1

Rj

]

with

∂

∂qk

n∑
j=1

�j(Rj , q1, . . . , qn, n)

=
{

n∑
j=1

∂�j

∂p
+

n∑
j=1

∂�j

∂m−j

(n − 1)mp + 1

r
[m + pmp]

(
n∑

�=1

aγ�

)}
∂p

∂qj

=
{
−m − δf (l,m)

(nm)δ+1
(n − 1)mp + 1

rϑ
[m + pmp]

}(
n∑

�=1

aγ�

)
ϑ

∂p

∂qj

=
{
−m − δf (l,m)

(nm)δ+1
(n − 1)mp + [1 + (1 − a)λ(L − l)/r][m + pmp]

}
ϑ

mp

=
{
pmp − δf (l,m)

(nm)δ+1
(n − 1)mp + (1 − a)

λ

r
(L − l)[m + pmp]

}
ϑ

mp
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=
{
p + (1 − n)

δf (l(p,n),m(p,n))

[nm(p,n)]δ+1

+ (1 − a)
λ

r
[L − l(p,n)]

[
m(p,n)

mp(p,n)
+ p

]}
ϑ for all k. (62)

The local planners j = 1, . . . , n lobby the central planner which decides on the
emission quotas (q1, . . . , qn). Following Grossman and Helpman (1994a, 1994b),
I assume that the central planner has its own interests and collects contributions
(R1, . . . ,Rn) from the local planners. Given this, I specify Grossman and Helpman’s
(1994a, 1994b) utility function for the central planner as follows:

G(q1, . . . , qn,R1, . . . ,Rn,n)

.= E

∫ ∞

T

n∑
j=1

Rje
−r(θ−T )dθ +

n∑
j=1

ζj�
j (Rj , q1, . . . , qn, n)

= 1

r

n∑
j=1

Rj +
n∑

j=1

ζj�
j (Rj , q1, . . . , qn, n), (63)

where constants ζj ≥ 0 are the weight of planner j ’s welfare.

7.3 The Political Equilibrium

Each local planner j tries to affect the central planner by its contributions Rj . The
contribution schedules are therefore functions of the central planner’s policy vari-
ables, the emission quotas qj :

Rj (q1, . . . , qn), j = 1, . . . , n. (64)

The central planner maximizes its utility function (63) by (q1, . . . , qn), given the
contribution schedules (64). A subgame perfect Nash equilibrium for this game is
a set of contribution schedules Rj (q1, . . . , qn) and policy (q1, . . . , qn) such that
the conditions (i)–(iv) in Sect. 6.3 hold, with (m1, . . . ,mn) being replaced by
(q1, . . . , qn). Thus, it must be true that �j ≥ 0 and

(q1, . . . , qn) ∈ arg max
q1,...,qn

G
(
q1, . . . , qn,R1(q1, . . . , qn), . . . ,

Rn(q1, . . . , qn), n
)
, (65)

(q1, . . . , qn) = arg max
q1,...,qn

�j
(
Rj (q1, . . . , qn), q1, . . . , qn, n

)
, (66)
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G
(
q1, . . . , qn,R1(q1, . . . , qn), . . . ,Rn(q1, . . . , qn), n

)
≥ max

q1,...,qn

G(q1, . . . , qn,R1(q1, . . . , qn), . . . ,Rj−1(q1, . . . , qn),0,

Rj+1(q1, . . . , qn), . . . ,Rn(q1, . . . , qn), n).

Noting (61), the conditions (66) are equivalent to

0 = ∂�j

∂Rj

∂Rj

∂qk

+ ∂�j

∂qk

= −1

r

∂Rj

∂qk

+ ∂�j

∂qk

for all j and k,

and

∂Rj

∂qk

= r
∂�j

∂qk

for all j and k, (67)

which suggests that in equilibrium the change in the lobby’s contribution (Rj ) due
to a change in quota mj is equal to the change in the lobby’s rent �j due to this
same fact, holding the contribution Rj constant.

Noting (64) and (66), the central planner’s utility function (63) becomes

G(q1, . . . , qn, n)
.= G

(
q1, . . . , qn,R1(q1, . . . , qn), . . . ,Rn(q1, . . . , qn), n

)

= 1

r

n∑
j=1

Rj (q1, . . . , qn)

+
n∑

j=1

ζj max
q1,...,qn

�j
(
Rj (q1, . . . , qn), q1, . . . , qn, n

)
. (68)

Noting (62), (67) and (68), the equilibrium conditions (65) are equivalent to

∂G
∂qk

= 1

r

∂

∂qk

n∑
j=1

Rj = ∂

∂qk

n∑
j=1

�j

=
{
p + (1 − n)

δf (l(p,n),m(p,n))

[nm(p,n)]δ+1

+ (1 − a)
λ

r
[L − l(p,n)]

[
m(p,n)

mp(p,n)
+ p

]}
ϑ = 0.

Thus, the equilibrium price p for emissions is determined by

p
+

+ (1 − n)︸ ︷︷ ︸
−

δf (l(p,n),m(p,n))

[nm(p,n)]δ+1︸ ︷︷ ︸
+

+ (1 − a)︸ ︷︷ ︸
−

λ

r
[L − l(p,n)]

︸ ︷︷ ︸
+

[
m(p,n)

mp(p.n)︸ ︷︷ ︸
−

+ p︸︷︷︸
+

]

= 0.
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Given (7), local planner j ’s first-order conditions (55) and (56) become

ξ

(
m

l

)
= mfm(l,m)

f (l,m)
= δ

n
+ pm(nm)δ

f (l,m)
>

δ

n
, (69)

1 − ξ

(
m

l

)
= lfl(l,m)

f (l,m)
= (a − 1)λl

r + (1 − a)λ(L − l)

[
1 − pm(nm)δ

f (l,m)

]

= (a − 1)λl

r + (1 − a)λ(L − l)

[
1 − ξ

(
m

l

)
+ δ

n

]
,

l = lT
.= r + (1 − a)λL

(a − 1)λ

1 − ξ(m/l)

δ/n
< l(n)

.= r + (1 − a)λL

(a − 1)λ

(
n

δ
− 1

)
, (70)

where lT is the employment of labor in production with traded emission quotas. The
comparison of the equilibrium in the case of laissez-faire, (20) and (21), to that in the
case of traded emission quotas, (69) and (70), shows the following. First, l = l(n)

in the case of laissez-faire, but l = lT < l(n) in the case of traded emission quotas.
Second, in the case of laissez-faire, the function ξ(m/l) is equal to δ

n
, but in the case

of traded emission quotas, it higher than δ
n

. Because ξ ′ > 0 (< 0) for σ > 1 (0 <

σ < 1) by (7), it follows that m/l is bigger (smaller) with traded emission quotas
than in with laissez-faire for σ > 1 (0 < σ < 1). These results can be rephrased as
follows:

Proposition 6 In the lobbying equilibrium with traded emission quotas,

(a) the level of employment in production, l, is lower, but the growth rate z = L − l

higher,
(b) the level of emissions, m, is lower when labor and emissions are gross comple-

ments (i.e. 0 < σ < 1),
(c) the emissions-labor ratio m/l is higher when labor and emissions are gross

substitutes (i.e. σ > 1),

than with laissez-faire.

With traded emission quotas, one more unit of R&D costs less in terms of lost
output. Thus, trade in emission quotas boosts R&D and decreases labor in produc-
tion. When labor and emissions are gross complements, a smaller labor input in
production leads to smaller emissions as well. When labor and emissions are gross
substitutes, labor transferred from production into R&D is partly replaced by emis-
sions and the emissions-labor ratio increases.

On the condition that the number of countries, n, is large enough, it holds true
that ξ

.= mfm/f < 1 − (1 − δ)/n.4 The comparison of (23) and (70) then leads to

4Because δ ∈ (0,1), it is enough that ξ
.= mfm/f < 1 − 1/n = (n − 1)/n.
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the results

lT
.= r + (1 − a)λL

(a − 1)λ

1 − ξ

δ/n
>

r + (1 − a)λL

(a − 1)λ

(
1

δ
− 1

)
.= lP

and zT = L − lT < L − lP = zP . Thus, I conclude:

Proposition 7 In the lobbying equilibrium with traded emission quotas, the growth
rate z is Pareto sub-optimal (i.e. less than zP ).

With nontraded emission quotas, the central planner determines the emissions
at the level of the union. With traded emission quotas, however, the emissions are
determined at the level of countries and the externality through pollution cannot
be internalized. Due to the distortion through externality, the growth rate is smaller
with traded than with nontraded emission quotas.

8 Conclusions

A higher level of centralization increases the growth rate, and decreases the level
of emissions unambiguously when labor and emissions are gross complements.
A higher level of centralization helps to internalize the effect of pollution. In that
case, a local planner alleviates pollution by transferring resources from production
into R&D. This speeds up economic growth. When labor and emissions are gross
complements, the decrease of labor in production decreases emissions as well.

With a benevolent central planner, the union of countries behaves as if there
were only one jurisdiction. Given the result above, the growth rate is then at the
highest level, and emissions at the lowest level when labor and emissions are gross
complements.

In the case of lobbying over nontraded emission quotas, the emissions-labor ra-
tio, the growth rate and pollution are the same as in the Pareto optimal case where a
benevolent central planner can transfer resources between countries. In either case,
the introduction of the central planner as a decision maker for emissions eliminates
the externality through pollution. On the other hand, in the case of lobbying, the
countries pay political contributions, while in the case of a benevolent central plan-
ner, there are no such contributions. This means that lobbying decreases the welfare
of countries, although the allocation of resources were the same.

In the case of lobbying over traded emission quotas, the growth rate is smaller
than in the case of lobbying over nontraded quotas. With traded quotas, the emis-
sions are determined at the level of countries and the externality through pollution
cannot be internalized. With nontraded quotas, the central planner determines the
emissions at the level of the union, and the externality through pollution can be in-
ternalized. Thus, with traded quotas, externality distorts the allocation of resources
and decreases the growth rate.
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The Role of Product Differentiation
in the Producer-targeted Promotion
of Renewable Energy Technologies

Ina Meyer and Serguei Kaniovski

Abstract Carbon-based technologies continue to dominate the energy sector due
to their high productivity and economies of scale. This creates an obligation for
governments to provide incentives, such as taxes, subsidies and regulations, to en-
courage producers to implement cleaner technologies. We study a duopoly in which
the incumbent is more efficient, has a higher propensity to invest and has a lower
cost of capital. We derive the minimal subsidy (to the entrant) or tax (on the incum-
bent) sufficient to preserve the entrant in the market in the long run. The rate of the
subsidy or tax depends on the underlying demand structure. The more differentiated
the products and preferences of the consumers, the lower the subsidy or tax required
to safeguard new entrants with innovative clean technologies.

1 Introduction

Carbon-based technologies continue to be prevalent in the energy sector due to their
high productivity, economies of scale and low technological and economic uncer-
tainty. The market share of low-carbon and renewable energy technologies remains
below that required for the mitigation of anthropogenic climate change.1

1The stabilization “. . . of greenhouse gas concentrations in the atmosphere at a level that would
prevent dangerous anthropogenic interference with the climate system. . . ” (UNFCCC, article 2)
is the guiding principle of international efforts to deal with climate change. Deciding what level
of climate change is dangerous is both a scientific question and a normative one, as it involves
social and political judgments on acceptable risks. The latest IPCC assessment (IPCC 2007) and
other studies find a level of warming of a maximum of 2 degrees Celsius (relative to pre-industrial
levels) not to be dangerous. The EU has committed itself to this objective. Yet some scientists call
for a more stringent stabilization of greenhouse gases, i.e. a stabilization of concentration in the
atmosphere below present levels (350 ppm instead of present levels close to 390 ppm). This would
still induce a warming of 1 degree Celsius in the long term. Ultimately, it appears to be impossible
to define a decisive warming limit that ensures a safe climate. Even a stabilization at a maximum
warming of plus 2 degrees Celsius poses a risk to natural and human systems as, from thermal
expansion of sea water alone, the sea level could rise over 1 meter or more over centuries (e.g.
Hare 2009; Schellnhuber 2008; German Advisory Council on Global Change 2007). Working out
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This situation is likely to prevail unless prices of fossil energy resources markedly
rise. Reversing the current trend of rising greenhouse gas emissions creates an oblig-
ation for governments to provide producers with incentives to switch to low-carbon
technologies. Producer-targeted policies include the provision of tax credits and sub-
sidies to innovators and producers of renewable energies, taxing or limiting carbon
emissions by emission trading, and regulating minimum quality standards of prod-
ucts.

The output of the energy sector such as electricity or heat is typically homoge-
neous. Indeed, whether produced by burning coal or harnessing wind, the physical
characteristics of the final product are identical. If product differentiation instead
pertained to the environmental impact of the production process, then raising con-
sumer awareness towards environmentally cleaner energy products might be a viable
policy for creating market niches for clean producers.

In this paper we study the effect of product differentiation on market structure
using a simple dynamic model of a duopoly. The incumbent uses an established
technology while the entrant is a clean producer. The incumbent is more efficient,
has a higher propensity to invest in the production capacity and has a lower cost of
capital. We derive the minimal subsidy or tax credit (to the entrant), or the minimal
tax or cost-incurring environmental regulation (on the incumbent) sufficient to pre-
serve the entrant in the market in the long run. The rate of the subsidy or tax depends
on the underlying demand structure. The rate is higher when the customers do not
differentiate the products. The more differentiated the products are, the more stable
the duopoly and the less government intervention is necessary. This shows the im-
portance of raising consumer awareness towards environmentally friendly products
as a viable strategy against climate change.

Firms in real world industries rarely compete in a single, perfectly homogeneous
product. The academic interest in the economic consequences of product differ-
entiation is hence justified on empirical grounds by the sheer prevalence of the
phenomenon. On theoretical grounds, product differentiation leads to remarkable
market outcomes that are highly sensitive to assumed consumer behavior and the
informational structure of economic models.

Existing models of environmental product differentiation are based on vertical
product differentiation (e.g. Crampesa and Hollander 1995; Cremera and Thisse
1999; Eriksson 2004; Conrad 2005). Products are called vertically differentiated
if they can be ordered according to their objective quality from the highest to the
lowest.2 Firms first choose the environmental quality of their products and then set
prices. In three-stage models, firms first decide whether to enter the market then

an emissions path that would achieve a defined warming limit is not only fraught with political and
economic challenges on different governance levels, but also with uncertainties in the causal link
from emissions to greenhouse gas concentration and radiative forcing, and ultimately to climate
change. However, research has demonstrated that it is technically and economically feasible to
reduce CO2 emissions quickly enough to ensure a peak warming below 2 degrees Celsius (Hare
2009). Achieving this requires emissions abating to zero between 2050 and 2100.
2Horizontally differentiated products differ but no intrinsic quality ordering exists. For a survey of
different models of product differentiation, see Beath and Katsoulacos (1991).
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choose the quality and price. Varieties of a product find demand because their prices
differ. The above models confirm the fundamental assertion that product differenti-
ation implies softer competition than when the products are homogeneous.

We do not model environmental preferences of consumers directly. Instead, we
express these preferences in terms of price-elasticities of demand. The higher the
environmental awareness, the higher is the difference in the price-elasticity of the
clean and dirty product. An environmentally aware consumer reacts sluggishly to a
fall in the price of the dirty product relative to that of the clean product. Similarly,
we do not explicitly model the environmental characteristics of the products. The
consequences of these for consumer behavior are again conveyed by price-elasticity.

The existing models make very strong assumptions about rationality and perfect
foresight. Firms know the consequences of their choices and the choices of their
competitors. Perhaps, least realistically, equilibrium models do not model competi-
tion as a dynamic process that possibly, but not necessarily, tends to an equilibrium
state. They only model what appears to be a conceivable result of such competition.
The equilibrium concept is that of a subgame-perfect Nash equilibrium.

We do not impute the firms with rationality and perfect foresight. Instead, we
assume that the firms invest a constant fraction of cash flow in production capacity.
This behavioral assumption is typical of evolutionary models of firm dynamics in the
tradition of Nelson and Winter (1982), and consistent with Cyert and March’s (1963)
managerial theory of the firm and the empirical phenomenon of X-inefficiency first
discussed by Leibenstein (1966).

We model product differentiation using multi-product demand functions. An in-
verse demand function expresses the price of a product in terms of the quantities
sold. In modeling product differentiation we follow the approach introduced by Bu-
low et al. (1985), which is based on the notion of strategic substitutes. Two products
are called strategic substitutes if an increase in sales of the rival good has an adverse
effect on a firm’s own sales. The inverse demand function is embedded in a dynamic
model of capital accumulation borrowed from Winter et al. (2003), less stochastic
entry and exit. Exclusion of stochastic entry renders the model deterministic and
thus permits an analytic inquiry into the properties of the selection process implied
by the underlying dynamic system. This dynamic element is fairly representative
for evolutionary models in the tradition of Nelson and Winter (1982).3 In a dy-
namic model, the fundamental assertion that product differentiation implies softer
competition than when the products are homogeneous should be reflected in slacker
conditions for the emergence and stability of coexistence equilibria. By coexistence
equilibria we mean those with strictly positive equilibrium outputs.

In the next section we formulate our model of duopoly and derive the main re-
sults. The final section offers concluding remarks.

3Examples range from the early modeling efforts by Nelson and Winter (1982) and Winter (1984)
to more complex models by Jonard and Yildizoglu (1998), Winter et al. (2000, 2003). Surveys of
evolutionary modeling in economics are available in Silverberg (1997) and Kwasnicki (2002).
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2 The Model

Let q1, q2 be the quantities produced by firms and p1, p2 the products’ prices. The
price of every product depends on the quantity of every other product supplied to a
common market.

Let the firm-specific inverse demand functions p1(q1, q2) and p2(q1, q2) be
bounded, differentiable, and strictly decreasing in own output in the domain where
they are positive. The last two properties together imply ∂p1/∂q1, ∂p2/q2 < 0. The
products q1 and q2 are related as strategic substitutes if ∂p1/∂q2, ∂p2/∂q1 ≤ 0.
Since any two units of the same product are perfect substitutes, whereas any two
units of differentiated products are not, the effect of own sales on price is dominant,
i.e. ∂p1/∂q1 ≥ |∂p1/∂q2| and ∂p2/∂q2 ≥ |∂p2/∂q1|.

In our model, we assume linear demand and hence also linear inverse demand
functions,

p1(q1, q2) = A1 − B1q1 − C1q2,

p2(q1, q2) = A2 − B2q2 − C2q1,

where all parameters are strictly positive, B1 ≥ C1, B2 ≥ C2 and B1 ≥ C2, B2 ≥ C1.
The degree of product differentiation is given by B1 − C1 and B2 − C2.

In the following we specify the model using the example of Firm 1, the incum-
bent. The model for Firm 2 is completely analogous. Let q1(t) > 0 be the output
of Firm 1 at time t ∈ [0,∞). The basic building blocks of the model include a pro-
duction function with constant returns to scale, the perpetual inventory method that
describes the dynamics of the net capital stock and a simple investment rule.

Output q1(t) is produced by employment l1(t) and capital k1(t) under constant
returns to scale, or q1(t) = F1(l1(t), k1(t)), with F1 homogeneous of degree one.
Therefore,

a1 = q1(t)

k1(t)
= F1

(
l1(t)

k1(t)
,1

)
. (1)

The parameter a1 > 0 is the reciprocal of the capital coefficient. The relation a1 > a2
implies that the first firm employs capital more productively than the second firm.
A constant labor to capital ratio is assumed, so that a1 is constant. Having made this
assumption, the dynamic counterpart of the above equation, q̇1(t) = a1k̇1(t), can be
used for output determination.4

Capital is accumulated according to a continuous time version of the perpetual
inventory method. Given the gross investment i1(t), the net change in capital stock
is k̇1(t) = i1(t) − ρk1(t), subject to some initial capital endowment k1(0) > 0 and
the common depreciation rate ρ ∈ (0,1]. Substitution in q̇1(t) = a1k̇1(t) produces

q̇1(t) = a1[i1(t) − ρk1(t)] = a1i1(t) − ρq1(t). (2)

4Both the Leibnitz and the raised dot notation will be used to denote the derivative with respect to
time.
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The assumption of a constant labor to capital ratio implies the constancy of the labor
coefficient l1(t)/q1(t) and that a variable production cost per unit of output w1 > 0.

In the absence of fixed production costs, the firm generates a cash flow

c1(t) = [h1(q1(t), q2(t)) − w1]q1(t).

We assume that the firm invests a fixed portion of the cash flow if the latter is
positive. If there are no other sources of funding available to the firm, then the
investment rule implies v1i1(t) = λ1[c1(t)]+, where v1 > 0 is the cost per unit
of capital, λ1 ∈ (0,1) is the propensity to invest, and [·]+ is a short-hand nota-
tion for max[·,0]. The difference between cash flow and investment outlays is
the firm’s current profit π1(t) = (1 − λ1)[c1(t)]+. As q1(t) > 0, we have i1(t) =
λ1a1v

−1
1 [h1(q1(t), q2(t))−w1]+q1(t). Since λ1 < 1, the firm earns a positive profit

when its cash flow is positive.
Substitution of this expression into (2) yields the reaction function

q̇1(t) =
{

λ1a1

v1
[h1(q1(t), q2(t)) − w1]+ − ρ

}
q1(t).

We study the stability of a system defined by a pair of growth equations:

q̇1(t) =
{

λ1a1

v1
[A1 − B1q1(t) − C1q2(t) − w1]+ − ρ

}
q1(t),

q̇2(t) =
{

λ2a2

v2
[A2 − B2q2(t) − C2q1(t) − w2]+ − ρ

}
q2(t),

where q1(0) > 0 and q2(0) > 0.
We model a subsidy or a production tax credit to Firm 2 as a reduction in the

variable production cost per unit of output w2.5 Specifically, if the second firm re-
ceives a subsidy or production tax credit s ∈ [0,w2], then its variable cost becomes
w2 − s. Other types of fiscal measures such as those aimed at reducing the cost of
capital v2 can also be studied using the above model. In what follows we assume
that Firm 2 is the clean entrant (Sects. 3 and 4).

2.1 Competitive Dynamical System

The definition of strategic substitutes stated in terms of a reaction function corre-
sponds to the notion of a competitive dynamical system. A dynamical system is said

5Production and other types of tax credits are used to foster innovation and adoption of low-carbon
technologies. For instance, the US economic stimulus packages formulated in The American Re-
covery and Reinvestment Act of 2009 foresee production and research tax credits as an incentive for
a post-carbon transition. Similar measures have been implemented in other countries, e.g. France.
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to be competitive if an increase in fitness of one entity adversely affects other enti-
ties. Conversely, a system is cooperative if entities interact in mutually supportive
ways.6 Formally, an autonomous two-dimensional dynamical system with a differ-
entiable right-hand side

q̇1(t) = �1(q1, q2),

q̇2(t) = �2(q1, q2),

is called competitive if ∂�1/∂q2, ∂�2/∂q1 < 0 and cooperative if ∂�1/∂q2,
∂�2/∂q1 > 0. One fundamental feature of such systems can be inferred despite the
generality of the right-hand side. Competitive and cooperative dynamical systems
fulfil the Bendixson condition for the non-existence of periodic solutions. Conse-
quently, the outputs of a two-dimensional system of either type are monotone func-
tions of time and the orbits of the system (output trajectories) converge either to
infinity or to a rest point. A rest point represents market equilibrium. This result
does not extend to three or more dimensional systems, in which periodic solutions
remain a possibility even in the case of linear reaction functions.

3 The Degree of Product Differentiation and Stability
of the Duopoly

Next, we show that the degree of product differentiation influences the stability of
the duopoly. A firm earns sufficient cash flow to grow as long as the market price
of its product exceeds the firm’s break-even price. Isoclines are the loci of all pairs
(q1, q2) that support a firm’s break-even price.

L1 =
{
(q1, q2) ∈ R

2+ such that
λ1a1

v1
(A1 − B1q1 − C1q2 − w1) = ρ

}
,

L2 =
{
(q1, q2) ∈ R

2+ such that
λ2a2

v2
(A2 − B2q2 − C2q1 − w2) = ρ

}

or, setting V1 = [A1 − w1 − ρv1
λ1a1

] and V2 = [A2 − w2 − ρv2
λ2a2

],

q2 = V1

C1
− B1

C1
q1,

q2 = V2

B2
− C2

B2
q1.

In R
2+, the isoclines either intersect, do not intersect, or coincide. Their relative

position defines the number, arrangement and stability properties of the equilibria.

6See Hofbauer and Sigmund (1998, Chap. 3.4) for a discussion and further references.
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Fig. 1 Imperfect substitutes. Here, V1 = [A1 − w1 − ρv1
λ1a1

] and V2 = [A2 − w2 − ρv2
λ2a2

]. The

encircled points are stationary for B1 > C1, B2 > C2. The filled point is globally asymptotically
stable

For all combinations of individual outputs lying above the isoclines, market prices
are such that both firms contract. This situation occurs only when both firms start
with outputs that cannot be sustained at market entry. In our analysis we focus on
the situations in which both firms grow at the onset. Coinciding isoclines imply that
both firms are identical in all respects, and hence there is no product differentiation.
Figure 1 illustrates the relevant cases.

The slope of L1 is given by B1/C1, while the slope of L2 is given by C2/B2.
Since B1 ≥ C1 and B2 ≥ C2, L1 is steeper than L2, as is shown in the right panel of
Fig. 1. In the left panel, the market price is such that Firm 2, the entrant and clean
energy producer, is unable to sustain a constant capacity. It is forced to gradually re-
duce its output and eventually exits the market. The incumbent keeps growing until
its cash flow dwindles down to the point where its output stagnates. The equilibrium
output of the duopoly equals q1 = V1/C1, as the entrant exists the market. It can
be shown that this solution is a locally asymptotically stable equilibrium.7 It is also
globally stable (GAS) when q1(0) > 0 and q2(0) > 0, or when the firms start with
strictly positive production capacities. In the situation portrayed above, the entrant’s
product is not sufficiently differentiated to compensate for its inefficiency, or cus-
tomer awareness towards the environmental-friendliness of clean-energy products
has yet not been developed adequately.

Let the isoclines intersect in R
2+. Again, for combinations of individual outputs

located below the isoclines, each firm earns sufficient cash flow to grow. The shaded
region to the left represents all combinations of individual outputs that yield a mar-
ket price of Product 1 below the break-even price of Firm 1, and a market price
of Product 2 above the break-even price of Firm 2. In this region, Firm 1 grows,
while Firm 2 contracts. The opposite holds for all combinations of individual out-

7This is accomplished using the standard linearization procedure, which involves an analysis of
the eigenvalues of the Jacobian matrix of the model evaluated at the singular point.
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Fig. 2 Stability with
imperfect substitutes. All
other things being equal, the
larger B1 − C1 and B2 − C2
are, the larger is the set of
parameters that supports
stable duopoly

puts belonging to the shaded region to the right. There are four stationary points,
but only the intersection is GAS. Thus, independently of initial (positive) capital
endowments, individual outputs converge to

q∗
1 = V1B2 − V2C1

B1B2 − C1C2
, (3)

q∗
2 = V2B1 − V1C2

B1B2 − C1C2
. (4)

The degree of product differentiation is given by B1 − C1 and B2 − C2. It can
be shown that the more differentiated the products are, the more stable the duopoly.
In this sense, product differentiation indeed leads to softer competition. Since the
denominator in (3) is positive, an intersection in the interior of R

2+ is only feasible
if

V1B2 − V2C1 > 0, (5)

V2B1 − V1C2 > 0, (6)

subject to the mild condition V1,V2 > 0 that supposes a sufficient carrying capacity
in the market (i.e. sufficiently high A1, A2). In the space spanned by V1 and V2, the
solution to (5)–(6) is given by the shaded area delimited by two lines with slopes
given by

B1

C2
>

C1

B2
> 0. (7)

The geometry of Fig. 2 reveals that the larger B1 − C1 and B2 − C2 are, the more
likely the isoclines are to intersect in the interior of R

2+, and the more stable the
duopoly.

3.1 Profits

The market value of a firm is commonly given by the present value of the future
profit flow. In a dynamic setting, the comparison of future profit flows is complicated
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by the fact that firms vary in their lifetimes. As a consequence, it is possible for a
short-lived firm to earn more profit than an infinitely long-lived firm would, provided
it has a sufficiently high discount rate. Discounting makes profits to be earned in the
distant future of little value today.

The current profit of Firm 1 is the difference between cash flow and invest-
ment outlays, or π1(t) = (1 − λ1)[p1(q1(t), q2(t)) − w1]+q1(t). The dynamics
of the current profit of Firm 2 described by a similar equation. Let r > 0 is a
discount rate, for example, a risk-free rate of return. The sign of the derivative
�̇1(t) = (1 − λ1)e

−rtπ1(t) ≥ 0 tells us that, even if the current profit eventually
declines, the discounted future profit is non-decreasing in time. Since q1(0) > 0 and
p1 is bounded away from zero for any small q1 and q2, so is �1(t). Both properties
ensure that limt→∞ �1(t) = �∗

1 exists.
The reaction function q̇1(t) = {λ1a1v

−1
1 [p1(q1(t), q2(t)) − w1]+ − ρ}q1(t) is

used to obtain the present value of all future profits, �∗
1. To do so, multiply both

sides of the reaction function by e−rt and integrate
∫ ∞

0
e−rt q̇1(t)dt = λ1a1

v1

∫ ∞

0
e−rt [p1(q1(t), q2(t)) − w1]+q1(t)dt

− ρ

∫ ∞

0
e−rt q1(t)dt

= λ1a1

(1 − λ1)v1
�∗

1 − ρL1(r),

where L1(r) = ∫ ∞
0 e−rt q1(t)dt . Integrating the left-hand side (by parts) and rear-

ranging the terms yields

�∗
1 = (1 − λ1)v1

λ1a1

[
(ρ + r)L1(r) − q1(0)

]
.

Taken in its full generality this expression can only be evaluated numerically.
Nevertheless, it is possible to study the special cases of a small discount rate. Using
the fact that �∗

1 is O(r−1) as r → 0+ and the Final Value Theorem8 limt→∞ q1(t) =
limr→0+ rL1(r), one obtains

lim
r→0+ r�∗

1 = (1 − λ1)v1

λ1a1

{
ρq∗

1 + [q∗
1 − q1(0)] lim

r→0+ r
}

= (1 − λ1)v1

λ1a1
ρ q∗

1 .

Taking the ratio of the value of Firm 1 to the value of Firm 2, we obtain

lim
r→0+

�∗
1

�∗
2

= 1 − λ1

1 − λ2
· λ2a2v1

λ1a1v2
· q∗

1

q∗
2
.

Note as the suggested asymptotic analysis involves equilibrium output levels, the
above result can only be used to compare the equilibrium market values of the firms.

8See Doetsch (1974, p. 233).
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Moreover, the above expression is defined if Firm 2 remains in the equilibrium, as
q∗

2 vanish otherwise.

3.2 A Numerical Example

Consider a numerical example that illustrates the dynamics of the key quantities
described above. Suppose that Firm 1 (the incumbent) employs capital more effi-
ciently than Firm 2 (the clean energy producer entrant). For simplicity the firms are
assumed to be identical in every other respect except the initial size. In model terms,
the above assumption translates into a larger reciprocal of the capital coefficient an.
Specifically, let a1 = 0.3 and a2 = 0.2, so that a unit of capital employed by the first
(second) firm yields 0.3 (0.2) units of output.9 The firm-specific multiproduct linear
inverse demand functions are given by

p1(q1, q2) = 10 − 0.6q1 − 0.4q2,

p2(q1, q2) = 10 − 0.6q2 − 0.4q1.

The choice of parameters is fairly unambiguous and consistent with the assumption
of the two products being strategic substitutes, as is characterized by a larger price
effect of own sales.

In this example, the choice of parameters leads to an equilibrium devoid of firm
exit. The evolution of outputs is shown in Fig. 3. While small, the firms expand
depressing the market prices. At some point the firms arrive at levels of individual
outputs such that one product is priced below the threshold of the producing firm,
whereas the price of the substitute is still above the threshold of the rival firm. In
this example it is Firm 1 that will eventually contract. This fact is also reflected in
instantaneous growth rates plotted in the right panel of Fig. 3. The growth rate of
Firm 1 becomes negative.

The evolution of current profits shown in the left panel in Fig. 4 conveys the same
story. Both firms’ current profits trace a bell-shaped curve as the generated cash flow
eventually declines. The area under the current profit curve gives the present value
of future profits. For illustrative purpose, the present value has been approximated
by

�i =
T∑

t=0

πi(t)

(1 + r)t
for T = 40, i = 1,2.

The evolution of this magnitude is shown in the right panel in Fig. 4. Note that
although current profits eventually vanish, the present value of future profits is pos-
itive. In principle, a finitely long-lived firm can generate more profit over lifespan
than an infinitely long-lived firm.

9The remaining parameters are: depreciation rates ρ1 = ρ2 = 0.08, propensities to invest λ1 =
λ2 = 0.4, capital costs in efficiency units v1/a1 = 2 and v2/a2 = 3, variable production cost per
unit of output w1 = w2 = 2, initial outputs q1(0) = 0.4, q2(0) = 0.6, discount rate r = 0.1.
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Fig. 3 Example 1: Output and growth

Fig. 4 Example 1: Current profit and the present value

4 The Minimal Sufficient Subsidy or Tax

The stability analysis of Sect. 3 allows us to derive the minimal subsidy to Firm 2
(the clean energy entrant) or, equivalently, the minimal tax on Firm 1 (the polluting
incumbent) sufficient for Firm 2 to remain in the market in the long run (i.e. to
have a positive equilibrium market share). In other words, starting with a situation
in which the isoclines do not intersect (left panel of Fig. 1), we wish to shift L2 to
the right until it intersects L1 on the boundary (right panel of Fig. 1). The required
minimal subsidy is given by

min[s] = V1

B1
− V2

C2
.

At any higher level of subsidy, the equilibrium market share of Firm 2 will be
positive. Remarkably, the required minimal subsidy does not depend on the cross-
derivatives B2 and C1. It is easy to see from (3) that the market share of Firm 2
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increases in s, and that, given a sufficiently high subsidy, Firm 2 will squeeze the in-
cumbent out of the market. Such a subsidy must exceed 1

C2
(B2V1

C1
− V2). The higher

B1 and the lower C2, the lower is the minimal subsidy sufficient to preserve Firm 2
in the long run. All other things being equal, the higher the degree of product differ-
entiation, B1 − C1 and B2 − C2, the lower is the subsidy.

5 Summary and Conclusions

Using a simple dynamic model of a duopoly, we have shown that the minimal tax
credit (to the clean energy entrant) or tax (on the incumbent) sufficient to preserve
the entrant in the market in the long run depends on the underlying demand struc-
ture. The rate is higher when customers do not differentiate products. The more
differentiated the products, the more stable is the duopoly and the less government
intervention is necessary.

Given that physical characteristics of electricity or heat do not depend on their
means of production (or source), inducing product differentiation is particularly
challenging. In this context, product differentiation needs to address preferences
of consumers that go beyond immediate use, and encompass their broader and long
term implications such as climate change. Ecological and energy labeling indicating
the energy efficiency and environmental impact of consumer goods is an example
in case.10 This and similar measures are essentially the same as those firms use to
differentiate their products. Firms have a strong incentive to induce customers to
differentiate their products from those of their competitors and thus to soften the
competition. Softer competition increases the chances for a prolonged coexistence
of firms, and invites market entry. While product differentiation can considerably
soften competition, it will not completely negate it. A monopoly is still feasible if
the incumbent is vastly superior to the entrant in terms of efficiency or production
costs, or if the degree of product differentiation is insufficient. In this case, saving
the clean entrant may require an excessively high rate of subsidy. However, given
the absence of a basis for product differentiation with respect to physical qualities,
an additional price incentive through a reduced VAT rate on clean products may be
required.
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Dynamic Oligopoly with Capital Accumulation
and Environmental Externality
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and Arsen Palestini

Abstract We model the interplay between capital accumulation for production and
environmental externalities in a differential oligopoly game with Ramsey dynamics.
The external effect is determined, alternatively, by sales or production. While the
externality does not affect the behaviour of profit-seeking firms, it may induce a
benevolent planner to shrink sales as compared to the Cournot-Nash equilibrium
because of a tradeoff between consumer surplus and the externality, if the latter is
driven by sales. If instead it is determined by production, there emerges that the
Ramsey golden rule is no longer socially optimal.

1 Introduction

The control of polluting emissions damaging the environment is a hot issue and is
receiving an increasing amount of attention in the current literature in the field of
environmental economics. Most of the existing contributions investigate the design
of optimal Pigouvian taxation aimed at inducing firms to reduce damaging emis-
sions, both in monopoly and oligopoly settings.1 The established approach to this
problem consists in taking the social optimum, where a benevolent planner chooses
a production plan for the firms in the industry so as to maximise social welfare, as
a benchmark against which the performance of the profit-seeking firms has to be
assessed. This produces corrective policy measures which, ideally, should take the
form of tax schemes able to reproduce the same social welfare level associated with
the first best.

Another stream of literature analyses the feasibility of tradeable pollution per-
mits, which, however, may lead to the monopolization of the industry.2

1See Bergstrom et al. (1987), Karp and Livernois (1992, 1994) and Benchekroun and Long (1998,
2002), inter alia.
2To this regard, see Newbery (1990) and von der Fehr (1993), inter alia.
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To the best of our knowledge, the interplay between environmental externalities
and capital accumulation under oligopoly or imperfect competition has received
scanty, if any, attention thus far.3 Indeed, this is a relevant facet of the general mat-
ter, in particular in view of the current debate on globalization and the ambiguous
attitude adopted in this respect by new major actors, like China and India, but also
Brazil, in shaping the current look of the international economic system for the new
millennium.

We illustrate a dynamic oligopoly model where firms accumulate capacity à la
Ramsey (as in Cellini and Lambertini 1998, 2008) to produce the final good and
either sales or production cause a negative environmental externality (pollution).
Given the assumption that firms do not internalise the externality, the latter does
not affect their optimal behaviour, yielding either the Cournot-Nash solution or the
Ramsey golden rule as a saddle point equilibrium, depending upon the relative size
of parameters. Clearly, the opposite holds at the social optimum, where the max-
imization of social welfare also accounts for the external effect. If the externality
depends on sales, then a benevolent social planner may find it convenient to pro-
duce less than the profit-seeking firms if the weight attached to the externality is
sufficiently high, in view of the tradeoff between the externality itself and consumer
surplus. When instead the external effect is determined by production, the picture
of the profit-seeking behaviour remains the same while the social optimum changes
drastically, with the Ramsey golden rule disappearing as a stand-alone equilibrium.

The basic model is in Sect. 2. Section 3 contains the oligopoly game among
profit-seeking firms, while the analysis of the social optimum in the case where
the externality is determined by sales is in Sect. 4. The comparative analysis of the
two regimes is carried out in Sect. 5. The alternative model where the externality
depends on production is laid out in Sect. 6. Concluding remarks are in Sect. 7.

2 The Set Up

The present set up is a simplified version of the dynamic game presented in Cellini
and Lambertini (1998). Consider a market where N identical firms produce and sell
a homogeneous product under Cournot competition. The inverse demand function
for the good is

p(t) = a −
N∑

i=1

qi(t) (1)

3Instead, uncountably many contributions studying the interplay between pollution and growth or
technical change do exist. See Bovenberg and de Mooij (1997), Hartman and Kwon (2005), Jouvet
et al. (2005), Dutta and Radner (2006), Greiner (2007), Ricci (2007), Bartz and Kelly (2008), Itaya
(2008). for an overview, see Dockner et al. (2000).
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where qi(t) ∈ [0, q) is the quantity produced and sold by firm i at time t and a > 0
is the reservation price. Production costs are linear in quantities

Ci(t) = cqi(t)

with c ≥ 0 being exogenously given and identical for all firms.
Production requires physical capital ki(t) that accumulates over time to create

capacity. At any instant of time t, the output level of each firm is

yi(t) = f (ki(t)) (2)

where f ′ ≡ ∂f (ki(t))/∂ki(t) > 0 and f ′′ ≡ ∂2f (ki(t))/∂k2
i (t) < 0. We assume

that, at any time t , qi(t) ≤ yi(t), so that the level of sales cannot exceed the quantity
produced. Output that is not sold is used to build up productive capacity according
to

k̇i (t) = f (ki(t)) − qi(t) − δki(t) (3)

where δ > 0 is the depreciation rate of capital.
Under the above assumptions, the instantaneous profit of each firm is πi(t) =

(p(t) − c)qi(t). Given a common intertemporal discount rate ρ > 0, the goal of
each firm is to maximize the discounted value of its flow of profits

�i =
∫ ∞

0
e−ρtπi(t)dt (4)

under the dynamic constraint (3).
With respect to Cellini and Lambertini (1998), we now introduce the assumption

that producing the good is polluting and that this externality is not taken into account
by the single firm (which is myopic or simply not interested in this aspect of its
activities), but it enters the social welfare evaluation made by a benevolent social
planner. Assuming that the social cost of pollution at any time t is quadratic in the
total amount of output sold, the social welfare function of the social planner is

sw(t) =
N∑

i=1

πi(t) + CS(t) − EXT(t),

EXT(t) = β

[
N∑

i=1

qi(t)

]2
(5)

where the first term represents the profits of the N firms, CS(t) = (a − p(t)) ×
Q(t)/2 = Q(t)2/2 is consumer surplus and the last term represents the social cost
of pollution, with β > 0. Observe that here the environmental externality EXT(t)

depends on actual sales (or equivalently, consumption) and not on production or
installed capacity. In the remainder we will also discuss the alternative cases where
either EXT(t) = β[∑N

i=1 f (ki(t))]2.
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In next section we determine the open-loop Nash equilibrium of the game played
by N firms neglecting the social cost of pollution. Then we compare this equilibrium
with the solution that would be implemented by a benevolent social planner that
takes into consideration also the social cost of pollution.

3 Cournot Competition

Given that the model is not built in linear-quadratic form, we will focus our attention
on the open-loop solution. The current-value Hamiltonian function of each firm i is

Hi(t) = πi(t) + λii(t)k̇i (t) +
∑
j �=i

λij (t)k̇j (t) (6)

=
[
a − c − qi(t) −

∑
j �=i

qj (t)

]
qi(t) + λii(t)[f (ki(t)) − qi(t) − δki(t)]

+
∑
j �=i

λij (t)[f (kj (t)) − qj (t) − δkj (t)] (7)

where λii(t) is the costate variable associated to ki(t) and λij (t) is the costate vari-
able associated to kj (t) by firm i. The initial condition for firm i is ki(0) = ki0.

Under the requirement that the following set of transversality conditions

lim
t→∞λij (t)kj (t) = 0 (8)

is satisfied for all i and j , the necessary conditions for a path to be optimal are:

∂Hi

∂qi

= a − c − 2qi −
∑
j �=i

qj − λii = 0, (9)

−∂Hi

∂ki

= −λii[f ′ − δ] = λ̇ii − ρλii 
⇒ λ̇ii = λii[ρ + δ − f ′], (10)

−∂Hi

∂kj

= −λij

[
∂f (kj )

∂kj

− δ

]
= λ̇ij − ρλij , (11)

where the time arguments are omitted for brevity. From (9) we obtain, for all t,

qi = 1

2

[
a − c −

∑
j �=i

qj − λii

]
. (12)

As the costate variables λij are irrelevant for the optimal choice of sales qi (indeed
any costate equation (11) is in separable variables and admits the solution λij = 0
at all times), we proceed by setting λij (t) = 0 for all i �= j and all t. Differentiating
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(12) with respect to time and using (9)–(10), we get

q̇i = −1

2

[∑
j �=i

q̇j + λ̇ii

]
= −1

2

[∑
j �=i

q̇j +
(

a−c−2qi −
∑
j �=i

qj

)
(δ+ρ−f ′)

]
. (13)

Given the ex-ante symmetry, we impose that the choices made by the firms are
symmetrical, i.e.:

qi = qj = q ∀j �= i, ∀t. (14)

Under the above assumption, (13) simplifies to

(N + 1)q̇ = [a − c − (N + 1)q](f ′ − δ − ρ). (15)

The state-control dynamic system of the model is the following one:

{
k̇ = f (k) − q − δk,

q̇ = 1
N+1 [a − c − (N + 1)q](f ′(k) − δ − ρ).

(16)

The steady state pair (k, q) solves one of the following systems

{
qC = a−c

N+1 ,

qC = f (kC) − δkC,
(17)

{
f ′(kR) = δ + ρ,

qR = f (kR) − δkR,
(18)

where the first solution is the familiar Ramsey golden rule solution and the second
one represents the static solution that emerges from the static version of the Cournot
game. For further reference, the total output produced under the Cournot solution is

QC = NqC = N(a − c)

N + 1
. (19)

To visualize one possible solution of the game, consider Fig. 1.
The locus k̇ ≡ dk/dt = 0, as well as the dynamics of k (depicted by the horizon-

tal arrows), derives from the first equation of system (16). The locus q̇ ≡ dq/dt = 0
is given by the solutions of the second equation of (16) and consists of a horizontal
branch (corresponding to the Cournot solution qC ) and of a vertical branch (cor-
responding to the Ramsey solution where f ′(kR) = δ + ρ). The dynamics of q is
summarised by the vertical arrows. Steady state equilibria, denoted by E1, E3 along
the horizontal branch, and E2 along the vertical one, are identified by the intersec-
tions between loci. Notice that, as E1 and E3 entail the same levels of sales, point
E3 is inefficient in that it requires a higher amount of capital.

Figure 1 describes only one out of five possible configurations, due to the fact
that the position of the vertical line f ′(k) = ρ + δ is independent of demand para-
meters, while the locus qC = (a − c)/(N + 1) shifts upwards (resp., downwards) as
a (resp., c) increases. Therefore, we obtain one out of five possible regimes:
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Fig. 1 The phase diagram under Cournot competition

1. There exist three steady state points, with kE1 < kE2 < kE3 (this is the specific
case portrayed in Fig. 1).

2. There exist two steady state points, with kE1 = kE2 < kE3.

3. There exist three steady state points, with kE2 < kE1 < kE3.

4. There exist two steady state points, with kE2 < kE1 = kE3.

5. There exists a unique steady state equilibrium point, corresponding to E2.

To assess the stability properties of the steady state(s), consider the Jacobian
matrix associated to (16):

J (k, q) =
[

∂k̇
∂k

∂k̇
∂q

∂q̇
∂k

∂q̇
∂q

]
=

[
f ′(k) − δ −1

a−c−(N+1)q
N+1 f ′′(k) δ + ρ − f ′(k)

]
.

Evaluating J in the Ramsey solution yields.

J (kR, qR) =
[

ρ −1
a−c−(N+1)[f (kR)−δkR]

N+1 f ′′(kR) 0

]
.

(kR, qR) is a saddle point if a − c − (N + 1)[f (kR) − δkR] > 0. Otherwise, taking
the size of the market a − c = σ as a bifurcation parameter, we can easily remark
that:

• If σ > max{0, (N + 1)[ ρ2

4f ′′(kR)
+ f (kR) − δkR]}, (kR, qR) is an unstable node.

• If σ < (N + 1)[ ρ2

4f ′′(kR)
+ f (kR) − δkR], (kR, qR) is an unstable focus provided

that f (kR) > δkR − ρ2

4f ′′(kR)
.
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Evaluating J in the Cournot-Nash equilibrium, we have:

J (kC, qC) =
[

f ′(kC) − δ −1

0 δ + ρ − f ′(kC)

]
,

whose determinant is negative if f ′(kC) > δ + ρ. This implies that (kC, qC) is a
saddle point whenever qC < qR , while it is an unstable node otherwise.

The discussion carried out so far can be intuitively summarised by noting that
the sign of the determinant of the Jacobian matrix is the sign of a − c − (N + 1)×
[f (kR) − δkR] = (N + 1)(qC − qR) and therefore, if qR > qC , the saddle point
is identified by the intersection of the Cournot-Nash quantity with the locus k̇ = 0;
conversely, if qR < qC , the saddle point coincides with the Ramsey golden rule.
Residually, the dynamics illustrated in Fig. 1 intuitively reveals that the origin (point
(0,0)) is unstable.

The stability analysis reveals that:

Regime 1 E1 is a saddle point, while E2 is an unstable focus. E3 is again a saddle
point, with the horizontal line as the stable manifold.

Regime 2 E1 coincides with E2, so that we have only two steady states which are
both saddle points. In E1 = E2, the saddle path approaches the saddle point from
the left only, while in E3 the stable manifold is again the horizontal line.

Regime 3 E2 is a saddle, E1 is an unstable focus. E3 is a saddle point, as in
regimes 1 and 2.

Regime 4 Here, E1 and E3 coincide. E3 remains a saddle, while E1 = E3 is a
saddle whose converging manifold proceeds from the right along the horizontal
line.

Regime 5 Here, there exists a unique steady state point, E2, which is a saddle
point.

We can sum up the above discussion as follows. The unique efficient steady state
with saddle point stability is E2 if kE2 < kE1, while it is E1 if the opposite in-
equality holds. Individual equilibrium output is qC if the equilibrium is in E1, or
qR = f (kR) − δkR (i.e., the output level corresponding to the optimal capital con-
straint kR) if the equilibrium is point E2. The reason is that, if the capacity at which
marginal instantaneous profit is nil is larger than the optimal capital constraint, the
latter becomes binding. Otherwise, the capital constraint is irrelevant, and firms’ de-
cisions in each period are driven by the unconstrained maximisation of single-period
profits only. Hence, we can state

Proposition 1 The efficient steady state Nash equilibrium of the open-loop
oligopoly game has saddle point stability and is associated to the following in-
dividual level of sales

qN
OL = min{qC, qR}.

Some additional remarks are in order concerning the inefficient Cournot solu-
tion E3, whenever such a solution is a saddle point (as in Fig. 1). As shown in



204 D. Dragone et al.

Cellini and Lambertini (2008), this is a strongly time consistent equilibrium under
the open-loop information structure, involving λii = 0, provided the initial capital
endowment ki(0) be large enough to allow the firm to produce qC in every instant
and let the capacity depreciate at the rate δ. If the externality depends on sales, as
in this version of the model, adopting this solution has no effect on the amount of
pollution. Yet, as we shall see in the remainder, this is no longer true if polluting
emissions depend on production or installed capacity.

4 The Social Optimum

The open-loop Nash solution of the game clearly does not depend on pollution,
because of the myopic attitude of firms. In this section we want to establish the con-
ditions under which a social planner that trades-off the negative social externality
due to pollution with the profits of the industry and consumer surplus would rec-
ommend a lower level of production. Introducing the symmetry assumption, so that
qi = q for all i, the instantaneous social welfare (5) of the social planner is

sw(t) = Nπ(t) + N2q2(t)

2
− βN2q2(t)

= N(a − c − Nq(t))q(t) + N2q2(t)

2
− βN2q2(t).

The social planner aims at maximizing the discounted value of social welfare

SW =
∫ ∞

0
e−ρt sw(t)dt

under the dynamic constraint

k̇(t) = f (k(t)) − q(t) − δk(t). (20)

The current value Hamiltonian for the social planner is (omitting the time argument
for brevity)

HSP = N(a − Nq − c)q + N2q2

2
− βN2q2 + μ[f (k) − q − δk]

where μ is the costate variable. The necessary conditions are

∂HSP

∂q
= N [a − c − (1 + 2β)Nq] − μ = 0, (21)

−∂HSP

∂k
= μ[δ − f ′(k)] = μ̇ − ρμ 
⇒ μ̇ = μ[ρ + δ − f ′(k))] (22)

and the transversality condition limt→∞ μ(t)k(t) = 0 applies.
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From (21) one obtains

q = 1

N2(1 + 2β)
(aN − cN − μ) (23)

and, differentiating w.r.t. t , we get

q̇ = − 1

N2(1 + 2β)
μ̇.

Using (22) and (21), the latter expression simplifies as

q̇ = − 1

N2(1 + 2β)
(ρ + δ − f ′(k))μ

= − 1

N(1 + 2β)
(ρ + δ − f ′(k))[a − c − (1 + 2β)Nq]. (24)

The steady states must satisfy one of the following systems
{

f ′(kR) = δ + ρ,

qR = f (kR) − δkR,{
qSP = a−c

(1+2β)N
,

qSP = f (kSP) − δkSP.

The first solution coincides with the Ramsey golden rule already found in the previ-
ous section, while the second solution coincides with that chosen by a social plan-
ner in the static case where the market parameters and the sensitivity to pollution are
taken into account (to see it, just maximize the instantaneous social welfare function
with respect to output q). The two alternative steady states are portrayed in Fig. 2.

Considering first the market-driven solution, total output is

QSP = NqSP = a − c

1 + 2β
.

Comparing the level of total output reached under social planning with total output
under Cournot competition, one obtains:

QSP > QC ⇐⇒ β <
1

2N
≡ β̂.

Clearly, in the limit case where β = 0, one obtains that the level of total output under
social planning is necessarily larger than the sales level reached by the industry un-
der Cournot competition. Nevertheless, if the social planner is sensitive to pollution,
there is an incentive to reduce the total amount of output. In other words, there is an
incentive for the social planner to reduce consumer surplus by decreasing the total
amount of output (which corresponds to an increase in prices), as this is more than
compensated by the reduction in the amount of pollution and by the increase in total
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Fig. 2 The phase diagram under social planning

profits. This argument can be reinforced by observing that the industry output under
social planning is smaller than under perfect competition (a − c) for all β > 0. This
discussion can be summarised by:

Proposition 2 Suppose the industry produces QC = N(a − c)/(N + 1) at the Nash
equilibrium of the open-loop game, and QSP = (a −c)/(1+2β). If so, there exists a
threshold value β̂ above which QSP < QC. Such a threshold level of β is decreasing
in N, with limN→∞ β̂ = 0.

The last remark in the above Proposition entails that, if the market-driven solution
prevails under both regimes, an increase in the intensity of market competition is
not necessarily welcome from the standpoint of a social planner as it brings about
an increase in the total amount of polluting emissions.4 In the limit, as the Cournot-
Nash equilibrium collapses onto perfect competition, any β > 0 implies that, from
the standpoint of the planner, the external effect matters more than the price effect,
and therefore the planner produces less than the industry output at the perfectly
competitive equilibrium. That is, perfect competition per se is not efficient as firms
do not internalise the externality.

Now we turn to the alternative case where social planning ends up in the Ram-
sey equilibrium, which happens when QSP > QR and the latter is a saddle point
solution. In this situation, the features of intertemporal capacity accumulation (i.e.,

4In this respect, a wave of horizontal mergers, or alternatively allowing for some degree of col-
lusion among firms, could be a way of indirectly preserving the environment. To this regard, see
Lambertini and Mantovani (2008).
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parameters ρ and δ and the marginal productivity of capital) matter more than the
environmental concern:

Proposition 3 If QSP > QR, and therefore the Ramsey golden rule obtains as the
socially optimal saddle point equilibrium, the benevolent planner neglects the en-
vironmental aspects of the industry and focuses upon optimal intertemporal growth
only.

A thorough assessment of the profit-driven equilibrium vs. the socially optimal
allocation is carried out in next section.

5 Cournot Oligopoly vs. Social Planning

To begin with, consider the case where qSP ≥ qR > qC (as in Fig. 3). If so, then
the socially optimal allocation reflects the golden rule and the planner neglects the
presence of environmental externalities.

This is indeed a case where no agent cares about it, as of course profit-seeking
firms do not attach any weight to pollution. Hence, this situation is observationally
equivalent (at least in terms of the phase diagram and the vector of optimal sales
and capital endowment at the steady state(s)) to the case depicted in Cellini and
Lambertini (1998, 2008) where environmental effects were ruled out by assumption.

The second case is that where exactly the opposite chain of inequalities applies:
qC ≥ qR > qSP (as in Fig. 4). In such a situation, at the Cournot equilibrium the
industry produces and sells too much as compared to the social optimum. This may

�

�

qC

qSP

q

kR

k

Fig. 3 qSP > qR > qC
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Fig. 5 qSP, qC > qR

happen if (i) cost and demand parameters are such that qC ≥ qR, and (ii) β is high
enough that qR > qSP.

In the third case (see Fig. 5), qC, qR ≥ qSP and the Ramsey golden Rule pre-
vails irrespective of the market regime, and once again the steady state allocation
is observationally equivalent to the one we would observe without environmental
externalities.
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Fig. 6 qR > qSP, qC

Last, there remains the case in which qR > qSP, qC (see Fig. 6). This is the situa-
tion described in Proposition 2, where what matters is the dimension of parameter β.

6 Extension: Pollution as a Function of Production

Here we abandon the assumption that pollution depends quadratically on sales (or
consumption), to adopt the alternative view that it is induced by production itself,
so that

EXT = β

[
N∑

i=1

f (ki)

]2

. (25)

Of course this has no consequences on the behaviour of firms, as they neglect the ex-
ternality, but it does affect the behaviour of a social planner interested in maximising
the discounted flow of social welfare. The planner’s Hamiltonian is now:

HSP = N(a − Nq − c)q + N2q2

2
− βN2[f (k)]2 + μ[f (k) − q − δk].

The necessary conditions are

∂HSP

∂q
= N [a − c − Nq] − μ = 0, (26)

−∂HSP

∂k
= μ[δ − f ′(k)] − 2βN2f (k)f ′(k) = μ̇ − ρμ
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⇒ μ̇ = μ[ρ + δ − f ′(k))] − 2βN2f (k)f ′(k) (27)

together with the transversality condition limt→∞ μ(t)k(t) = 0.
From (26) one obtains

μ = N [a − c − Nq] (28)

as well as the control equation:

q̇ = − μ̇

N2
. (29)

Using (26) and (27), the latter expression simplifies as

q̇ = −μ[ρ + δ − f ′(k))] − 2βN2f (k)f ′(k)

N2

= − (ρ + δ − f ′(k))[a − c − Nq] − 2βNf (k)f ′(k)

N
. (30)

On the basis of (30), we may state the following:

Lemma 1 If the environmental externality is determined by the amount of produc-
tion, then under social planning the industry cannot converge to the Ramsey golden
rule for all β > 0.

The proof of this claim is intuitive. It suffices to observe that (30) indeed coin-
cides with (24) only in the limit case where β = 0, but this clearly would imply that
the environmental externality is altogether absent.

The stationarity condition q̇ = 0 admits a unique steady state solution w.r.t. q:

qSP(k) = (a − c)[f ′(k) − ρ − δ] + 2βNf (k)f ′(k)

N(f ′(k) − ρ − δ)
. (31)

A sufficient condition for qSP(k) > 0 is that f ′(k) > ρ + δ.

The Jacobian matrix is

J =
[

∂k̇
∂k

∂k̇
∂q

∂q̇
∂k

∂q̇
∂q

]
=

[
f ′(k) − δ −1

2βN [f ′(k)]2+[a−c−Nq+2βNf (k)]f ′′(k)
N

δ + ρ − f ′(k)

]
,

whose trace and determinant are, respectively, T r(J ) = ρ > 0 and


(J ) = [f ′(k) − δ][δ + ρ − f ′(k)]

+ 2βN [f ′(k)]2 + [a − c − Nq + 2βNf (k)]f ′′(k)

N
. (32)

In correspondence of (31), 
(J ) simplifies as follows:


(J ) = [δ − f ′(k)][f ′(k) − δ − ρ]2 − 2β{[f ′(k) − δ − ρ][f ′(k)]2 − f (k)(δ + ρ)f ′′(k)}
f ′(k) − δ − ρ

.

(33)



Dynamic Oligopoly with Capital Accumulation and Environmental Externality 211

If f ′(k) > ρ + δ, 
(J ) < 0 for all β such that:

β <
[f ′(k) − δ][f ′(k) − δ − ρ]2

2{[f ′(k) − δ − ρ][f ′(k)]2 − f (k)(δ + ρ)f ′′(k)} . (34)

In such a parameter region, the steady state is stable in the saddle point sense. On
the basis of the foregoing discussion, we can formulate

Proposition 4 If f ′(k) > ρ + δ, the steady state solution is a saddle point if the
weight attached to pollution in the social welfare function is small enough.

Alternatively, consider the region where f ′(k) ∈ (δ, ρ + δ). Here, qSP > 0 if

β < − (a − c)[f ′(k) − δ − ρ]
2Nf (k)f ′(k)

. (35)

Concerning the sign of 
(J ), one may easily establish that the sufficient condition
for 
(J ) > 0 is that f (k)(δ + ρ)f ′′(k) > [f ′(k) − δ − ρ][f ′(k)]2. Otherwise, if

f (k)(δ + ρ)f ′′(k) < [f ′(k) − δ − ρ][f ′(k)]2, (36)

then 
(J ) < 0 for all

β >
[f ′(k) − δ][f ′(k) − δ − ρ]2

2{[f ′(k) − δ − ρ][f ′(k)]2 − f (k)(δ + ρ)f ′′(k)} . (37)

Hence, whenever f (k)(δ + ρ)f ′′(k) < [f ′(k) − δ − ρ][f ′(k)]2, any

β ∈
( [f ′(k) − δ][f ′(k) − δ − ρ]2

2{[f ′(k) − δ − ρ][f ′(k)]2 − f (k)(δ + ρ)f ′′(k)} ,

− (a − c)[f ′(k) − δ − ρ]
2Nf (k)f ′(k)

)
(38)

ensures that qSP > 0 and also entails the saddle point stability. The interval specified
in (38) exists if the market size is large enough:

a − c > − Nf (k)[f ′(k) − δ][f ′(k) − δ − ρ]f ′(k)

[f ′(k) − δ − ρ][f ′(k)]2 − f (k)(δ + ρ)f ′′(k)
> 0. (39)

Note that, if β is to the left of the inf of the interval (38), the equilibrium becomes
unstable due to the following mechanism. Suppose the system is in the unstable
steady state. The planner knows that a sales expansion induces an increase in con-
sumer surplus and, as a side effect, also a decumulation of capacity and therefore
also in production, as k̇ becomes negative. This implies a reduction in the external-
ity, which is also desirable. However, in the long run, this deviation is unsustainable
as it implies that the size of firms decreases progressively. The phase diagram of this
case is illustrated in Fig. 7.
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Fig. 7 The unstable case under planning, with f ′(k) ∈ (δ, ρ + δ)

Example As an illustration, assume f (k) = α
√

k, and take

a = 2, c = 0, N = 10, α = 1, δ = 1/20, ρ = 1/18

and consider the range where f ′(k) − δ − ρ > 0, which entails k ∈ (0,22.438).

Also, set

β = [f ′(k) − δ][f ′(k) − δ − ρ]2

2{[f ′(k) − δ − ρ][f ′(k)]2 − f (k)(δ + ρ)f ′′(k)} − 1

50

= (90 − 19
√

k)2(10 − √
k)

162000
− 1

50

to satisfy (34). Then, impose k̇ = 0 to obtain q(k) = f (k) − δk = √
k − k/20. The

equation

qSP − q(k) = 0

yields the following solutions:

k = 0.659, k = 24.93 and k = 148.996.

Only the first is acceptable, in view of the above assumption concerning the mar-
ginal productivity of capital. In correspondence of k = 0.659, the numerical value
of the determinant of the Jacobian matrix is 
(J ) = −0.018 < 0, and therefore
this qualifies as a saddle point equilibrium. The corresponding optimal steady state
quantity is qSP = 0.779.



Dynamic Oligopoly with Capital Accumulation and Environmental Externality 213

As a last remark, we would like to stress the following. If one keeps in mind that
firms disregard the externality and by this very reason are able to converge to the
golden rule (under appropriate conditions, which we already know from Sect. 3),
what is likely to appear as the most striking feature of the present version of the
model is that the golden rule doesn’t look like a socially efficient rule any more
because of the fact that pollution is determined by production instead of sales. Con-
sequently, unlike the first version of the model, this one does not allow for any
alignment of social and private incentives, except in the very special case in which
β = 0, of course less than interesting as it amounts to assuming that pollution is not
there at all.

7 Concluding Remarks

We have investigated a dynamic model where an environmental externality interacts
with firms’ capital accumulation, to show that (i) at the social optimum it may be
optimal to trade off some amount of consumer surplus in order to reduce the exter-
nality, and (ii) if the external effect is proportional to the industry production, then
the Ramsey golden rule just disappears as a stand-alone equilibrium.

The above analysis has been carried out under the open-loop information struc-
ture. The desirable extension to feedback models is left for future research.
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On a Decentralized Boundedly Rational
Emission Reduction Strategy

Arkady Kryazhimskiy

Abstract We consider the emission reduction process involving several countries,
in which the countries negotiate, in steps, frequently enough, on small, local emis-
sion reductions and implement their decisions right away. In every step, the coun-
tries either find a mutually acceptable local emission reduction vector and use it as
a local emission reduction plan, or terminate the emission reduction process. We
prove that the process necessarily terminates in some step and the final total emis-
sion reduction vector lies in a small neighborhood of a certain Pareto maximum
point in the underlying emission reduction game. We use examples to illustrate some
features of the proposed decision making scheme and discuss a way to organize ne-
gotiations in every step of the emission reduction process.

1 Introduction

It has been recognized that emission reduction has been a common problem for
all countries in a region. A country’s industrial pollutants travel across borders and
make neighboring countries suffer from contamination. The understanding that the
emission reduction process involves multiple decision makers whose interests are
interconnected but not identical has initiated a series of game-theoretic studies.

Today’s practice in planning and controlling emission reductions is based on in-
ternational agreements; accordingly, a significant part of research focuses on coun-
tries’ incentives to participate in conventions, and on issues of formation and stabil-
ity of coalitions (see Barrett 1994, 2003; Finus 2001). A considerable research effort
concentrates on developing procedures that may lead the parties to an equilibrium
solution and, in result, to a specification of emission reduction commitments. Part
of the procedures proposed assumes that the parties use money transfers to com-
pensate for cleaning up (see Maeler 1990; Chandler and Tulkens, 1992). Another
approach suggests that the international agreements could be formed based on recip-
rocal emission reduction trade (see Hoel 1991; Nentjes 1993, 1994; Pethig 1982);
an analogous theoretical framework has been developed in Ehtamo and Hamalainen
(1993). Kryazhimskiy et al. (2001) interpret environmental negotiations as a “trade”
between the governments, in which emission reductions act as the “goods” traded.
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Martin et al. (1993) analyze a multi-agent dynamic game whose equilibrium solu-
tion may justify the countries’ emission reduction plans.

The majority of the game-theoretic studies addressing the issue of emission re-
duction assume that every party has good knowledge on its own utility function—its
overall gain due to emission reduction—and uses that knowledge in the negotiations
leading to an international environmental agreement. That assumption natural from
the standpoint of game theory, can however be criticized as an unrealistic one. In-
deed, a country’s utility has two components, the cost for national emission reduc-
tion (a negative component) and the ecological benefit from the emission reduction
performed by all countries (a positive component). Even if we assume that a coun-
try’s government is able to construct its cost function, based on economic consider-
ations,1 we should admit that it can hardly estimate in advance, with an acceptable
precision, the sizes of the country’s ecological benefits for all future emission re-
duction values. This uncertainty makes one view negotiation patterns, in which the
countries use full information on their global utility functions, as useful but rather
theoretical constructions.

In this paper, we study decisions on reducing emission in the situation where each
country has limited information on its global utility function. Namely, we assume
that given the actual state of the countries in the emission reduction process, i.e.,
the actual values of the countries’ total emission reductions, every country is able to
reconstruct its marginal cost and benefit functions, i.e., the growth rates for its global
cost and benefit functions in small neighborhoods of the actual state. Moreover, each
country has no information on the utility functions of the other countries.

In this situation, it is hardly possible to provide a classical game-theoretic basis
for shaping, today, a long-term agreement on substantial emission reduction.2 A re-
alistic operational mode is “myopic” planning and “myopic” implementation. In the
“myopic” mode, instead of fixing a long-term agreement, the countries negotiate, in
steps, frequently enough, on small, local emission reductions and implement their
decisions right away. In every negotiation step, each country uses its current mar-
ginal utility to understand if a proposed local emission reduction vector meets the
country’s local utility growth criterion, i.e., increases, locally, the value of the coun-
try’s global utility function. The countries’ goal is to identify an acceptable local
emission reduction vector satisfying all local utility growth criteria. The identified
acceptable emission reduction vector defines the countries’ cooperative local emis-
sion reduction plan. If the countries fail to find an acceptable emission reduction
vector, the negations are terminated and the latest total emission reduction vector is
agreed to be the outcome of the emission reduction process. The described decision
making scheme follows the approach of theory of repeated games (see, e.g., Brown
1951; Robinson 1951; Axelrod 1984; Smale 1980; Fudenberg and Kreps 1993;

1This assumption is however not so obvious; one can argue against it by saying that future changes
in prices, unforeseeable today, will ruin today’s cost estimates for high emission reduction values
unreachable in the short run.
2This does not mean that the agreement is not reachable in principle; a reasonable decision can be
found using, for example, political and general environmental considerations.
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Weibull 1995; for examples of economic applications see, e.g., Friedman 1991;
Kryazhimskiy et al. 2001, 2002).

In Sect. 2 we introduce technical assumptions and describe the emission reduc-
tion process. In Sect. 3 we prove that the process necessarily terminates in some
step and its outcome lies in a small neighborhood of a certain Pareto maximum
point in the emission reduction game; the radius of the neighborhood tends to zero
together with the length of the time period between the points of decision making.
In other words, we state that the proposed “myopic” decision making scheme al-
lows the countries to find an equilibrium solution with an arbitrarily high precision.
In Sect. 4 we discuss our solvability statement using two examples. One example
shows that the statement may fail to hold if the countries’ network is not fully con-
nected in the sense that there are at least two countries such that pollution produced
by one country is not transported to the other one. The other example shows that the
set of all Pareto maximum points, which are reachable via the proposed emission
reduction process, can be considerably smaller than the set of all Pareto maximum
points in the emission reduction game. In Sect. 5 we discuss a possible way to or-
ganize negotiations bringing the countries to a common decision in each step of the
emission reduction process.

2 Emission Reduction Process

We consider an emission reduction process involving n countries, numbered
1, . . . , n, in which each country, i, controls its emission reduction value, xi ≥ 0,
gradually increasing it over time. The process starts at time 0 with the zero emis-
sion reduction values and consists of successive periods of a fixed small length δ.
In each period the countries negotiate on small reductions of their emissions so that
the total reduction—as measured by the norm of the vector formed by the countries’
emission reductions—is in a fixed proportion p to the length of the period, δ. We
examine whether the process will terminante in some period and whether it will lead
the countries to a Pareto optimum.

The utility function of each country i, wi , is assumed to have the form

wi(x) = −ci(xi) + bi

(
n∑

j=1

ajixj

)
. (1)

Here x = (x1, . . . , xn) is the full emission reduction vector; ci(xi) is the cost paid
by country i for the emission reduction xi ; bi(y) is the ecological benefit gained
by country i thanks to the reduction of the total pollution load to its territory,
y = ∑n

j=1 ajixj ; and aji is a proportion of emission from country j , which is trans-
ported to country i (a transport coefficient). Clearly,

∑n
i=1 aji = 1 (j = 1, . . . , n).

We assume that the countries’ network is fully interconnected in the sense that each
country pollutes itself and every other country, implying

aji > 0 (j, i = 1, . . . , n). (2)
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We call a vector x = (x1, . . . , xn) positive if xi > 0 (i = 1, . . . , n).
Our technical assumptions are the following.

(A1) The cost functions, ci (i = 1, . . . , n), defined on [0,∞) are continuously dif-
ferentiable, convex, strictly monotonically increasing, positive-valued at all
points except 0, and vanish at 0.

(A2) The benefit functions, bi (i = 1, . . . , n), defined on [0,∞) are continuously
differentiable, strictly concave, strictly monotonically increasing, positive-
valued at all points except 0, and vanish at 0; moreover, the benefit functions
are bounded from above, implying, in particular, that

b′
i (y) → 0 as y → ∞ (i = 1, . . . , n). (3)

(A3) The utility functions, wi (i = 1, . . . , n), take positive values at all positive
emission vectors belonging to a certain neighborhood of the origin (in this
manner we exclude a trivial situation, in which some of the countries are not
interested in emission reduction, since their utilities are maximized at the zero
emission reduction vector).

The emission reduction process develops in steps. A step k is performed over a
time interval [tk, tk+1] where tk = kδ with a given small δ > 0 (k = 0,1, . . .). For
every country, i, we denote by xi(tk) its total emission reduction value at the starting
time of each step k, tk . In step 0 the countries start with the zero emission reductions:

xi(t0) = xi(0) = 0 (i = 1, . . . , n). (4)

In each step, k, every country, i, plans an extra local emission reduction, �xi(tk) ≥ 0;
at time tk+1 the country completes the planned local emission reduction process
bringing its total emission reduction value to a new state, xi(tk+1) = xi(tk) +
�xi(tk). Introducing notations for the initial emission reduction vector in step k,
x(tk) = (x1(tk), . . . , xn(tk)), and for the local emission reduction vector in step k,

�x(tk) = (�x1(tk), . . . ,�xn(tk+1)), (5)

we represent the transformation of the emission reduction vector in step k as

x(tk+1) = x(tk) + �x(tk). (6)

Prior to considering the rules for choosing �xi(tk), we assume that information
available for each country, i, a priori is the collection of the transport coefficients
aji (j = 1, . . . , n) only. Therefore, a priori each country may have no knowledge on
the cost and benefit functions of the other countries and no knowledge on its own
cost and benefit functions.

In each step, k, country i chooses �xi(tk) using the following additional infor-
mation: the country’s current emission reduction value, xi(tk); the current value of
the total reduction of the pollution load to its territory,

yi(tk) =
n∑

j=1

ajixj (tk); (7)
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and its marginal cost and benefit functions at points xi(tk) and yi(tk), respectively.
The country constructs its marginal cost function at point xi(tk) as a linear approx-
imation to the virtual increment in its cost value, ci(xi(tk) + h) − ci(xi(tk)), corre-
sponding to every small virtual positive increment in the emission reduction value,
h; that linear approximation can be represented as c′

i (xi(tk))h. Similarly, the country
constructs its marginal cost function at point yi(tk) as a linear approximation to the
virtual increment in its benefit value, bi(yi(tk) + h) − bi(yi(tk)), corresponding to a
small virtual positive increment in the total emission reduction value, h; that linear
approximation can be represented as b′

i (yi(tk))h.
Thus, we assume that in each step, k, the country is able to reconstruct, in linear

approximation, the local structure of its cost and benefit functions in small neighbor-
hoods of the actual emission reduction value, xi(tk), and actual total pollution reduc-
tion value, yi(tk), respectively. In more formal terms, we assume that in each step,
k, every country, i, is able to reconstruct the derivatives c′

i (xi(tk)) and b′
i (yi(tk)).

While choosing a positive �xi(tk), country i negotiates with the other coun-
tries. In the negotiations, country i trades on exchanging its local emission reduc-
tion value, �xi(tk), to the local reduction of the total pollution load to its territory,
which is due to the current efforts of the other countries, �y0

i (tk). Clearly, �y0
i (tk)

is the sum of the local emission reductions of all the countries, except of country i,
weighted with the corresponding transportation coefficients:

�y0
i (tk) =

∑
j=1,...,n, j �=i

aji�xj (tk). (8)

To each value of �y0
i (tk) emerging in the negotiations, country i responds with

an emission reduction value �xi(tk) that can be exchanged to �y0
i (tk). The coun-

try’s goal in the negotiations is to form a set of the local emission reduction values,
�xj (tk) (j = 1, . . . , n), that would locally increase the country’s utility, i.e., ensure

wi(x(tk) + �x(tk)) > wi(x(tk)). (9)

Thus, in each round the country acts as a boundedly rational agent (see, e.g., Rubin-
stein 1998).

Recall that in step k the country’s knowledge about its cost and benefit functions,
ci and bi , is restricted to the values c′

i (xi(tk)) and b′
i (yi(tk)). Using these values and

referring to (1) and (7), country i reconstructs the partial derivatives

∂wi(x(tk))

∂xj

= ajib
′
i (yi(tk)) (j = 1, . . . , n, j �= i), (10)

∂wi(x(tk))

∂xi

= aiib
′
i (yi(tk)) − c′

i (xi(tk)), (11)

which give it its marginal utility at point x(tk), i.e., a linear approximation to the
increment wi(x(tk) + h) − wi(x(tk)) as a function of h. The necessity to use the
marginal utility at point x(tk) instead of wi makes the country consider a linear
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approximation to the original criterion (9):

∑
j=1,...,n, j �=i

∂wi(x(tk))

∂xj

�xj (tk) + ∂wi(x(tk))

∂xi

�xi(tk) > 0. (12)

The substitution of (11) and use of (8) transform (12) into

b′
i (yi(tk))�y0

i (tk) + [aiib
′
i (yi(tk)) − c′

i (xi(tk))]�xi(tk) > 0

or

�y0
i (tk) > λi(tk)�xi(tk) (13)

where

λi(tk) = c′
i (xi(tk))

b′
i (yi(tk))

− aii . (14)

We call (13) the local utility growth criterion for country i in step k.
Let us give several definitions. We call a positive emission reduction vector

�x(tk) (5) acceptable in step k if for every country, i, the values �y0
i (tk) given

by (8) and �xi(tk) satisfy the country’s local utility growth criterion (13) in step k.
Every step k, in which there exists an acceptable emission reduction vector, will
be said to be nondegenerate; every step that is not nondegenerate will be called
degenerate.

Recall that p > 0 is a fixed proportionality coefficient that relates the norm of the
emission reduction vector formed in each nondegenerate step of the emission reduc-
tion process to the length of the time period, during which the step is performed, δ.
In what follows, | · | is a given norm in the n-dimensional linear space. The next
assumption characterized the countries’ abilities and outcomes in each step of the
emission reduction process.

(A4) In the negotiations taking place in a nondegenerate step k, the countries find a
positive emission reduction vector, �x(tk) (5), acceptable in step k and such
that |�x(tk)| = pδ. In the negotiations taking place in a degenerate step k, the
countries identify that step k is degenerate. (A possible negotiation pattern is
presented Sect. 5.)

Our next assumption, (A5), suggest a rule for the termination of the emission
reduction process.

(A5) In a first degenerate step, s, whose degeneracy is identified by the countries
through negotiations (see (A4)), the countries terminate the emission reduc-
tion process and view x(ts) as its outcome.

Our final assumption, (A6) summarizes the rules for the countries’ operation in
the emission reduction process.

(A6) In each (nondegenerate) step k preceding the first degenerate step, s, the coun-
tries work out a local positive emission reduction vector �x(tk) (5) through
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negotiations as described in (A4) and update the total emission reduction vec-
tor using (6). If all steps are nondegenerate, then in each step, k, the countries
work out a local positive emission reduction vector �x(tk) (5) through ne-
gotiations and update the total emission reduction vector using (6); in this
situation the emission reduction process has no outcome.

3 Outcome of the Emission Reduction Process

Holding a game-theoretic viewpoint, we assume that a priori a goal of the countries’
community is to bring the full emission reduction vector to a Pareto maximum point
for the countries’ utilities. A nonnegative emission reduction vector x∗ is said to
be a Pareto maximum point in the emission reduction game if switching from x∗
to any nonnegative emission reduction vector x �= x∗ either does not change the
countries’ utility values, i.e., wi(x) = wi(x

∗) for all i = 1, . . . , n, or makes at least
one country lose in utility, i.e., wi(x) < wi(x

∗) for some i ∈ {1, . . . , n}. In view
of the strict concavity of the utility functions wi, . . . ,wn (see (A1) and (A2)), for
every positive z1, . . . , zn the maximizer of the sum z1w1(x) + · · · + znwn(x) over
all nonnegative emission reduction vectors x is a Pareto maximum point. Note that
by (A3) the origin is not a Pareto maximum point. Thanks to the strict concavity
of the utility functions (see (A1) and (A2)) a positive emission reduction vector x∗
maximizes z1w1(x) + · · · + znwn(x) if and only if

z1
∂w1(x

∗)
∂xi

+ · · · + zn

∂wn(x
∗)

∂xi

= 0 (i = 1, . . . , n) (15)

(see, e.g., Germeyer 1976). Thus, every positive emission reduction vector x∗ sat-
isfying (15) for some positive z1, . . . , zn is a Pareto maximum point, which can
be viewed as a target point in the emission reduction process. We call z1, . . . , zn a
family of Pareto multipliers for the Pareto maximum point x∗.

Our goal in this section is to show that the decentralized boundedly rational emis-
sion reduction process described in the previous section brings the total emission
reduction vector to a small neighborhood of some Pareto maximum point in a finite
number of steps.

First, we state that the emission reduction process terminates in some step.

Proposition 1 There is a degenerate step, in which the emission reduction process
terminates (see (A5)).

Proof Assume, to the contrary, that the emission reduction process never terminates,
i.e., all the steps are nondegenerate. By (A5) in each step, k, the local emission
reduction vector, �x(tk), is positive and has the norm pδ; hence, the norms of the
total emission reduction vectors, |x(tk)| (see (6)), tend to infinity as k → ∞. Then
for each country, i, the total reduction of the pollution load to its territory, yi(tk) (7),
tends to infinity as k → ∞ (here we take into account (2)). Therefore, by (3)

b′
i (yi(tk)) → 0 as k → ∞ (i = 1, . . . , n). (16)
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By (A1) for each country, i, the cost function ci , is strictly monotonically increasing
and convex, implying that c′

i (xi(tk)) ≥ c0 > 0 uniformly for all steps k. Combining
with (16), we find that for every country, i,

λi(tk) → ∞ as k → ∞ (i = 1, . . . , n), (17)

where λi(tk) is given by (14). For every step, k, let ik ∈ {1, . . . , n} be such that
�xik (tk) = max{�x1(tk), . . . ,�xik (tk)}. In view of (8), for every step, k, we have

�y0
ik
(tk) − λik (tk)�xik (tk) =

∑
j=1,...,n, j �=ik

aji�xj (tk) − λi(tk)�xi(tk)

≤ [(n − 1) − λi(tk)]�xik (tk).

By (17) the right hand side is negative for all k sufficiently large. Thus, for a large
k the local utility growth criterion (13) is violated for country ik ; consequently,
the local emission reduction vector �x(tk) is not acceptable in step k. We get a
contradiction with our initial assumption and finalize the proof. �

As we see from (4) and (A3), step 0 is nondegenerate. Therefore, for the first
degenerate step, s (see Proposition 1), we have s ≥ 1.

Consider the time interval [ts−1, ts]. For every t ∈ [ts−1, ts] we set (see (6)
and (5))

x(t) = (x1(t), . . . , xn(t)) = x(ts−1) + t − ts−1

δ
�x(ts−1) (18)

and extend notations (7) and (14) by setting

yi(t) =
n∑

j=1

ajixj (t), λi(t) = c′
i (xi(t))

b′
i (yi(t))

− aii (i = 1, . . . , n). (19)

For every t ∈ [ts−1, ts] let

hi(t, z) =
∑

j=1,...,n, j �=i

ajizj − λi(t)zi (z = (z1, . . . , zn), i = 1, . . . , n), (20)

H(t) = {z > 0 : |z| = pδ, hi(t, z) > 0 (i = 1, . . . , n)}; (21)

here and below z > 0 marks that a vector z is positive.
The fact that the local emission reduction vector �xs−1(ts−1) has the norm pδ

and is acceptable in the nondegenerate step s − 1, i.e., satisfies the local utility
growth criterion for every country in step s − 1 is equivalent to

�xs−1(ts−1) ∈ H(ts−1) (22)

(see (A5), (13) and (8)). Similarly, we see that if H(ts) is nonempty, then for every
z ∈ H(ts) the emission reduction vector �xs(ts) = z is acceptable in step s; conse-
quently, step s is nondegenerate. Since step s is degenerate, we have

H(ts) = ∅. (23)



On a Decentralized Boundedly Rational Emission Reduction Strategy 223

Let

T = {t ∈ [ts−1, ts] : H(t) �= ∅}. (24)

By (22) T is nonempty. Denote

τ = supT . (25)

Prior to formulating our main technical statement—Lemma 1, we make a few
simple observations. In view of the continuity of the functions hi (20) the set T is
open in [ts−1, ts]. Therefore, if τ < ts , then τ �∈ T , i.e.,

H(τ) = ∅; (26)

note that if τ = ts , then (26) holds by (23). By the definition of τ , (25), there exist a
sequence (τm) in [ts−1, τ ) such that τm → τ and H(τm) �= ∅ (m = 1,2, . . .). Every
sequence (zm) such that zm ∈ H(τm) (m = 1,2, . . .) is bounded and has a limit
point.

Lemma 1 The following statements hold true.

(1) The emission reduction vector x∗ = x(τ) is a Pareto maximum point.
(2) Let (τm) be a sequence in [ts−1, τ ) such that τm → τ and H(τm) �= ∅ (m =

1,2, . . .), zm ∈ H(τm) (m = 1,2, . . .), and z = (z1, . . . , zn) be a limit point
for the sequence (zm). Then z1, . . . , zn is a family of Pareto multipliers for the
Pareto maximum point x∗.

Proof Let (τm) and (zm) be the sequences defined above and z = (z1, . . . , zn) be a
limit point for (zm). Selecting, without renumeration, an appropriate subsequence,
we assume that zm → z. Taking into account that zm > 0 and |zm| = pδ (see (21)),
we get

zi ≥ 0 (i = 1, . . . , n), (27)

|z| = pδ. (28)

Since τm ∈ T and zm ∈ H(τm), we have hi(τm, zm) > 0 (i = 1, . . . , n, m =
1,2, . . .). Due to the continuity of hi (i = 1, . . . , n) it holds that hi(τ, z) ≥ 0
(i = 1, . . . , n), or, more specifically (see (20)),

hi(τ, z) =
∑

j=1,...,n, j �=i

ajizj − λi(τ )zi ≥ 0 (i = 1, . . . , n). (29)

Suppose

hi0(τ, z) =
∑

j=1,...,n, j �=i0

aji0zj − λi0(τ )zi0 > 0 (30)



224 A. Kryazhimskiy

for some i0 ∈ {1, . . . , n}. Then

∑
j=1,...,n, j �=i0

aji0zj − λi0(τ )(zi0 + ε0) > 0 (31)

for a sufficiently small ε0 > 0. Let

z̄ = (z̄1, . . . , z̄n) = (z1, . . . , zi0−1, zi0 + ε0, zi0+1, . . . , zn).

Using (29), (2) and (31), we get

hi(τ, z̄) =
∑

j=1,...,n, j �=i

aji z̄j − λi(τ )z̄i > 0 (i = 1, . . . , n).

Then

hi(τ, z̄
∗) =

∑
j=1,...,n, j �=i

aji z̄
∗
j − λi(τ )z̄∗

i > 0 (i = 1, . . . , n)

where

z̄∗ = (z̄∗
1, . . . , z̄

∗
n) = (z̄1 + ε1, . . . , z̄n + ε1)

with a sufficiently small ε1 > 0. In view of (27) z̄∗ > 0. For z∗ = pδz̄∗/|z̄∗| we have
|z∗| = pδ and

hi(τ, z
∗) =

∑
j=1,...,n, j �=i

ajiz
∗
j − λi(τ )z∗

i > 0 (i = 1, . . . , n).

Thus, z∗ ∈ H(τ). The latter contradicts (26). The contradiction shows that (30) is
not possible for any i0 ∈ {1, . . . , n}. Hence, in view of (29) we get

hi(τ, z) =
∑

j=1,...,n, j �=i

ajizj − λi(τ )zi = 0 (i = 1, . . . , n). (32)

As seen from (28), there is an i∗ ∈ {1, . . . , n} such that zi∗ > 0. Then for every
i ∈ {1, . . . , n}, i �= i∗,

∑
j=1,...,n, j �=i

ajizj ≥ ai∗izi∗ > 0

(here we use (2)). Now (32) shows that λi(τ ) > 0 and zi > 0 for every i ∈ {1, . . . , n},
i �= i∗. Thus, z > 0. Multiplying (32) by b′

i (yi(τ )) and using (19), we get

∑
j=1,...,n, j �=i

ajib
′
i (yi(τ ))zj + [aiib

′
i (yi(τ )) − c′

i (xi(τ ))]zi = 0

(i = 1, . . . , n), (33)
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or

z1
∂w1(x(τ ))

∂xi

+ · · · + zn

∂wn(x(τ))

∂xi

= 0 (i = 1, . . . , n)

(see the form of wi (1)). Thus, the emission reduction vector x∗ = x(τ) is a Pareto
maximum point and z1, . . . , zn is a family of Pareto multipliers for x∗. The lemma
is proved. �

Recall that the emission reduction process terminates in step s (see Proposi-
tion 1). By (A5) the emission reduction vector x(ts) is the outcome of the emission
reduction process. Our principal statement is the following.

Proposition 2 The outcome of the emission reduction process, x(ts), lies in the
closed pδ-neighborhood of the Pareto maximum point x∗ described in Lemma 1.

Proof By (6) and (18)

x(ts) − x∗ = x(ts) − x(τ) = ts − τ

δ
�x(ts−1). (34)

By (22) and (21) |�x(ts−1)| = pδ and by (25) 0 ≤ ts − τ ≤ δ. Hence, the norm of
the right hand side in (34) is not bigger than pδ. Therefore, |x(ts) − x∗| ≤ pδ. The
proposition is proved. �

Proposition 2 tells us that the distance between a Pareto maximum point, x∗, and
the output of the emission reduction process, x(ts), goes to zero if the product pδ

does. In other words, the smaller is the time duration of one step in the emission
reduction process, δ, or the smaller is the total emission reduction size negotiated
in each step, p, the better the process mimics a Pareto-optimal trade. Note that the
decrease in each of the two values, δ and p, increases the countries’ flexibility in the
emission reduction process: the decrease in δ raises the frequency of negotiations,
and the decrease in p reduces risk of unacceptable decisions in each step.

Let us also note that in every nondegenerate step of the emission reduction
process, k, the local emission reduction vector, �x(tk), being a result of the negoti-
ations in step k (see (A6) and (A5)), is not defined uniquely. Therefore, the Pareto
maximum point, x∗, that is approached, approximately, in the end of the emission
reduction process is not pre-determined and can vary depending on the outcomes
of the preceding negotiations. To summarize, we can say that Proposition 2 cap-
tures a robust qualitative property of the proposed decentralized boundedly rational
emission reduction strategy: in the beginning of the emission reduction process the
countries can be sure that the process will bring them close to a solution of the emis-
sion reduction game in a finite number of steps; however the countries should also
realize that specific features of that solution will be seen after the termination of the
process only.
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4 Examples

The next example shows that the positivity of the transport coefficients (see (2)) is
essential for the validity of Proposition 2.

Example 1 Let the emission reduction process involve two countries, country 1 and
country 2 (n = 2). Let country 1 pollute itself only (a11 = 1, a12 = 0), country 2 pol-
lute itself and country 1 in equal proportions (a21 = a22 = 1/2), and the countries’
utility functions be given by

w1(x) = 1 − 1

x1 + x2/2 + 1
− x1

2
, w2(x) = 1 − 1

x2/2 + 1
− x2

4
;

here, in the right hand sides, the first terms and second terms represent the countries’
benefit and cost functions, respectively. One can easily state that (A1)–(A3) are
satisfied. We see that in contrast with the earlier assumptions, one of the transport
coefficients, a12, is zero. Let us show that Proposition 2 is no longer true.

Using expressions for the partial derivatives for the countries utility functions,
w1 and w2,

∂w1(x)

∂x1
= 1

(x1 + x2/2 + 1)2
− 1

2
,

∂w1(x)

∂x2
= 1

2(x1 + x2/2 + 1)2
, (35)

∂w2(x)

∂x1
= 0,

∂w2(x)

∂x2
= 1

2(x2/2 + 1)2
− 1

4
, (36)

and the concavity of w1 and w2, we easily find that a nonnegative emission reduction
vector x is a Pareto maximum point if and only if x1 = 0 and x2 ≥ r .

Consider the emission reduction process. The fact that the total emission reduc-
tion for country 1, x1(tk), grows in each nondegenerate step, k, whereas all the
Pareto maximum points, x, have the zero first coordinates, x1 = 0, tells us that the
total emission reduction vector, x(tk), may never approach any Pareto maximum
point. To support this intuitive observation, we argue as follows.

Take a step k such that

(x1(tk) + x2/2 + 1)2 < 3/2. (37)

Using (35) and (36), we find that for every positive emission reduction vector,
�x(tk), it holds that

∂w1(x(tk))

∂x1
�x1(tk) + ∂w1(x(tk))

∂x2
�x2(tk) ≥ α11�x1(tk) + α12�x2(tk)

where α11 = 2/3 − 1/2 > 0, α12 = 2/3 > 0, and

∂w2(x(tk))

∂x1
�x1(tk) + ∂w2(x(tk))

∂x2
�x2(tk) ≥ α22�x2(tk)
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where α22 = 1/3 − 1/4 > 0. Therefore, every step, k, such that (37) holds is nonde-
generate and every positive emission reduction vector is acceptable in that step.

For k = 0 (37) holds since x(0) = 0 (see (4)). Suppose in every nondegenerate
step, k, satisfying (37), the countries choose an acceptable local emission vector
�x(tk) such that �x1(tk) = �x2(tk) = pδ (we assume that the norm in the two-
dimensional space is such that |�x(tk)| = max{|�x1(tk)|, |�x2(tk)|}). Let k∗ be the
maximum of all such k. For every k ≤ k∗ we have

x1(tk) = x2(tk) = pkδ; (38)

hence, k∗ is the maximum of all k = 0,1, . . . such that (3pkδ/2 + 1)2 < 3/2 or
pkδ < q where q = 2[(3/2)1/2 − 1]/3 > 0. Clearly, pk∗δ ≥ q − pδ, or, in view of
(38), x1(tk∗) ≥ q − pδ. Let δ be so small that q − pδ > q/2. Since x1(tk) grows,
x1(tk) > q/2 in all nondegenerate steps k ≥ k∗. Thus, the emission reduction process
either never terminates or terminates with an x1(ts) > q/2 in some step s > k∗; in
the latter case the final emission reduction vector, x(ts), is at a distance higher than
q/2 from any Pareto maximum point. The statement of Proposition 2 is violated.

As noted in the previous section, the emission reduction process has multiple
outcomes. By Proposition 2 each of those outcomes approximates a certain Pareto
maximum point with accuracy pδ. Let us call a Pareto maximum point pδ-reachable
if it is approximated by some outcome of the emission reduction process with ac-
curacy pδ. Let us ask ourselves if all the Pareto maximum points are pδ-reachable.
The next example shows that there can be a solid gap between the set of all Pareto
maximum points and the set of all pδ-reachable ones.

Example 2 Let two countries, country 1 and country 2, involved in the emission
reduction process (n = 2) pollute each other in equal proportions (aji = 1/2, j, i =
1,2), and the countries’ utility functions be identical:

w1(x) = 1 − 1

x1/2 + x2/2 + 1
− x1

2
, w2(x) = 1 − 1

x1/2 + x2/2 + 1
− x2

2
;

here, in the right hand sides, the first terms and second terms represent the countries’
benefit and cost functions, respectively. One can easily state that (A1)–(A3) are
satisfied.

We find the Pareto maximum points as nonnegative vectors x satisfying

z1
∂w1(x)

∂x1
+ z2

∂w2(x)

∂x1
= 0, z1

∂w1(x)

∂x2
+ z2

∂w2(x)

∂x2
= 0

with some z1, z2 > 0. Simple calculations result in the following: the set of all Pareto
maximum points consists of all nonnegative x such that

x1/2 + x2/2 = β = 21/2 − 1. (39)



228 A. Kryazhimskiy

Geometrically, the latter set is the interval, I , with the end points x(1) = (2β,0) and
x(2) = (0,2β). At the end point x(1) the utilities of countries 1 and 2 reach, respec-
tively, their minimum and maximum values, 1 − 1/(β + 1) − β and 1 − 1/(β + 1),
in I ; at the end point x(0) = (0,2β) the situation is symmetric. At the middle point
of I , x(0), the countries have the same utility value, 1 − 1/(β + 1) − β/2. One can
view the “middle” Pareto maximum point, x(0), as the “most fair” one and the end
points, x(1) and x(2), as the “most unfair” ones. Given a Pareto maximum point, x,
the distance from x to the “most unfair” Pareto maximum point closest to x can be
treated as “the degree of fairness” of x.

Let us consider the emission reduction process described earlier. Using Propo-
sition 2, we find that in every nondegenerate step, k, the total emission reduction
vector, x(tk), lies in the triangle bordered by the x1-axis, x2-axis and interval I , in
particular,

y(tk) = x1(tk)/2 + x2(tk)/2 < β. (40)

In the first degenerate step, s, vector x(ts) constituting the outcome of the emission
reduction process lies necessarily beyond the interior of the triangle, implying

y(ts) ≥ β. (41)

Take a nondegenerate step k. We have x(tk+1) = x(tk)+�x(tk) where �x(tk) is
a positive emission reduction vector acceptable in step k, i.e., satisfying

∂w1(x(tk))

∂x1
�x1(tk) + ∂w1(x(tk))

∂x2
�x2(tk) > 0,

∂w2(x(tk))

∂x1
�x1(tk) + ∂w2(x(tk))

∂x2
�x2(tk) > 0,

or
(

1

2(y(tk) + 1)2
− 1

2

)
+ 1

2(y(tk) + 1))2

�x2(tk)

�x1(tk)
> 0,

1

2(y(tk) + 1)2
+

(
1

2(y(tk) + 1)2
− 1

2

)
�x2(tk)

�x1(tk)
> 0

(here we use explicit forms of the partial derivatives). After an elementary transfor-
mation, we get

1

(y(tk) + 1)2 − 1
>

�x2(tk)

�x1(tk)
> (y(tk) + 1)2 − 1.

The latter inequality implies

y(tk+1) − y(tk)

�x1(tk)
= 1

2

(
�x2(tk)

�x1(tk)
+ 1

)
>

(y(tk) + 1)2

2
. (42)
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We assume δ to be sufficiently small and view (42) as a difference approximation to
the differential inequality

dȳ(x1)

dx1
>

(ȳ(x1) + 1)2

2
(43)

for a function ȳ(x1) at the point (x1(tk), y(x1(tk))). One can prove that for an ar-
bitrary ε > and δ sufficiently small, there is a solution to the differential inequality
(43), ȳ, defined on [0,∞), satisfying ȳ(0) = 0 and such that |y(tk) − ȳ(x(tk))| < ε

for all nondegenerate steps, k. Clearly, ȳ(x1) ≥ ȳ∗(x1) (x1 ≥ 0) where ȳ∗ is the
solution to the differential equation

dȳ∗(x1)

dx1
= (ȳ∗(x1) + 1)2

2
, (44)

defined on [0,∞) and satisfying ȳ∗(0) = 0. Therefore, for the last nondegenerate
step, s − 1, it holds that

y(ts−1) − ȳ∗(x(ts−1)) > −ε. (45)

By (40) with k = s − 1 and by (45) we have ȳ∗(x(ts−1)) < β + ε. Let x̄1 > 0 be
such that ȳ∗(x1) = β . If ȳ∗(x(ts−1)) < β , then x(ts−1) < x̄1. If ȳ∗(x(ts−1)) ≥ β ,
then x(ts−1) ≥ x̄1 and, due to (44),

x1(ts−1) − x̄1 ≤ 2
ȳ∗(x(ts−1)) − ȳ∗(x̄1)

(ȳ∗(x̄1) + 1)2
≤ 2(ȳ∗(x1(ts−1) − ȳ∗(x̄1))) < 2ε.

Hence, for x1(ts), the final emission reduction value for country 1, we have

x1(ts) ≤ x1(ts−1) + pδ < x̄1 + 2ε + pδ. (46)

Let us find x̄1. The integration of the differential equation (44) under the initial
condition ȳ∗(0) = 0 yields

ȳ∗(x1) = 2

2 − x1
− 1.

Combining with ȳ∗(x̄1) = β and resolving with respect to x̄1, we get

x̄1 = 2β

β + 1
.

Then by (46)

x1(ts) ≤ 2β

β + 1
+ 2ε + pδ. (47)

Using (41) or, equivalently, x1(ts) + x2(ts) ≥ 2β , we find that

x2(ts) ≥ 2β − x1(ts) = 2β

(
1 − 1

β + 1

)
− 2ε − pδ. (48)
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Let the norm of a vector x in the two-dimensional space be defined as |x| =
max{|x1|, |x2|}. Consider the distance from the outcome vector, x(ts), to the “most
unfair” Pareto maximum point x(1) = (2β,0). From (47) and (48) we get

|x(ts) − x(1)| ≥ 2β

(
1 − 1

β + 1

)
− 2ε − pδ.

Note that for every pδ-reachable Pareto maximum point, x∗, it holds that
|x(ts) − x∗| ≤ pδ. Thus, for every such x∗, we have

|x∗ − x(1)| ≥ |x(ts) − x(1)| − |x(ts) − x∗| ≥ 2β

(
1 − 1

β + 1

)
− 2ε − 2pδ.

We see that for an arbitrarily small γ > 0 one can choose ε and δ so small that all
Pareto maximum points lying in the (2β[1 − 1/(β + 1)] − γ )-neighborhood of the
“most unfair” Pareto maximum point x(1) are not pδ-reachable.

A similar argument leads us to a symmetric statement: for an arbitrary γ > 0
one can choose ε and δ so small that all Pareto maximum points lying in the
(2β[1 − 1/(β + 1)]− γ )-neighborhood of the “most unfair” Pareto maximum point
x(2) = (2β,0) are not pδ-reachable.

Let us note in conclusion that a “converse” statement holds true as well: for
an arbitrary γ > 0 one can choose ε and δ so small that all Pareto maximum points
lying beyond the (2β[1−1/(β+1)]+γ )-neighborhoods of the “most unfair” Pareto
maximum points x(1) and x(2) are pδ-reachable; for brevity, we omit a proof.

5 Negotiation Pattern

Here, we discuss a negotiation pattern satisfying assumption (A4), i.e., allowing the
countries in each step to either find an acceptable positive emission reduction vector
if the step is nondegenerate, or identify the fact that the step is degenerate.

Take an arbitrary step of the emission reduction process, k, which is either initial
(k = 0) or such that all the preceding steps are nondegenerate and consider nego-
tiations in step k. The goal of the negotiations is to either find a positive emission
reduction vector acceptable in that step, or identify that the step is degenerate and
terminate the process.

Recall that a positive emission reduction vector �x(tk) (5) is acceptable in step k

if for every country, i, its local utility growth criterion (13) is satisfied. Substituting
(8) in (13), we represent the set of the countries’ local utility growth criteria in step
k as a system of inequalities:

λi(tk)�xi(tk) <
∑

j=1,...,n, j �=i

aji�xj (tk) (i = 1, . . . , n). (49)

We see that if λi(tk) ≤ 0, country i satisfies its local utility growth criterion
in step k with any �xi(tk) > 0; we call such a country, i, a free negotiator (in
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step k). Note that the strict inequality, λi(tk) < 0, or, equivalently, b′
i (yi(tk))aii −

c′
i (xi(tk)) > 0 (see (14)), implies that in step k the country’s marginal cost is low

enough and the country can gain in utility even by slightly reducing its emission
solely. The opposite inequality, λi(tk) > 0, implies that in step k the marginal cost
for country i is high enough and a local growth in the country’s utility is possible
provided other countries reduce emission; we call such a country, i, a constrained
negotiator (in step k).

Our negotiation pattern suggests that the negotiations in step k go in two phases,
phase 1 and phase 2, the latter having two variants, phase 2a and phase 2b.

In phase 1 each country, i, reveals λi(tk). Based on that, the countries’ com-
munity identifies the free negotiators and constrained negotiators. If there are free
negotiators, the countries go to phase 2a. Otherwise the countries go to phase 2b.

Phase 2a is organized as follows. Based on some pre-defined rule, one free ne-
gotiator, i∗, is selected. The other countries, i �= i∗, propose some �xi(tk) > 0. The
free negotiator i∗ responds with a sufficiently large �xi∗(tk) > 0 such that the util-
ity growth criteria (49) are satisfied for all i �= i∗; the latter is guaranteed, if, for
example,

�xi∗(tk) > max
i=1,...,n, i �=i∗

λi(tk)�xi(tk)

ai∗i
.

For i = i∗ (49) is satisfied automatically. The vector �x(tk) (5) resulting from the
negotiations is acceptable in step k.

Let us give two comments to phase 2a. First, we see that if there exist free nego-
tiators in step k, then step k is nondegenerate. Second, if there are several free nego-
tiators in step k, the proposed simple decision making scheme in phase 2a “discrim-
inates” the selected free negotiator, i∗, which is obliged to compensate for arbitrary
choices of all the other negotiators, including the free ones. There are obviously a
number of ways to modify the scheme and make it more cooperative; for the sake
of brevity, we do not discuss such modifications here.

Phase 2b assuming that there are no free negotiators is organized as follows. In
the beginning, the countries represent their local utility growth criteria (49) as

�xi(tk) =
∑

j=1,...,n, j �=i

βji

γi

�xj (tk) (i = 1, . . . , n) (50)

where

βji = aji

λi(tk)
(i = 1, . . . , n)

and

γi > 1 (i = 1, . . . , n). (51)

For each country, i, (50) is a formula for its individual response, �xi(tk) > 0, to the
proposals of the other countries, �xj (tk) > 0, j �= i.

Next, the countries switch to negotiations. The negotiations go through an ex-
ploration stage and a decision making stage. In the exploration stage the countries
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identify if step k is nondegenerate. If step k is degenerate, the countries cancel the
decision making stage and terminate the emission reduction process (see (A5)). Oth-
erwise, the countries switch to the decision making stage and find a local emission
reduction vector acceptable in step k of the emission reduction process.

In the exploration stage the negotiations proceed in rounds. Round 1 is organized
as follows. Country 1 communicates its individual response formula,

�x1(tk) =
n∑

j=2

βj1

γ1
�xj (tk), (52)

to country 2. Country 2 substitutes (52) in its individual response formula,

�x2(tk) = β12

γ2
�x1(tk) +

n∑
j=3

βj2

γ2
�xj (tk),

transforming the latter into

�x2(tk) =
n∑

j=3

β
(2)
j2 (γ1, γ2)

γ (2)(γ1, γ2)
�xj (tk) (53)

where

β
(2)
j2 (γ1, γ2) = βj1β12

γ1γ2
+ βj2

γ2
(j = 3, . . . , n), (54)

γ (2)(γ1, γ2) = 1 − β21β12

γ1γ2
; (55)

here an in what follows we omit elementary transformations. The updated individual
response formula for country 2, (53), takes into account the local utility growth
criterion for country 1. The requirement that both sides in (53) are positive imposes
a positivity constraint on γ (2)(γ1, γ2):

γ (2)(γ1, γ2) > 0. (56)

Country 2 communicates its updated individual response formula, (53), to country 1,
and the latter substitutes (53) in its individual response formula (52) resulting in

�x1(tk) =
n∑

j=3

β
(2)
j1 (γ1, γ2)�xj (tk) (57)

where

β
(2)
j1 (γ1, γ2) = β

(2)
j2 (γ1, γ2)β21

γ1γ (2)(γ1, γ2)
+ βj1

γ1
(j = 3, . . . , n). (58)
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Two formulas, (57) and (53), represent the formula for a collective response of
countries 1 and 2 to any proposed local emission reduction values of countries
3, . . . , n. The collective response formula (57), (53) and positivity constraint (56)
constitute the result of round 1.

Round m − 1 where 2 ≤ m < n starts with the situation, in which countries
1, . . . ,m have generated their collective response formula in the form

�xi(tk) =
n∑

j=m+1

β
(m)
ji (γ1, . . . , γm)�xj (tk) (i = 1, . . . ,m − 1), (59)

�xm(tk) =
n∑

j=m+1

β
(m)
jm (γ1, . . . , γm)

γ (m)(γ1, . . . , γm)
�xj (tk), (60)

where β
(m)
ji (γ1, . . . , γm) (j = m + 1, . . . , n) are positive automatically, and a set of

positivity constraints:

γ (i)(γ1, . . . , γi) > 0 (i = 1, . . . ,m). (61)

Countries 1, . . . ,m communicate the collective response formula, (59), (60), and
constraints (61) to country m + 1.

Let m + 1 < n. Country m + 1 substitutes (59), (60) in its individual response
formula and gets

�xm+1(tk) =
n∑

j=m+2

β
(m+1)
j m+1(γ1, . . . , γm+1)

γ (m+1)(γ1, . . . , γm+1)
�xj (tk) (62)

where

β
(m+1)
j m+1(γ1, . . . , γm+1) =

m−1∑
i=1

β
(m)
ji (γ1, . . . , γm)βi m+1

γm+1

+ β
(m)
jm (γ1, . . . , γm)βm m+1

γ (m)(γ1, . . . , γm)γm+1
+ βj m+1

γm+1
, (63)

γ (m+1)(γ1, . . . , γm+1) = 1 −
m−1∑
i=1

β
(m)
m+1 i (γ1, . . . , γm)βi m+1

γm+1

− β
(m)
m+1 m(γ1, . . . , γm)βm m+1

γ (m)(γ1, . . . , γm)γm+1
. (64)

The fact that both sides in (62) are positive leads to the constraint

γ (m+1)(γ1, . . . , γm+1) > 0. (65)
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Equality (62) represents an updated individual response formula for country m + 1,
in which the local utility growth criteria for countries 1, . . . ,m are taken into ac-
count.

Country m + 1 communicates its updated individual response formula, (62), to
countries 1, . . . ,m. Countries 1, . . . ,m substitute (62) in their collective response
formula (59), (60), transforming the latter into

�xi(tk) =
n∑

j=m+2

β
(m+1)
j i (γ1, . . . , γm)�xj (tk) (i = 1, . . . ,m) (66)

where

β
(m+1)
j i (γ1, . . . , γm+1) = β

(m+1)
j m+1(γ1, . . . , γm+1)β

(m)
m+1 i (γ1, . . . , γm)

γ (m+1)(γ1, . . . , γm+1)

+ β
(m)
ji (γ1, . . . , γm) (i = 1, . . . ,m − 1), (67)

β
(m+1)
jm (γ1, . . . , γm+1) = β

(m+1)
j m+1(γ1, . . . , γm+1)β

(m)
m+1 m(γ1, . . . , γm)

γ (m)(γ1, . . . , γm)γ (m+1)(γ1, . . . , γm+1)

+ β
(m)
jm (γ1, . . . , γm)

γ (m)(γ1, . . . , γm)
. (68)

Equalities (66) and (62) give a collective response formula for countries 1, . . . ,

m + 1. The collective response formula (66), (62) and positivity constraints (61),
(65) form the result in round m + 1. Equalities (67), (68), (63), (64) show how the
collective response formula for countries 1, . . . ,m + 1, (66), (62), are formed based
on the collective response formula for countries 1, . . . ,m, (59), (60).

Let m+1 = n. Country n substitutes (59), (60), where m = n−1, in its individual
response formula,

�xn(tk) =
n−1∑
i=1

βin

γn

�xi(tk),

and gets in result a simplified analogue of (62):

�xn(tk) = ϕ(n)(γ1, . . . , γn−1)

γn

�xn(tk)

where

ϕ(n)(γ1, . . . , γn−1) =
n−2∑
i=1

β
(n−1)
ni (γ1, . . . , γn−1)βin + β

(n−1)
n n−1(γ1, . . . , γn−1)βn−1 n

γ (n−1)(γ1, . . . , γn−1)
.

The inequality �xn(tk) > 0 implies ϕ(n)(γ1, . . . , γn−1) = γn and, in view of γn > 1
(see (51)),

ϕ(n)(γ1, . . . , γn−1) > 1. (69)
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Obviously, (69) is a necessary condition for the existence of a positive emission
reduction vector �x(tk) acceptable in step k, i.e., satisfying the countries’ utility
growth criteria (50). Country n communicates the criterion (69) to the other coun-
tries and finalizes round n.

In the final round of the exploration stage the countries verify if (69) is feasible
under the constraints imposed on γ1, . . . , γn−1 earlier:

γi > 1, γ (i)(γ1, . . . , γi) > 0 (i = 1, . . . , n − 1) (70)

(see (51), (61)). If the countries find that the system of inequalities (69), (70) is
incompatible, they qualify step k as degenerate, stop the negotiations and termi-
nate the emission reduction process. Otherwise the countries switch to the decision
making stage.

Note that in order to tell if the system of inequalities (69), (70) is compatible,
it is sufficient to find ϕ

(n)∗ = supϕ(n)(γ1, . . . , γn−1) under the constraints (70). This
constrained optimization problem can be solved numerically using standard opti-
mization techniques; for small n the problem can be treated analytically (for the
sake of brevity we do not provide examples). Obviously, the system of inequalities
(69), (70), is compatible if and only if ϕ

(n)∗ > 1.
Let the system of inequalities (69), (70) be compatible and γ1, . . . , γn−1 satisfy

(69), (70). Consider the decision making stage in the negotiations in phase 2b. The
proposed negotiation scheme implies that the compatibility of the system of inequal-
ities (69), (70) is sufficient for the existence of a positive emission reduction vector,
�x(tk), satisfying the system of the countries’ local utility growth criteria (50).

In round 1 country n chooses a positive emission reduction value �xn(tk) and
communicates this value to the other countries. In round 2 countries 1, . . . , n − 1
compute their emission reduction values, �x1(tk), . . . ,�xn−1(tk), using their col-
lective response formula (59), (60) designed in round m = n − 2 of the exploration
stage:

�xi(tk) = β
(n−1)
ni (γ1, . . . , γn−1)�xn(tk) (i = 1, . . . , n − 2),

�xn−1(tk) = β
(n−1)
n n−1(γ1, . . . , γn−1)

γ (n−1)(γ1, . . . , γn−1)
�xn(tk).

A straightforward argument shows that the resulting emission reduction vector,
�x(tk), satisfies the countries’ local utility growth criteria (50), constituting the
desired outcome of the negotiations in step k of the emission reduction process.
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Environmental Mortality and Long-Run Growth

Ulla Lehmijoki and Elena Rovenskaya

Abstract There is emerging evidence that environmental degradation increases hu-
man mortality. This paper provides a long-run consumer optimization model in
which mortality is endogenous to emissions generated by production. Emissions
are assumed to follow the EKC path, first rising and then falling along with output.
In the optimum, some deaths are accepted as an exchange for consumption. The
model is estimated for the European outdoor air pollution data, showing that Eu-
rope has reached the downward sloping segment of the EKC. Economic growth will
thus decrease rather than increase pollution in the future. Nevertheless, continuous
population growth may increase the number of deaths in some countries.

1 Introduction

As several branches of science provide new findings concerning air pollution, cli-
mate change, salination of ground water, and pollution of the ocean, there is emerg-
ing evidence that environmental degradation harms human health. Therefore, the
fear that economic growth increases this degradation is common.

This paper offers a long-run economic growth model in which population growth,
through mortality, is endogenous to environmental degradation. In this framework,
health—and even life—is one of the competing goals of utility-maximizing agents.
Nevertheless, the association between economic degradation and economic growth
is not linear. On the contrary, according to the Environmental Kuznets Curve hy-
pothesis, EKC, pollution first increases but then decreases along with output (Selden
and Song 1994; Arrow et al. 1995; Grossman and Krueger 1995).

Our model is derived from several building blocks and several simplifications are
needed to keep it tractable. Mortality increases as a response to emissions generated
as by-products of production. Since emissions mostly have their roots in energy
combustion, it has been argued that the capital-intensive sector is “dirtier” than the
labor-intensive one (Cole and Elliot 2003). We take this argument to the extreme
by assuming that there is only one capital-intensive sector, where capital is the sole
factor of production. Hence, environmental mortality causes no negative effect on
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production and is important only because of welfare losses, modeled through the
Benthamian utility function depending on per capita consumption and the popu-
lation size. We assume that pollution is a public good consumed by all in equal
amounts, so that only its overall extent is important. The EKC hypothesis is, there-
fore, considered in total rather than in per capita terms. Since our emphasis is on
the basic trade-off between output and deaths, many important elements such as
emission-limiting policies and health-promoting medical efforts are left out of the
model (Stokey 1998).

There seems to be a consensus that of the several environmental hazards, out-
door air pollution currently causes the greatest risk to human health. Air pollu-
tion mortality was first reported in the Meuse Valley, Belgium (1930) and London
(1953), where smog took the lives of 60 and 4000 people respectively (Logan 1953;
Nemery et al. 2001). Air pollution raises mortality mainly through increases in res-
piratory and cardiovascular diseases and lung cancer, but an increase in skin cancer
has also been reported (Samet et al. 2000; Brunekreef and Holgate 2002). All age
groups are affected, but the unborn, young children, and the elderly are the most
vulnerable. CAFE, the Clean Air for Europe program and WHO, the World Health
Organization, have provided the first-ever estimates of environmental mortality in
Europe, showing that nowadays there are more than 300000 premature deaths an-
nually (WHO 2004). Hence, the relevant question arises how economic growth will
change this number in the future.

To answer this question, we estimate the parameters of the model to accommo-
date it to the European economic and air pollution data. The critical question is
whether the European countries have already passed the EKC peak. Since the de-
rived results suggest that this is the case, our conclusion is that economic growth
will decrease rather than increase air pollution in the future, the decrease being
most rapid in countries with highest economic growth. Nevertheless, in some coun-
tries continuous population growth will increase the number of air pollution deaths
because the number of exposed people increases. In the sub-sample of fourteen
European countries for which a complete analysis is possible, the total number of
deaths from 2000 to 2020 accumulates to more than four million, showing that even
though Europe is one of the cleanest places in the world, its environmental deaths
are numerous enough to be taken seriously.

The paper is organized as follows: Sect. 2 introduces the model and Sect. 3 works
out its solution. Section 4 provides its application to the European air pollution data
with country-specific results and Sect. 5 discusses the findings and closes the paper.
The appendixes contain technical details and the data.

2 The Model

Consider an economy in which capital K is the only input, implying that the role
of labor L as input is negligible. The production function takes the Cobb-Douglas
formula

Y = AKα, (1)
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where A > 0 is the technology level and 0 < α < 1 is the elasticity of the output
with respect to capital.

All emissions E are generated as by-products of production. Hence, for all Y ≥ 0
emissions become

E = g(Y ) = g(AKα).

We assume that the Environmental Kuznets Curve hypothesis EKC holds, i.e., emis-
sions first rise and then fall along with output. EKC arises when the emission-
decreasing technology and composition effects dominate the emission-increasing
scale effect, consisting of an increase in per capita incomes and population size.
Therefore, the emission function g(·) assumes

g′(Y ) > 0 for Y < μ, g′(Y ) = 0 for Y = μ,

g′(Y ) < 0 for Y > μ,
(2)

and

lim
Y→0

g′(Y ) < ∞, lim
Y→∞g′(Y ) = 0, (3)

where μ refers to the EKC peak. The limit conditions (3) imply that emissions step
in slowly and ultimately level off. The emission function also satisfies

g(0) = 0, lim
Y→∞g(Y ) ≥ 0.

Emissions cause unwanted health consequences ranging from eye irritation to se-
vere illness and death. We concentrate on deaths. Hence, we assume that the popu-
lation growth rate L̇/L = n consists of two components, an autonomous component
and a component describing the environmental deaths. Concentrating on the latter,
we assume that the autonomous component ν is constant. Hence, for all E ≥ 0, the
population growth rate n = n(E) satisfies

n(0) = ν > 0, n′(E) < 0, (4)

indicating that population growth is positive for zero emissions but decreases as
emissions increase. Several additional specifications are possible, but since most
epidemiological studies indicate that the association between mortality and pollu-
tion is linear (Samet et al. 2000; Brunekreef and Holgate 2002; Pope et al. 2002),
we assume n′′ = 0. Note also that because the production function (1) is highly styl-
ized, environmental mortality induces no feedback on the output. This is justified if
most environmental victims are children and elderly adults, as is the case of the air
pollution deaths analyzed here.

Noting (4) and normalizing the initial population to unity, the population size at
time t becomes

L(t) = exp
∫ t

0
n[E(τ)]dτ. (5)
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Since the output can be either consumed or saved, the capital stock accumulates
according to

K̇ = AKα − C − δK, K(0) = K0, (6)

where δ > 0 refers to depreciation and K0 to a positive initial value of the capital
stock.

Consider a benevolent central planner facing the Benthamian societal utility
u(C/L) · L, which depends on individual utility from per capita consumption C/L

and the number of people L, implying that environmental deaths cause disutility to
the planner. To keep the model simple, environmental amenities are not included.
Let the utility function adopt the CIES formula

u(C/L) = (C/L)1−θ

1 − θ
(θ �= 1).1

The central planner chooses consumption C(·) to maximize the utility index

U =
∫ ∞

0
u[C(t)/L(t)]L(t)e−ρt dt

=
∫ ∞

0

C(t)1−θ

1 − θ
e− ∫ t

0 {ρ−θn[E(τ)]}dτ dt (7)

subject to (2), (3), (4), (6). To keep (7) bounded, we assume

ρ − θν > 0. (8)

Due to (4), assumption (8) is sufficient for positiveness of ρ − θn(E) for all E ≥ 0.

Since we assume that emissions are commonly “consumed” by all, i.e., emissions
are a public good, only their total amount is important. Hence, we keep the model
at aggregative level, without reducing it to per capita terms.

3 Optimal Consumption and Investment

The fact that the discount factor �(t) = ∫ t

0 {ρ − θn[E(τ)]}dτ in (7) is not constant
provides difficulties for the analysis. To eliminate them, we apply the virtual time
technique suggested by Uzawa (1968). Given (8), the factor �(t) has the following
properties:

(i) �(0) = 0,

(ii) �(∞) = ∞,

(iii) �(t) is monotonically increasing with �̇(t) = ρ − θn[E(t)] > 0.

1The alternative specification, u(C/L) = (C/L)1−θ

1−θ
− 1, has the convenient property

limθ→1 u(C/L) = lnC/L, but this fails in the shorter expression above. Hence the requirement
θ �= 1. Both formulas lead to the same result.
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Since �(t) thus satisfies the regularity conditions suggested by Uzawa (1968), it
can be used as an alternative independent time variable and we set C = C(�), K =
K(�), E = E(�). Furthermore,

dt = d�(t)

ρ − θn[E(t)] . (9)

Applying (9) to (2)–(7) turns the problem into2

maximizeC(·) U =
∫ ∞

0

C1−θ

(1 − θ)(ρ − θn(E))
e−�d�,

subject to: K̊ = dK

d�
= AKα − C − δK

ρ − θn(E)
, K(0) = K0,

E = g(AKα),

(10)

where the notation K̊ refers to differentiation in terms of virtual time. Problem (10)
can be solved in virtual time by the Pontryagin maximum principle for optimal
control problems on the infinite time horizon (as in Aseev and Kryazhimskiy 2007).
Letting λ be the adjoint variable, the Hamiltonian and necessary conditions become:

H(K,C,λ) = 1

ρ − θn(E)

{
C1−θ

1 − θ
+ λ[AKα − C − δK]

}
, (11)

∂H

∂C
= 0 ⇐⇒ C−θ = λ, (12)

λ̊ = dλ

d�
= −∂H

∂K
+ λ. (13)

Since

λ̇ = (dλ(�)/d�) · (d�/dt) = λ̊(ρ − θn(E)),

multiplying (13) by (ρ − θn(E)) transforms it back to the natural time and, after
some algebra, the equation for the adjoint variable becomes

λ̇/λ = −
{

θn′g′αAKα−1

λ
H + αAKα−1 − δ − ρ + θn

}
. (14)

To eliminate λ, take the time derivative of (12) and insert into (14) to get

Ċ

C
= 1

θ

{
θn′g′αAKα−1

λ
H + αAKα−1 − δ − ρ + θn

}

2To make the formulas shorter, we leave out the arguments of the functions if possible.
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= 1

θ

{
θn′g′αAKα−1

ρ − θn

(
θC

1 − θ
+ AKα − δK

)

+ αAKα−1 − δ − ρ + θn

}
. (15)

Equations (6) and (15) supply the solution of the model. The phase lines are:

Ċ

C
= 0 ⇐⇒ C = θ − 1

θ

{
AKα − δK + ρ − θn

θn′g′αAKα−1

× [αAKα−1 − δ − ρ + θn]
}
,

K̇ = 0 ⇐⇒ C = AKα − δK.

The phase line K̇ = 0 with slope αAKα − δ is strictly concave, reaches its
maximum at K̄ = (δ/αA)1/(α−1), and hits the horizontal axis at the origin and
K̃ = (δ/A)1/(α−1) as is illustrated in Fig. 2.

The phase line Ċ/C = 0 can adopt several shapes depending upon the value of
the parameter θ . Since Hall (1988) has argued that empirical elasticities tend to be
large, we assume θ > 1, implying that the fraction (θ − 1)/θ is positive.3 The limits
of Ċ/C = 0 for K → 0 and K → K̃ are

lim
K→0

C = θ − 1

θ

ρ − θn(0)

θn′(0)g′(0)
< 0,

lim
K→K̃

C = θ − 1

θ

ρ − θn[g(AK̃α)]
θn′[g(AK̃α)]g′(AK̃α)αAK̃α−1

× [αAK̃α−1 − δ − ρ + θn[g(AK̃α)]] < 0.

Because g′ changes its sign at the EKC peak, the line Ċ/C = 0 has a point of
discontinuity at K = μ. Since

0 ≤ AKα − δK < ∞ (16)

for all K < K̃ , the limit behavior of Ċ = 0 depends on its rightmost expression

ρ − θn

θn′g′αAKα−1
[αAKα−1 − δ − ρ − θn].

Thus, noting (2), (3), (4) and (8), it holds

lim
K↑μ

C = −∞,

lim
K↓μ

C = +∞.

3The case where θ < 1 can, however, be considered analogously.
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Fig. 1 The phase lines

All steady states, if they exist, are allocated on the upward sloping segment of
K̇ = 0. For the EKC to be of economic interest, it should thus peak at lower val-
ues of K . Hence, we assume μ < K̄ .

Finally, consider the slope of Ċ = 0 given by

dC

dK
= θ − 1

θ

{
αAKα−1 − δ + d((ρ − θn)/θn′g′αAKα−1)

dK

× [αAKα−1 − δ − ρ − θn]

+ ρ − θn

θn′g′αAKα−1
[α(α − 1)AKα−2 + θn′g′αAKα−1]

}

= θ − 1

θ

{
2(ρ − θn) + ρ − θn

θn′g′ (α − 1)K−1
}
,

implying that lim K → 0 dC/cK = +∞. Therefore, Ċ/C = 0 adopts an inverted-
U shaped graph for K < μ but swings from ∞ to negative values when K > μ.
Inequality (16) affects the shape of Ċ/C = 0 in the vicinity of the K-axis. Figure 2
illustrates this.

Figure 1 shows that two cases are possible. The inverted-U part of the phase line
Ċ/C = 0 can lie low enough to avoid the intersection with K̇ = 0. In this case, the
number of interior steady states is one. Alternatively, the inverted-U part of Ċ = 0
may lie so high that it intersects K̇ = 0. In this case, the number of interior steady
states is three.4 The former is given in panel a and the latter in panel b in Fig. 1.

4The non-generic case in which Ċ/C = 0 is a tangent to K̇ = 0 is not analyzed. Because of the
discontinuity and non-concavities in the phase lines, additional intersections can not be excluded
a priori. The emission function may also exhibit several peaks, giving rise to several points of
discontinuity without violating the basic structure of the model.
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A standard local stability analysis in Appendix A shows that steady states 1 and 3
are saddles with stable branches running from the south-west and north-east while
steady state 2 is an unstable focus or node. These results are summarized as follows:

Proposition The problem (2)–(7) has at least one steady state (K∗,C∗), in which
K∗ > 0, C∗ > 0 and K∗ < K̃ = (δ/A)1/(α−1).

One can comprehend the model by comparing it with the standard model of op-
timal growth in which the central planner only faces the trade-off between current
consumption and future consumption streams, whereas in the present model she
also faces the trade-off between the future consumption streams and environmental
deaths. Since high future consumption calls for emission-increasing investment and
production, the planner evaluates current consumption against the future consump-
tion net of induced deaths. In the optimum, she accepts some deaths as an exchange
for sufficient consumption.

4 Air Pollution Mortality in Europe

CAFE, the Clean Air for Europe program and WHO have recently provided sum-
mary estimates of mortality caused by short-term exposure in Europe by collect-
ing 629 time-series and 160 individual or panel studies that regress daily mortality
against daily changes in outdoor air pollution (WHO 2004). These summary es-
timates show that there is a significant response in mortality to particulate matter
(PM) and ozone.5 Pope et al. (2002) have analyzed the effects of long-term PM
exposures in the United States in a study in which questionnaires monitored indi-
viduals from 1982 onwards, making control for other risk sources possible. Their
estimates were applied to the European data to derive the effects of long-term ex-
posure; the short-term and long-term exposures together induced more than 300000
premature deaths in 2000 in Europe (WHO 2004).6

Although the available mortality numbers in WHO (2004) refer to several pollu-
tants, most deaths are caused by particulate matter. Furthermore, as particulates are
closely associated with other pollutants, they can be used as an indicator of outdoor
air pollution (Cohen et al. 2004). Thus, we concentrate on particulate matter here.
The data comes from Amann et al. (2007), who report the PM2.5 emissions for 25

5Particulate matter, PM, consists of solid airborne particles of varying size, chemical composi-
tion, mainly generated by energy combustion (mobile or fixed site), often also from long-distance
sources. Particulate matter is further classified according to its maximum diameter size, the main
groups being PM2.5 and PM10 with maximal diameters of 2.5 and 10 µm respectively.
6For methodological issues in epidemiological studies, see Chay et al. (2003). For studies on infant
mortality, see Chay and Greenstone (2003) and Currie and Neidell (2005). For techniques for
deriving country-level mortality estimates, see Ostro (2004).
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Fig. 2 Emission intensity
and per capita GDP in 2000
in EU25

European countries (EU25) for the year 2000. Appendix B gives the list of countries
together with mortality and emission data.

4.1 Generating the Missing Emission Data

The theoretical model claims that the emission function E = g(Y ) = g(GDP)

should adopt an EKC consistent path, i.e., emissions should first rise and then fall
as a function of output Y measured as the real gross domestic product GDP. To
estimate such a function, several observations of E and GDP are necessary but, un-
fortunately, the PM2.5 data above is available only for the year 2000. Therefore, our
estimation strategy is to derive the country-specific formulas for E = g(GDP) in
two steps, both of which utilize the EKC approach. Namely, we first estimate the
emission-output association from a cross-section of countries in 2000 and then we
generalize this association to time series in individual countries.

For the cross-section, we calculate the emission intensities of outputs φi,2000 =
Ei,2000/GDPi,2000 for country i in 2000 to regress them against the values of the
per capita domestic products (GDPpci,2000). Figure 2 shows that φ decreases as a
function of GDPpc, implying that cleaner production methods are applied in richer
countries. A suitable formula for the association seems to be φ = γ · GDPpcϑ . Al-
ternatively, one can try a hump-shaped curve, implying that the emission intensity
should initially increase, even though such observations are not present in the cur-
rent data consisting industrial countries alone.7 The formula φ = γ · GDPpcϑ has
the best fit with the data. Hence, by taking logs, we fit

lnφi,2000 = lnγ + ϑ · ln GDPpci,2000 + εi (17)

by OLS, to derive the estimates γ = 56298.77 and ϑ = −1.27. Model (17) explains
55% of the cross-country variation in φ.

7We also explored several other formulas, among them expressions for per capita emissions.
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Fig. 3 The generated emissions data for EU14; 1950 = 100

To derive the country-specific time series from (17), note that φ = E/GDP im-
plies

E = φ · GDP = φ · GDPpc · L = 56298.77 · GDPpc−0.27 · L,

showing that the elasticity of emissions in terms of GDPpc (population) is negative
(positive). Hence, knowing GDPpc and L one can calculate the time series

Ei,t = li · 56298.77 · GDPpc−0.27
i,t · Li,t , (18)

for each country with a multiplicative country-specific fixed factor li = εi/φi,2000,
derived from the residual error in (17). Equation (18) shows that, in spite of decreas-
ing emission intensities, emissions themselves may increase or decrease, depending
upon the growth rate of GDPpc and population L.

For most countries in EU25, the GDPpc and population data are given from 1950
onwards in Heston et al. (2006), but for the former Soviet satellites, the GDPpc
data only start from 1970 (or from 1993 in some cases). Furthermore, these data are
markedly volatile, leading to violation of the parameter constraints 0 < α < 1 and
ρ − θν > 0 (Hungary being an exception), while only Luxembourg violates these
constraints among the group of the old EU members. For these reasons, we are able
to perform a complete time series analysis only for 14 countries (EU14), presenting
67% of the population in EU25.

The generated PM2.5 time series, indexed to 1950 = 100, are shown in Fig. 3.
Some of the series seem to have a peak soon after World War II but most show
decreasing trends, interrupted by short booms in some cases. In The Netherlands,
emissions are increasing exhibiting, however, a recent peak. Thus, the generated
data does not conflict the EKC.

4.2 Estimating the Country-Specific Parameters

To apply cross-country results to a single-country model, some intermediate steps
are usually needed and this holds in our case as well. Given that the cross-sectional
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comparison is meaningful only in terms of per capita GDP, the expression for emis-
sions in (18) depends on GDPpc and L. For mathematical reasons, however, our
model takes emissions directly as a function of GDP, claiming that the function
E = g(GDP) satisfies (2) and (3), i.e., increases slowly, then peaks, and ultimately
levels off. To estimate such a function, we take the generated time series for E as
plain data, and regress them against the time series for GDP from each country. Sev-
eral functional formulas satisfy the requirements of the theoretical model, maybe the
simplest of them is

E(t) = η · Exp

{
−

(
GDP(t) − μ

σ

)2}
,

where μ and η refer to the GDP and emissions at the EKC peak, respectively. In
countries where the trend is downward sloping, the actual peak of the EKC remains
unknown. In these cases, the peak is allocated to the earliest available year, but the
observed peak is applied if available. For The Netherlands, the peak is allocated
at 1996. By calculating xt = (GDPt − μ)2 for each year t and by taking logs, we
estimate

lnEt = lnη + sxt + εt , (19)

for each country separately to derive the country-specific estimates for η and
σ = −s0.5. All countries exhibit statistically highly significant values for σ . The
estimates and the values for R2 are reported in Table 1.

To evaluate A and α in the production function Y = GDP = AKα , we first apply
the standard perpetual inventory method (Caselli 2004) to generate the capital stocks
from 1950 to 2000 (from 1970 for Hungary) by accumulating investments (data
from Heston et al. 2006). We assume that the depreciation rate δ = 0.05 is the same
in all countries. By taking logs, we can fit

ln GDPt = lnA + α · lnKt + εt (20)

for each country separately to derive the country-specific estimates for α and A

(Table 1).
Consider next the demographic function n = n(E) defined in (4). The linear func-

tion can be written as n = n(E) = ν − βE. For the autonomous population growth
ν, we adopt the country-specific average annual population growth rate from 1950
to 2000 (Table 1). Air pollution naturally has some effect on this number since ur-
ban air pollution used to be considerable in some cities, but given the long time-span
and large population included, this effect seems negligible because environmental
mortality constitutes only a small fraction of total mortality. Since βE is the death
rate from air pollution, we calculate

β = air pollution deaths2000

population2000
: E2000

for each country to derive the country-specific estimates for β (Table 1).
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Table 1 The parameters

Country η σ R2 A α R2 ν β ρ θ R2

Austria 34.77 364.35 0.66 1.32 0.78 0.99 0.0031 2.41E–05 0.055 6.04 0.86

Belgium 39.84 425.03 0.85 0.7 0.89 1.00 0.0035 3.81E–05 0.073 7.63 0.73

Denmark 29.37 313.99 0.84 1.21 0.78 0.99 0.0045 2.36E–05 0.08 7.64 0.77

Finland 32.57 222.69 0.64 0.76 0.82 0.99 0.0051 8.70E–06 0.046 4.62 0.62

France 347.59 7854.77 0.42 2.26 0.77 1.00 0.007 2.17E–06 0.059 6.8 0.90

Greece 48.7 546.28 0.08 1.6 0.73 0.99 0.0074 1.39E–05 0.079 4.89 0.64

Hungary 80.88 130.62 0.90 2.86 0.64 0.92 0.0018 2.41E–05 0.04 8.16 0.23

Ireland 16.62 209.32 0.40 1.1 0.8 0.97 0.0049 2.18E–05 0.048 8.54 0.59

Italy 184.97 2370.85 0.87 0.89 0.88 1.00 0.0041 5.85E–06 0.075 5.41 0.85

Netherlands 27.92 810.2 0.93 0.43 0.96 0.99 0.009 3.66E–05 0.066 6.86 0.77

Portugal 98.24 291.53 0.59 1.7 0.76 1.00 0.0039 6.42E–06 0.063 8.3 0.65

Spain 166.08 2832.71 0.25 2.74 0.73 1.00 0.0075 3.25E–06 0.051 6.2 0.65

Sweden 27.54 717.85 0.50 0.97 0.83 0.99 0.0047 1.46E–05 0.069 7.92 0.69

United Kd 126.22 2773.21 0.90 8.9 0.61 0.98 0.0033 6.16E–06 0.045 13.37 0.64

The country-specific average real interest from the post oil-crisis period (1983–
2000) is chosen as the proxy for the time preference factor ρ (data from World
Bank 2008). To estimate θ , consider equation (15). Unfortunately, (15) cannot be
solved for θ , but we simplify it by setting n′ = 0 to get Ċ/C = (1/θ)(αAKα−1 −
δ − ρ) + n.8 Hence, given the values for A, α, ρ, and δ and the data from Heston et
al. (2006) we estimate 1/θ from

Ċt

Ct

− nt = 1

θ
(αAKα−1

t − δ − ρ) + εt (21)

to derive the country-specific estimates for θ (Table 1). The F and t tests for the
estimates in Table 1 show that all models and parameters are statistically significant.

4.3 Results

Given the estimated parameters, one can calculate the solution of the model and
build projections of emissions and air pollution deaths for each country in EU14.9

8We evaluated the average maximal error in EU14 from omitting the element 1
θ
{ θn′g′αAKα−1

ρ−θn
( θC

1−θ
+

AKα − δK)} in (16) by noting that this term is an increasing function of θ and that the calibrated
values for θ never exceed 15. Thus, by assuming θ=15 and calculating the omitted element for all
countries we see that the average maximal error in the right hand side of (21) is 0.48%.
9All results are derived by the time-elimination method, in which the stable saddle path is calcu-
lated from the steady state (K∗,C∗) backwards to the origin (Mulligan and Sala-i-Martin 1991).



Environmental Mortality and Long-Run Growth 251

Table 2 The results

Country PM2.5 Death rate Deaths Deaths Growth %

2020 2020 2020 2000–2020 2000–2020

Austria 16.33 0.00039 3580 96869 2.05

Belgium 20.30 0.00077 8415 229168 2.19

Denmark 22.27 0.00053 2966 66104 1.42

Finland 21.03 0.00018 1003 24435 2.10

France 321.38 0.00070 45393 922930 1.85

Greece 42.11 0.00059 7535 155919 1.61

Hungary 42.74 0.00103 7052 211619 1.58

Ireland 12.79 0.00028 1058 23790 2.12

Italy 79.51 0.00047 28971 863269 2.58

Netherlands 21.09 0.00077 13786 325084 2.58

Portugal 38.13 0.00024 3061 86445 2.02

Spain 135.52 0.00044 19433 413681 2.06

Sweden 24.20 0.00035 3280 69350 1.64

United Kingdom 102.24 0.00063 37325 809758 0.98

Total/average 899.66 0.00053 182857 4298419 1.91

The time horizon chosen extends from 2000 to 2020. Only a single steady state
arises in every EU14 country (panel a in Fig. 1). Simulated experiences show, how-
ever, that the empirical results derived below can be extended to multi-equilibrium
cases (panel b in Fig. 1). The main reason is that the low and high-capital steady
states are both saddles (Appendix A). The main results are shown in Table 2.

The first column in Table 2 shows the projected PM2.5 emissions in 2020, its
last row indicating that the total annual emissions in EU14 will decrease to 899.66
kilotons from 1097.34 kilotons in 2000 (Appendix B). To compare the country-
specific values, we construct an index by normalizing the values for 2000 to 100.
Figure 4 panel a indicates that emissions will decrease everywhere, the largest de-
crease taking place in Portugal and the smallest in France. Table 2 and Appendix B
also show that the average death rate from air pollution will decrease to 0.00053
from 0.00069 in 2000. The country-specific indexed death rates are illustrated in
Fig. 4, panel b.

The third column in Table 2 reports the number of air pollution deaths in 2020.
A comparison with the data shows that the annual total in EU14 will decrease to
182857 from 220225 in 2000. Expressed as an index, this decrease is to 83.03.
Figure 5 shows the indexed time paths for deaths for each country, indicating that
most marked gains will be achieved by Italy, Portugal, and Hungary. On the other

The accuracy of the model, measured by its ability to meet the actual data point of air pollution
deaths in 2000 is satisfactory, the average error in deaths being −3.84%. Mathematica 5.2 pro-
grams are available from the authors on request.
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Fig. 4 The index of emissions and death rates in 2020. The value for 2000 is 100 for all countries

Fig. 5 Trends in air pollution deaths. The value for 2000 is 100 for all countries

hand, deaths will increase in France and Greece, where the decrease in emissions
and deaths rates will be more than off-set by an increase in the population size,
implying that the number of exposed individuals increases. In spite of the generally
decreasing trends in deaths, the last row of the fourth column in Table 2 shows
that the total number of air pollution deaths from 2000 to 2020 will accumulate to
4298419 persons in EU14.

In general, the importance of population growth is considerable, even in an area
like EU14, where it is already relatively low. Figure 6 panel a plots the index of
air pollution deaths in 2020 against the autonomous population growth rate (para-
meter ν), showing a strong positive association. One can see that the autonomous
population growth rate is much higher in Greece (GRC), Spain (ESP) and France
(FRC) than in Hungary (HUN), Italy (ITA), and Portugal (PRT), the former group
exhibiting at most a marginal decrease in deaths, while the decrease in the latter
group is large (Fig. 5, Table 2).

On the other hand, economic growth is also important because all economies
show a downward-sloping emission trend, suggesting that the fast-growers should
leap ahead in their EKC path. This is indeed confirmed by Fig. 6, panel b, which



Environmental Mortality and Long-Run Growth 253

Fig. 6 The index of air pollution deaths in 2020 as a function of demographic and economic
growth

plots the death index in 2020 against the projected average economic growth rate
from 2000 to 2020 (Table 2, last column), revealing a negative association between
these two. Comparison of panels a and b also shows several interesting cases. Italy
(ITA), for example, gains a double advantage since its population growth is low
and the projected economic growth rate is high. On the other hand, high economic
growth in The Netherlands (NLD) will approximately off set the high demographic
growth, although there will be a delay in the decrease in deaths, caused by a slow
take-off after the recent peak (Fig. 5). The high death index in The United Kingdom
(GBR), in turn, seems to be caused by the slow economic growth rate projected by
the model.

In general, the projected economic growth rates will be smaller than in the past,
a result which is expected because of the decreasing productivity of capital (α < 1).
Table 2 (last column, las row) shows that from 2000 to 2020 the average annual eco-
nomic growth rate will be 1.91%, while it was 2.87% from 1950 to 2000 (from 1970
to 2000 for Hungary). Hence, the projected deceleration is considerable, implying
that the here-calculated decreases in emissions and death rates are small rather than
large.

All results here are based on the assumption that δ = 0.05, so that they are subject
to some uncertainty. To evaluate the magnitude of this uncertainty, we re-ran all es-
timates for δ = 0.04 and δ = 0.06. Figure 7 shows the time paths of the total annual
deaths in EU14 for these alternative values, both as numbers and as an index, the
latter showing that in 2020 the totals in EU14 are 87.13 (83.03) 78.65 for δ = 0.04
(δ = 0.05) δ = 0.06 respectively. Hence, deaths decrease as δ increases because
higher depreciation decreases the calculated capital stock for 1950–2000 (1970–
2000), increasing the estimates for the productivity parameters in (20) which, in
turn, implies higher growth for the period 2000–2020. One can also evaluate the sen-
sitivity of the results in terms of other parameters. We give θ as an example, show-
ing that the 95% confidence limits for total deaths in 2020 are 171904. . .194715
with a mean of 182857; i.e., the sensitivity of the results is not very considerable
for θ .
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Fig. 7 Sensitivity analysis in terms of δ; total number and index of deaths

Fig. 8 Comparison of
emissions

To put our analysis into a more general framework, it is necessary to compare
it with other studies. One suitable source is the Regional Air pollution the INfor-
mation and Simulation model RAINS (currently called GAINS once amended for
greenhouse cases), which is a large-scale simulation model constructed to validate
the emission data from the EU Member States (Amann et al. 2007). Depending
on the scenario details, GAINS gives several projections for PM2.5, among which
Fig. 8, which also shows the data from 2000, compares the Current Legislation sce-
nario with our results for 2020. The total emissions in EU14 in 2020 in our model
(899.65 kilotons) will be larger than in GAINS (686.83 kilotons), the difference
having its source in three countries, France (FRA), Spain (ESP) and The United
Kingdom (GBR), while the other countries show almost similar numbers. One of
the future challenges thus is to pay special attention to those countries where the
difference between these two approaches is most significant.
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5 Conclusions

There is emerging evidence that environmental degradation adds human mortality
and a common fear is that economic growth exacerbates the number of environmen-
tal deaths by increasing degradation. To evaluate whether this fear is justified, we
provide a long-run consumer optimization model where mortality is endogenous to
emissions, which are assumed to follow the EKC path, first rising but then falling
along with output.

The parameters of the model are estimated to accommodate European economic
and air pollution data, showing that countries in Europe have reached the downward
sloping segment of EKC. Economic growth will, therefore, decrease air pollution
and the associated death rates in all fourteen countries for which the analysis is
possible. In some countries, however, population growth is so high that the number
of deaths will increase. The total number of air pollution deaths from 2000 to 2020
accounts to more than four million in these countries.

Several improvements to the current model are possible, but its simplicity is also
an advantage. The simplicity of the production function, for example, reminds us
why environmental deaths have been discussed so little: if no considerable produc-
tive feedbacks arise, as may be the case in air pollution deaths, then these deaths
are human and welfare problems alone, indicating that sufficient attention may not
be paid on them. On the other hand, the simplicity of the Benthamian utility func-
tion puts things very bluntly: only the total utility matters, and a situation in which
some people suffer and die but others go on happily consuming ever more may well
be optimal. Policy measures, such as emission limits and international agreements,
are thus needed to decrease emissions faster than this study implies, and to prevent
the total number of environmental deaths from growing to the kinds of numbers
calculated in this paper.

Appendix A: Local Stability of the Steady States

Consider the system of (6) and (15). To simplify the notations, write K̇ = ϕ(K,C)

and Ċ/C = ψ(K,C). The Jacobian of the system is

J =
[

ϕK ϕC

ψK ψC

]
.

As evaluated around the steady state, its elements become

ϕK = αAKα−1 − δ,

ϕC = −1,

ψK = 1

θ

{
d[θn′g′αAKα−1/(ρ − θn)]

dK

(
θC

1 − θ
+ AKα − δK

)

+ θn′g′αAKα−1

ρ − θn
(αAKα−1 − δ) + α(α − 1)AKα−2 − θn′

}



256 U. Lehmijoki and E. Rovenskaya

= 1

θ

{
(θn′g′αAKα−1)2

(ρ − θn)2

(
θC

1 − θ
+ AKα − δK

)

+ θn′g′αAKα−1

ρ − θn
(αAKα−1 − δ) + α(α − 1)AKα−2 − θn′

}
,

ψC = 1

1 − θ

θn′g′αAKα−1

ρ − θn
.

Because ψK can be of either sign, we write

DETJ = ϕK · ψC − ψK · ϕC

=
[(

−ϕK

ϕC

)
−

(
−ψK

ψC

)]
(−ϕC) · ψC,

where the square brackets give the difference in the slopes of K̇ = 0 and Ċ/C = 0.
Consider the single steady states depicted in Fig. 1, panel a. Since this steady state
is allocated after the EKC peak, g′ is negative so that the expression (−ϕC) · ψC =

1
1−θ

θn′g′αAKα−1

ρ−θn
is negative. Since Ċ/C = 0 hits K̇ = 0 from above, the expression

in the square brackets is positive, implying DETJ < 0. Hence, the single steady
state is a saddle. By analogous reasoning, steady state 3 in panel b is also a saddle.
In steady state 1 shown in panel b, Ċ/C = 0 hits K̇ = 0 from below, making the

expression in the square brackets negative. But since 1
1−θ

θn′g′αAKα−1

ρ−θn
> 0 (g′ > 0),

this steady state is again a saddle.
In steady state 2 in panel b, Ċ = 0 hits K̇ = 0 from above (square brackets pos-

itive) and 1
1−θ

θn′g′αAKα−1

ρ−θn
> 0 so that DETJ > 0. Since all steady states are allo-

cated on the upward sloping segment of K̇ = 0 with αAKα−1 − δ > 0, and since
g′ > 0 for steady state 2, the trace of J , given by

TRJ = ϕK + ψC

= αAKα−1 − δ + 1

1 − θ

θn′g′αAKα−1

ρ − θn

is positive, implying that steady state 2 is unstable. Since the sign of (TRJ )2 − 4 ·
DETJ is unknown, steady state 2 can be either a focus or a node.

The dynamics outside the steady state are: because ϕC = −1, the capital stock
increases (decreases) below (above) phase line K̇ = 0. The behavior of consumption

is given by ψC = 1
1−θ

θn′g′αAKα−1

ρ−θn
. Consumption thus increases (decreases) above

(below) the phase line Ċ/C = 0 for K < μ, whereas for K > μ this behavior is
reversed. Hence, the stable saddle path which starts from the origin approaches the
saddle-stable steady state (steady states) from the south-west whereas the other ap-
proaches it from the north-east.
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Appendix B: Countries and Variables

Country Isocode PM2.5 Death rate Deaths

Austria AUT 28.18 0.00068 5508

Belgium BEL 32.86 0.00125 12904

Denmark DNK 25.97 0.00061 3274

Finland FIN 28.26 0.00025 1272

France FRA 328.23 0.00071 42202

Greece GRC 47.32 0.00066 7242

Hungary HUN 52.38 0.00126 12895

Ireland IRL 14.16 0.00031 1174

Italy ITA 150.27 0.00088 50766

Netherlands NLD 26.78 0.00098 15573

Portugal PRT 76.99 0.00049 5053

Spain ESP 151.14 0.00049 19976

Sweden SWE 25.40 0.00037 3284

United Kingdom GBR 109.40 0.00068 39543

EU14 (total/average) 1097.34 0.00069 220225

Cyprus CYP 2.18 0.00030 231

Czech Rep. CZE 42.69 0.00088 9086

Estonia EST 21.69 0.00044 631

Germany GER 159.86 0.00091 75150

Latvia LVA 10.93 0.00055 1334

Lithuania LTU 12.50 0.00061 2197

Luxembourg LUX 2.73 0.00074 321

Malta MLT 0.59 0.00049 193

Poland POL 202.70 0.00085 32944

Slovak Rep. SVK 14.50 0.00079 4265

Slovenia SVN 12.08 0.00082 1582

EU25 (total/average) 1579.79 0.00068 348600

All numbers refer to year 2000. PM2.5 emissions in kilotons (Amann et al. 2007), Deaths refer
to air pollution induced deaths (WHO 2004). In addition, annual series from 1950 (from 1970 for
Hungary) for population, GDPpc, and investments (Heston et al. 2006), and annual series from
1983 for real interest rates (World Bank 2008)
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Development of Transportation Infrastructure
in the Context of Economic Growth

Manuel Benjamin Ortiz-Moctezuma,
Denis Pivovarchuk, Jana Szolgayova,
and Sabine Fuss

Abstract Developed road infrastructure is one of the main ingredients to economic
growth. At the same time, economic growth enables further expansion of infrastruc-
ture. The co-evolutionary aspects of the growth of economic output and road in-
frastructure are thus apparent and represent the main motivation for the study pre-
sented in this chapter. We develop a model analyzing the interdependence between
a country’s economic growth and the development of transportation infrastructure
in this country, explicitly taking into account the mutual influence of the rate of
economic growth and the transportation capacity. Formulating an optimal control
problem, the optimal investment rate can be determined. This model forms a com-
prehensive framework for understanding the underlying dynamics and the patterns
of economic growth in relation to transport infrastructure. An analytical solution for
the infinite horizon problem is derived and the steady state is shown to depend cru-
cially on the rate of physical decay of roads. Testing the model for the data of two
countries illustrates the usefulness of such an approach to real world problems and
possibly policy recommendations, even though the model would have to be adapted
to the specific characteristics of each country or region to make precise statements.

1 Introduction

Developed road infrastructure is an essential factor facilitating and accelerating eco-
nomic growth, which will in turn enable the addition of more roads. At the same
time, the marginal benefit of adding roads to a large stock of existing capacity might
be diminishing. It is thus evident that the co-evolution of economic output and road
infrastructure is rather intricate and deserves special attention. The model developed
in this chapter therefore investigates the interdependency between a country’s eco-
nomic growth and the development of transportation infrastructure in this country.
To this end, a co-evolutionary perspective is developed, where the mutual influence
of the rate of economic growth and the capacity of transportation infrastructure are
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explicitly taken into account. This approach enables us to set up an optimal con-
trol problem, where the optimal investment rate is determined considering the co-
evolutionary dynamics of GDP growth and capacity expansion. This model forms a
comprehensive framework for understanding the underlying dynamics and the pat-
terns of economic growth in relation to transport infrastructure.

Following the seminal work by Aschauer (1989), interest in the relationship
between economic growth and infrastructure had been rekindled and, as a conse-
quence, a large body of mainly empirical studies emerged from the effort of the
research community—also in response to demand for better insights from the side
of policy-makers. Gramlich (1994) and later Button (1998) provide in-depth reviews
of this work and also some valid criticism with respect to both methodology and—
more importantly—the underlying mechanism of the dynamics.1 One debate in the
latter context is, for example, the question of causality involved in these processes,
i.e. whether economic growth is accelerated by increases in the stock of infrastruc-
ture or whether additions to existing infrastructure are caused by enhanced eco-
nomic growth. Methodologically, a point of criticism is that cross-country analysis
is barely possible given the differences in measurement practices and infrastructure
definitions in official accounting data. To this, add the differences in maintenance
and utilization of infrastructure. More specifically, Gramlich (1994) claims that a
sectorial view has to be taken, rather than an aggregate perspective, which would
only give blurred results, as different types of infrastructure affect growth to varying
extents and in different ways. Finally, it is not even clear what the best approach
to such empirical estimates is: it is questionable whether it is even admissible to
employ a production function as many authors do, for instance. Compared to what
might reasonably be expected (also according to evidence at the micro-level) in
terms of rates of returns, many studies’ estimates are too high (see Button, p. 153).

Even though these points are all well taken and should be kept in mind as caveats,
we are still convinced that it is of importance to pursue the topic, since if there is any
conclusion to be drawn from the existing literature it is that there is a significant rela-
tionship between GDP and infrastructure (no matter what the precise nature is) and
that this is highly policy-relevant from a development perspective and also in terms
of the efficiency of ongoing production processes (i.e. infrastructure is not only an
independent input into the production process, but also has an indirect effect on eco-
nomic growth by enhancing the marginal products of other forms of capital, labor,
energy and materials). Let us thus first begin with a definition of what infrastructure
means in the context of our work and how we like to place our contribution within
the range of the existing literature.

Button (1998) lists in his review a number of definitions of infrastructure, which
range from very specific to highly aggregate and thus also quite vague notions some-
times. The one that appears most inclusive, yet precise, to us is the one by Hirschman
(1958): “[. . . ] it includes all public services from law and order through education
and public health to transportation, communications, power and water supply as

1Gramlich (1994) discusses most lines of criticism and Button (1998) summarizes and extends this
list.
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well as agricultural overhead capital as irrigation and drainage systems. The core of
the concept can probably be restricted to transportation and power” (Button, p. 150).
We agree largely with this definition and have decided to focus on the first type of
these “core” infrastructures, which is transportation, for our application. In particu-
lar, we concentrate our analysis on road infrastructures, which is of course an arbi-
trary choice. However, our main purpose is not to conduct another empirical study,
but rather to introduce a new modeling approach, so our contribution is more on the
theoretical side and all empirical implementations have only been conducted for the
sake of demonstration and verification of applicability and usefulness for practical
analysis. It is thus possible to use the method for any other type of infrastructure as
well, given that the relationships between the variables in the model are adapted to
the new infrastructure context.

Button (1998) distinguishes in his review of the infrastructure and growth lit-
erature between two “schools”, where the first one is referred to as the Keynesian
approach, which starts from the notion that any income or infrastructure can only
be generated by economic growth itself in the first place. The other school is that
of the neo-classical approach, which treats infrastructure as a production factor in
the same style as labor and capital and which belong mainly to the literature of
endogenous growth modeling. Fedderke et al. (2006), for example, carry out a time-
series analysis for investment into road infrastructure and economic growth in South
Africa and find that the former does indeed lead to enhanced economic growth, both
by boosting GDP directly and by raising the marginal products of other production
factors. They also test for the other direction of causality (i.e. from GDP growth to
infrastructure expansion), but the evidence is significantly weaker in this case.

It is not entirely clear to which “camp” our approach developed here belongs: on
the one hand, we develop a model, where the amount of newly added infrastructure
is the control, which we optimize to foster growth and eventually reach a steady
state. On the other hand, we adopt a co-evolutionary perspective taking on the view
that the level of GDP and the stock of infrastructure develop simultaneously, thereby
enhancing each other. In any case, we abstract from major secondary effects, such
as pointed out by Button (1998), Sharp (1980), who claims that road infrastructure
will not benefit regions, where the new roads simply serve transit traffic, or where
producers do not have a comparative advantage over their newly accessible trade
partners. Since our study takes the point-of-view of the social planner at the ag-
gregate level, such considerations, which matter for the distribution of gains from
infrastructure expansion within the country, are first neglected, even though we do
not want to downplay their importance for further research.

Coming back to the issue of policy relevance, many of the empirical studies
conducted so far have been motivated by the need to form policy recommenda-
tions targeted at exploiting the potential of infrastructure to foster economic growth.
Liberini (2006), for example, employs an econometric approach to estimate the so-
called “infrastructure gap”, which is defined as the difference between infrastruc-
ture demand based on potential GDP2 and the level of infrastructure that is actually

2Potential GDP is that level of output that could be produced if all production factors could be used
to their fullest extent.
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provided. The aim of Liberini’s (2006) study is to determine the impact that govern-
ment retrenchment on public funding of infrastructure had in the Latin American
countries that were also affected by the debt crisis and to compare these results
with infrastructure gaps computed for other regions like the OECD and East Asia,
as far as data availability permits. Her reasoning with respect to the infrastructure
gap provides a justification for our approach to set up a co-evolutionary model: in
Liberini’s (2006) framework, public infrastructure investment3 exceeding the op-
timum evokes a negative correlation between economic growth and infrastructure
expansion and vice versa, so that the idea that GDP and infrastructure co-evolve and
are drawn towards a steady state (either from below or from above) appears quite
intuitive. Liberini’s (2006) findings indicate a positive elasticity of per capita GDP
with respect to telecommunications and road capacity. Furthermore, she tests for
the significance of infrastructure quality indices, which are found to be negative,
implying that the existence of higher quality infrastructure will reduce the need for
further expansions in the short term. In our study we also investigate the importance
of quality differences modeled through variations in the rate of physical decay of
roads. As regards the infrastructure gap, Liberini (2006) concludes that it has been
increasing during the period of the debt crisis in many Latin American countries
(and in most sectors), while East Asia seems to have maintained their gap at a stable
level (and if better data were available, this would improve the results for East Asia
even more, as some well-performing countries are not accounted for in the available
data set used in the study). OECD countries can generally be reported with con-
stant or even shrinking gaps. These results hold for telecommunications and power;
however, in the case of road infrastructure a decrease in infrastructure gaps can be
observed across all regions, which might point to the fundamentality of road in-
frastructure compared to other types of infrastructure and thus further justifies our
choice to focus on roads in this chapter.

Our contribution is more of a theoretical nature, even though we also apply the
developed framework to data from some OECD countries4 in order to show that
the approach can also be useful to gain insight into practical situations or in order
to derive policy recommendations given specific conditions. Our results show that
we can derive an analytical solution to the problem of optimal infrastructure ex-
pansion, for some pre-specified functional relationships between GDP, maintenance
and investment costs and existing stocks and changes in stocks of infrastructure.5

We find an analytical solution for the infinite horizon problem, where the control
turns out to be a constant. The steady state is shown to depend crucially on the rate

3Liberini (2006) also mentions that private investment in infrastructure was not sufficient to coun-
terbalance the retrenchment of public funds in Latin American countries. Since we take an ag-
gregate view of the problem, we refrain from an explicit distinction between private and public
investment as well.
4We present the cases of Finland and France here for illustrative purposes.
5These functional relationships can of course be changed, should the particular circumstances and
characteristics of a country require so. We have here tried to come up with the most basic and
intuitive reasoning to illustrate the usefulness of the co-evolutionary and optimal control approach.
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of physical decay of roads, which we think can be interpreted as an index of qual-
ity, and the speed of adjustment, at which the economy moves along a trajectory.
Testing the model for the data of two countries, France and Finland, illustrates the
usefulness of such an approach to practical problems and possibly policy recom-
mendations, where the model would have to be adapted to the peculiarities of each
country or region to make precise statements. For the (more impressionistic) coun-
try studies presented here, both France and Finland are below their steady states,
although France is rather close to it, while Finland is relatively farther removed. An
increase in quality modeled through lower depreciation of the existing infrastructure
stock is shown to lead to a higher steady state, which implies that a higher level of
GDP can be reached in the long run. In this context, another important insight is the
dependence of the results on the parametrization, in particular the tradeoff between
the speed of adjustment, with which GDP approaches the asymptote, and the rate of
decay of the existing road stock, as mentioned before.6

The chapter is organized as follows. In Sect. 2 the optimal control model is devel-
oped, motivated by a co-evolutionary perspective on the interactive development of
infrastructure and GDP. We manage to solve the model analytically for the long run,
i.e. when the planning horizon is infinite.7 The results for two exemplary countries
are presented and briefly discussed in Sect. 3. Section 4 summarizes the findings of
this study, discusses their relevance and gives an outlook to future research in this
area.

2 Optimal Control Approach to Infrastructure Investment &
Economic Growth

2.1 Model

The model presented here is essentially based on the assumption that there is
a strong interdependency between the capacity of transportation infrastructure
and economic growth. Adopting this assumption we introduce a model of co-
evolutionary dynamics that qualitatively describes how the development of trans-
portation infrastructure affects the rate of economic growth and vice versa. The
qualitative co-evolutionary model is in turn used to construct a control model of
development of transportation infrastructure in the context of economic growth.

We assume that the capacity of the country’s road infrastructure, z, creates a
basis for the country’s GDP growth and introduce the threshold function f (z) that

6Finally, it is important to note that the role of other economic factors is not the focus of this study,
but this should not be mistaken to imply that they are considered to be constant. On the contrary,
all production factors rather evolve proportionally.
7The Appendix gives an overview of the methods used to calibrate the core equations presented in
Sect. 2.
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Fig. 1 Co-evolutionary dynamics

characterizes the maximal level of GDP possible at a given road capacity, z.8 If the
current level of GDP, x, is below the baseline, x < f (z), then GDP grows. If the
level of GDP is above the baseline, it decreases. Symmetrically, we assume that
the level of a country’s GDP, x, determines the development of the country’s road
infrastructure and introduce the threshold function h(x) characterizing the size of
the road capacity that can be supported by a given level of GDP, x. If the current
level of GDP is too low for the existing road capacity, z > h(x), then the size of
road capacity decreases due to physical decay, as there is not sufficient investment
to support the stock of road infrastructure. Conversely, if the current level of GDP
can support a larger size of road capacity, then the capacity increases. Obviously,
f (z) and h(x) are monotonically increasing functions.

Figure 1 shows how the phase diagram corresponding to the co-evolutionary
model looks like. The threshold functions split the diagram into three regions: above
the baseline f (z), between the baselines f (z), h(x), and below the baseline h(x).
For each region, the directions of change for road capacity and GDP are indicated.

Based on the co-evolutionary model described, we construct a control-theoretic
model of the development of road infrastructure. Assuming road capacity, z, to
change over time, we get

ż(t) = u(t) − δz(t). (1)

Here z(t) is the road capacity at time t , u(t) is its growth rate at time t and δ is the
depreciation rate. We set

z(0) = z0, (2)

0 ≤ u(t) ≤ ū, (3)

8As noted in the previous section, other economic factors are not constant, but rather evolve pro-
portionally. This is consistent with the possible interpretation of the threshold function as a Cobb-
Douglas production function.



Development of Transportation Infrastructure in the Context of Economic Growth 265

where z0 is road capacity at the initial time, 0, and ū is the maximal possible growth
rate of the road capacity. Assuming the level of a country’s annual GDP, x, to depend
on road capacity and assuming that the maximal possible level of GDP provided by
existing road capacity, z, is determined by the threshold function f (z), we arrive at

ẋ(t) = γ (f (z(t)) − x(t)), (4)

where x(t) is the level of GDP at time t and γ is a coefficient of the speed of
adjustment. We set

x(0) = x0, (5)

where x0 is the initial level of GDP.
Let c(z) be the annual cost of maintaining road capacity z and r(u) be the cost

of increasing road capacity by an amount u in one year. Obviously, c(z) and r(u)

are again monotonically increasing functions. It is reasonable to assume that c and
r go to infinity as z and u do. The country’s annual benefit is given by

b(z, x,u) = μx − c(z) − r(u), (6)

where μ is the portion of GDP composed of road infrastructure. In Sect. 2.3 there
will be further explanations on the way to calibrate μ and on the range in which
we can expect this parameter to lie. Assuming an integrated benefit discounted at
rate ρ,

J =
∫ ∞

0
e−ρtb(z(t), x(t), u(t))dt, (7)

to be the country’s utility, we end up with an optimal control problem.

maximize J =
∫ ∞

0
e−ρtb(z(t), x(t), u(t))dt

subject to (1)–(5).

(8)

2.2 Specifying Functions

The most coherent data set with the longest cross-country time series for road length
and other indicators for road infrastructure was compiled by Canning (1998, 1999).
Figures 2 to 4 below display these data plotted against GDP, normalized with respect
to the value in some given year. It is evident that the relationship is positive and in
most cases close to linear. The other two figures show normalized road traffic and
road energy consumption against GDP, respectively. These relationships confirm the
previous observations.

Here we specify the functions needed for the control model: the threshold func-
tion, f (z), for the country’s GDP depending on the existing capacity of road in-
frastructure; the cost of expanding the infrastructure, r(u), depending on the level
of investment into new infrastructure; and the cost of maintaining the infrastruc-
ture, c(z).
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Fig. 2 Road length against the level of total GDP, ratios with respect to reference year

Fig. 3 Road traffic against the level of total GDP, ratios with respect to base year
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Fig. 4 Road transport energy consumption against the level of total GDP, ratios with respect 1970

1. Denote by g(z) the function for the country’s GDP, depending on the existing
capacity of road infrastructure. This function is introduced to reflect the depen-
dency between the country’s GDP and the capacity of infrastructure based on
statistical data. Looking at Figs. 2–4, we assume that it is a linear function, so

g(z) = αz + β. (9)

The coefficients α and β will be calibrated for every country separately using
statistical methods.

2. The threshold f (z) is assumed to be a linear function

f (z) = Az + B. (10)

3. In order to specify the function of the cost of investing into infrastructure,
r(u), we make the reasonable assumption that small amendments to existing
infrastructure are relatively inexpensive, while setting up a major, new capac-
ity item or a whole infrastructure system in the first place is much more costly.
Moreover, we impose a restriction that no investment must also imply no cost,
i.e. r(0) = 0. Hence, we infer that r(u) is an exponential function:

r(u) = Leθu − L, (11)

where L and θ are positive constants.
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4. Considering an example of maintaining (e.g. through repairing) roads, we as-
sume that the maintenance cost as a function of existing infrastructure is a linear
function

c(z) = Dz + E, (12)

where D and E are constants.

2.3 The Share of Road Infrastructure in Economic Output

The parameter μ is the portion of the GDP, which can be attributed to road in-
frastructure and so it can be interpreted as the importance of the role that road
infrastructure plays in total economic output, the other contributing factors being
labor, resources, other types of physical capital, energy, human capital and so forth.
In the country case studies presented in the later sections, we have used a value of
5% as an—admittedly cautious—benchmark, since we did not want to overstate the
effect of road infrastructure on total GDP in the face of relatively little constraints
on that relationship. Table 1 shows, however, that μ could potentially be higher than
that.

The data on total energy consumption were provided by BP p.l.c. (Statistical
Review of World Energy, 2008), while the data on energy consumption in the road
sector was taken from Madison (2001). It is necessary to estimate the ratio μ of
GDP output, which is attributable to the activity in the road transportation sector.
To this end, we refer to the plot in Fig. 4, which shows a linear relation between

Table 1 Ratio of energy used in road sector to total energy consumption

COUNTRY 1980 1985 1989 1990 1991 1992 1993 1994

Austria 0.154 0.154 0.168 0.168 0.177 0.180 0.174 0.182

Switzerland 0.131 0.142 0.168 0.168 0.170 0.171 – –

Germany 0.113 0.115 0.136 0.147 0.154 0.159 0.165 0.163

Denmark 0.117 0.151 0.182 0.187 0.169 0.187 0.176 0.172

Spain 0.137 0.153 0.190 0.198 0.204 0.211 0.210 0.212

France 0.147 0.152 0.167 0.168 0.163 0.165 0.166 0.171

Finland 0.120 0.133 0.155 0.159 0.150 0.154 0.151 0.149

Italy 0.147 0.171 0.187 0.189 0.190 0.200 0.208 0.207

Ireland 0.197 0.199 0.181 0.180 0.177 0.192 0.185 0.184

Norway 0.065 0.067 0.069 0.067 0.076 0.073 0.074 0.076

Netherlands 0.083 0.086 0.095 0.094 0.091 0.097 0.098 0.100

Portugal 0.176 0.174 0.191 0.193 0.202 0.214 0.221 0.225

Sweden 0.113 0.107 0.130 0.121 0.122 0.126 0.125 0.131

UK 0.131 0.144 0.171 0.175 0.170 0.173 0.173 0.177
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countries’ total GDP and energy consumption of the road sector as well as Table 1,
which shows the ratio of energy used in the road sector to total energy consumption.
This ratio displays an increasing trend; the last available values, corresponding to the
year 1994, are between 7.6% for Norway to 22.5% for Portugal. Some estimates say
that transport industry is responsible for producing 6–8% of GDP in most countries,
e.g. Weidlich et al. (1999). In the case of France a more precise evaluation states that
the transport industry share of GDP is around 14%, according to the French Road
Federation (2006). Since these estimates display a large range of diverse numbers,
we have decided to keep μ low at around 5% for the beginning, as we want to avoid
overstating the effects of a larger stock of road infrastructure on steady state GDP in
the absence of strict constraints on that relationship. In the case studies presented in
Sect. 3 the sensitivity of the results with respect to higher values of μ will be tested.

2.4 Solution of Optimal Control Problem

In this section, we approach the problem from an optimal control point-of-view
(e.g. Pontryagin et al. 1962; Lee and Markus 1967; see Dorfman 1969 for a more
economic exposition of optimal control problems).

We consider the following optimal control problem with infinite time horizon

maximize J =
∫ ∞

0
(μx(t) − Dz(t) − E − Leθu(t) + L)dt

subject to ż(t) = u(t) − δz(t),

ẋ(t) = γ (Az(t) + B − x(t)),

u(t) ∈ [0, ū],
z(0) = z0,

x(0) = x0,

t ∈ [0, ∞).

(13)

The solution approach is based on the Pontryagin Maximum Principle for a case
of infinite time horizon. More precisely, we use Corollary 7 proven in Aseev and
Kryazhimskiy (2005).9 First, let us check that the problem satisfies a number of
assumptions in order to prove the applicability of the method to the problem.

Assumption 1 [A3]10 For each z and each x, the function b(z, x,u) is a concave
function in u.

That follows from the convexity of the exponential function eθu and the condition
L > 0.

9See also Aseev and Kryazhimskiy (2007).
10Numbers in square brackets refer to the assumptions in Aseev and Kryazhimskiy (2005).



270 M.B. Ortiz-Moctezuma et al.

Assumption 2 [A4] There exist positive-valued functions μ and ω on [0,∞) such
that μ(t) → 0 as t → ∞, and for any admissible pair (u, z, x),

e−ρt max
u∈[0,ū]

|b(z(t), x(t), u)| ≤ μ(t) for all t > 0;
∫ ∞

T

e−ρt |b(z(t), x(t), u(t))|dt ≤ ω(T ) for all T > 0.

That follows from the linearity of the function b(z, x,u) in (z, x), and the restric-
tions on the control function.

Assumption 3 [A6] There exist a k ≥ 0 and a r ≥ 0 such that
√(

∂b(z, x,u)

∂z

)2

+
(

∂b(z, x,u)

∂x

)2

≤ k(1 +
√

z2 + x2)r ,

for all x and for all u ∈ [0, ū].
Taking into account the linearity of the function b(z, x,u) in (z, x), we get that

k = √
μ2 + D2 and r = 0.

Assumption 4 [Dominating discount case]

ρ > (r + 1)λ,

where λ is the maximal of the real parts of the eigenvalues of the dynamic system.

Taking into account that r = 0 and all eigenvalues of the dynamic system are
negative, we get that it is sufficient that ρ > 0.

Now we can start solving the problem using the Maximum Principle. Let us
compose the Hamilton–Pontryagin function

H(t, z, x,u,ψ) = e−ρt (μx − Dz − E − Leθu + L) + ψ1(u − δz)

+ ψ2γ (Az + B − x) (14)

and the adjoint equation
⎧⎪⎪⎨
⎪⎪⎩

ψ̇1 = −∂H
∂z

= δψ1 − γAψ2 + De−ρt ,

ψ̇2 = −∂H
∂x

= γψ2 − μe−ρt .

(15)

Using Corollary 7 (Aseev and Kryazhimskiy 2005), we get the following transver-
sality condition

lim
t→∞ψ1(t) = 0, (16)

lim
t→∞ψ2(t) = 0. (17)
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Let us consider the differential equation describing the adjoint variable ψ2 sepa-
rately

ψ̇2 = γψ2 − μe−ρt .

A general integral of this equation has the following form

ψ2(t) = μ

ρ + γ
e−ρt + C1e

γ t ,

where C1 is a constant. Taking into account transversality condition (16), we get

C1 = 0.

Hence, we have

ψ2(t) = μ

ρ + γ
e−ρt . (18)

Substitute the variable ψ2 in the differential equation for the variable ψ1 using the
equality (18). We get the following differential equation for the variable ψ1

ψ̇1 = δψ1 −
(

γAμ

ρ + γ
− D

)
e−ρt .

This equation has the following general integral

ψ1(t) = γ Aμ − Dγ − Dρ

(γ + ρ)(δ + ρ)
e−ρt + C2e

δt .

Taking into account the transversality condition (17), we get

ψ1(t) = γ Aμ − Dγ − Dρ

(γ + ρ)(δ + ρ)
e−ρt . (19)

The extremal control satisfies the following maximum condition

u(t, z, x,ψ) = arg max
u∈[0,ū]

H(t, z, x,u,ψ) = arg max
u∈[0,ū]

{ψ1u − Le−ρt eθu}.

Note that the function

M(u) = ψ1u − Le−ρt eθu

is a concave function as L > 0. Therefore,

arg max
u∈[0,ū]

M(u) =
{0, û(t) ≤ 0,

û(t), û(t) ∈ (0, ū),
ū, û(t) ≥ ū,

where û is a solution of the equation

∂M(u)

∂u
= 0.
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We get

û(t) = 1

θ
ln

(
eρtψ1(t)

Lθ

)
.

Finally, the optimal control is

u∗(t) =
{0, û ≤ 0,

û, û ∈ (0, ū),
ū, û ≥ ū,

(20)

where

û = 1

θ
ln

(
γ Aμ − Dγ − Dρ

Lθ(γ + ρ)(δ + ρ)

)
. (21)

An important conclusion is that the optimal control u∗(t) is a constant function
over the time interval t ∈ [0,∞). Figure 5 shows an example of a phase diagram
that consists of a number of optimal trajectories starting at various initial states. The
threshold curve corresponding to the function f (z) has a lighter shade (green in
color version). Trajectories starting above the threshold line decline, that is GDP
decreases until a trajectory intersects the threshold line, whereupon GDP increases.

Fig. 5 Optimal trajectories starting at various initial states and the threshold curve f (z) (dashed
line, green in online version), GDP in bill. 2005 US$, road length in 1,000 km
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Fig. 6 Optimal trajectories and the threshold curves f (z) (light dashed line, green in online ver-
sion) and h(x) (dark dashed line, blue in online version)

Later, we will show that the trajectories’ behavior does not only depend on the
threshold line but also on the steady state, which uniquely exists for every optimal
trajectory in the model.

Let us describe how the second threshold function, h(x), affects the phase dia-
gram. We introduced a constant restriction on the control, 0 ≤ u ≤ ū. However, the
upper restriction actually depends on the current level of GDP because little money
can be invested if the level of GDP is low, so the upper restriction is u ≤ ū(x). There-
fore, there is a possibility that the size of road capacity can decrease due to physical
decay, while the level of GDP is low. Consequently, the function ū(x) determines a
threshold curve, denoted by h(x), that separates areas of decreasing and increasing
road capacity size. Figure 6 presents a phase diagram with an upper restriction on
the control 0 ≤ u ≤ ū(x). In the present study, we will not be considering such kinds
of restrictions on the control, as we have no information to calibrate the functions
ū(x) or h(x).

Let us substitute the constant control u∗ into the equations describing the dynam-
ical system. The equations take the form

{
ż(t) = u∗ − δz(t), z(0) = z0,
ẋ(t) = γ (Az(t) + B − x(t)), x(0) = x0.
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That means that, assuming u = u∗, the trajectory of the system can be computed as
the solution of an affine system

ẏ = Fy + G,

where

y =
(

z

x

)
, F =

( −δ 0
γA −γ

)
, G =

(
u∗
γB

)

satisfying the initial condition

y(0) =
(

z0
x0

)
.

The solution of the system can be calculated analytically as

⎧⎪⎪⎨
⎪⎪⎩

z(t) = −u∗ − δ z0

δ
e−δ t + u∗

δ
,

x(t) = γ A
u∗ − δ z0

δ(δ − γ )
e−δ t +

(
x0 − B + δ A

γ z0 − u∗

δ(δ − γ )

)
e−γ t + Bδ + Au∗

δ

for δ �= γ and

⎧⎪⎪⎨
⎪⎪⎩

z(t) = −u∗ − δ z0

δ
e−δ t + u∗

δ
,

x(t) = A(δ z0 − u∗)t e−δ t +
(

x0 − A
u∗

δ
− B

)
e−δ t +

(
A

u∗

δ
+ B

)

for δ = γ . Since the eigenvalues of F are −γ < 0 and −δ < 0, the unique stationary
solution of the system

ŷ =
(

ẑ

x̂

)
=

( u∗
δ

Aẑ + B

)

is a stable node and the trajectories converge to it along the eigenvector belonging
to the eigenvalue closer to zero for δ �= γ . That means that for δ < γ the trajectories
converge along the line

x = γ A

γ − δ
z − A

u∗

γ − δ
+ B

and for δ > γ along the line

z = u∗

δ
.

Let us assume that the developed countries already behave optimally (that means
their observed real trajectory follows the asymptote whose eigenvector has a smaller
modulus). Therefore, the asymptotic line computed for a developed country must
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coincide with the function g(z) calibrated for the same country. We use this assump-
tion to calibrate the threshold function f (z). We get two equations to compute A

and B ⎧⎪⎪⎨
⎪⎪⎩

α = γ A

γ − δ
,

β = −A
u∗

γ − δ
+ B.

Solving the latter equations, we get
⎧⎪⎪⎨
⎪⎪⎩

A = α(γ − δ)

γ
,

B = β + α

γ
u∗.

(22)

Figure 7 presents an example of two asymptotic lines with a darker shade (high-
lighted in magenta in the color version). All optimal trajectories converge along the
inclined asymptotic line in the case of γ > δ and along the vertical asymptotic line
in the case of γ < δ and terminate in a unique steady state.

The steady state is an essential element of the optimal behavior of the described
control model. It gives the maximal possible level of GDP and the maximal pos-
sible road capacity to support that level of GDP. It is worth to note that the steady
state depends on the parameters δ and γ and that, in the context of the model, the

Fig. 7 Optimal trajectories, asymptotic lines (darker dashed lines, magenta in online version) and
steady state (circle), GDP in bill. 2005 US$, road length in 1,000 km
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parameter δ can be interpreted as the quality of the existing infrastructure. Since
the country’s GDP level is restricted by the steady state, the only way to accelerate
economic growth (taking into account the dependency on road infrastructure only)
is to improve the quality of road infrastructure or, in other words, to reduce δ.11 This
will be investigated in more detail in the following section.

3 Optimal Control Results: Country Case Studies

In Sect. 2 we have derived the analytical solutions for the long-run behavior of the
economy and its convergence to a steady state,12 denoting the maximum attainable
GDP with the required stock of road infrastructure, which is — inter alia — de-
termined by the rate of physical decay or the quality of the roads and the speed,
at which the economy adjusts, i.e. the speed at which it moves along its trajectory.
While this might seem rather technical to the reader, we also want to emphasize
the usefulness of the type of approach we have taken for practical problems and the
associated policy agenda. In this section we therefore derive some results for the
cases of France and Finland with the help of the data and calibration presented in
the Appendix.

Figures 8 and 9 display the phase diagrams for France and Finland respectively.
The light dotted line (green in color version) is the threshold curve. The darker,
dashed line (pink in color version) is the asymptote. The arrows of motion on the
trajectories point to the steady state. The transparent dots correspond to the real data.
For France, the results show that the country is currently below its long-run steady
state and the same is true for Finland in Fig. 9.

Figure 10 demonstrates the sensitivity of the results with respect to the parame-
ter δ. If we interpret δ as an indicator of quality, which means that a lower value
implies better quality, then the long-run steady state will indeed shift (remember
our discussion at the end of Sect. 2) upwards and to the right and the economy will
move along the asymptote to a higher long-run GDP level supported by a larger
stock of higher-quality infrastructure. This will be further investigated in the fol-
lowing subsection.

3.1 Infrastructure Quality & Steady State GDP

As mentioned in Sect. 2, it has been suggested that there is a relationship between
the quality of existing infrastructure and steady state economic output. In the pre-

11However, this result has to be seen with caution, since we should not forget that u also depends
on δ and so to find the “optimal” δ is not as straightforward as it seems because also the dependence
of costs on the same would need to be considered in detail.
12Note that the phase diagrams do not imply constant GDP in the long run: the steady state should
be considered as a restriction on growth, but it does not mean that this restriction will be reached
at some finite time moment. GDP will grow (slowing down) and will not exceed the steady state
level, but it will not be a constant in finite time.
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Fig. 8 Phase diagram for France with trajectories, GDP in bill. 2005 US$, road length in 1,000 km

Fig. 9 Phase diagram for Finland with trajectories, GDP in bill. 2005 US$, road length in 1,000 km

vious section it has been indicated that this relationship is positive (see Fig. 10).
Analytically, it is difficult to find the value for δ, which is “optimal” in the sense
that it supports the maximally attainable steady state GDP. The reason is that one
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Fig. 10 Phase diagram for France with better quality road infrastructure (δ = 5%), GDP in bill.
2005 US$, road length in 1,000 km

would have to specify the exact dependence of costs on δ, which has not been done
here. Empirically—not knowing the precise value of δ—we can use the available
data to calibrate the model for a given δ and find the optimal solution correspond-
ing to that value. Plotting these optimal solutions for increasing values of δ, we can
then draw some conclusions about the relationship between infrastructure quality
and steady state economic output.

Figures 11 and 12 show that for decreasing given δ—representing increasing
infrastructure quality according to our interpretation—a more than proportionately
higher steady state GDP level can be attained in both France and Finland. Both
graphs display similar properties.

The numerical results from this sensitivity exercise indicate that for a relatively
small improvement in quality (a small decrease in δ), a relatively large gain in terms
of optimal GDP can be achieved. For relatively low levels of infrastructure quality
(high δ), the results should be looked at with scrutiny, since the model does not have
a constraint with respect to the maximum impact of δ on steady state GDP and so
the reader should not be misled to think that long run economic output could drop
to zero or even negative levels if existing infrastructure deteriorates at a relatively
fast pace.

3.2 The Speed of Adjustment & Steady State GDP

Another parameter, which merits special attention in our model is γ . Looking back
at Sect. 2.1 and, in particular, equation (4), we remember that γ is the coefficient of
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Fig. 11 Steady state GDP for France against decreasing infrastructure quality (modeled as in-
creasing δ), GDP in bill. 2005 US$

Fig. 12 Steady state GDP for Finland against decreasing infrastructure quality (modeled as in-
creasing δ), GDP in bill. 2005 US$
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the speed of adjustment. It therefore represents the rate at which GDP approaches
its long-run, optimal level when the economy is on one of the trajectories traced
out in the previous sections. In this section we will test the relationship between
different levels of γ and steady state GDP for the calibrated cases of Finland and
France. This sensitivity analysis will reveal how the ability of a country to adapt to
its steady state influences the level that this steady state will have.

Remember from Fig. 7 in Sect. 2 that there are two asymptotic lines in the model
and that the trajectories converge along the inclined asymptotic line in the case of
γ > δ and along the vertical asymptotic line in the case of γ < δ until the steady
state is reached. In this section we focus on the first case, since in the other case the
economy would adjust more slowly than its infrastructure deteriorates and without
adding more constraints this could easily lead to negative growth and a contraction
of the long-run economic output below zero.

With this caveat in mind, let us turn to Figs. 13 and 14 displaying the results of
the exercise for France and Finland respectively. In both cases it can be observed that
the more quickly GDP approaches its long-run steady state level, the response of this
level is initially huge and levels off afterwards, i.e. there is a level of maximal GDP
that cannot be surpassed, no matter how large γ is. In other words, the sensitivity

Fig. 13 Steady state GDP for France against speed of adjustment (modeled as increasing γ ), GDP
in bill. 2005 US$
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Fig. 14 Steady state GDP for Finland against speed of adjustment (modeled as increasing γ ),
GDP in bill. 2005 US$

analysis shows a positive but diminishing effect of the speed of adjustment on steady
state GDP.

3.3 The Share of Road Infrastructure in GDP & Steady State GDP

Remember that in Sect. 2.3, Table 1 shows a proxy of the portion of GDP, which
is composed of road infrastructure, based on the amounts of energy used in road
transport and the total energy consumed in the economy. Even though we opted for
a rather cautious value of μ (5%), which does not differ significantly from other
studies’ estimates (see Sect. 2.3) in our case studies, Table 1 indicates that μ might
be higher than that and, in addition, the parameter varies across countries. The values
estimated for Finland grow from 12% to almost 15% in the period from 1980 to
1994; France starts out at 15% ending up at about 17%.

The diversity of these figures raises the question how—in our case studies—the
level of steady state GDP would be affected if we used a different μ in our frame-
work with all other calibrated parameters unchanged. Therefore, we also present the
corresponding sensitivity analysis for both France and Finland. Figures 15 and 16
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Fig. 15 Steady state GDP for France against the share of road infrastructure in output (modeled
as increasing μ), GDP in bill. 2005 US$

Fig. 16 Steady state GDP for Finland against the share of road infrastructure in output (modeled
as increasing μ), GDP in bill. 2005 US$
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display the same shape of relationship, where changing μ from a very small value
to a slightly higher one has a very large impact on steady state economic output, but
beyond 20% this effect levels off: while the graph continues to slope upwards, it is
still slightly concave.

4 Summary and Conclusion

In this paper we have applied optimal control theory to a co-evolutionary frame-
work, where the co-evolving variables are economic output and road infrastructure.
The control in our problem is the expansion of existing road capacity—in other
words investment. Our goal was to show that useful insights can be derived from
developing such an approach and when the underlying (cost) functions and con-
straints are adapted to a specific country or region, then policy makers can make
better informed decisions about public investment into roads or about providing in-
centives for private road investment. We believe that a sound theoretical framework
should be the foundation for further empirical work and have therefore embarked
on demonstrating how this can be approached and shown that it can be calibrated
and implemented if appropriate data are available.

We find an analytical solution for the infinite horizon problem, where the control
turns out to be a constant. The steady state is shown to depend crucially on the
rate of physical decay of roads, which we think can be interpreted as an index of
quality, and the speed of adjustment, at which the economy moves along a trajectory.
Another parameter, which merits special attention is the degree to which GDP is
composed of road infrastructure as an input factor, the other factors being labor,
resources, human capital, other types of physical capital, and so forth.

Testing the model for the data of two countries, France and Finland, illustrates
the usefulness of such an approach to practical problems and possibly policy recom-
mendation, where the model would have to be adapted to the specific characteristics
of each country or region to obtain a detailed and clear picture.

Sensitivity analyses with respect to the above-mentioned parameters show that
better quality of road infrastructure implies that a higher level of steady state GDP
can be reached if the other calibrated relationships are unchanged. While this rela-
tionship is exponential, a larger speed of adjustment to steady state GDP and a larger
portion of GDP being composed of road infrastructure are shown to have a concave
relationship with long-run economic output. In other words, a marginal change at
low levels of γ and μ has a large impact on the output attainable in the long run, but
this effect diminishes for larger values of these parameters.

We think that our study contributes to the existing literature by applying an exist-
ing modeling approach in combination with co-evolutionary features to a problem,
which has previously mainly been the focus of empirical research and where there
has been much debate about causality issues and other problems when estimating
the underlying relationships. Our model is admittedly simple, but it has been im-
plemented like this on purpose, so as to illustrate the usefulness of our approach
in a transparent and straightforward way. The empirical part (i.e. the country case
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studies) suffers from a lack of appropriate data to give robust estimates of the para-
meters used, but serves the goal of demonstrating that the framework can be adapted
to practical applications when the underlying relationships are adequately adapted
to the situation and the context.

The current framework obviously offers several points of departure for further
research. Most importantly, there will be an expansion of the model with respect
to a multi-sector dimension. This will serve to take into account competing uses
for available resources and to put conclusions better into perspective with respect
to other economic factors and their mutual influence on each other. In addition, the
current work should be developed further by extending it in a spatial dimension in
order to explicitly consider network effects and spatial evolution. Finally, an effort
will be made to collect a more comprehensive data set, as there is much scope for
improvement on the empirical side.

Appendix: Data & Calibration

Calibration Methods

In this section we propose an approach to the calibration of the model given statis-
tical data for a certain country. The model includes the following functions to be
identified: g(z), f (z), c(z), r(u). We assume that the parameters δ, γ , μ and ρ have
been specified. Moreover, we have chosen forms for the functions g(z), f (z), c(z)

and r(u) (see (9), (10), (11), (12)). So we need to identify the parameters α, β , A,
B , D, E, L, θ .

Let us assume that data are arranged as follows. All data are specified on a time
grid that covers the time period [t0, T ]

GT = {t0, t1, . . . , tNT
}, tNT

= T . (A.1)

Assume that for every time moment on the grid GT we have the following data (for
a certain country):

xi—GDP value at time ti , i = 0, . . . , TN ;
zi—capacity of road infrastructure at time ti , i = 0, . . . , TN ;
ci—maintenance cost at time ti , i = 0, . . . , TN − 1;
ri—building cost at time ti , i = 0, . . . , TN − 1.

We split all parameters to be identified into three groups. The first group contains
the parameters α and β relating to the function g(z). As the function g(z) has been
chosen linear (based on statistical data for various countries), linear regression can
be used to calibrate α and β . The second group is composed of the parameters A

and B relating to the threshold function. It is not possible to calibrate the threshold
line using statistical data for a single country. Therefore, we make the assumption
that developed countries develop in the optimal way (in the sense of the described
model). From this assumption follows that the optimal asymptote constructed for a
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given country has to coincide with the function g(z) calibrated for the same country.
That gives us equations to find A and B (see Sect. 2.4).

The third group contains the parameters D, E, L, θ . When calibrating these
parameters we take into account that the trajectory z(t) has to satisfy (1), conse-
quently, we need to identify the control function u(t) producing a given trajectory
{z(ti)}i=0,...,TN

as well. The approach to calibrating these parameters is based on the
least–squares method. Let us introduce new variables ui that corresponds to the con-
trol u(ti), i = 0, . . . ,NT − 1, at time moment ti . Equation (1) imposes the following
constraints

zi+1 − zi = (ui − δzi)(ti+1 − ti ), i = 0, . . . ,NT − 1. (A.2)

We need to minimize the function

NT∑
i=0

[wc(ci − c(zi))
2] +

NT −1∑
i=0

[wr(ri − r(ui))
2] (A.3)

under the constraints (A.2) by choosing {ui}i=0,...,NT −1, D, E, L, θ . The coefficients
wc, wr should be chosen such that all items in the function (A.3) have the same
scale.

Note that the constraints in (A.2) enable us to compute the variables ui directly

ui = zi+1 − zi

ti+1 − ti
+ δzi, i = 0, . . . ,NT − 1.

Therefore, minimization of (A.3) can be carried out for the first and second items
independently. Taking into account that the function c(z) is linear, we can apply
linear regression to identify D and E. The last step is to calibrate r(u). Having
plotted statistical data for the function r(u), we obtain rather a grouped set of points
located on a relatively small part of the (u, r)-plane rather than a curve. We assumed
that the function r(u) has the form

r(u) = L(eθu − 1).

Therefore, we choose such values for the coefficients L and θ that the exponential
curve passes trough the set of points. In this case we arrive at an approximation of
the extrapolation at least, since the exponential curve satisfies the condition r(0) = 0
(that must be imposed) and more or less approximates the group of points with
a curve. To implement this approach, we can indicate (at least manually) a point
located inside of the group of points and a slope at this point so that the exponential
curves passes through the point and satisfies a previously specified slope.

Let (ū, r̄) be a point, through which the curve has to pass with the slope in this
point being k. We get the following equations to find L and θ :

{
L(eθū − 1) = r̄ ,

Lθeθū = k.
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Solving these equations, we get a nonlinear equation to find θ :

1 − θ r̄

k
= 1

eθr̄
(A.4)

and an equality to find L:

L = k

θeθū
. (A.5)

Calibration Results

Based on the data provided by Canning (1998, 1999) that we have been using above
to motivate the functional forms of the relationships in the optimal control prob-
lem at hand, we have chosen to focus on two case studies: the two countries are
Finland and France. We have chosen France as an example of one of the more ma-
ture economies with a relatively high income featuring in the upper right region in
Figs. 2 to 4. Finland, on the other hand, is one the countries in the lower left corner
of Figs. 2 to 4. If this is a matter of scale or whether it implies that these countries
are farther removed from their steady state remains to be seen. GDP data are taken
from the UNECE Statistical Division Database, compiled from national and inter-
national official sources such as EUROSTAT and the OECD. Road length is from
the UNECE Transport Division Database. Investment and maintenance cost series
are from the International Transport Forum, issued in May 2008.13

Before proceeding with the calibration results, a word of caution should be men-
tioned: the purpose of this exercise is not to obtain a probabilistic estimation of the
model functions. Instead, the calibration aims to find such model parameters that
make observed real (time-series) data for a country coincide with the trajectories
generated by our model. The other trajectories are the extrapolations according to
the co-evolutionary assumption that is the basis of the model.14

Starting with GDP as a function of road infrastructure, we perform a linear re-
gression of GDP and road length, where A is the slope and B the constant. The
calibration results for both France and Finland show that this provides a very good
fit compared to the actual data, judging from the high values we find for R2 (see
Figs. 17 and 18).

13We have chosen to use the UNECE data for road length instead of Canning’s (1998, 1999) data
because there is a larger overlap in time with the other series and our goal was to maximize the
number of data points, since empirical applications are already subject to many points of criticism,
so at least the data set should be as complete as possible.
14Taking into account the form of model equations, it turns out that the model functions can be
calibrated independently. So we fit curves and use the R2 criteria in order to show the quality
of these fittings, even though we know that R2 is a misleading measure of fit when applied to
non-stationary series to statistically estimate functions.
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Fig. 17 GDP as a function of road length, linear fit for France

Fig. 18 GDP as a function of road length, linear fit for Finland

The depreciation rates used in the calibration of building cost as a function of the
growth in road length is 10 and 20% respectively for France and Finland. In order
to smooth the series for the latter variable, we take the average of the difference
in u over the current and the coming year, where u is computed as the difference
between z in the two years plus depreciation rate times current infrastructure. The
exponential fit is then obtained by the method proposed in the previous section, i.e.
we (manually) indicate a point located inside the group of points in the (r, u)-plane
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Table 2 Building cost as a
function of the growth in
infrastructure capacity (the
“Fit” is computed as the
correspondence between the
output (i.e. the predicted
values) and the actual,
observed data)

Country France Finland

Specified point (r, u) (12,100) (0.6, 21)

Specified slope 1.00 0.10

θ 0.0833 0.1610

L 0.0029 0.0211

Fit 21.79% 10.81%

Fig. 19 Maintenance cost as
a function of road length,
linear fit for France

Fig. 20 Maintenance cost as
a function of road length,
linear fit for Finland

and a slope at this point, so that the exponential curves passes through the point and
has a specified slope. The results of this are displayed in Table 2.

Even though the fit is far from perfect, we think that given the relative shortness
of our time series and the justifications on the basis of the data set by Canning (1998,
1999) allow us to make use of the coefficients thus obtained, especially against
the background that our results are not supposed to be numerically indicative of
real developments, but rather illustrative of the new approach and the usefulness of
applying optimal control theory to the problem of developing road infrastructure in
a context of economic growth.
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Finally, the relationship between maintenance cost and the existing road in-
frastructure stock is calibrated through linear regression again. Figure 19 above
shows that this provides a very good fit in terms of R2 for the case of France, while
Finland (Fig. 20) has an R2 of less than 2%. Still, the linear fit seems the closest
we can get to the behavior of the actual data. It is of course admissible to specify
a different function for c(z) for Finland, but this would require the re-computation
of the analytical solution, which would not add to the illustrative character of this
exposition and is thus beyond the scope of this paper.
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