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Natura non facit saltum

One of the most enduring controversies in evolu-
tionary biology is the genetic basis of adaptation.
Darwin emphasized ‘many slight differences’ as the
ultimate source of variation to be acted upon by
natural selection. In the early part of the 20th
century, the ‘Biometrical School’ emphasized the
importance of gradual transformation in the evo-
lution of adaptive traits. Opposed to this view were
the ‘Mendelian geneticists,’ who emphasized the
importance of ‘macromutations’ in evolution. In
his landmark 1930 book, The Genetical Theory of
Natural Selection, R.A. Fisher seemingly resolved
this controversy, demonstrating that mutations in
genes of very small effect were responsible for
adaptive evolution. As H.A. Orr and J.A. Coyne
stated in their 1992 paper (Am. Nat. 140: 725–
742): ‘the neo-Darwinian view has . . . triumphed,
and the genetic basis of adaptation now receives
little attention. Indeed, the question is considered
so dead that few know the evidence responsible for
its demise.’

Orr and Coyne reexamined the evidence for this
neo-Darwinian view and found, surprisingly, that
both the theoretical and empirical basis for it were
weak. Orr and Coyne encouraged evolutionary
biologists to reexamine this neglected question:
what is the genetic basis of adaptive evolution?
The answer to this question, said Orr and Coyne,
could come only from ‘genetic analysis of adap-
tive differences between natural populations or
species.’

The study of the genetics of adaptation is an
emerging field of inquiry that is central to the
study of organic evolution. Ultimately, an under-
standing of adaptive evolution will require detailed
knowledge of the genetic changes that accompany
evolutionary change. The genetic basis of pheno-
typic variation for traits involved in adaptive
responses is often complex. This complexity arises
from segregation of alleles at multiple interacting
loci (Quantitative Trait Loci, or QTL), whose
effects are sensitive to the environment. Thus, an
understanding of the genetic basis of adaptation
must begin with an analysis of what QTL affect

variation in the adaptive trait within and between
populations (or species), and what are the effects
and gene frequencies of alleles at each QTL.

Beyond the molecular and statistical compo-
nents, the study of the genetics of adaptation also
requires an understanding of the role these char-
acters play as adaptively important traits. In other
words, placing the genetics in a realistic ecological
context must be a main goal of this research
agenda. Although a comprehensive dissection of
complex traits is most feasible today using model
organisms, the promise of the genomic revolution
is that we will soon be able to extend these
approaches to any organism where compelling
evolutionary or ecological questions remain.

In 2001, nearly 10 years after the publication of
Orr and Coyne’s call to action, I organized a
symposium on the genetics of adaptation on the
campus of the University of Georgia in Athens to
assess the progress the field had made over the past
decade. This meeting brought together over 50
scientists from as far away as Alaska, Germany
and Finland to discuss the advances in both
molecular genetic and statistical techniques that
have allowed for considerable progress to be made
in this field. This meeting was generously sup-
ported by a grant from the University of Georgia’s
‘State of the Art Conferences’ program adminis-
tered by the Office of the Senior Vice President for
Academic Affairs and Provost. The papers pre-
sented in this volume are the tangible product of
that third annual Georgia Genetics Symposium.

Almost all the speakers invited to the sympo-
sium have contributed papers to this volume. In
addition, several poster presenters were invited to
contribute a paper. All contributions to this vol-
ume were peer-reviewed by at least 2 external
reviewers. In addition, many of the manuscripts
were reviewed by graduate students in one of my
graduate classes in evolutionary genetics. I am
grateful to all the reviewers for giving their time.

The contributors were selected to represent a
diversity of study systems and approaches. Orr
and Phillips were each invited to give an overview
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of the field and their contributions appropriately
start the volume. The next two papers are based on
a theoretical approach. In particular, Zeng pro-
vides an overview of the statistical issues involved
in QTL mapping and provides a preview of two
critical extensions of QTL mapping: accounting
for correlations among traits and mapping of
eQTLs from microarray data. Several examples of
the study of the genetics of adaptation within plant
populations follows, including a detailed analysis
of epistasis by Juenger et al. Two examples of the
study of the genetics of adaptation within animal
populations are reported in papers by Nachman
and Jones.

The volume continues with a transition be-
tween within-population studies and studies with a
broader focus on the genetics of species differ-
ences. The application of the study of the genetics
of adaptation is a critical component of 21st cen-
tury agricultural research and the paper by
Boerma and Walker demonstrate the power of
that approach. Two additional contributions by
Paterson and Ross-Ibarra continue along this
vein by considering the role of the study of the
genetics of adaptation in crop evolution. Finally,

I conclude the volume with what I hope is a pro-
vocative paper that challenges ecologists and
genomicists – two important contributors to
present and future studies of adaptation – to
integrate their respective disciplines.

Finally, I am most appreciative of the patience
the contributors showed as this volume was com-
piled. Some authors required more time and per-
suasion than others – which resulted in the
considerable delay of the more prompt authors’
contributions. I can only beg their forgiveness and
hope that the final product was worth the wait. I
believe that it is. As you will read, many of the
papers in this volume are first-rate and contain
some creative approaches to the study of the
genetics of adaptation. The volume is filled with
provocative ideas and suggested future directions.
My sense is that many doctoral dissertations could
find their birth by the careful reading of this
volume.

RODNEYODNEY MAURICIOAURICIO

University of Georgia
Athens, Georgia, USA
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Abstract

Theoretical work on adaptation has lagged behind experimental. But two classes of adaptation model have
been partly explored. One is phenotypic and the other DNA sequence based. I briefly consider an example
of each – Fisher’s geometric model and Gillespie’s mutational landscape model, respectively – reviewing
recent results. Despite their fundamental differences, these models give rise to several strikingly similar
results. I consider possible reasons for this congruence. I also emphasize what predictions do and, as
important, do not follow from these models.

Introduction

After a delay of many decades – a delay due lar-
gely to the reign of the neutral theory – adaptation
has begun to receive serious attention. As usual,
the reason has more to do with experimental than
theoretical progress. At least three kinds of
empirical study have renewed interest in
adaptation and, in particular, in the genetics of
adaptation.

The first is quantitative trait locus (QTL)
analyses. In most of these studies, the character
difference analyzed is of obvious adaptive
significance (e.g., floral differences affecting polli-
nator attraction in the monkeyflower Mimulus
[Bradshaw et al., 1998]) and the results plainly
provide information on the genetics of adaptation.
In other cases, the character difference may be of
less obvious adaptive significance but the QTL
results themselves suggest that the character di-
verged under natural selection, i.e., a dispropor-
tionate share of ‘plus’ factors reside in the high line
suggesting a history of directional natural selection
(Orr, 1998b; Zeng et al., 2000). The second kind
of experimental study is molecular population

genetic. The discovery of codon bias made it clear
that, despite much talk of neutrality, natural
selection acts with astonishing subtlety and ubiq-
uity. This conclusion has been supported by more
recent work estimating the proportion of amino
acid substitutions driven by adaptive evolution.
Smith and Eyre-Walker (2002), for instance, re-
cently concluded that about 45% of all amino acid
substitutions between Drosophila simulans and
D. yakuba are adaptive. The third kind of experi-
mental study involves microbial experimental
evolution. While QTL and molecular population
genetic work often involve natural differences
between taxa, experimental evolution involves a
degree of human intervention. Microbes are typi-
cally placed in novel laboratory conditions (e.g.,
high temperature) and the increase in fitness that
occurs during adaptation is tracked through time.
Despite this artificiality, these experiments provide
extremely high resolution information on the
genetics of adaptation, especially when combined
with whole genome sequencing. Work in DNA
bacteriophage, for example, suggests that 80–90%
of nucleotide changes seen during such experi-
ments are adaptive (Wichman et al., 1999), with a
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surprising number of changes occurring in parallel,
i.e., across independently evolving lines (Wichman
et al., 1999; Bull et al., 1997).

This empirical work collectively leaves little
doubt that adaptive evolution is common – far
more common than many would have been gues-
sed two decades ago. Unfortunately, though, the-
oretical work on adaptation has continued to lag
behind its experimental counterpart and popula-
tion genetic theory remains largely concerned with
neutral or deleterious alleles. Though the reasons
for this are partly clear – the neutral theory pro-
vides an important null hypothesis and it is easier
mathematically to study neutral or deleterious al-
leles – one begins to get the feeling that population
geneticists have been laboring over the wrong
thing. This neglect of adaptation likely contributes
to the common feeling among working evolu-
tionists that population genetic theory has little to
say about their day-to-day research: a theory that
slights adaptation is unlikely to be of much use to
most evolutionists. Fortunately, a few potential
starts to a mature theory of adaptation have now
been made (Gillespie, 1984, 2002; Gerrish &
Lenski, 1998; Orr, 1998a, 2000; Gerrish, 2001).

Here I briefly review these efforts. These
theories can be broken into two classes, those
that are phenotype based and those that are
DNA sequence based. I consider an example of
each: Fisher’s geometric model, in which adap-
tation occurs in a continuous phenotypic space,
and Gillespie’s mutational landscape model, in
which adaptation occurs in a discrete DNA se-
quence space. I discuss recent results from each
model. I also emphasize places where these
fundamentally different models yield surprisingly
similar results. Finally, I briefly consider possible
connections between the models. Throughout,
my approach will be non-mathematical and un-
rigorous. Hopefully, such an informal tour will
be of some use to experimentalists who, though
interested in adaptation, have neither the time
nor background needed to wade through a
technical literature.

My goal in the present paper is also partly
negative. I emphasize not only what these models
allow us to say about adaptation but what they do
not allow us to say. I take this opportunity, in
other words, to clear up several misconceptions
about predictions that do and do not follow from
these models.

Fisher’s geometric model

Population genetic models take such a familiar
form that it is easy to overlook a respect in which
they are odd. These models begin with selection
coefficients but say nothing whatever about where
these coefficients come from. It is vaguely assumed
of course that selection coefficients emerge from
the phenotypic effects of mutations on one or more
characters but the mapping from phenotype onto
fitness is never made explicit. Although this
shortcut suffices for many evolutionary questions,
it leaves us in an awkward position when thinking
about adaptation. If we want to know, for in-
stance, if mutations of large phenotypic effect are
less likely to be favorable than those of small ef-
fect, we obviously need a model that allows
mutations to have different phenotypic sizes, not
just different selection coefficients. We need, in
other words, a model that systematically maps
phenotypic effects onto fitness effects. The simplest
such model was introduced by Fisher (1930) in his
book The Genetical Theory of Natural Selection.

Fisher’s so-called geometric model captures the
fact that organisms must fit their environment in
manyways.Theymust hunt the right prey, avoid the
right predators, resist the right diseases, detoxify the
right compounds, and so on. Fisher argued that this
problem of conforming to many constraints could
be captured by a simple geometric model. In par-
ticular, we can imagine that each character in an
organism is represented by one axis in a coordinate
system. If there are n characters, we have n axes and
thus an n-dimensional phenotypic space. Some
combination of trait values at these n characters
represents the best combination of values in the
present environment. For convenience, we can place
this (local) optimum at the origin of our n-dimen-
sional coordinate system. Figure 1 shows a simple
example of Fisher’s model for an organism that is
comprised of just two characters (n ¼ 2). Because of
a recent change in the environment, the population
has been thrown off the optimumO and now resides
at position A. For simplicity, Fisher’s model as-
sumes that fitness falls off from the optimum at the
same rate in all directions.

The object of adaptation is to return to the
optimum. The problem – and this is the key
problem confronting Darwinian evolution – is that
the population must attempt this return to the
optimum by using random mutations, i.e., those
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that have random direction in phenotypic space.
Several random mutations are shown in Figure 1.
Obviously those mutations that happen to land
nearer to the optimum (and so fall within the circle
shown in Figure 1) are favorable, while those that
land farther from the optimum (and so fall outside
the circle) are deleterious.

The critical point of Fisher’s model is that
mutations can come in different phenotypic sizes.
Mutations are vectors and some vectors might
have bigger magnitudes, r, than others, as shown
in Figure 1. In general, we can imagine mutation
involving a distribution, m(r), of mutations hav-
ing different sizes. In Fisher’s model, the fitness
effect of a mutation thus emerges from its size and
direction in phenotypic space. Fisher’s model
provides, in other words, a statistical mapping of
phenotypic effect onto fitness effect – a mapping
that emerges naturally from the challenge of con-
forming to many constraints.

An adaptive substitution in Fisher’s model (as in
reality) involves a two step process. If a mutation is
to contribute to adaptation, it must first be favor-
able. Second, it must also escape accidental loss
when rare. Most favorable mutations do not make
it, reflecting the known lowprobability of fixationof
2s for a unique beneficial mutation.

I now turn to key results obtained in Fisher’s
model. Because these have been well reviewed
(Barton, 1998; Orr, 1999; Barton & Keightley,
2002) my treatment is brief.

What Fisher’s geometric model says

Fisher (1930) used his model to answer one of the
simplest possible questions about adaptation: Are
phenotypically small or large mutations more
likely to be favorable? He showed that the answer
is small. Indeed mutations having infinitesimally
small phenotypic effects (rfi0) have a 50:50 chance
of being favorable, while mutations of larger effect
suffer a rapidly declining chance of being favor-
able. Fisher famously interpreted this to mean that
small mutations are the stuff of adaptation.

As is now well known, Kimura (1983) showed
that Fisher’s interpretation was confused. Al-
though small random mutations are more likely to
be favorable, they are also more likely to be acci-
dentally lost by genetic drift when rare. Taking
both factors into account, Kimura concluded that
mutations of intermediate size are the most likely
to play a role in adaptation.

But Kimura’s distribution is also not what it
first seems. The reason is that Kimura neglected
the fact that adaptation typically involves multiple
substitutions that gradually approach an opti-
mum. Kimura’s distribution only corresponds to
that for the first step of such an adaptive walk.
When we allow for a gradual approach to an
optimum involving many substitutions, we get a
different answer from Kimura: the distribution of
factors fixed during adaptation is nearly expo-
nential, where we assume that the optimum stays
put during the bout of adaptation we study and
ignore mutations of very small effect (Orr, 1998;
see also Figure 2). This result is surprisingly robust
(Orr, 1998a, 1999), arising more or less indepen-
dently of the shape of the fitness function (e.g.,
Gaussian, quadratic, linear), the form of the dis-
tribution of mutational effects (so long as small
mutations are more common than large and the
typical mutation is small relative to the distance to
the optimum), and dimensionality of the organism
(so long as n > 10 or so). Thus if Fisher’s simple
picture of adaptation tells us anything about
adaptation, it tells us that the expected distribution

Figure 1. Fisher’s geometric model of adaptation for an

organism that is comprised of n ¼ 2 characters (the x and y

axes). The optimal combination of trait values sits at the origin,

O. The population presently sits at position A. Several random

mutations (vectors) are shown. Those mutations that land

within the circle (and so are closer to the optimum) are favor-

able; those that land outside the circle (and so are farther from

the optimum) are deleterious. Note that different mutations can

occur in different phenotypic sizes.

5



of effect sizes is nearly exponential – not that given
by Fisher or Kimura.

Two other results characterize adaptive walks
to fixed optima. The first is that the mean pheno-
typic sizes of the factors fixed at substitutions
k ¼ 1, 2, 3,… fall off as an approximate geometric
sequence (Orr, 1998a, Eq. 11). Early substitutions
thus tend to be larger than later. The second result
is that the expected size of the largest factor fixed
during an adaptive walk is larger than either
Fisher or Kimura implied (Orr, 1998a, Figure 7
and Eq. 17). With Fisher, the reason is obvious: he
ignored the accidental loss of small mutations.
With Kimura, the reason may not be first obvious,
but is equally simple: the expected maximum of a
series of draws at k ¼ 1, 2, 3,… must be larger
than the expected value of a single draw at k ¼ 1
(given by Kimura). The biological point is perhaps
best made in Figure 3, which shows Fisher’s
probability that a mutation of a given size will be
favorable as well as the expected size of the largest
factor fixed at n ¼ 100 and n ¼ 500 given a uni-
form distribution of mutational effects. By the
time n ¼ 500, the largest factor fixed (the ‘leading
factor’) is large enough that a random mutation of
this size suffers a tiny 0.0067 chance of being
favorable. This contrasts to a 0.5 probability for
the infinitesimally small mutations that Fisher
believed underlaid adaptation. The leading factor
fixed during adaptation does not therefore

correspond to a Fisherian infinitesimal one. In-
stead, it corresponds to a mutation that, according
to Fisher’s calculation, suffered an absurdly small
chance of being favorable.

What Fisher’s geometric model doesn’t say

There are several conclusions that cannot be
drawn from Fisher’s model, or at least from
studies of it that have been performed so far. Some
are straightforward while others are subtle.

The most obvious limitation is that we cannot
say anything about adaptation from standing ge-
netic variation. All studies of Fisher’s model to
date, including those of Kimura (1983), Orr
(1998a, 1999, 2000), Hartl and Taubes (1998),
Poon and Otto (2000), Barton (2001), and Welch
and Waxman (2003), consider evolution from new
mutations. Although this represents an obvious
theoretical limitation, it is unclear to what extent it
represents a biological limitation. Despite a long
quantitative genetic tradition that emphasizes the
significance of standing variation, we have no idea
if most long term evolution (yielding fixed species
differences) has much to do with such variation
(especially as a substantial portion of standing
phenotypic variation, at least for Drosophila
bristles, reflects transposable element insertion

Figure 2. The distribution of factors fixed during adaptive

walks to the optimum in Fisher’s model. The distribution is

approximately exponential (straight line on a semi-log plot).

Open circles refer to computer simulations performed at n ¼ 25

dimensions; filled circles at n ¼ 50 dimensions. Fifty thousand

substitutions over many realizations of adaptive walks were

recorded in each case. As in Kimura (1983), a uniform distri-

bution of mutational effects was provided to natural selection.

Figure 3. The expected sizes of the largest factors fixed in

Fisher’s model. The curve is Fisher’s famous probability that a

random mutation of a given size will be favorable. The left

arrow gives the expected size of the leading factor at n ¼ 100

dimensions and the right at n ¼ 500 dimensions. As in Figure 1,

the distribution of mutational effects was uniform. The

approximate size of the largest factor fixed is from Orr (1998,

equation 17).
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polymorphisms, which do not appear to often
contribute to species evolution [Long et al., 2000]).
It is entirely possible that a good deal of long term
evolution involves the fixation of new mutations.

The second limitation is that we cannot say
much about adaptation when the environment
changes on a fast time scale and the population
chases a moving optimum. All studies of Fisher’s
model so far have focused on the simple case of a
single bout of adaptation: the environment shifts
and we study the population’s approach to the
new optimum. The consequences of a moving
optimum seem clear in one case only. If the opti-
mum moves away from the population at the same
rate that the population moves to the optimum, it
is as though the population is forever taking a first
step and the distribution of factors fixed must
collapse to that given by Kimura (weighted by the
distribution of mutational effects), not an expo-
nential. For similar reasons, we have no reason to
believe that adaptation to a moving optimum will
generally involve an exponential distribution of
factors. This represents an obvious problem for
future work.

The remaining limitations are more subtle. The
most important – and misunderstood – is that we
can say nothing about the absolute sizes of the
favorable mutations fixed during adaptation in
any actual case, as emphasized by Orr (2001). We
can say that these factors are larger than Kimura
predicted and far larger than Fisher predicted but
we cannot speak of absolute effects. Precisely the
same limitation applies to Fisher’s and Kimura’s
own analyses. The problem is not that we cannot
write down equations for these quantities; we can.
The problem is that these solutions depend on
parameters that are, in any actual case, unknown.
One is the dimensionality, n, of the organism. The
absolute size of the first factor fixed or the largest
factor fixed depends on n, reflecting the fact that
large mutations have a greater chance of fixation
in simple (few dimensions) than complex (many
dimensions) organisms (see Orr, 1998a: Eq 11, 17
and Figure 7). Thus, the first or largest factor fixed
might be large in a simple (or highly modular)
organism but small in a complex (or less modular)
one. The second unknown quantity is the distri-
bution of mutational effects, m(r), provided to
natural selection. The absolute size of the factors
fixed during adaptation obviously depends on this
distribution. To see this, consider a trivial case in

which the optimum is 100 units away but the
organism produces mutations only of size 0–0.001
units. The sizes of the first factor and the largest
factor fixed will clearly be small relative to the
distance to the optimum but for reasons having
nothing to do with Fisher’s argument. Adaptation
cannot fix what mutation does not make.

We also cannot say anything about the distance
to the optimum traveled by the first or largest
factor fixed in any actual case. The reason once
again is that the answer depends on dimensional-
ity. Roughly speaking, fixed factors travel � r=

ffiffiffi
n

p
of the way to the optimum (Orr, 2000, Eq. 5;
Barton & Keightley, 2002). Factors of a given size
thus travel further in simple than complex organ-
isms. This represents one of the ‘costs of com-
plexity’ emphasized in Orr (2000).

Despite all this, several important results
emerge from Fisher’s model that do hold over
nearly all n and across a variety of distributions of
mutational effects: (1) the distribution of factors
fixed is nearly exponential; (2) early substitutions
have larger effects than later, with mean effects
falling off as an approximate geometric sequence;
and (3) the leading factor fixed is larger than pre-
dicted by Fisher or Kimura.

While the above limitations are empirical – the
answers depend on unknown parameters – at least
two features of Fisher’s model may be inherently
unrealistic. The first is that while characters are
scaled so that fitness falls off at the same rate over
all characters, Fisher’s model also assumes that
mutational effects are random over these orthog-
onal, scaled characters. This is not necessarily true,
as Fisher himself noted (Fisher 2000, p. 302).
Strictly speaking, then, Fisher’s model considers
evolution in an idealized organism in which
mutation is isotropic over the space defined by a
set of independent, selectively equivalent charac-
ters. Some of the above results – e.g., Fisher’s
probability that a mutation is favorable, Kimura’s
distribution of factors fixed at step one, and the
exponential distribution of effects fixed through-
out a walk – might fail in more complicated
models that allow non-isotropic mutational effects.
But it is important to bear in mind that Fisher’s
model merely tries to capture the essence of
Darwinian adaptation. And this essence is that
organisms must adapt by using mutations that are
random with respect to an organism’s needs.
Fisher captured this sense of randomness in a
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particularly natural way: by letting mutations have
random direction in phenotypic space. Fisher’s
model thus tells us what to expect in the simplest
mathematical caricature of Darwinian adaptation.
(But see Orr (2000) and Barton & Keightley (2002)
for the idea that actual organisms may have an
‘effective dimensionality,’ ne.)

The second artificial feature of Fisher’s model
is that it features no necessary last substitution.
The reason is that Fisher’s model considers a
continuous phenotypic space in which a popula-
tion can always go further to the optimum. The
result is that adaptation invariably appears com-
plicated: adaptive walks involve many steps and
the typical factor has a small effect. But real
adaptation in real organisms occurs in a discrete
space of DNA sequences. One consequence is that
there is a DNA sequence that is (locally) best and,
once reaching this sequence, adaptation is com-
plete, at least for this bout of adaptation. There is
therefore a necessary last substitution at the DNA
level.

This concern opens up a new set of questions
that cannot be answered in Fisher’s model: How
many substitutions occur before the population
reaches a local optimum? What proportion of the
overall increase in fitness that occurs during an
adaptive walk is due to the first substitution? How
much is due to the largest substitution? To answer
these and other questions, we require a model of
adaptation that is explicitly DNA sequence based.
I consider such a model below.

Gillespie’s mutational landscape model

Models of adaptation in sequence space were first
introduced by Maynard Smith (1962, 1970). Al-
though he considered evolution in a space of protein
sequences, most theorists now consider evolution in
a space of DNA sequences. Several such models
have been introduced (reviewed in Gillespie, 2002).
Here I describe one, Gillespie’s ‘mutational land-
scape’ model (Gillespie, 1984, 1991).

The mutational landscape model follows
adaptation at a gene or small genome. The region
of interest is L base pairs long. The model assumes
that adaptation is due to point mutations and that
mutation is weak (Nu < < 1, where N is popula-
tion size and u is per nucleotide mutation rate) and
selection strong (Ns > 1, where s is a selection

coefficient). (It is important to note that selection
is strong only relative to population size: s might
well be small in absolute terms.) Under these
conditions, a population is essentially fixed for a
wild-type sequence at any point in time. We
imagine that the present wild-type was, until re-
cently, the fittest allele available. But following an
environmental change, the wild-type has slipped in
fitness and at least one favorable mutation is now
possible.

The population’s challenge is to evolve from
the present, less than ideal, allele to the fittest one
available. It does so by mutating the wild-type.
This process generates a large number of different
sequences. One of Maynard Smith’s (1962, 1970)
and Gillespie’s key insights was that we need not
consider all of these sequences. Instead, we need
only consider those m ¼ 3L alternative sequences
that can be reached by mutation at a single base
(each of the L sites can mutate to three different
nucleotides, hence m ¼ 3L). The point is that
double, triple, etc. mutants are so rare that they
can be safely ignored (Gillespie, 1984). In effect,
then, natural selection at the DNA level has a
short horizon, seeing only one mutational step into
sequence space. This short horizon represents an
important constraint on adaptation that has no
analog in Fisher’s model.

At this point, the mutational landscape model
makes an important assumption: although the
wild-type is no longer the fittest allele available, it
is nonetheless of high fitness. This makes good
biological sense. Because environments are auto-
correlated through time, a wild-type might well
slip in fitness, but it is unlikely to plummet. More
specifically, the mutational landscape model as-
sumes that the wild-type allele has fitness rank i,
where i is small: of the m + 1 relevant alleles (m
single-step mutants plus wild-type), the wild-type
is the ith best. This means that, of the m single-step
mutations, a small number (i ) 1) is favorable and
all the rest are deleterious (see Figure 4).

Figure 4. The fitness ranks of alternative sequences in the

mutational landscape model. The present wild-type has rank i.

The small number of alleles to the right of i ( j ¼ 1, 2,…, i ) 1)

are favorable, while the many alleles to the left are deleterious.
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Although each of these i ) 1 favorable alleles
suffers a chance of accidental loss each time it
appears, mutation is recurrent and one allele will
ultimately be fixed. At that time, onestep in
adaptation is complete and the process repeats.
The new wild-type now produces its own suite of m
one-step mutant sequences, one or more of which
might be favorable. If so, a new wild-type is again
fixed. This process continues until the population
arrives at a sequence that is fitter than all its one-
step mutational neighbors. Adaptation has, at that
point, reached a local optimum and is complete.

Although the above process is simple, we have
avoided a key issue: How do we assign fitnesses to
alternative alleles? This is one of the trickiest issues
in all models of adaptation, particularly given the
nearly complete absence of relevant data. But
Kimura (1983) and Gillespie (1983, 1984, 1991)
suggested a way out: we can randomly assign the
fitnesses of alleles from some probability distri-
bution. Although this may not at first sound sat-
isfying – we will, after all, still have to make some
assumptions about this distribution – Gillespie’s
(1983, 1984, 1991) key insight was that these
assumptions turn out to be far weaker than one
might guess. Indeed, the choice of fitness distri-
bution is almost irrelevant. The reason is fairly
profound and is worth understanding.

The key fact is that the wild-type allele has high
fitness. This allows us to import a body of prob-
ability theory known as extreme value theory,
which describes the properties of the largest several
values drawn from a distribution. Remarkably,
extreme value theory shows that these properties
are independent of the exact distribution that one is
drawing from. It does not matter, in other words,
if the distribution of allelic fitnesses is normal, or
gamma, or exponential, or log-normal, or Weibull,
etc. – the fittest few alleles behave in the same way
regardless. (The only exceptions involve exotic
distributions like the Cauchy – which has no mean
– or those that are truncated on the right. For-
mally, a distribution must belong to the ‘Gumbel
type,’ which includes most ordinary distributions.
See Gumbel, 1958; Leadbetter, et al., 1980; also
see the Appendix in Orr, 2003). Extreme value
theory’s independence from the distribution drawn
from is reminiscent of the Central Limit Theorem
and the two results are similarly robust
(Leadbetter et al., 1980). Extreme value theory
thus allows a deep and important simplification in

the study of adaptation: we can draw conclusions
about adaptive evolution that do not depend on
the arbitrary choice of fitness distribution.

For present purposes, the most important re-
sult from extreme value theory involves the dif-
ferences in fitness between the best allele (fitness
rank j ¼ 1), the next-best allele (fitness rank j ¼ 2),
and so on (see Figure 4). These fitness spacings
show particularly simple behavior (Gillespie, 1991;
Orr, 2003a,b), behavior that lets us answer many
questions about adaptation. I review some recent
results below.

What the mutational landscape model says

One of the simplest questions we can ask about
adaptation at the DNA level is: What is the dis-
tribution of fitness effects among beneficial muta-
tions? Because extreme value theory tells us the
fitness spacings between any high fitness wild-type
and those rare mutant alleles that have even higher
fitness, we can calculate the expected distribution
of fitness effects (DW ) among beneficial mutations.
This distribution has two surprising properties
(Orr, 2003a): (1) it is always exponential; and (2) it
always has the same mean no matter what the
fitness rank, i, of the current wild-type allele.
Natural selection is thus presented with the same
expected distribution of fitness effects among new
beneficial mutations, whether the current wild-type
is the second-best allele, the third-best, and so on.
This invariance property is unexpected and coun-
terintuitive.

Natural selection will ultimately fix one of the
few beneficial mutations available, a choice that
depends on the probabilities of fixation of the
various mutations. Perhaps the most important
question we can ask about this event – the unit
event in adaptation – is: How far does a popula-
tion ‘jump’ when natural selection fixes a favorable
mutation? This question comes in two flavors. One
involves fitness rank and the other magnitude of
fitness increase. Both turn out to have simple an-
swers.

First fitness rank. If a population is fixed for
the ith fittest allele, does the population typically
jump to the fittest available mutation ( j ¼ 1), to
the next-fittest ( j ¼ 2), or to a mutation that is
only slightly better than wild-type ( j ¼ i ) 1) at
the next substitution (Figure 4)? Better yet, what’s
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the mean fitness rank of the favorable mutant
jumped to? The answer is that the population will
on average jump to the

E½ j� ¼ iþ 2

4
ð1Þ

best allele (Orr, 2002). Remarkably, this result
depends only on the present fitness rank i and is
independent of everything else, including the dis-
tribution of allelic fitnesses. Adaptation by natural
selection is thus characterized by a simple rule that
maps present fitness rank onto future fitness rank.
This jump in rank is also large. If a population is
presently fixed for, say, the i ¼ 20th best allele, it
will typically jump to about the fifth best allele at
the next substitution. Adaptation does not there-
fore incrementally inch from a wild-type to slighter
better mutants. It instead leapfrogs such mutants,
immediately arriving at a much better one.

We can also find the size of the mean fitness
jump that occurs when a favorable mutant allele is
substituted (Orr, 2002). Although this calculation
is much harder than the above one, the answer
turns out to be just as simple. It is

E½Dw� ¼ 2ði� 1ÞE½D1�
i

: ð2Þ

E[D1] is the mean fitness gap between the fittest
( j ¼ 1) and next-fittest ( j ¼ 2) mutant alleles, a
quantity that does depend on the form of the dis-
tribution of allelic fitnesses (normal, exponential,
etc.). But the biologically important point is thatEq.
2 is nearly insensitive to starting wild-type fitness
rank, i. For non-trivial i, the mean fitness jump is
just E½DW � � 2E½D1�. (This approximation is easily
derived given that the distribution of fitness effects
among beneficial mutations is exponential.
Weighting this exponential by the probability of
fixation, 2s, one finds that among fixed favorable
alleles is gamma distributed with amean of 2E [D1].)

While Eq. 2 is simple, it doesn’t quite tell us what
we’d most like to know. It lets us predict the mean
‘size’ of a given substitution but the answer depends
on quantities that are generally unknown (e.g.,
E [D1]). It is hard therefore to see how this prediction
could be tested. Fortunately, though, we can ask
related questions that are more easily tested. These
new questions hinge on the fact that adaptation of a
DNA sequence involves a last substitution. We can
thus ask: (1)What proportion of the overall increase

in fitness that occurs during a bout of adaptation is
due to the first substitution? (2) What proportion is
due to the largest substitution?

While analytic solutions to these questions do
not appear possible, they are easily answered by
computer simulation. Some results are shown in
Figure 5. The important point is that the first
and largest substitution explain a large propor-
tion of the overall increase in fitness. Simulations
show that at least 30% of the overall increase in
fitness that occurs during a bout of adaptation is
due to the first substitution (on average), while
at least 50% is due to the largest substitution
(on average). The mutational landscape model
thus lets us answer questions that cannot be
unambiguously answered in Fisher’s model.

Figure 5. (a) The proportion of the overall gain in fitness due to

the first substitution in Gillespie’s mutational landscape model.

(b) The proportion of the overall gain in fitness due to the

largest substitution in Gillespie’s mutational landscape model.

The different cases shown refer to exponential, gamma (shape

parameter > 1), and normal distributions of allelic fitnesses.

These distributions all yield similar results.
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Last, we can ask about the factors fixed over an
entire adaptive walk to the (locally) best DNA
sequence. Computer simulations reveal two sur-
prising results. First, the mean selection coeffi-
cients of alleles fixed at subsequent substitutions
fall off as an approximate geometric sequence.
Second, the overall distribution of fitness jumps
over many realizations of adaptive walks to the
optimum is approximately exponential (where we
ignore factors of very small effect; see Figure 6).
These results are both reminiscent of those seen in
Fisher’s model. It appears then that, despite their
fundamental differences, surprisingly similar pat-
terns emerge in the continuous phenotypic and
discrete DNA models of adaptation. I consider
possible reasons for these shared results below.

What the mutational landscape model doesn’t say

Our findings depend on certain assumptions. One
is that we study a single bout of adaptation, i.e.,
response to a single environmental change. This is
the same assumption made in Fisher’s model and
is the same assumption that Gillespie (1983, 1984,
1991) made in his earlier work on the mutational
landscape model. It is important to note however
that, while some of our results depend on this

assumption, others do not. In particular, many of
our results concern a single step in adaptation.
These results are more or less unaffected by the
assumption that the environment stays unchanged
for long stretches of time. But other of our results
concern entire adaptive walks and so clearly de-
pend on this assumption. The mutational land-
scape model does not therefore tell us much if
environmental changes occur on a shorter time
scale than substitutions. Fortunately this is not a
concern in most microbial experimental evolution
work. There, one typically exposes a microbe to a
single environmental change and studies the burst
of substitutions that occur in response.

Another assumption of the mutational land-
scape model is that the distribution of allelic fit-
nesses stays the same throughout a bout of
adaptation i.e., when the fitnesses of m ¼ 3L
mutations are drawn at each step in an adaptive
walk, they are drawn from the same distribution
(Gillespie, 1984, 1991). This assumption differs
slightly from that just discussed: even if the envi-
ronment remains constant throughout an adaptive
walk, the distribution of allelic fitnesses may not.
Instead, the fitnesses of one-step mutational neigh-
bors might be correlated with that of the present
wild-type. Gillespie’s model – which considers the
simplest case of a ‘rugged’ landscape (Kauffman,
1993, chapter 2) – does not allow for such correla-
tions. One cannot therefore necessarily extrapolate
Gillespie’s results or mine to correlated fitness
landscapes. Once again, however, note that this
limitation does not affect those findings that involve
a single step in adaptation. (It should also be noted
that one result in the genetics of adaptation is
known to hold regardless of the ruggedness of the
adaptive landscape: Orr (2003b) showed that a mi-
nimum of e ) 1 substitutions (where e ¼ 2.718…)
are on average required to reach a local optimum
when starting from a randomly chosen sequence on
any so-called NK adaptive landscape.)

Conclusion: Why do Fisher’s and Gillespie’s

models yield similar results?

I close this brief tour of these adaptation models
with two questions. My answers to both are
speculative. The first is this: Fisher’s model is a
model of adaptation because it explicitly considers
the fit between a complicated organism and a

Figure 6. The distribution of selection coefficients among

mutations fixed in repeated adaptive walks to the locally best

allele in the mutational landscape model (from many realiza-

tions of adaptive walks). In the case shown, adaptive walks

began at the i ¼ 50th best allele and the distribution of allelic

fitnesses was gamma with a shape parameter > 1 (yielding a

humped distribution).
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complicated environment. Gillespie’s model does
not. How, then, can Gillespie’s model be a true
model of adaptation? I think the answer is that,
although the mutational landscape model does not
explicitly consider the fit between organism and
environment, it does so implicitly. The point is
that, given random mutation in any environment,
there will be some distribution of fitness effects
among the tiny minority of mutations that is
favorable. Extreme value theory tells us what this
tail of favorable effects looks like. Extreme value
theory, in other words, implicitly captures a point
that emerges in a more mechanical way in Fisher’s
model (all mutations in Fisher’s model have a fit-
ness; but because of the constraints of movement
in a high dimensional space, only a few have a
fitness that exceeds that of the wild-type; these, in
other words, occur in the extreme right tail of fit-
nesses). The critical point is that the mutational
landscape model – unlike traditional population
genetic ones – does not begin with arbitrary
selection coefficients. Instead, the distribution of
selection coefficients among favorable mutations
emerges naturally from the rareness of extreme,
highly fit alleles. It is this emergence of selection
coefficients that makes the DNA sequence model,
like Fisher’s, a model of adaptation.

The second question is: Why do Fisher’s and
Gillespie’s models yield some similar results? The
models are, after all, fundamentally different, with
one considering phenotypic effects in a continuous
space and the other fitness effects in a discrete
space. Nonetheless in both models effect sizes
among fixed favorable mutations fall off as a
geometric sequence and the overall distribution of
factors fixed during adaptive walks is nearly
exponential. The reason for these similarities al-
most surely has something to do with the above
point. But there is another reason: In both models,
adaptation is characterized by a kind of repeated
re-scaling. In both models, that is, the population
confronts essentially the same problem at each
substitution, but on a smaller scale. (In Fisher’s
model, the shrinking scale reflects moving nearer
to the optimal phenotype; in Gillespie’s model, it
reflects moving along the tail of the fitness distri-
bution.) A consequence of this dynamic is that to
a good approximation the scale, but not the
functional form, of the distribution of factors fixed
at each step changes through time. This roughly
self-similar behavior appears to give rise to both

the geometric sequence and the overall exponen-
tial behavior. The biologically significant point is
that this self-similarity likely characterizes any
sensible model of adaptation to a fixed optimum.
If so, there is some reason for thinking that the
above findings might represent robust properties
of adaptation to a fixed optimum.

In summary, it appears that adaptation to a
fixed optimum by new mutations may show cer-
tain predictable properties. But it is also clear that
a large class of biological scenarios – involving
moving optima, standing genetic variation, and
correlated fitness landscapes – has not been stud-
ied. These scenarios are obvious candidates for
future work. While it would be pleasing if the same
patterns characterized all of these scenarios, this
seems unlikely. I suspect, however, that the likely
diversity of results is a blessing. If we are to dis-
tinguish different forms of adaptation, e.g., that
involving new versus. standing variation, we will
require that these processes leave different signa-
tures on the genetics of adaptation. The task of
evolutionary theory is to determine what these
signatures look like.
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Abstract

Many of the hypotheses regarding the genetics of adaptation require that one know specific details about
the genetic basis of complex traits, such as the number and effects of the loci involved. Developments in
molecular biology have made it possible to create relatively dense maps of markers that can potentially be
used to map genes underlying specific traits. However, there are a number of reasons to doubt that such
mapping will provide the level of resolution necessary to specifically address many evolutionary questions.
Moreover, evolutionary change is built upon the substitution of individual mutations, many of which may
now be cosegregating in the same allele. In order for this developing area not to become a mirage that traps
the efforts of an entire field, the genetic dissection of adaptive traits should be conducted within a strict
hypothesis-testing framework and within systems that promise a reasonable chance of identifying the
specific genetic changes of interest. Continuing advances in molecular technology may lead the way here,
but some form of genetic testing is likely to be forever required.

Introduction

How should we view historical developments in
evolutionary genetics through the particular lens of
the genetics of adaptation? Although it is perhaps a
bit premature for such pronouncements, one could
argue that we are entering a new era of modern
evolutionary genetics. The first era, roughly from
1918–1968, was characterized by the theoretical
developments in population and quantitative
genetics that have laid the foundation for nearly all
other work in evolutionary biology (Figure 1, see
also Provine, 1971). This period began with the
theoretical reconciliation of quantitative and
Mendelian genetics by R.A. Fisher (1918) and
rapidly expanded into the codification of popula-
tion genetics theory in the 1920’s and 1930’s
through the work of Fisher, Sewall Wright and
J.B.S. Haldane. It runs on through the beginnings
of ecological genetics by the likes of E.B. Ford and
others and the application of population genetic

principles to natural populations led by Theodosius
Dobzhansky. It ends with a formalization of earlier
models by Gustave Malécot and Motoo Kimura
into a framework that set the stage for the utiliza-
tion of the truly genetic data that was soon to follow
(Lewontin, 1974). This period could be classified as
theory rich and data poor. Most of the theory that
we still utilize today was established before we had
any knowledge of the nature of the genetic material,
and in this sense these approaches are essentially
purely genetic and largely devoid of functional
context. Fundamental concepts of genetic entities
like loci and alleles have hardly changed in popu-
lation genetics theory, despite tremendous advances
in our knowledge of the physical and molecular
properties of genes and genomes.

The second era, from 1968 to 1998, was
dominated by an explosion of data, frequently
collected in the absence of a compelling theoretical
context (Lewontin, 1991). In population genetics,
the development of protein electrophoresis

Genetica (2005) 123: 15–24 � Springer 2005



allowed researchers to assess levels of genetic
variation in a wide variety of organisms rather
than being limited to special cases of known ge-
netic markers (e.g., Drosophila chromosomes) or
obviously Mendelizing phenotypes (e.g., snail shell
polymorphisms). On the quantitative genetic side
of things, the theories originally developed by
Fisher and greatly expanded by Wright were
finally migrated from agricultural systems into a
more formal theory of evolutionary quantitative
genetics (e.g., Slatkin, 1970; Lande, 1976; Felsen-
stein, 1977). Here again, researchers could venture
into natural populations to ask questions about
levels of genetic variation for ecologically impor-
tant traits. It seemed that no study of the evolu-
tionary ecology of quantitative traits could be
complete without an analysis of underlying genetic
variation, because evolutionary change is predi-
cated on its existence. To some extent, both the
population and quantitative genetic approaches
were victims of their own success. Electrophoretic
studies revealed ample levels of genetic variation at
most loci, while quantitative genetic studies found
significant heritability for most traits. Finding
genetic variation for its own sake became a
hypothesis-free endeavor. Enough studies of this
type have now been performed that one need
not actually conduct the studies to know their
probable outcome. For the most part, average
heterozygosity will vary between 0.05 and 0.2
and heritability will fall somewhere between 0.2
and 0.5. Even if a particular estimate where off by

a factor of two or three, would the discussion
sections of these particular studies be very differ-
ent? It is unlikely that they would, which is a tes-
tament both to a general lack of precision in these
estimates and the lack of a broader hypothesis-
testing framework for this work.

Studies of variation per se have developed on
one side into much more sophisticated treatments
of DNA sequence variation from a molecular
evolution viewpoint and on the other side into a
formal theory of evolutionary quantitative genet-
ics that treats the entire organism as an integrated
whole (Figure 1). Using sequence data, we can
address very specific hypotheses regarding histor-
ical patterns of selection and rates of evolution of
genes of interest, but are frequently far removed
from the how, why, what, and where of the
adaptive context of that selection. In contrast, in
multivariate views of quantitative inheritance, we
can measure how selection operates on suites of
traits and how trade-offs among traits might
structure and constrain the response to selection
(Lande, 1988), but are limited to some extent by
complexities introduced by the total dimensional-
ity of the system (Charlesworth, 1990) and by the
fact that, in order to understand how summary
parameters like genetic correlations themselves
evolve, we need to have much greater knowledge
of the genetic systems underlying these traits
(Barton & Turelli, 1989). We are caught between
molecular knowledge in the absence of adaptive
context and ecological context in the absence of
molecular details. One view of the modern chal-
lenge to understanding the genetics of adaptation
is the need to span this chasm – to be able to move
freely from sequence to phenotype to ecological
context and, more importantly, to be able to test
specific hypotheses at each of these levels.

Are we, then, at the beginning of a self-pro-
claimed new era? If so, then it is an era that is sure
to be dominated by genomic analysis (the 1998
date was chosen because of the publication of
the first metazoan genome during this year, The
C. elegans Sequencing Consortium, 1998). The
hope is to use our new abilities to look at genome-
wide patterns of genetic variation and gene func-
tion to investigate the genetics of adaptation from
multiple perspectives. The fear is that we instead
will repeat the mistakes of previous technologi-
cal transitions and collect information in the
absence of definitive hypothesis tests; or worse,

Figure 1. Transitions during the history of population and

quantitative genetic approaches to studying the genetics of

adaptation. Movement toward a new era of study incorporates

these approaches with functional genomic information.
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over-interpret the results that we are capable of
collecting right now without appreciating the lim-
itations inherent in our current methods.

Questions and hypotheses

It is not difficult to collect a long list of questions
that we would like answered regarding the genetics
of adaptation (Table 1). Primary among these are
the most basic, like how many genes are involved,
what are the distribution of the effects of alleles at
these loci, and how does standing variation and
mutational input become converted by selection
into the adaptive differences that we might observe
today? We currently cannot answer these questions
for any trait, for any organism, for any natural
system. It would therefore seem that we have a
long way to go before we can address even the most
basic questions in what should be a central area of
evolutionary genetics. Many people, of course, are
trying to tackle one or another of this broad set of
questions, but if we are not careful we will find
ourselves in same state as those studying the allo-
zyme variation and heritability a few decades ago:
lots of information and precious little context
within which to evaluate that information. We can
already guess that adaptive changes are sometimes
going to be caused by a few loci and sometimes by
many more. Some loci are undoubtedly going to
have large effects while others will have smaller
effects. Sometimes standing variation will be cen-
tral, other times novel mutations will be essential.
Collecting the basic pieces of information under-
lying the genetics of adaptation is obviously going
to be important, but as with earlier revolutions in
evolutionary genetics, will our level of resolution

be sufficiently adequate to estimate the needed
underlying parameters in such a way that estima-
tion alone will be sufficient justification for con-
ducting the work? We can avoid these pitfalls by
making sure that the work that we do is conducted
within a specific hypothesis-testing framework.

The essential problem with studying adaptation
in natural populations is that we have no control
over the genetic system. Genomes are vast and
important change can potentially be anywhere.
How then are we to find the genes of interest? More
humbly, how effectively can we address questions
related to the genetics of adaptation without actu-
ally having our hands on the genetic changes
themselves? There are multiple approaches to this
problem, each of which provides varying levels of
precision (Figure 2). Each major approach can be
seen as logical extensions of the twomajor branches
of evolutionary genetics, and it is in their synthesis
that we will finally be in a position to address fun-
damental questions about the genetic basis of
adaptive evolution (Figure 1).

Mapping as a paradigm

Number of genes

If we are lucky enough (or choosy enough) to
study a character that readily Mendelizes, we can
at least to hope to map the gene with some pre-
cision. Moreover, we have prima facie evidence
that we are dealing with at least one gene of major
effect. Although there are important instances of
changes of this sort (e.g., Crow, 1957; Peichel,
et al., 2001; Nachman, Hoekstra & D’Agostino,

Table 1. Some central questions in the genetics of adaptation

� How many genes underlie specific adaptations?

� What is the distribution of their effects?

� What is the spectrum of new mutations at these genes?

� How do these genes interact with one another?

� Do genes tend to affect traits independently of one another or do genes typically have manifold effects across the whole organism

(i.e., pleiotropy)?

� How does natural selection affect the distribution of effects and/or the nature of the interactions?

� Does the response to selection tend to occur more frequently through changes in gene regulation or gene structure/function?

� What is the relationship between loci that generate variation within populations and those responsible for differences among

populations?

� How can we combine these insights into an understanding of the evolution of developmental systems, morphology, behavior, etc.?
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2003), we might expect such systems to be outside
the norm. Indeed, focus on these single-locus sys-
tems has resulted largely from the fact that they
are more tractable than systems with more com-
plex genetics. Once we move beyond a single locus,
it is extremely difficult to estimate the number of
loci affecting a trait simply by observing variation
in the trait. In one of the first problems that he
addressed, Sewall Wright (in Castle, 1921) derived
an estimator for the minimum effective number of
loci (the number of loci with equal effects) by
assuming that two lines being crossed are uni-
formly divergent for the loci underlying the dif-
ferences (Figure 2). Although there have been
refinements of Wright’s original approach
(Wright, 1968; Lande, 1981), the method has so
many caveats that its overall value beyond dem-
onstrating that a trait is polygenic is questionable
(Zeng, Houle & Cockerham, 1990; Zeng, 1992). A
slightly more sophisticated approach that com-
bines specific genetic models within the context of
a defined pedigree, known as complex segregation
analysis, is used frequently in human genetics
(Figure 2, Khoury, Beaty & Cohen, 1993). Neither
of these methods is likely to bring us very close to
answering the most basic question of how many
loci underlie a given adaptation, much less provide
us with any hope of moving us further up the
hierarchy of questions (Table 1).

Mapping

One of the more significant developments in evo-
lutionary genetics over the last two decades has

been the development of techniques aimed at
mapping multiple genes underlying quantitative
variation, quantitative trait locus (QTL) mapping
(Figure 2, Mackay, 2001b). The promise here is
that identifying specific regions of the genome
responsible for quantitative differences between
lines, populations and/or species will allow esti-
mates of some of the fundamental parameters
needed to understand the evolution of quantitative
characters. While there can be no question that
this is the right direction to be heading, we should
be very careful not to over interpret the results
obtained from such studies. Indeed, it can be ar-
gued that mapping per se gets us only slightly
further along the road toward answering our
fundamental questions than trying to estimate the
genic effects directly from variance data.

The real problem is that QTL (‘L’ ¼ loci)
should have been called QTR (‘R’ ¼ regions).
There has been a pull toward creating a central
dogma of ‘one peak-one gene’ in these mapping
experiments. If such a one-to-one correspondence
where possible, then we would indeed be well on
our way to discovering the number of loci under-
lying specific adaptations. While the attraction of
this notion is clear, our current limited experience
provides reasons for caution. Mapping is based on
linkage disequilibrium between markers that we
can measure and QTL of unknown location
(Lander & Schork, 1994). Maximizing linkage
disequilibrium across the whole genome, as can be
accomplished in controlled cross between two ex-
treme populations, greatly enhances the probabil-
ity that at least one of the markers will be found in
association with the QTL of interest (Figure 3).
This is a double-edged sword, however, since
broad-scale linkage disequilibrium means that a
potentially large non-informative chromosomal
region surrounding the marker will also be linked
to the QTL. This decreases the precision with
which the location of the QTL can be identified
(Figure 3).

Several decades ago, Coyne (1983) examined
the genetic basis of difference in genital morphol-
ogy between two Drosophila species using a single
visible marker per chromosome arm. Each marker
did indeed show a significant association with the
morphological difference, but rather than conclude
that each marker represented a single QTL, Coyne
instead reasonably suggested that these differences
were likely caused by a potentially large number of

Figure 2. A hierarchical set of methods for determining the

genetic basis of adaptive variation. A top-down, statistical

genetics approach is built upon QTL mapping, while a bottom-

up, molecular genetic approach is built upon identifying specific

candidate loci. Confidence in a genetic causation increases as

one moves from top to bottom.
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loci since his level of genetic resolution was so
crude (a prediction that turned out to be correct,
Zeng et al., 2000). We must be careful not to
cavalierly equate regions of large effect with genes
of large effect when we are in fact frequently barely
a few steps beyond Coyne’s level of resolution,
even with the advent of large numbers of
molecular markers. For example, using a high-
resolution deletion mapping study of longevity in
Drosophila melanogaster layered on top of a tra-
ditional QTL analysis, Pasyukova, Vieira & Mac-
kay (2000) demonstrated that many of the QTL
peaks obtained from a standard cross in fact housed
several loci, frequently with opposing effects.

A more fundamental problem for interpreting
mapping results is that we may be dealing with a
scale of resolution that is simply impenetrable to
traditional mapping approaches. Although in
many applications of QTL analysis, such as in
human health, it may be sufficient to simply iden-
tify the locus of interest, in evolutionary studies a
‘locus of large effect’ and a ‘substitution of large
effect’ should not be equated (Phillips, 1999). The
potential confusion is derived from typological
definitions of concepts like ‘locus’ and ‘allele’ that

span the last one hundred years of evolutionary
genetics, but which are at odds with modern
understanding of genetic change. Two very distinct
‘alleles’ may segregate in a cross between popula-
tions, but the alleles themselves may be the prod-
ucts of many substitution events over the
evolutionary history of the divergence of those
populations. The concept of ‘locus’ in theories of
the genetics of adaptation may be quite different
from traditional definitions of locus – we may fre-
quently need to look for multiple changes within
individual genes (e.g., Orr, 2002). The best example
of this is Stam and Laurie’s (1996) study of
functional variation at the ADH locus in
Drosophila melanogaster. They found that most of
the difference in levels of gene expression could
indeed be explained by the traditional fast/slow
replacement that leads to differences in allozymes,
but also that a secondary and very significant effect
is generated by an epistatic interaction between two
control regions within the gene that is also part of
the ‘allelic’ difference in this case. Even high reso-
lution QTL mapping will not allow us to detect
complex changes and interactions occurring within
genes. The importance of resolution at this scale is
likely to depend on the general ubiquity of complex
regulatory systems within genes (Davidson, 2001),
but much of the future challenge of the functional
genetics of adaptation lies firmly here.

Otto and Jones (2000) provide a method for
extrapolating from the estimated number of QTL
to the like number of ‘true’ QTL by assuming
certain distributions of effects. Approaches such
as this are surely improvements on the Wright-
inspired estimators, but these methods will be
strongly limited by the resolution of the map, as
indicated above.

Distribution of allelic effects

Ignoring the problem of counting genes for a
moment, to what extent can we expect to be able
to infer the nature of the effects of the genes that
we do find, especially with an eye toward esti-
mating the distribution of effects (Orr, 1998)?
There are several obstacles here as well. Because
QTL are recognized statistically as genomic
regions yielding a significant association with
phenotypic variation, when sampling errors lead
to an overestimate of the size of an effect, that
effect is more likely to be classified as a QTL. This

Figure 3. The trade-off between precision and detection as a

function of the level of linkage disequilibrium within a popu-

lation when trying to specific genes. Crosses usually generated

in QTL mapping experiments have high levels of linkage dis-

equilibrium and therefore have a large chance of detecting the

underlying loci. They may have low precision for identifying

where the loci are or even if there are indeed individual loci

involved. In contrast, association mapping studies use outbred

populations, usually with much lower levels of linkage dis-

equilibrium. These studies require very large samples and very

localized dense genetic maps in order to detect the loci involved,

but they should in principle allow high precision in identifying

the genes, and potentially the nucleotides, involved.
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leads to an upward bias in estimated effect sizes,
which becomes especially magnified in studies with
low statistical power (Beavis, 1994, 1998). Lack of
resolution can also lead to misestimates of the
distribution of effect sizes when more than one
gene is located within a QTL region. For example,
even when the actual distribution of effects is
constant or uniform, it is possible to wrongly infer
a negative exponential distribution of effect sizes
when a large number of loci are randomly dis-
tributed throughout the genome (Bost et al., 2001).
When regions of the genome below the mapping
resolution threshold accumulate a number of true
QTL, the single estimated effect size will be closer
to the sum of those QTL than to the effect size of
the individual elements (see Noor, Cunningham &
Larkin, 2001). Thus, summary distributions of
QTL effects are likely to be somewhat suspect in
the absence a firm sense of the level of precision in
the mapping itself. Finally, complications intro-
duced from genetic interactions among loci (epis-
tasis, Phillips, 1998) are only now starting to be
explored because of complications in the analysis
and issues of the scale of experiments needed to
estimate such a large pool of pair-wise interactions
(e.g., Kao & Zeng, 2002).

Mapping to test hypotheses

If mapping serves somewhat poorly for estimating
the essential parameters of the genetics of adap-
tation, then what can it provide us? Apart from
serving as an important step on the road toward
finding the genes themselves, mapping can be used
to test specific hypotheses regarding the genetics of
adaptation. The essential point here is that the
heart of hypothesis testing involves a comparison
of some sort. Comparative mapping in well-artic-
ulated circumstances allows one to test the
hypothesis of a shared genetic basis of traits across
different environments or in different populations.
Pleiotropy is the hypothesis of interest when
looking at variation within a population, while a
parallel response to selection is the focal hypoth-
esis when comparing populations. Unfortunately,
much like paternity analysis, it is easier to exon-
erate a particular region of the genome than to
implicate a specific gene. If two QTL regions can
be clearly distinguished from one another, then the
hypothesis of a shared genetic basis to the traits
can be rejected (although it is still possible that

similar genes are involved, but with very different
effect sizes). If a similar location is identified,
however, the precision issue discussed above rears
its head again. Is this in fact the same gene being
used in each case or simply another locus that
happens to be linked to the target QTL region by
chance? Fortunately in a comparative context, we
can take the precision of our QTL estimates into
account and actually test the hypothesis of plei-
otropy quantitatively (Cheverud, Routman &
Irschick, 1997; Lebreton et al., 1998).

The pleiotropy can be across different traits,
such as different morphological features of a
flower (Juenger, Purugganan & Mackay, 2000);
across time, as in growth and change in body size
in mice (Vaughn et al., 1999); and/or across envi-
ronments such as larval density (Leips & Mackay,
2000) or geographic differences in growing condi-
tions (Weinig et al., 2002). Parallel mapping across
multiple divergent populations has rarely been
performed, but even between-population crosses
can be used to test for similar regions affecting the
trait of interest in different genetic backgrounds
(e.g., Zeng et al., 2000).

Getting to the genes

Ultimately, tests of pleiotropy and the genetic
basis of adaptive differences in general will require
finding the genes themselves – indeed the nucleo-
tide changes themselves. At its heart, mapping is a
correlational approach. To move closer to causa-
tion, it is necessary to verify hypotheses generated
by mapping using more conventional genetics. One
of the strongest approaches in this regard is
introgression testing in which a genomic region
containing a putative QTL is backcrossed into a
common background and retested for its effects
(e.g., Laurie et al., 1997). Repeated backcrossing
can be used to generate near-isogenic lines, a
springboard for the holy grail of QTL mapping,
positional cloning of the locus (Remington, Un-
gerer & Purugganan, 2001). The level of effort
needed to positionally clone a QTL from mapping
data alone is quite daunting. At the very least,
significant genomic resources will need to be
brought to bear on the problem. While this may be
feasible (and justifiable) in many cases in agricul-
ture and human health, the general level of effort
needed will remain a significant issue in the evo-
lutionary genetics of non-model species until
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technology takes another leap forward. For the
time being, most studies in evolutionary genetics
that use QTL mapping are likely to find themselves
marooned upon QTL peaks surrounded by a sea
of thousands of possible genes, with little means of
identifying or distinguishing among them. This is
why it is crucial to choose the level of resolution
appropriate (and possible) to the hypothesis being
addressed. The field as a whole will gain very little
if the majority of studies become stranded halfway
between ideals of causal explanation.

The candidate-locus paradigm

The alternative to the top-down approach of QTL
mapping is a bottom-up approach based on can-
didate loci (Figure 2). Here, in-depth knowledge of
gene function motivates the selection of a subset of
genes that can be used as targets for genetic
analysis. A possible first step here is to examine
functional plausibility by examining differences in
DNA sequence among the divergent populations
of interest. Since most populations are likely to
differ at many nucleotide sites, this is unlikely to be
a particularly fruitful exercise, although informa-
tion of this sort can be used in a broader molecular
evolutionary context (e.g., Jovelin, Ajie & Phillips,
2003). The advent of the ability to perform gen-
ome-wide functional analyses, such as micro-
arrays, has greatly expanded the set of ‘plausible’
targets, however (Gibson, 2002). For example,
Wayne and McIntyre (2002) have combined gene
expression data with QTL mapping results to de-
velop the most likely set of functional targets to
pursue as candidate loci in the studies of ovariole
number in D. melanogaster. At present, these ap-
proaches are too new to know whether gene
expression differences per se will be useful indica-
tors of underlying genetic divergence. Expression
at a given locus can be different due to changes at
other loci and the total variance in expression may
tend to overwhelm the available signal. Never-
theless, the potential for using this and similar
technologies for hypothesis building, especially in
non-model organisms, is tremendous (e.g., Olek-
siak, Churchill & Crawford, 2002).

The best next step beyond simple plausibility
is genetics. An especially powerful approach is to
use a quantitative complementation test to examine
variation in the genetic pathway involving the

candidate locus (Doebly, Stec & Gustus, 1995;
Long et al., 1996; Lyman & Mackay, 1998). This
is an interaction test in which a line with a
mutation at a given locus is crossed with natural
variants with the aim of assessing allelic variation
at that specific locus (Mackay, 2001a). In reality,
the response could be due to variation at the
locus of interest or a locus that interacts some-
where in the same pathway as the mutation, such
that variation is exposed when tested against the
mutant background. This approach can be gen-
eralized on a genomic scale using deficiency
mapping with a very large set of tester lines
(Pasyukova, Vieira & Mackay, 2000; Steinmetz
et al., 2002).

Finer scale mapping of allelic differences can be
addressed using association mapping (Figure 2,
Mackay & Langley, 1990; Long et al., 1998). Here,
QTL mapping is essentially being performed
within a locus. In the balance between precision
and detection outlined in Figure 3, association
mapping is decidedly on the side of precision. The
linkage disequilibrium utilized in an association
mapping study is that present in the natural pop-
ulation after many generations of recombination.
Association mapping looks to detect the resonance
signal left behind from the appearance of the un-
ique mutation that is now the target of interest.
Because every mutation arises within a unique
genomic background, it is in initially in complete
linkage disequilibrium with every marker in that
genome. Over time recombination will break these
associations down until only the closest associa-
tions remain. This is how it works in principle. In
practice, the pattern of linkage disequilibrium can
be non-uniform over a given genomic region. Low
detection thresholds suggest that sample sizes will
frequently need to be very large for this approach
to work in most outbred populations. It is
important to note that the studies in which this
approach has been more successfully been applied
have used crosses to isolate the chromosomal re-
gion of interest against a stable genetic back-
ground so as to reduce the total level of genetic
variation in the system (e.g., Long et al., 1998;
Long et al., 2000). Most outbred populations are
likely to require samples potentially orders of
magnitude larger to overcome the ‘needle in the
haystack’ nature of the entire approach.

Interestingly, a number of the studies that
have been able to work down toward the level of
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individual nucleotides have found their significant
associations in control regions and introns rather
than in coding regions (Phillips, 1999). This makes
identifying the specific changes responsible espe-
cially difficult since we currently do not understand
the language that describes gene regulation in the
same way that we are able to understand how
changes in coding regions change gene function
(Stern, 2000). This also stands in stark contrast to
mapping results for human disease genes, in which
a small minority of changes appear to be regula-
tory in nature (Botstein & Risch, 2003). Resolu-
tion of this contrast with additional data will
illuminate one of the more interesting long-term
questions in evolutionary genetics: evolution via
regulatory changes versus structural change
(Table 1).

Finally, all of the approaches for finding genes
underlying complex adaptations outlined above
are essentially circumstantial. Any given study is
likely to need to combine a number of different
approaches to properly address a causal hypothe-
sis relating to specific gene function. One remain-
ing approach neatly solves this problem through a
strong hypothesis test in an experimental context.
Transformation of one natural allele with another
allows for a direct test of allelism while completely
controlling for the effects of genetic background.
Unfortunately, transformation at this level of
precision is difficult even in model systems like
Drosophila and C. elegans. Yeast is currently the
most capable system from genetic manipulation
standpoint (Steinmetz et al., 2002). Techniques for
transformation in Drosophila have also recently
taken a large step forward in the context of testing
adaptive gene function (Siegal & Hartl, 1998;
Greenberg et al., 2003). Non-model systems being
investigated in more meaningful ecological con-
texts will be hard pressed to meet this standard for
the time being.

Conclusions

Running completely through the cycle of causa-
tion outlined in Figure 2 is likely to be difficult in
most circumstances, and ‘proof’ that one has
actually identified a gene underlying a specific
adaptation quantitative trait has only been ob-
tained thus far in a handful of circumstances
(Glazier, Nadeau & Aitman, 2002). All of the

successful cases have been in either agricultural or
model systems. Will finding the actual genes
underlying adaptations be feasible in most natural
systems? To do so will require generating sufficient
genomic resources such that non-model systems
essentially serve as their own models. Rapid pro-
gress in genomic technology is making this more
possible all of the time, but it is important to
recognize the cost of this pursuit, both financially
and in terms of the large set of potentially more
tractable questions that are likely to be abandoned
along the way (Lewontin, 1991). Furthermore,
ultimate tests of genetic causation rely on actually
being able to do genetics – the ability to perform
crosses to test specific hypotheses. This will not be
feasible in many non-model systems. If we cannot
test the hypotheses we are setting out to study, is it
worth beginning the endeavor in the first place?

A central question, then, is the extent to which
we actually need to identify the specific genes
underlying adaptive change to in order to address
the big questions in evolutionary genetics. I con-
tend that we do. Indeed I will go further to say that
we need to know the specific nucleotide changes
responsible. We cannot be distracted by allelism
per se but instead need to concentrate on the
pattern of substitution of specific variants that
have arisen via natural mutations. This will not be
easy or even possible in many instances, but the
very fact that we are contemplating it suggests that
we are indeed entering a new era.
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Abstract

Quantitative trait loci (QTL) mapping has been used in a number of evolutionary studies to study the
genetic basis of adaptation by mapping individual QTL that explain the differences between differentiated
populations and also estimating their effects and interaction in the mapping population. This analysis can
provide clues about the evolutionary history of populations and causes of the population differentiation.
QTL mapping analysis methods and associated computer programs provide us tools for such an inference
on the genetic basis and architecture of quantitative trait variation in a mapping population. Current
methods have the capability to separate and localize multiple QTL and estimate their effects and interaction
on a quantitative trait. More recent methods have been targeted to provide a comprehensive inference on
the overall genetic architecture of multiple traits in a number of environments. This development is
important for evolutionary studies on the genetic basis of multiple trait variation, genotype by environment
interaction, host–parasite interaction, and also microarray gene expression QTL analysis.

Abbreviations: CIM – composite interval mapping; EM – expectation and maximization algorithm;
IM – interval mapping; MIM – multiple interval mapping; QTL – quantitative trait loci.

Introduction

Quantitative trait loci (QTL) mapping is a gen-
ome-wide inference of the relationship between
genotype at various genomic locations and phe-
notype for a set of quantitative traits in terms of
the number, genomic positions, effects, interaction
and pleiotropy of QTL and also QTL by envi-
ronment interaction. The primary purpose of QTL
mapping is to localize chromosomal regions that
significantly affect the variation of quantitative
traits in a population. This localization is impor-
tant for the ultimate identification of responsible
genes and also for our understanding of the genetic
basis of quantitative trait variation.

Applied to natural populations, most QTL
mapping experiments are designed to study the
genetic basis of phenotypic differences between dif-

ferent natural populations or between different
species (Mackay, 2001; Mauricio, 2001). Starting
from two differentiated populations, a cross is usu-
ally made between the populations to create a hy-
brid, and then either backcross the hybrid to the
parental population(s) to create backcross popula-
tion(s) or intercross among hybrids (if possible) to
create a F2 population. Recombinant inbred lines
can also be created from the cross and are popular
for QTL mapping study. QTL mapping analysis is
performed in these segregating populations to locate
QTL that are responsible for the difference between
the parental populations which could be due to
adaptation. QTL mapping analysis in these popu-
lations can help us to understand a number of issues
that are associated with the genetic basis of adap-
tation. It can estimate how many QTL that have
different alleles between populations and contribute
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significantly to the population difference. It can
estimate where they are located in the genome; what
their effects are; how they interact; and how QTL
interact with the environment. All these are critically
important for the study of the genetic basis of
adaptation.

QTL analysis certainly has many limitations.
The number of QTL is likely to be downwardly
biased estimated due to linkage and limited sample
size. There is also likely a bias in the estimation of
QTL effect distribution as only QTL with rela-
tively large effects are likely to be detected and
some QTL effects may represent the joint effects of
multiple closely linked genes. Analysis of epistasis
may only detect a part of gene interactions and
there could be many other hidden interactions
between detected and undetected QTL. Certainly,
there is a big gap between QTL that are mapped
with a confidence interval in many cM units and
genes that are responsible for the variation.
Mauricio (2001) discussed some caveats in using
these methods for interpreting the genetic basis of
adaptation for evolutionary biology studies.

In this article, I review some statistical methods
used for QTL mapping analysis, particularly the
methods used to map multiple QTL simultaneously
for studying QTL epistasis and for estimating the
overall genetic architecture of quantitative trait
variation. I will use two QTLmapping experiments
to illustrate the use of these methods and inter-
pretation of the mapping analysis. One experiment
is the study of genetic basis of a morphological
shape difference between two Drosophila species
due to adaptation (Zeng et al., 2000). The other
experiment is the study of genetic basis of
long-term selection response on wing size of
Drosophila melanogaster (Weber et al., 1999, 2001).
I also describe a method to study details of genetic
correlation between multiple traits and to test QTL
by environment interaction. In the end, I discuss
the connection of this multiple trait QTL analysis
with microarray gene expression data and outline
an approach in using this method for the con-
struction of genetic effect network between QTL,
gene expressions and quantitative trait phenotypes.

Statistical framework

Statistical analysis of QTL mapping works with
two data sets. One is the molecular marker data set

that provides information of segregation of a
genome at various marker positions in a popula-
tion, and the other is the quantitative trait data set
that provides information of segregation and ef-
fects of QTL. The connection between the two
data sets is QTL. The variation of trait values in a
population is partially due to the segregation of
QTL alleles, and QTL are linked to some molec-
ular markers. It is this linkage that provides
information to localize QTL in a genome.

Let Y denote the trait data and X denote the
marker data. In a joint analysis of marker and trait
data, we study the joint probability of Y and X

P ðY ;X Þ ¼ P ðY jX ÞP ðX Þ
¼
X
Q

P ðY jQ;X ÞPðX Þ

¼
X
Q

P ðY jQÞP ðQjX ÞP ðX Þ ð1Þ

This joint probability can be split into two parts.
One is P(X) which can be modeled as a function of
marker linkage order x, linkage phases / and
recombination frequencies c between markers.
This analysis is the marker linkage analysis and
P(X|c,/,x) is the likelihood of marker data.

The other part is P(Y|X) which represents the
QTL analysis, analyzing the conditional proba-
bility of trait values Y given marker genotypes X
through QTL genotypes Q. P(Q|X) is a function
of QTL positions k in relation to markers, and
involves the segregation analysis of QTL given
marker genotypes. P(Y|Q) is a link function be-
tween QTL genotypes Q and trait phenotypes Y,
and can be modeled as a function of QTL effect
parameters h, such as additive, dominance and
epistatic effects of QTL and any other parameters
that link QTL genotypes to trait phenotypes. To-
gether, k and h represent the genetic architecture
parameters of QTL. In this form, we generally
represent P(Y|X) as

P ðY jX ; k; hÞ ¼
X
Q

P ðY jQ; hÞPðQjX ; kÞ ð2Þ

which is the likelihood of trait data given marker
data and is the main focus of this article.

Another statistical approach that has been used
for QTL analysis is Bayesian posterior inference.
In Bayesian statistics, model parameters are re-
garded as random variables, and we are concerned
with the inference of posterior probability of
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model parameters. In a joint analysis of trait and
markers, the posterior probability is

P ðx;/; c; k; hjY ;X Þ
¼ P ðY jX ; k; hÞPðX jx;/; cÞP ðx;/; c; k; hÞ=c
¼
X
Q

PðY jQ; hÞP ðQjX ; kÞP ðX jx;/; cÞ

� P ðx;/; c; k; hÞ=c ð3Þ
where c is a constant to make the posterior sum to
1 as a probability. This posterior is partitioned
into three parts, the prior probability of parame-
ters P(x,/,c,k,h), the likelihood of marker data
P(X|x,/,c), and the likelihood of trait data given
marker data P(Y|X,k,h).

Multiple interval mapping: map multiple QTL

and epistasis

Model and likelihood analysis

In QTL mapping likelihood analysis, we make an
inference of genetic architecture of quantitative
traits by testing and estimating model parameters
h and k using likelihood (2). However, this anal-
ysis depends on the experimental design. One
popular experimental design is to cross two widely
separated inbred lines, populations or species, to
create a heterozygous F1 population, and then
backcross the F1 to parental lines to create back-
cross populations, or alternatively to intercross F1

to create an F2 population. Recombinant inbred
lines are also popular for QTL mapping. For these
standard experimental designs, the number of
segregating QTL alleles is restricted to two, and
the allelic frequencies of the QTL (as well as
markers) and their linkage phases are known, thus
greatly simplifying the genetic architecture of the
traits.

The first part of the analysis is to calculate the
conditional probability of QTL genotypes given
observed marker genotypes, P(Q|X,k). For
example, for a backcross population, there are two
possible genotypes for a QTL, say Q1Q1 and Q1q1.
Given the genotypes of two flanking markers, say
X1X2/X1X2, X1X2/X1x2, X1X2/x1X2 and X1X2/x1x2,
we can express the conditional probabilities of
QTL genotypes given marker genotypes as a
function of relative position of QTL (Q1) in rela-
tion to the flanking markers (X1 and X2), k1:

P ðQ1Q1jX1X2=X1X2);¼ 1;

P (Q1q1jX1X2=X1X2) ¼ 0

P (Q1Q1jX1X2=X1x2) ¼ 1� k1;

P (Q1q1jX1X2=X1x2) ¼ k1
P (Q1Q1jX1X2=x1X2) ¼ k1;

P (Q1q1jX1X2=x1X2) ¼ 1� k1
P (Q1Q1jX1X2=x1x2) ¼ 0;

P (Q1q1jX1X2=x1x2) ¼ 1 ð4Þ
where k1 = rX1Q1/rX1X2, rX1Q1 is the recombination
rate between X1 and Q1, and rX1X2 is the recombi-
nation rate between X1 and X2 (ignoring the double
recombination for simplicity). For multiple loci in
multiple different marker intervals, the joint con-
ditional probability of multiple QTL genotypes is
simply the product of separate conditional QTL
genotype probabilities given marker genotypes un-
der the assumption of no crossing-over interference.

P ðQjX ; kÞ ¼
Ym
r¼1

P ðQrjX ; krÞ ð5Þ

As Qr has two possible genotypes (QrQr and Qrqr),
Q has a total of 2m possible genotypes (joint con-
figurations of Qr’s).

If two QTL fall into one marker interval, the
calculation of the joint probability is more com-
plicated (see Jiang & Zeng, 1995). Jiang and Zeng
(1997) provided a general algorithm based on a
hidden Markov model to take missing and domi-
nant markers into account for this calculation for
many populations derived from a cross between
two inbred lines.

The second part of analysis is to fit trait phe-
notypes to QTL genotypes based on a genetic
model, P(Y|Q,h), and estimate model parameters
h. In quantitative genetics, the relationship be-
tween genotype and phenotype is usually modeled
based on a linear model. For m putative QTL in a
backcross population with sample size n, we can
model a trait value as

yi ¼ lþ
Xm
r¼1

arx�irþ
Xl
r<s

brsðx�irx�isÞ þ ei ð6Þ

for i ¼ 1; . . . ; n, where yi is the trait value of
individual i, x�ir is a genotypic value of putative
QTL r (which can be denoted as 1/2 or )1/2 for
the two possible QTL genotypes), l is the mean
of model, ar is the main effect of QTL r, brs is the
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epistatic effect between QTL r and s, ei is a
residual effect usually assumed to be normally
distributed with mean zero and variance r2.

In this model, h = {l, r2, E}, and

PðY jX ;h;kÞ¼
Yn
i¼1

Pðyijxi;h;kÞ

¼
Yn
i¼1

X2m
j¼1

PðQjjxi;kÞPðyijQJ ;hÞ

¼
Yn
i¼1

"X2m
j¼1

pij
1ffiffiffiffiffiffiffiffiffiffi
2pr2

p

�exp

"
�
 
yi�l�DJE

!2

=

 
2r2
!##

ð7Þ
where xi is the joint marker genotype of individual
i, pij ðj ¼ 1; . . . ; 2m) is the conditional probability
of the jth joint QTL genotype for individual i given
by (5), Dj is the raw vector of x�r ’s and (x�irx

�
is)’s

corresponding to the jth joint QTL genotype, and
E is a column vector of ar’s and br’s. The dimen-
sion of Dj and E is the number of QTL effects in
the model (m + l).

Kao and Zeng (1997) and Zeng, Kao and
Basten (1999) described a procedure to obtain
maximum likelihood parameter estimates using an
expectation/maximization (EM) algorithm. The
EM algorithm is an iterative procedure involving
an E-step (expectation) and an M-step (maximi-
zation) in each iteration. In the [k + 1]th iteration,
the E-step is

p kþ1½ �
ij

¼
pij 1ffiffiffiffiffiffiffiffiffiffi

2pr2 k½ �
p exp � yi � l k½ � �DjE k½ �� �2

= 2r2 k½ �� �h i
P2m

j¼1 pij
1ffiffiffiffiffiffiffiffiffiffi

2pr2 k½ �
p exp � yi � l k½ � �DjE k½ �� �2

= 2r2 k½ �ð Þ
h i

ð8Þ
and the M-step is

E kþ1½ �
r

¼
X

i

X
j
p kþ1½ �
ij Djr ðyi � l k½ �Þ

h i
�
Xr�1

s¼1
DjsE kþ1½ �

s �
Xmþ1

s¼rþ1
DjsE k½ �

sP
i

P
j p

kþ1½ �
ij D2

jr

ð9Þ

for r = 1,. . ., m+1

l kþ1½ � ¼1

n

X
i

yi�
X
j

X
r

p kþ1½ �
ij DjrE kþ1½ �

r

 !
ð10Þ

r2 kþ1½ � ¼ 1

n

"X
i

yi�l kþ1½ �
� �2

�2
X
i

yi�l kþ1½ �
� �

�
X
j

X
r

p kþ1½ �
ij DjrE kþ1½ �

r

þ
X
r

X
s

X
i

X
j

p kþ1½ �
ij

�DjrDjsE kþ1½ �
r Es

½kþ1�
#

ð11Þ

where Er is the rth element of E and Djr is the rth
element of Dj . There are many practical issues for
the efficient and reliable implementation of this
algorithm. Zeng, Kao and Basten (1999) discussed
some strategies to alleviate the computational
problem involved with 2m components when m is
not small.

Another computational method that has been
used for QTL likelihood analysis is imputation
(Sen & Churchill, 2001). Instead of directly eval-
uating the likelihood of the mixture model, the
imputation method samples the missing QTL
genotypes based on the conditional probabilities
(5) and regresses trait values directly to sampled
QTL genotypes. However, this has to be evaluated
for a number of samples to obtain a reliable esti-
mate of parameters and testing statistic for a given
QTL model.

For given positions k of m putative QTL and
m + l QTL effects, the likelihood analysis can
proceed as outlined above or through imputation.
The task is then to search and select genetic models
(number, positions, effects and interaction of
QTL) that best fit the data.

QTL model selection

Model selection is a key component of the analy-
sis. It is a basis for interpreting and estimating the
genetic architecture of QTL. Several methods have
been developed. Kao, Zeng and Teasdale (1999)
and Zeng, Kao and Basten (1999) worked out a
stepwise search procedure to search for positions
and interaction pattern of multiple QTL. This
procedure has been implemented in QTL Cartog-
rapher (Basten, Weir & Zeng, 1995–2004) and
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Windows QTL Cartographer (Wang, Basten &
Zeng, 1999–2004).

Carlborg, Andersson and Kinghorn (2000) and
Nakamichi, Ukai and Kishino (2001) used genetic
algorithms for QTL model search. Satagopan et al.
(1996) and Sillanpaa and Arjas (1998) worked on
Bayesian methods using Markov chain Monte
Carlo to search for number and positions of
multiple QTL.

The stepwise search procedure outlined in Kao,
Zeng and Teasdale (1999) and Zeng, Kao and
Basten (1999) and implemented in QTL Cartog-
rapher has several interactive steps:

1. Initial model selection: In order to save com-
putation time, some approximate and efficient
statistical methods can be used to select an
initial model for subsequent analysis. One
method is to use composite interval mapping
(CIM) (Zeng, 1994) for initial model selection.
Another method is to use a forward or back-
ward stepwise regression or a combined for-
ward–backward stepwise regression on markers
to select a subset of significant markers. For this
analysis, it is found that using a stopping rule
based on an F-to-drop or F-to-enter statistic
with a = 0.01 is generally satisfactory. All these
procedures are implemented in Windows QTL
Cartographer.

2. Optimize QTL positions: With an initial model
or subsequent update of a QTL model, it is
always desirable to update QTL position esti-
mates using multiple interval mapping (MIM).
Generally, it is reasonably sufficient to search
and update position for each QTL in turn,
conditioned on the current estimates for other
QTL positions, based on likelihood. This pro-
cess can be repeated.

3. Search new QTL: Scan the genome (except of
the vicinity areas of current QTL positions) for
the best position of a new QTL conditional on
other QTL effects and interactions. Decision
whether to add this QTL into the model de-
pends on model selection criterion.

4. Select QTL epistasis: When a QTL model
(number and positions) is changed, it may be
necessary or desirable to update significant
interaction components amongQTL.This canbe
achieved by a backward stepwise search if pos-
sible, from possible interaction components, or a
combined forward and then backward search.

Sometimes it may be worthwhile to attempt
to search for significant epistatic effects between
selected and unselected QTL positions. This
may be performed in a stepwise manner by
searching for the largest epistatic effect(s) be-
tween a current QTL position and an unselected
genomic position at 1 or 2 cM intervals, and
testing for significance. Of course, numerical
calculation can be very intensive for this anal-
ysis.

The stepwise search may fail to uncover QTL in
close repulsion linkage or to identify complex
epistasis that involve multiple components.
Sometimes, it may be necessary to employ
chunkwise selection (Kao, Zeng & Teasdale, 1999)
to improve model fitting. Although this procedure
is difficult to implement automatically, it can be
performed interactivelly using Windows QTL
Cartographer.

The issue of model selection criterion is a
complex one (Zeng, Kao & Basten, 1999; Bro-
man & Speed, 2002). A number of criteria have
been used to guide QTL model selection, such
as Akaike information criterion, Bayes infor-
mation criterion, residual bootstrap/permutation
test. Individual QTL effects can also be tested
based on a likelihood ratio test conditional on
other QTL effects. However, it is still not clear
how to take into account some biological and
experimental information, such as heritability,
marker coverage and sample size, in setting up
more appropriate model selection criteria for
QTL mapping analysis. More research is nee-
ded.

Given the identification of QTL, MIM pro-
vides a comprehensive way to estimate genetic
architecture parameters for the difference be-
tween parental populations and also for the
segregating population. It provides a cohesive
estimate of additive, dominance and epistatic
effects of QTL and the partition of genetic var-
iance explained by QTL: how much directly due
to which QTL (additive and dominance effects),
how much due to epistasis, and how much
through linkage or linkage disequilibrium (Zeng,
Kao & Basten, 1999). This estimation is a strong
point for the MIM analysis method. The method
can also provide an efficient estimation or pre-
diction of genotypic values for individuals based
on marker data, which can be used for marker-
assisted selection.
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QTL mapping examples

Genetic architecture of a morphological shape
difference between two Drosophila species

As examples, two large scale QTL mapping exper-
iments in Drosophila are described here. In a study
of genetic architecture of a morphological shape
difference between two Drosophila species (Zeng
et al., 2000),Drosophila simulans andD. mauritiana
were crossed to make F1 hybrids. Because F1 males
are sterile, females of the F1 population were
backcrossed to each of the parental lines to produce
two backcross populations, each about 500 indi-
viduals. The trait is themorphology of the posterior
lobe of the male genital arch analyzed as the first
principal component in an elliptical Fourier anal-
ysis (Liu et al., 1996). Both the parental difference
(35 environmental standard deviations) and the
heritability (>0.9) of the trait in backcross popu-
lations are very large, providing a very favorable
situation for QTL mapping. QTL analysis using
MIM gives evidence of 19 QTL (based on the joint
analysis in two backcrosses) distributed on the
three major chromosomes, X, II and III (Figure 1).
The additive effect estimates range from 1.0 to
11.4% of the parental difference. The greatest
additive effect estimate is about four environmental
standard deviations, but could represent multiple,
closely linked QTL. Dominance effect estimates
vary among loci from essentially no dominance to

complete dominance, andmauritiana alleles tend to
be dominant over simulans alleles. Epistasis ap-
pears to be relatively unimportant as a source of
variation. All but one of the additive effect esti-
mates have the same sign, which means that one
species has nearly all the plus alleles and the other
nearly all the minus alleles. This result is unex-
pected under most evolutionary scenarios, and
suggests a history of strong directional selection
acting on the posterior lobe.

Genetic basis of divergent selection response on
wing size in D. melanogaster

The second experiment is about the genetic basis
of divergent selection response on wing shape in
D. melanogaster. Starting from a natural popula-
tion, two selection lines were maintained with one
selecting for high value and one for low value of
the trait measurement. After 15 generations of
intensive divergent selection, the wing shape,
measured by an index incorporating two dimen-
sions, differs in the high and low lines by 20
standard deviations (Weber, 1990). From the cross
of the high and low lines, 519 third chromosome
recombinant isogenic lines were created (Weber et
al., 1999) in which marker and QTL alleles are
segregating in the third chromosome and not in
the other chromosomes. Using 65 in situ-labeled
transposable elements as markers, 11 QTL were
estimated by using MIM (Figure 2A) with additive

Figure 1. Genetic mapping of QTL on a morphological shape difference between Drosophila simulans and D. mauritiana. LOD score

curves of a MIM analysis for each of 19 QTL are shown on a linkage map of the three major chromosomes. Marker positions are

given by triangles.
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effect estimates ranging from 2.3 to 18.9% and
added up to 99% of the parental line difference
due to the third chromosome. All but one of the
additive effect estimates have the same sign. To-
gether, the 11 additive effects explain 0.947 of the
total phenotypic variance with 0.274 due to the
variance of additive effects and 0.673 due to the
covariances between additive effects. There are
nine QTL pairs that show significant additive by
additive interaction effects. However, epistatic ef-
fect estimates are about equally positive and neg-
ative, and the nine epistatic effects explain only
0.012 of the total variance (0.072 due to the

variance of epistatic effects and )0.060 due to the
covariance between epistatic effects). The covari-
ances between additive and epistatic effects, ex-
pected to be zero asymptotically, are negative and
very small ()0.004) due to sampling. Thus the
model explains 0.955 of the total phenotypic var-
iance in the third chromosome recombinant iso-
genic lines.

To study QTL on the second chromosome, 701
second chromosome recombinant isogenic lines
were created from the same high and low selection
lines (Weber et al., 2001). Based on 47 markers and
a MIM analysis with the residual permutation test

Figure 2. Genetic mapping of QTL on wing shape from a long-term divergent selection in (A) chromosome II and (B) chromosome III

of Drosophila melanogaster. LOD score curves of a MIM analysis are shown on a linkage map of chromosomes II and III. Marker

positions are given by triangles.
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as the model selection criterion, 10 QTL were de-
tected (Figure 2B). The estimated additive effects
are all in one direction, ranging in magnitude from
5 to 21% of the phenotypic difference between the
two parental genotypes on this chromosome, and
sum to 99.1% of the difference. There are 14 QTL
pairs that show significant additive by additive
interaction effects. Again, we observed the same
pattern that epistatic effect estimates are about
equally positive and negative. The additive effects
together explain 0.951 of the total phenotypic
variance, and the epistatic effects together explain
only 0.003 of the total variance. The covariances
between the additive effects and epistatic effects are
almost zero as expected. The model explains 0.954
of the total variance in this recombinant popula-
tion. The genetic architectures on the second and
third chromosomes seem to be quite comparable in
terms of number and distribution of QTL and
QTL interaction pattern. It is interesting to ob-
serve that there are very significant epistatic effects
between QTL from various statistical tests, and yet
the total variance explained by epistasis is small.
The sum of genetic variances due to individual
epistatic effects is actually very substantial. But
there are significant amount of negative covari-
ances between different epistatic effects due to al-
most equal amount of plus and minus epistatic
effects and linkage disequilibrium that cancel out
much of the epistatic variances. This epistatic
variation hidden by linkage disequilibrium could
be released into the population as linkage dis-
equilibrium deceases with further recombination.
This epistatic pattern is consistent in both data sets
for the second and third chromosomes. It is how-
ever not clear how common this epistatic pattern is
for other traits and organisms.

Multiple trait QTL analysis: studying the

genetic basis of trait correlations

Data structure, genetic models and
likelihood analysis

Most QTL mapping experiments have observa-
tions on multiple traits, either for the purpose to
study different attributes of a general biological
character such as different measurements for a
shape, different fitness components or a pheno-
type at different developmental stages, or for the

purpose of studying genotype by environment
interaction by regarding trait phenotypes in dif-
ferent environments as different trait states. Cer-
tainly, it would be important to take the
information of multiple traits or multiple trait
states in different environments into account in
QTL mapping analysis. Such a multiple trait QTL
analysis could improve the statistical power to
detect QTL and improve the resolution to esti-
mate QTL positions and effects. Probably more
importantly, it provides a basis and formal pro-
cedures to test a number of biologically interest-
ing hypotheses concerning the nature of genetic
correlations between different traits, such as
pleiotropic effects of QTL and QTL by environ-
ment interactions, and provide a framework for a
comprehensive estimation about the genetic
architecture of quantitative traits including the
structure of genetic correlations between traits. In
general, data on multiple trait QTL analysis can
be classified in two categories. For the first cate-
gory, multiple traits are measured on the same
individuals. Trait (Y) and marker (X) data
matrices may look like the following (for t traits, f
markers, n individuals)

Y ¼

y11 y12 � � � y1n

y21 y22 � � � y2n

..

. ..
. . .

. ..
.

yt1 yt2 � � � ytn

2
666664

3
777775

and X ¼

x11 x12 � � � x1n

x21 x22 � � � x2n

..

. ..
. . .

. ..
.

xf 1 xf 2 � � � xfn

2
666664

3
777775

For the second category, multiple traits or trait
states are measured on different individuals. Trait
and marker data matrices may look like the fol-
lowing (with one set of traits measured in popu-
lation one with n1 individuals and f1 markers, and
another set measured in another population with
n2 individuals and f2 markers)

Y1 ¼
y11 y12 � � � y1n1
y21 y22 � � � y2n1
..
. ..

. . .
. ..

.

yt11 yt12 � � � yt1n1

2
6664

3
7775
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and X1 ¼
x11 x12 � � � x1n1
x21 y22 � � � x2n1
..
. ..

. . .
. ..

.

xf11 xf12 � � � xf1n1

2
6664

3
7775

Y2 ¼

y11 y12 � � � y1n2
y21 y22 � � � y2n2

..

. ..
. . .

. ..
.

yt21 yt22 � � � yt2n2

2
66664

3
77775

and X2 ¼

x11 x12 � � � x1n2
x21 x22 � � � x2n2

..

. ..
. . .

. ..
.

xf21 xf22 � � � xf2n2

2
66664

3
77775

This can represent several situations, for example,
the same traits measured in two backcrosses (B1

and B2) on different individuals in which case a test
on QTL by backcross interaction is a test about
dominance of QTL, the same trait measured in
two sexes in which case a test on QTL by sex
interaction can be performed, or different groups
of individuals are planted in two or multiple geo-
graphic locations.

Jiang and Zeng (1995) have studied multiple
trait QTL mapping analysis methods formulated
under the framework of CIM. This method has
been implemented in QTL Cartographer (Basten,
Weir & Zeng, 1995–2004) and also Windows QTL
Cartographer (Wang, Basten & Zeng, 1999–2004).
Recently, we have been working on extending
MIM to multiple traits to provide a comprehensive
estimation of genetic correlation between different
traits and its partition to different QTL due to
pleiotropy or linkage. Here, I outline this MIM on
multiple traits, although the details of this method
will be published elsewhere.

For m putative QTL of T traits in S environ-
ments/populations, the MIM model (for a back-
cross population) is defined by

ysti ¼ lst þ
Xm
r¼1

astrx�sir þ esti ð12Þ

where ysti is the phenotypic value of trait t for
individual i in environment/population s; i indexes
individuals of the sample (i=1, 2,…, ns); t indexes
traits (t = 1, 2, …, T); s indexes environments/
populations (s = 1, 2, …, S); lst is the mean of the

model; astr is the effect of putative QTL r on trait t
in population s; x�sir is a coded variable denoting the
genotype of putative QTL r (defined by 1/2 or )1/2
for the two genotypes) for individual i in popula-
tion s, which is unobserved but can be inferred
from maker data in sense of probability; esti is a
residual effect of the model assumed to be multi-
variate normal distributed with mean vector 0 and
variance matrix Vs.

The likelihood function of the data given the
model is a mixture of normal distributions

L ¼
YS
s¼1

Yns
i¼1

X2m
j¼1

psij/ ysijls þ AsDsj; Vs
� �" #

ð13Þ

where psij is the probability of each multilocus
genotype conditional on marker data; As is a ma-
trix of QTL parameters (a’s) for population s; Dsj

is a vector specifying the configuration of x*’s
associated with each a for the jth QTL genotype; /
(y|l, V) denotes a multivariate normal density
function for y with mean vector l and variance
matrix V.

This likelihood can also be evaluated through
an EM algorithm. In the [k + 1]th iteration, the
E-step is to update the conditional probabilities of
multiple locus QTL genotypes given marker
genotypes and phenotypic trait values

p kþ1½ �
sij ¼ psij/ ysijl k½ �

s þ A k½ �
s Dsj; V k½ �

s

� �
P2m

j¼1 psij/ ysijl k½ �
s þ A k½ �

s Dsj; V
k½ �

s

� �
ð14Þ

and the M-step is to update estimates of model
parameters

a kþ1½ �
str ¼

X
s

X
i

X
j
p kþ1½ �
sij Dsjr

�
ysti � l k½ �

st

� �

�Pr�1
u¼1 Dsjua

½kþ1�
stu �Pm

u¼rþ1 Dsjua
k½ �
stu

�
P

s

P
i

P
j p

½kþ1�
sij D2

sjr

ð15Þ

l kþ1½ �
st ¼ 1

ns

X
i

ysti �
X
j

X
r

p kþ1½ �
sij Dsjra

kþ1½ �
str

 !

ð16Þ
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v kþ1½ �
stt0 ¼ 1

ns

"X
i

X
j

p kþ1½ �
sij

�
�
ysti�l kþ1½ �

st �
X
r

Dsjra
kþ1½ �
str

	

�
�
yst0i�l kþ1½ �

st0 �
X
r

Dsjra
kþ1½ �
st0r

	#
ð17Þ

where astr is the effect of QTL r on trait t in envi-
ronment s and Dsjr is the rth element of Dsj. This
algorithm is very stable even with a large number of
parameters as in this case. However, one problem
with the algorithm is its slow convergence, partic-
ularly in this case with a large number of parame-
ters. We have studied other alternative and more
efficient algorithms and found that an algorithm
based on the generalized EM combined with
Newton–Ralphson algorithm provides a good bal-
ance of stability and efficiency for this application
(Qin & Zeng, unpublished data).

Model selection

It is very tricky to perform model selection on
multiple traits. Model selection can proceed as in
MIM in a similar way as outlined in MIM. In this
case, when a QTL is selected, its effects are fitted
and estimated for all traits in all environments or
populations, regardless whether the QTL effect is
significant for a particular trait in a particular
environment. Steps are as follows:

1. Initial model: Use multivariate backward step-
wise regression on markers to select an initial
model.

2. Optimize the estimates of QTL positions based
on the currently selected model.

3. Scan the genome to determine the best position
for adding a new QTL.

4. Repeat (2) and (3) for a few times to select a few
competing models.

5. If epistasis is considered, select significant epi-
static terms.

6. Select the final model based on some informa-
tion criterion.

Partition of genetic correlation: pleiotropy versus
linkage

Given a selected genetic model, we can estimate
the genetic variance and covariance explained by

QTL for different traits and partition the genetic
correlation between traits into components due to
pleiotropic effects of QTL and those due to linkage
disequilibrium. The genetic variance explained by
QTL for trait t in a particular environment can be
estimated as and partitioned into the following
components.

r̂2gt ¼
X
r

X
r0

�
1

n

Xn
i¼1

X
j

p̂ij Djr � �Dr
� �

� Djr0 � �Dr0
� �

âtrâtr0
�

¼
X
r

1

n

Xn
i¼1

X
j

p̂ij Djr � �Dr
� �2

â2
tr

" #

þ
X
r 6¼r0

�
1

n

Xn
i¼1

X
j

p̂ij Djr � �Dr
� �

� Djr0 � �Dr0
� �

âtrâtr0
�

¼
X
r

r̂2atr þ
X
r 6¼r0

r̂atratr0 ð18Þ

Similarly, the genetic covariance between trait t
and t¢ in a particular environment can be estimated
as and partitioned into the corresponding
components.

r̂gtt0 ¼
X
r

X
r0

�
1

n

Xn
i¼1

X
j

p̂ij Djr � �Dr
� �

� Djr0 � �Dr0
� �

âtrât0r0
�

¼
X
r

1

n

Xn
i¼1

X
j

p̂ij Djr � �Dr
� �2

â
tr
â

t0r

" #

þ
X
r 6¼r0

�
1

n

Xn
i¼1

X
j

p̂ij Djr � �Dr
� �

� Djr0 � �Dr0
� �

âtrât0r0
�

¼
X
r

r̂atrat0r þ
X
r 6¼r0

r̂atrat0r0

ð19Þ
Thus the genetic correlation between the traits t
and t0 can be estimated as

ĉgtt0 ¼
r̂gtt0ffiffiffiffiffiffiffiffiffiffiffiffi
r̂2gt r̂

2
gt0

q ð20Þ

Then the part in ĉgtt0 that is due to the pleiotropic
effect of QTL r (atr and at¢r) can be estimated as
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r̂atrat0r=
ffiffiffiffiffiffiffiffiffiffiffiffi
r2gtr

2
gt0

q
. Similarly, the part in ĉgtt0 that is

due to linkage disequilibrium between QTL r and
r¢ can be estimated as r̂atrat0r0 þ r̂atr0at0r

� �
=
ffiffiffiffiffiffiffiffiffiffiffiffi
r2gtr

2
gt0

q
.

This provides a comprehensive estimation of ge-
netic correlation between traits and its partition
to individual QTL for us to assess relative
importance of pleiotropy and linkage on the
correlation.

Testing QTL by environment interactions

Statistical tests on hypotheses of QTL by envi-
ronment interactions can help us to understand
and interpret the genetic architecture of quantita-
tive traits in those environments/populations.
There are several ways to test QTL by environ-
ment interaction. As elaborated by Falconer
(1952), the genetic correlation between trait mea-
surements in different environments (or different
trait states) is a measurement of genotype by
environment interaction, with a perfect correlation
indicating no interaction. When all QTL have the
same effects in different environments, the genetic
correlation is perfect. Thus a genome-wide test of
QTL by environment interaction can be performed
through the following likelihood rate test.

• Genome-wide test of QTL by environment
interaction between trait states t and t0 in popu-
lation s:

H0 : Ast ¼ Ast0(no interaction)

versus H1 : Ast 6¼ Ast0 (interaction)

with

LR ¼ �2 ln
L0 l̂s; Âst ¼ Âst0 ; V̂s
� �

L1 l̂s; Âst; Âst0 ; V̂s
� �

• Genome-wide test of QTL by environment
interaction for trait t between environments s and
s0:

H0 : Ast ¼ As0t(no interaction)

versus H1 : Ast 6¼ As0t (interaction)

with

LR ¼ �2 ln
L0 l̂; Âst ¼ Âs0t; V̂
� �

L1 l̂; Âst; Âs0t; V̂
� �

The significance value for the test can be assessed
through a residual permutation test similar to that
explained in Zeng, Kao and Basten (1999). For
this test, genotypic values of the trait in different
environments are estimated through the con-
strained likelihood under the null hypothesis and
subtracted from the observed phenotypic values.
The residues are permuted. Then the likelihood
rate test is performed in a number of permuted
samples to empirically estimate the distribution of
the test statistic at the null hypothesis. This like-
lihood ratio test on QTL by environment interac-
tion can also be performed on individual QTL or a
subset of QTL with the tested QTL effects con-
strained to be the same for different environments
at the null hypothesis and unconstrained at the
alternative hypothesis.

Implications for microarray gene expression
QTL analysis

Mapping gene expression QTL (eQTL) has
recently become an interesting research topic, lar-
gely due to the feasibility in performing a relatively
large scale microarray typing on multiple geno-
types. Several studies have already been published
combining gene expression microarray data with
molecular marker data to map eQTL (Brem et al.,
2002; Eaves et al., 2002; Schadt et al., 2003). In
these studies, expression profiles of a number of
genes are typed from selected tissues in each indi-
vidual or line together with molecular marker
genotypes and quantitative trait phenotypes. In
the eQTL mapping analysis, gene expression pro-
files are regarded as phenotypes and QTL that
affect the gene expressions are mapped.

Largely due to still relatively small sample size
(30–100), these studies take a relative simple ap-
proach in eQTL mapping analysis, basically per-
forming simple interval mapping (IM) on each
gene expression one by one with permutation to
assess the genome-wide significance. These studies
are the first to show the feasibility of using eQTL
mapping to identify genes or genome regions that
regulate gene expressions. Some identified eQTL
are in the same genomic region that the expressed
genes are located with known regulatory genes
nearby (Brem et al., 2002; Schadt et al., 2003).
There are also many eQTL that are located in
other genomic regions with no obvious candidate
regulatory genes.
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There are a number of ways to perform QTL
mapping analysis with this kind of data. The
simplest way is to associate each trait or gene
expression to each marker by a regression anal-
ysis. The method of Lander and Botstein (1989)’s
IM uses the same simple regression model, but
creates a genome scan to search for QTL. When
the sample size is small which has been the case
in the few published eQTL mapping studies, few
QTL can be detected to be significant for each
gene expression and this IM approach may be
adequate for data analysis. However, when the
sample size is reasonably large, as in many typ-
ical QTL mapping experiments, statistical meth-
ods using multiple marker information such as
CIM (Zeng, 1994) and MIM (Kao, Zeng &
Teasdale, 1999) can help to improve statistical
power to detect eQTL and also to resolve mul-
tiple eQTL including multiple linked eQTL.
Compared to MIM, CIM is much easier and
simpler to perform with a statistical power,
though less than, but not far from MIM for
QTL detection. Computationally, MIM is more
intensive, requiring a model search in the multi-
ple dimensional parameter space. But MIM has
much nicer properties than CIM in the joint
estimation of multiple QTL effects, given a ge-
netic model, and also allows the evaluation of
QTL epistasis.

However, it is the multiple trait MIM that has
the ability to explore the genetic basis and network
of correlation between multiple gene expressions
and traits. By taking pair-wise or multiple gene
expressions together for eQTL analysis, we can
test and infer whether the expressions of different
genes are co-regulated, i.e., whether eQTL have
the similar effects on the expressions of different
genes or eQTL affect different gene expressions
differently. The overall level of this co-regulation
can be measured through a single quantity, the
genetic correlation between a pair of gene expres-
sions. We may use this measure to classify the level
of gene co-regulation, such as 1–0.75 for high
synergistic co-regulation; 0.75–0.50 for medium
synergistic co-regulation; 0.50–0.25 for low syner-
gistic co-regulation; 0.25 to )0.25 for little or no
co-regulation; )0.25 to )0.5 for low antagonistic
co-regulation; )0.50 to )0.75 for medium antag-
onistic co-regulation; and )0.75 to )1.0 for high
antagonistic co-regulation. Also not only can this
analysis determine the overall level of gene

co-regulation, it can also further partition the
genetic correlation into individual eQTL, and to
estimate how much the genetic correlation is due
to pleiotropic effects of eQTL (true co-regulation)
and how much due to linkage of different eQTL
(just genetic association due to linkage disequilib-
rium). This joint detailed analysis can provide a
much more defined dissection on the genetic basis
of association between different gene expressions,
between different traits, and between gene expres-
sions and traits. It is in this respect that the joint
inference of the genetic effect network has a much
more defined meaning, rather than just a pheno-
typic correlation between gene expressions or be-
tween gene expressions and traits.

Conclusion

QTL mapping has been used by a number of
evolutionary studies to study the genetic basis of
adaptation by mapping individual QTL that ex-
plain the differences between differentiated pop-
ulations and also estimating their effects and
interaction in the mapping population. This
analysis can provide many information and clues
about the evolutionary history of populations and
causes of the population differentiation. QTL
mapping analysis methods and associated com-
puter programs provide us tools for such an
inference on the genetic basis and architecture of
quantitative trait aviation in a mapping popula-
tion. Current methods have the capability to
separate and localize multiple QTL and estimate
their effects and interaction on a quantitative
trait. More recent methods have been targeted to
provide a comprehensive inference on the overall
genetic architecture of multiple traits in a number
of environments. This development is important
for evolutionary studies on the genetic basis of
multiple trait variation, genotype by environment
interaction, host–parasite interaction, and also
microarray gene eQTL analysis.
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Abstract

Since the raw material of marker based mapping is recombination, understanding how and why recom-
bination rates evolve, and how we can use variation in these rates will ultimately help to improve map
resolution. For example, using this variation could help in discriminating between linkage and pleiotropy
when QTL for several traits co-locate. It might also be used to improve QTL mapping algorithms. The
goals of this chapter are: (1) to highlight differences in recombination rates between the sexes, (2) describe
why we might expect these differences, and (3) explore how sex difference in recombination can be used to
improve resolution in QTL mapping.

Sex differences in recombination

Sex differences in recombination rates generally are
seen as differences in linkage maps (Figure 1). Since
the physical size of chromosomes in each sex is as-
sumed to be equal, sex differences in recombination
result from different amounts of recombination
during meiosis. These sex differences become
apparent whenever mapping studies are conducted
in such a way that recombination rates can be esti-
mated separately for each sex. Taking a backcross
design as an example (see Korol, Preygel & Preygel,
1994), the F1 generation produced by crossing two
different inbred lines can be used as both sires and
dams (pollen parent and seed parent) in the back-
cross to original inbred parentals. Sex difference in
recombination can then be seen in the linkage maps
produced from the two sets of backcross offspring.
This is because inbred backcross parents should be
homozygous at almost all loci, so any recombina-
tion occurs in the F1 parent. If half of your back-
crosses use F1 dams and the other F1 sires, you can
estimate linkage maps separately for each sex.

A survey of published literature shows that sex
differences in recombination rates are widespread

(for reviews see Callan & Perry, 1977; Trivers,
1988; Burt, Bell & Harvey, 1991; Singer et al.,
2002). Table 1 and Figure 2 summarize all the data
to date (The Appendix shows data collected since
Burt, Bell & Harvey (1991) in a format similar to
their appendix.). Where sex differences in recom-
bination have been estimated, we can distinguish
between species where both sexes experience some
recombination (chiasmate species) and species
where one sex has no recombination (achiasmate
species). In chiasmate species 45 cases show more
female than male recombination, 21 cases show
more male than female recombination and 9 cases
show no sex difference (Cano & Santos, 1990;
Burt, Bell & Harvey, 1991; van Oorschot et al.,
1992; Korol Preygel & Preygel, 1994; Lagercrantz
& Lydiate, 1995; Kearsey et al., 1996). In achias-
mate species 5 cases show female recombination, 8
cases show male recombination, and whenever
there are heterogametic sex chromosomes, the
heterogametic sex has no recombination (Burt,
Bell & Harvey, 1991).

Whatever the causes of these sex differences,
they provide a useful example of variation in
recombination rates for two reasons. First, the
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evolution of modifiers of recombination has been
studied extensively in the context of the evolution of
sex. This means that we have basic theory for
understanding how recombination rates can be
modified, albeit few specifics about how sex differ-
ence can arise. Second, by modifying breeding de-
signs we may be able to exploit sex differences in
recombination to improve map resolution and
QTL discrimination (Singer et al., 2002). This is not
to say that other forms of variation in recombina-

tion rates cannot also be used to improve maps,
only that since QTL mapping involves crosses and
algorithmic estimation of QTL location relative to
a marker-based map, sex difference may provide a
particularly useful form of variation in recombi-
nation rates. To make this second point clear we
need to consider what we know about how
recombination rates evolve.

How recombination rates can evolve

The evolution of recombination is difficult to
study because recombination affects the way
genes on the same chromosome interact. As
evolution proceeds, recombination does three
things, the first two of which directly conflict. It
can bring together alleles on one chromosome
with positive effects on fitness, allowing one
parent to pass along sets of alleles that survived
natural and sexual selection in the parents.
Recombination can then break up these beneficial
associations in the very next generation. It can
also bring together deleterious alleles, allowing
them to be more efficiently eliminated by selec-
tion. The complicated balance between these
three processes will determine whether selection
acts to increase or decrease recombination rates
for a given region of a chromosome (Barton,
1995). Selection can act to increase recombination
between some genes under some circumstances
and to decrease recombination between another
(possibly overlapping) set of genes under other
circumstances.

Since the evolution of recombination rates
depends on gene interactions, the nature of

1 2 3 4

Figure 1. Typical pattern of sex-specific maps for four linkage

groups in a hypothetical species. Male and female chromo-

somes should be of equal length, but maps often show sex

differences. Bars show genetic marker loci. Distance between

markers indicates larger numbers of recombination events be-

tween markers. Typically, female maps (black) are larger than

male maps (white) due to more and/or less-localized recombi-

nation events.

9
No difference

21
Males > Females

45
Females > Males

Figure 2. Summary of species where sex differences in recom-

bination have been estimated. For chiasmate species, based on

data in Burt, Bell and Harvey (1991) and the Appendix.

Table 1. Breakdown of sex differences in recombination for 75

species by taxon. Lists chiasmate species, based on data in Burt,

Bell and Harvey (1991) and the Appendix

Taxon F > M M > F F = M Comments

Animals

Platyhelminthes 2 1 0

Insecta 2 9 3 All

Orthoptera

Amphibia 4 2 0

Mammalia 7 4 1

Pisces 2 0 0

Aves 2 0 0

Plants

Monocotyledonae 20 3 4

Dicotyledonae 2 1 1

Orchidaceae 4 1 0

Total 45 21 9
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interactions must be taken into account. In other
words, it is important to know whether epistatic
effects of groups of alleles on fitness are positive or
negative, increasing fitness more or less than the
independent affect of alleles at each locus. If we
consider a pair of alleles that interact to affect
fitness, strong epistatic interactions and strong
selection will generally select for decreased
recombination (Barton, 1995; Otto & Michalakis,
1998; Phillips, Otto & Whitlock, 2000). This is
because recombination increases the likelihood of
bringing together strongly deleterious mutations.
Under this scenario, selection for increased
recombination can only occur when epistasis and
selection are weak relative to rates of recombina-
tion. When this is the case, Figure 3 (Barton, 1995;
Phillips, Otto & Whitlock, 2000) shows when
selection will increase or decrease recombination.

This picture predicts when an allele that in-
creases recombination rate between a focal set of
alleles will increase or decrease in frequency. For
example, recombination rate is more likely to
increase between members of a set of alleles if
they exhibit negative epistasis and relatively
strong negative fitness effects (gray region on left
in Figure 3). This is because with these param-

eters, selection reduces genetic variance for fit-
ness while less effectively removing individuals
with multiple deleterious mutations. Recombi-
nation creates offspring with fewer than average
deleterious mutations, favoring the evolution of
increased recombination. Similarly, when inter-
acting genes increase fitness, but show negative
epistasis (gray region on right in Figure 3),
selection favors recombination which breaks up
groups of alleles interacting with negative epis-
tasis. Recombination rate is likely to decrease
when alleles interact with relatively strong posi-
tive epistasis (upper part of Figure 3). Differ-
ences in the way sets of loci along each
chromosome interact can lead to the recombi-
nation hot-spots and dead-spots seen empirically.
This picture was developed to understand the
evolution of sex generally, and it treats the ef-
fects of sets of alleles in males and females as the
same. However, we can use this picture as the
basis for understanding how sex differences in
recombination can evolve. First we must con-
sider how selection on recombination may differ
in males and females.

How sex differences in recombination can evolve

Korol, Preygel and Preygel (1994) list three
hypotheses to explain the evolution of sex differ-
ences in recombination rates. The first two fail to
explain large fractions of the pattern of sex dif-
ferences seen in nature. First, higher metabolic
activity in females and the resulting increased rate
of oxidative damage during oogenesis may re-
quire higher rates of recombinational repair
in females (Bernstein, Hopf & Michod, 1988,
p. 151). This hypothesis does not explain cases
where there is higher recombination in males (21
of 75 species), particularly in Orthoptera (9 of
14), and Lepidoptera and Trichoptera (all 7;
Cano and Santos, 1990; Burt, Bell & Harvey,
1991). Second, selection for linkage of genes in-
volved in sex determination and differentiation
can lead to sex difference in recombination
(Haldane, 1992; Nei, 1969). Once there is more
than one gene involved in sex determination,
there will be strong selection to link these genes
together. A modifier of recombination which
reduced recombination throughout the genome
should increase in frequency. This hypothesis
predicts that the sex with lower (or no)

Figure 3. Evolution of recombination rate without considering

sex differences, for weak selection and weak epistasis. Whether

selection will act to increase or decrease recombination between

members of a set of loci depends on the combined effect of the

alleles at each locus on fitness and on the nature of epistatic

interactions between these alleles. Epistasis is positive when

the effect of focal alleles together is greater than the product of

the independent effects of those alleles and negative when the

combined effect of the alleles is less than the product of each

separate effect. (Modified from Phillips et al., 1999.)
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recombination will be the heterogametic sex. In
achiasmate species this prediction is always
supported (in 13 species; Burt, Bell & Harvey,
1991). However, in chiasmate species, the pre-
diction often does not hold (14 of 25 species;
Cano & Santos, 1990; Burt, Bell & Harvey, 1991;
van Oorschot, 1992). Though these hypotheses
may play a role in the evolution of sex differences
in recombination, they are not sufficient to ex-
plain all of the known variation.

The third hypothesis is that sexual selection
can cause sex difference in recombination rate.
Sexual selection can result in only a subset of the
gametes of one sex (typically males) contributing
to offspring, either due to mate selection (Bull,
1983; Trivers, 1988) or due to gamete selection
(Korol, Preygel & Preygel, 1994). Trivers pointed
out that typically, sexual selection may lead to
selection for decreased recombination in male
meiosis so that successful males will tend to pass
along sets of successful alleles to offspring. This
last hypothesis has the potential to explain more
of the known variation in recombination rates
with respect to sex than the other two hypothe-
ses. All the cases where male recombination ex-
ceeds females would seem to go against this
hypothesis, but as Trivers (1988) pointed out,
these cases appear to be associated with large
male parental investment and/or excessive male
mating effort. Both of these forms of male
investment can reduce the intensity of sexual
selection on males and even lead to sexual
selection being stronger on females (Jones et al.,
2000; Jones, Walker & Avise, 2001). So the sex-
ual selection hypothesis may also explain the
cases of higher male than female recombination
rates. No quantitative analyses comparing the
intensity of sexual selection and the direction and
magnitude of sex differences in recombination
rates have been done. Such analyses in several
species would constitute a strong test of the
sexual selection hypothesis.

Only one test of the sexual selection hypoth-
esis has been attempted (Burt, Bell & Harvey,
1991). This was a weak test for several reasons.
Unfortunately, for the species where a sex
difference in recombination has been measured,
the relative intensity of sexual selection is gen-
erally not known. This lack of information hin-
dered Burt et al. from testing anything but a
very weak prediction based on Trivers’ hypoth-

esis, that sex differences in recombination should
be ordered:

dioecious animals > hermaphroditic plants

> hermaphroditic animals:

They found no support for this prediction. In the
54 species studied, average sexual dimorphism in
recombination rates did not differ between the
three ecological groups. However, the variation in
the intensity of sexual selection within dioecious
animals probably far exceeds the variation be-
tween the above groups. A far stronger test
would be to compare recombination rates be-
tween populations or species with known differ-
ence in sexual selection intensity. There is also
evidence that the sex with lower recombination
rates often limits recombination to the tips of
chromosomes, reducing the effect of recombina-
tion (e.g., Triturus helveticus males have fewer
and more terminal crossovers than females while
in T. cristatus, the reverse is seen; Watson &
Callan, 1963). This sort of data is not often re-
ported and was not used by Burt, et al. Finally,
taxon sampling is clearly a problem in Burt et al.
– all 4 hermaphroditic animals were flatworms.
This bias persists even when we add recent data
on sex differences to the data collected by Burt
et al. (e.g., 25 of 36 plants are from Liliaceae, 15
of 24 insects are from Orthoptera). More data are
needed from a wide range of taxa so that con-
clusions are not biased by peculiarities of the
biology of a few taxa (Coddington, 1992).
Clearly, a more powerful test of the sexual
selection hypothesis is needed.

Sexual selection and condition dependence
Trivers (1988) was fairly vague about exactly how
sexual selection could lead to reduced recombi-
nation. He said only that ‘... autosomal genes
enjoying reproductive success on the male side
are a more restricted sample of the original set of
genes with which the generation began than are
the genes in breeding females.’ And, ‘Insofar as
the actual combinations in which a male’s genes
appear are important to their success, then he will
be selected to reduce rates of recombination
(compared to females) in order to preserve these
beneficial combinations.’ (Trivers’ italics; Trivers,
1988) We can set Trivers’ idea in the context of
recent theory on both evolution of recombination
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rates and sexual selection to build a more precise
model of how sex difference in recombination
might evolve.

When sexual selection is acting more strongly
on males than females, we would not expect
selection on recombination rate between members
of a given set of alleles to be the same in each sex.
There are two ways to visualize this. First, with
sexual selection, separate plots for each sex of the
relationship between recombination rate, epistasis
and selection (Figure 3) might show that the gray
region is larger for females than for males. For
example, if females gain more than males from
recombination, the gray region of the female plot
would be expected to be larger. As Barton (1995)
points out, more theory is needed to understand
just how sexual selection will affect sex specific
pressures on recombination rate. Second, the
selective and epistatic effect of a set of alleles may
not be the same for each sex when sexual selec-
tion is acting (Chippendale, Gibson & Rice,
2001). So, where a given set of alleles falls on
these sex-specific plots may not be the same for
each sex.

The second point above is true because of the
nature of sexual selection, particularly when sexu-
ally selected traits (display traits) become depen-
dent on condition (resources available for
allocation to fitness enhancing traits; Rowe &
Houle, 1996). Under strong sexual selection,
exaggeration of display traits will stop if only a
small number of genes are involved in display trait
expression. This makes examples of extreme exag-
geration of display traits difficult to understand
(the ‘lek paradox’; Borgia, 1979). Rowe & Houle
(1996) showed that continued exaggeration of dis-
play is possible if genetic variance in condition is
‘captured’ into display expression by evolving
changes in life history allocation patterns. Display
then becomes ‘condition dependent’ or ‘indicates
condition’. Once this happens, selection on genes
related to condition is more intense in one sex than
the other (sexual selection combines with existing
natural selection). Selection coefficients in males
will be greater than in females when sexual selec-
tion is stronger on males than females (the typical
situation). This can cause divergence (along the x-
axis) of the points representing the effect of a set of
alleles on recombination (Figure 3).

Epistasis is also likely to typically be stronger in
males than in females. If a trait that underlies

condition has some optimal value so that fitness
falls off as trait value deviates from the optimum
(e.g., a Gaussian function), the genes affecting that
trait interact epistatically. A mutation that de-
creases trait value will increase fitness for some
individuals and decrease fitness in others, depend-
ing on where they are in relation to the mean. By
definition this is epistasis – the effects on fitness of a
mutation at a given locus depend on what alleles
are present at other loci affecting the trait. If
selection on this trait is more intense in males, fit-
ness will fall off more quickly with deviations from
the optimum. This means that for a given set of
genes, epistasis (whether positive or negative) will
typically be stronger for males than for females,
causing divergence (along the y-axis) of the points
representing the effect of a set of alleles on
recombination (Figure 3). When sexual selection is
stronger on females than males, we might expect
the opposite pattern of divergence along both axes
as described above.

Since many (if not most) genes are likely to
contribute in some way to condition, condition
dependent sexual selection has the potential to af-
fect recombination rates throughout the genome.

Consequences for mapping adaptations

Whatever the reason for the pattern, the fact is
that in many organisms, sex differences in recom-
bination rates exist. Can we use them to improve
QTL mapping? In general the answer must be yes
(e.g., Singer et al., 2002). Whether the improve-
ments will be better or cheaper than simply
increasing marker density remains to be seen.
However, we may also be able to improve QTL
placement algorithms by taking into account sex
difference in recombination. This may allow gains
in precision that increasing marker density cannot
provide.

Even if differences between the sexes in
recombination rate are not consistent across the
genome (Lagercrantz & Lydiate, 1995), setting up
crosses both ways with respect to sex (as in the
backcross example described earlier) can bring
gains in resolution. For given regions of the gen-
ome, the cross with the highest recombination rate
(largest map distances) can be used for estimating
QTL location. This should bring an improvement
in map resolution (see example in Box 1 for a
demonstration).
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Improving QTL estimation algorithms

Improvement in QTL discrimination may come by
including sex differences in recombination into the
likelihood function used to estimate QTL location
relative to markers on a linkage map. The simplest
way to do this, taking the backcross design as an
example again, would be to use the larger esti-
mates of recombination fractions from the crosses
using each sex as the F1 parent. In other words,
each type of cross will yield a different estimate of

Box 1. An example using QTL Cartographer.

No currentQTLprogramsallow for separate estimationof

male and female recombination rates (though some are

being developed; Korol, personal communication). How-

ever, to see some of the effects that a consistent sex

difference in recombination could have, you can use QTL

Cartographer (http://statgen.ncsu.edu/qtlcart/cartogra-

pher.html) to generate two linkage maps, identical except

for inter-marker distances (Figure 4; using Rmap with the

same random number seed and different average inter-

markerdistances).Youcan then randomlyplaceQTLonto

the chromosomes (using Rqtl with the same random

number seed). One is then able to generate simulated

QTL data for a hypothetical cross using both maps.When

you use these data to estimate QTL location, you will see

that the data set based on the larger map (higher

recombination rate) can give better QTL placement and

resolution (Figure 5).

Figure 4. Maps generated using Rmap with 14	 2:5 markers (	
SD), the mean inter-marker distance set to 10	 4 cm for low and

15	 4 cm for high recombinationmaps, and other settings left as

the default values.

Figure 5. Likelihood ratio statistics showing QTL estimation

based on low and high resolution maps. The curve with

symbols is interval mapping, not controlling for residual

genetic background. The other curve is using composite

interval mapping and QTL Cartographer’s model 6 to con-

trol for genetic background. Vertical bars represent actual

QTL locations (using Rqtl) and the horizontal line is the

default significance threshold (no resampling). Composite

interval mapping correctly locates 2 QTL using the higher

recombination rate map (lower plot), whereas the other plot

shows both QTL under one peak. (Step size ¼ 2 cm

background parameters ¼ 5, window size ¼ 10).
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the distance between a given pair of markers
(recombination fraction, or the relative frequency
of recombination between the markers). Using the
larger recombination fraction estimate for each
interval will improve QTL map resolution. So for
composite interval mapping (CIM), the linear
regression equation used to estimate QTL posi-
tions (Liu 1998, p. 444) is

yj ¼ b0 þ biXij þ
X

k 6¼i;iþ1

bkXkj þ ej; ð1Þ

where yj is the quantitative trait value for indi-
vidual j, b0 is the intercept of the model, bi is
the effect of a potential QTL between markers i
and iþ 1, bk is the effect of a potential QTL
relative to markers other than i and iþ 1, Xij

and Xkj are dummy variables taking 0 or 1
depending on the marker genotype of individual
j, and for Xij on the recombination fraction of
each genotype (see equation 14.59 in Liu, 1998).
ej is the residual from the model. Equation (1) is

the basis for a likelihood function that is used to
derive maximum likelihood estimates of QTL
positions (equation 14.60 in Liu, 1998). These
position estimates depend on r1=r, where r1 is
the recombination between a putative QTL and
marker 1, and r is the recombination fraction
between marker 1 and 2. The r values are
themselves estimated as part of the iterative
maximum likelihood procedure. By estimating
these recombination fractions separately for each
kind of cross (e.g., for the backcross, using each
sex as the F1 parent) and then using the larger
values, we should improve our power to detect
QTL and to discriminate between two QTL that
are closely linked.

More work needs to be done to determine
whether sex differences in recombination can be
used to improve other aspects of QTL algorithms.
For example it may be that sex differences in
recombination will affect which method of con-
trolling the residual genetic background (Zeng,
1994; Basten, Weir & Zeng, 2002) works best.

Appendix

Table A1. Sex differences in recombination for diploid chiasmate species (both sexes have recombination)

Taxon Sexual

system

n Xta Map

ratio

Diff. Comments Reference

Male Female

Insecta: Orthoptera: Acrididae

(Gomphocerinae)

Euchorthippus chopardi d-XO/XX 8 11.62 10.48 – m 1 (Cano & Santos, 1990)

Euchorthippus pulvinatus d-XO/XX 8 11.81 11.06 – m 1 (Cano & Santos, 1990)

Chorthippus vagans d-XO/XX 8 11.25 10.56 – m 1 (Cano & Santos, 1990)

Chorthippus parallelus d-XO/XX 8 13.38 11.81 – m 1 (Cano & Santos, 1990)

Chorthippus jucundus d-XO/XX 8 12.26 12.65 – N 1 (Cano & Santos, 1990)

Omocestus panteli d-XO/XX 8 11.8 11.26 – m 1 (Cano & Santos, 1990)

Chordata: Mammalia

Homo sapiens (Primates) d-XY/XX 22 – – 1:1.5 f (Dib et al., 1996)

Mus musculus (Rodentia) d-XY/XX 19 – – 1:1.4 f (Dietrich et al., 1996)

Canis familiaris (Carnivora) d-XY/XX 36 – – 1:1.4 f (Neff et al., 1990)

Sus domesticus

(Artiodactyla)

d-XY/XX ? – – 1:1.4 f (Marklund et al., 1996)

Ovis aries (Artiodactyla) d-XY/XX 26 – – 1.26:1 m 2 (Crawford et al., 1995)

Bos Taurus (Artiodactyla) d-XY/XX 29 – - – N (Kappes et al., 1997)

Monodelphis domestica

(Marsupialia)

d-XY/XX 7 – – 1.6:1 m 1 (Hayman, Moore

& Evans, 1988)

Trichosurus vulpecula

(Marsupialia)

d-XY/XX 9 18.14 12.16 1.44:1 m (Hayman & Rodger,

1990)
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Abstract

Theoreticalmodels suggest that population structure can interact with frequency dependent selection to affect
fitness in such away that adaptation is dependent not only on the genotype of an individual and the genotypes
with which it co-occurs within populations (demes), but also the distribution of genotypes among popula-
tions. A canonical example is the evolution of altruistic behavior, where the costs and benefits of cooperation
depend on the local frequency of other altruists, and can vary fromone population to another. Here we review
research on sex ratio evolution that we have conducted over the past several years on the gynodioecious herb
Silene vulgaris in which we combine studies of negative frequency dependent fitness on female phenotypes
with studies of the population structure of cytoplasmic genes affecting sex expression. This is presented as a
contrast to a hypothetical example of selection on similar genotypes and phenotypes, but in the absence of
population structure. Sex ratio evolution in Silene vulgaris provides one of the clearest examples of how
selection occurs at multiple levels and how population structure, per se, can influence adaptive evolution.

Abbreviations: CMS – cytoplasmic male sterility.

Introduction

The role of population structuring (the degree of
subdivision of individuals or genes in a metapop-
ulation into discrete local breeding units) and its
importance for adaptive evolution is a contentious
issue (Wright, 1931; Fisher, 1958; Coyne, Barton
& Turelli, 1997, 2000; Wade & Goodnight, 1998;
Goodnight & Wade, 2000). However, there are
some cases where, in the short term, the role of
population structuring is likely to have emergent
effects that cannot be determined through just
understanding fitness at the level of the individual.
For instance, the presence of population structure
implies the restriction of gene flow and one

corollary of this restriction is that genotypes or
phenotypes associated within demes are more
similar to one another than they are to genotypes
or phenotypes picked at random from all demes
(Wilson, 1979). When these associations influence
fitness, the fitness of individuals in demes cannot
be predicted by averaging across populations.
Such situations arise when fitness is frequency
dependent and individual fitness is influenced by
the presence of individuals with the same pheno-
type. In these cases, the population structure pro-
vides the context for an emergent property that
affects fitness in such a manner that individual
fitness cannot be predicted without incorporating
the effects of structure.

Genetica (2005) 123: 49–62 � Springer 2005



The most well known theoretical example of
how population structure can alter the outcome of
evolution is in the evolution of cooperative or
altruistic behavior (Goodnight, Scwartz & Stevens,
1992). Selection on cooperative versus selfish
behavior is inherently frequency dependent, and
cooperation is increasingly favored in structured
populations because altruists are clustered into a
subset of demes where they benefit from being the
recipients of altruism. Although both frequency
dependent selection and population structure are
common in nature, there are few empirical exam-
ples of how population structure, per se, can
influence evolution in this way.

Recently, the effects of population structuring
on the relative fitnesses of the two sexes in gyno-
dioecious species have drawn considerable inter-
est in this context (McCauley & Taylor, 1997;
Pannell, 1997; Couvet, Ronce & Gliddon, 1998;
Hatcher, 2000; Frank & Barr, 2001). Gyno-
dioecy is a breeding system characterized by the
co-occurrence of females and hermaphrodites.
Theoretical models suggest that population struc-
ture may contribute to at least two aspects of
population sex ratio. First, it may create the con-
ditions that allow cytoplasmic genes effecting male
sterility (CMS or cytoplasmic male sterility genes)
to evade nuclear male fertility restorer genes
(Frank, 1989; Gouyon, Vichot & Van Damme,
1991). Second, population structure in the pres-
ence of pollen limitation may alter the fitness of
CMS types relative to the case of no population
structure (McCauley & Taylor, 1997).

A complex web of selection at different levels

Sex ratio evolution in gynodioecious species is
known to involve selection at different levels of
organization (Cosmides & Tooby, 1981; Saumi-
tou-LaPrade, Cuguen & Vernet, 1994; Hurst,
Atlan & Bentsson, 1996). In many gynodioecious
species, gender is genetically determined by an
interaction between CMS factors and nuclear male
fertility restorers (Schnabel & Wise, 1998). The
CMS factors block pollen production and are
maternally inherited. Male fertility restorers,
located in the nuclear genome, are biparentally
inherited and reinstate viable pollen production.
Individuals with CMS genes and lack nuclear
restorers express a female phenotype, whereas

those with CMS and nuclear restorers express
hermaphroditic phenotypes. Within a species,
multiple CMS/restorer systems further complicate
the association between genotype and phenotype
(Schnabel & Wise, 1998). These CMS/restorer
systems are generally thought to interact in a gene-
for-gene manner whereby only one type of restorer
will reinstate male fertility for a given CMS type
(Frank, 1989; Schnabel & Wise, 1998), though this
has not been studied extensively in natural
systems.

A consideration of selection at the level of the
gene is necessary to understand the spread of CMS
genes. From the vantage of CMS genes, fitness is
increased only via increasing seed production and
the complete loss of male fertility does not directly
affect fitness, or for that matter, the fitness of any
maternally inherited element. In contrast, the nu-
clear male fertility restorer genes are biparentally
inherited and their fitness is maximized through
balancing allocation to both male and female
reproductive modes (Fisher, 1958; Frank, 1989).
What makes this system so compelling is that the
CMS and restorer genes directly affect the genetic
transmission system; thus, their expression affects
the selective environment (Jacobs & Wade, 2003).
Moreover, since gender is epistatically determined
the fitness of each component of the genetic
determination system is dependent on the fre-
quencies of other components (Jacobs & Wade,
2003). The commonness of CMS/restorer systems
in plants and their importance to agriculture
(Levings, 1993; Frank & Barr, 2001) contribute to
making this one of the most celebrated examples
of the conflict of interest between cytoplasmic and
nuclear genomes (Cosmides & Tooby, 1981;
Hurst, Atlan & Bengtsson, 1996; Werren &
Beukeboom, 1998).

Obviously, CMS genes will spread when they
are over-represented relative to other cytoplasmic
types in future generations. Such over-representa-
tion results from the production of more seeds or
higher quality seeds by females than hermaphro-
dites and is a common attribute of gynodioecious
plants (Gouyon & Couvet, 1987). This ‘reproduc-
tive compensation’ may result from reallocation of
resources that would otherwise be used for pollen
production (Ashman, 1999) and is affirmed by the
observation that many gynodioecious species
exhibit negative genetic tradeoffs between male
and female reproductive allocation (Olson &
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Antonovics, 2000). Because females produce more
seeds than hermaphrodites, CMS factors have
higher fitness when they reside in females than
hermaphrodites in the absence of pollen limitation.
The opposite is not necessarily true for restorers;
nuclear fitness depends both on the gender of the
individual as well as the population sex ratio.

Theoretically, the interactive effects of varia-
tion in population sex ratio and pollen limitation
can slow the spread of selfish CMS genes
(McCauley & Taylor, 1997; Hatcher, 2000). In
particular, pollen limitation may inhibit the seed
production of females when sex ratios become
sufficiently female biased (Lewis, 1941; Lloyd,
1974). Such negative frequency dependent fitness
has been observed in both field experiments
(McCauley & Brock, 1998) and natural popula-
tions (Graff, 1999; McCauley et al., 2001) of
gynodioecious species. Variation in local popula-
tion sex ratio created by sampling effects coupled
with restricted pollen flow between populations
will result in lower global female fecundity because
most females are located in female-biased popu-
lations where they have low relative fitness because
of pollen limitation (McCauley & Taylor, 1997).
The higher the level of population structure is, the
greater the expected fecundity reduction due to the
effects of population structure. Additionally, if
specific CMS factors are non-randomly associated
with females, their fitness may also be influenced
by the population sex ratio.

Clearly, the evolution of the sex ratio in gyno-
dioecious species with cytonuclear sex determina-
tion is complex, being affected by selection at
many levels of organization. In such complex
systems, it would seem prudent to identify simple
elements of the system that can be understood and
then add complexity onto this foundation. In this
vain, here we focus on the selective pressures
potentially driving changes in the frequencies of
CMS factors and cytoplasmic haplotypes through
field, molecular, and crossing studies in the gyno-
dioecious plant Silene vulgaris. In S. vulgaris, all
studies of inheritance of mtDNA and cpDNA
markers to date have found only maternal inheri-
tance (McCauley, 1998; Olson &McCauley, 2000);
thus, the fitness of cytoplasmic factors can be
summarized by assessing components of fitness
through seed. Here we summarize and integrate
the studies to date that have contributed to our
understanding of the evolution of sex ratio in

subdivided populations of a gynodioecious species
with cytonuclear sex determination.

Case study: sex ratio evolution in subdivided

populations of Silene vulgaris

To demonstrate that population structure, per se,
influences the selection of CMS genes, we would
need to show that there is variation in sex ratio
among demes and that this sex ratio variance
influences the relative fitnesses of different CMS
cytotypes. Specifically, cytotypes that are associ-
ated with more females than the average cytotype
may suffer reduced fitness via pollen limitation
when the sexes are increasingly segregated into
different demes. For population structure to
influence the evolution of CMS genes, we would
need to demonstrate further that among-deme
variation in the sex ratio is due to underlying
population structure at the genes that control sex
expression. If this were true, then the effect of
population structure on fitness has genetic conse-
quences. Finally, we would need to show that the
individual demes contribute to some larger group
of demes – a metapopulation (Couvet, Ronce &
Gliddon, 1998). If this were true, then demes with
clusters of less fit female genotypes would con-
tribute relatively few progeny to the global pool,
resulting in an overall change in gene frequency.
Over the past several years, we have demonstrated
all but the very last of these conditions, making sex
ratio evolution in Silene vulgaris one of the clearest
examples of how natural selection can be influ-
enced by the fact that it occurs in a spatially
explicit context.

The model system

Silene vulgaris is a gynodioecious short-lived
perennial native to Europe that became natural-
ized throughout much of northeastern and north
central North America sometime after Europeans
colonized the New World. Migration of seeds to
North America probably occurred several times in
the past and may continue today. Individuals are
capable of reproducing annually and it is not
known how many generations may have passed
since colonization. We can estimate a range of
40–400 generations might have passed since this
time (assuming 400 years since colonization and
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decadal to annual generation times). Individuals
are weakly clonal, so genetically different individ-
uals are not difficult to distinguish in the field.

Gender in Silene vulgaris is either female or
hermaphrodite and its inheritance is consistent
with genetic determination through an interaction
between mitochondrial CMS genes and nuclear
male fertility restorers (Charlesworth & LaPorte,
1998; Taylor, Olson & McCauley, 2001). Her-
maphrodites produce both pollen and ovules, are
capable of self-fertilization, and produce flowers
with slightly larger petals and sepals than females
produce (Dulberger & Horovitz, 1984; Olson,
unpublished data). Female flowers are easily
identified by the absence of developed stamens.
Generalist pollinators including small bees and
moths frequent flowers on both sexes. When
averaged across populations, females produce
22.5% more seeds per fruit than hermaphrodites;
however, this ratio varies depending on local
population sex ratio (see below). Seeds from fe-
males have slightly higher germination rates than
seeds from hermaphrodites, but this difference is
not statistically significant (McCauley et al.,
2000a). Seeds generated from self-fertilization in
hermaphrodites suffer fitness effects from
inbreeding depression (Jolls, 1984; Jolls & Chenier,
1989; Petterson, 1992; Emery, 2001) that can vary
among populations (Emery, 2001). Seeds are
passively dispersed.

Natural populations (demes) of Silene vulgaris
show a large amount of variation in sex ratio. A
series of naturally occurring populations in the
valleys of Giles and Craig counties in the Alle-
gheny Mountains of Virginia, USA have been the
focus of studies by several researchers over the

past few years. These populations range in size
from <10 to >>1000 individuals and are scattered
along roadsides and agricultural fields; thus, their
ecology is likely to be affected by anthropogenic
factors associated with roadside maintenance as
well as natural processes. In these valleys the glo-
bal sex ratio is about 28% female but population
sex ratios vary from 0 to 75% females; population
sex ratios are significantly over dispersed com-
pared to the random expectation from a binomial
model (Figure 1; Gind ¼ 94.1, df ¼ 19, p < 0.001).

Sex ratio and fitness variation in natural populations

Several authors have implicated pollen limitation
as an important factor in the evolution of popu-
lation sex ratio in gynodioecious species (Lewis,
1941; Lloyd, 1974; McCauley & Taylor, 1997).
With strong effects of pollen-limited fecundity,
seed or fruit production of females will decrease
with decreasing pollen availability. Hermaphrodite
fecundity may not decrease, however, if self-
fertilization is possible.

One criteria that must be met for pollen limi-
tation to be important within populations (demes)
is that pollen flow between populations must be
minimal. Genetic marker studies estimate that in
S. vulgaris gene flow through pollen may be three
times as high as through seed (McCauley, 1998),
but detailed measures of gene flow among popu-
lations have not yet been conducted. It is clear,
however, that seed fitness of females decreases
dramatically with increased distance from pollen
sources (Taylor, McCauley & Trimble, 1999).
Taylor, McCauley & Trimble, (1999) experime-
ntally placed single females at varying distances,
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Figure 1. The distribution of sex ratios (proportion of hermaphrodites) in 20 natural populations of Silene vulgaris near Mountain

Lake, Virginia.
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from 20 to 160 m from source populations with
included nine hermaphrodites and three females.
Compared to females in the source populations,
females at 20 m suffered fitness decreases of 95%
and females at 160 m produced no seeds. Thus, it
is reasonable to surmise that seed set in popula-
tions separated by >500 m is only weakly affected
by pollen flow from sources outside the deme.

In Silene vulgaris, McCauley and Brock (1998)
experimentally assessed the effects of population
sex ratio on fruit set and seeds per fruit by
manipulating sex ratio in experimental popula-
tions. This study clearly showed that fruit to flower
ratios increase and females produce more seeds as
the frequency of hermaphrodites in the population
increases. Although explicit pollen limitation
studies were not conducted by testing for increased
fitness with pollen addition (sensu Bierzychudek,
1981), the experimental nature of the study
accounted for environmental effects and implicates
pollen limitation via female-biased population sex
ratios as a major source of population variation in
female fecundity.

Patterns consistent with pollen limitation also
have been observed in the natural roadside popu-
lations in Giles and Craig Counties, Virginia
(McCauley et al., 2000a; McCauley, Olson &
Taylor, 2000b). In this study, each population was
visited twice, the first time to assess population
specific sex ratios and the second time to collect
mature fruits from females and hermaphrodites in
each population. Fruits were transported to the
laboratory where the seeds were counted and
germinated. Because both population sex ratio and
the local environment might have affected seed set,
the ratio of the average seed production by females
compared with hermaphrodites was computed. In
these populations, the ratio of seed production of
females compared to that of hermaphrodites
decreased with increasing frequencies of females
(Figure 2). The weight of evidence from the
combination of the manipulative and observa-
tional studies indicates that female fecundity in
S. vulgaris is influenced strongly by the frequency
of hermaphrodites.

Clearly, seed production is only one compo-
nent of fitness, but it appears to be a good metric
to determine an effect of pollen limitation.
Although seed production accounts for less than
half of the fitness of hermaphrodites (Lloyd,
1974), it accounts for the entire reproductive

output of females and from the perspective of
the genes controlling gender, seed production
accounts for the entire fitness of cytoplasmically
inherited elements even if they reside in her-
maphrodites. Taken together, therefore, local
variation in the sex ratio appears to influence the
relative fitness of the two genders by reducing the
fitness of females when they are clustered into a
subset of demes.

Population structure of genes controlling gender
expression

Two methods have been used to quantify the level
of population-to-population variation in the
cytoplasmic and nuclear factors controlling gender
expression in S. vulgaris: (1) experimental crosses
of individuals within and among populations and
(2) studies of the variation in maternally inherited
genetic markers among populations.

Factorial crossing studies
Experimental crosses can be designed to partition
the relative contributions of sire and dam geno-
types to offspring sex ratios and assess whether
these contributions vary more within or among
populations. Nuclear factors affecting offspring
gender expression (i.e. male fertility restorers) are
assumed to be inherited in a strictly Mendelian
fashion and thus can be contributed through
both the dam and sire. The dam additionally
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contributes cytoplasmic factors affecting family
sex ratio (i.e. CMS factors). Within a CMS type,
dominant restorers contribute only to the effect
of the sire because dams are homozygous for
non-restorer alleles. In contrast, recessive restor-
ers contribute only to dam effects because sires
are homozygous for restoration alleles. Co-dom-
inant restorers contribute to both sire and dam
effects. Studies in S. vulgaris and other species
indicate that restoration is due to a mix of
mainly dominant restorers and, less often, reces-
sive restorers (Van Damme, 1983; Charlesworth
& Laporte, 1998; Taylor, Olson & McCauley,
2001). The variance in cytoplasmic and nuclear
genes controlling gender can be further parti-
tioned into within- and among-population dif-
ferences by comparing progeny sex ratios from
crosses between parents from the same and from
different populations.

Taylor, Olson and McCauley (2001) conducted
two series of crosses, termed within- and among-
population, using parents derived from the road-
side populations in Giles and Craig counties. For
the within-population crosses, each of 3–4 females
was crossed with each of 3–4 hermaphrodites from
within the same population in a factorial design.
These within-population crosses were replicated
across nine different populations. For the among-
population crosses, one female and one hermaph-
rodite were randomly selected from each of the
within-population designs; each of these her-
maphrodites was crossed to each female in a full
factorial design. For both sets of crosses, up to 50
progeny from each cross were grown to flowering
and their gender was determined.

Progeny sex ratio from the within-population
crosses was influenced by the different dams within
populations, the sire · dam interaction, and the
block effect of population but not sire effects
(Figure 3A; Taylor, Olson & McCauley, 2001).
Progeny sex ratio from the among-population
crosses was strongly influenced by different dams
and the interaction between particular sires and
dams (Figure 3B; Taylor, Olson & McCauley,
2001). The variance components associated with
the two sets of crosses showed that the dam effect
was nearly four times stronger in the among- than
within-population crossing design and this differ-
ence was significant when the variance compo-
nents were compared using a jackknife procedure.
The variance components did not differ between
the two sets of crosses for any other treatment.
The far stronger dam effect in the among-popu-
lation crosses is a quantitative genetic analogue to
Wright’s FST. It shows that the among-population
variance in male sterility elements is greater than
the within-population variance, and gives direct
evidence for population-to-population differences
in the maternally inherited genes controlling gen-
der. Dams chosen from different populations had
very strong and different effects on progeny sex
ratio suggesting that different populations may
harbor different CMS factors. The strong popu-
lation structure was somewhat surprising given the
small spatial scale over which these roadside
populations are dispersed and the similarity in the
grassy disturbance-prone environments in which
they are found. Population variation in the fre-
quency of CMS factors has also been found in
other gynodioecious species (de Haan, 1997) and

0

10

20

30

40

Sire Dam Sire x Dam

%
 V

ar
ia

nc
e

**

**

** = P < 0.005

 Among Population
16

14

12

10

8

6

4

2

0
Pop Sire

(pop)
Dam
(pop)

Sire x Dam
    (pop)

**

****

** = P < 0.001

%
 V

ar
ia

nc
e

 Within Population
(a) (b)

Figure 3. The proportion of variance accounted for by the treatments in the within and among-population crosses between female and

hermaphroditic Silene vulgaris plants. See text and Taylor, Olson and McCauley (2001) for details. **Significant treatment effect in

both ANOVA and logistic regression analyses.

54



may be a common phenomenon at ecological time
scales (Frank & Barr, 2001).

Our results also point to two other conclusions.
First, the strong dam effects in both analyses are
indicative that there are multiple CMS genes
contributing to variation in progeny sex ratio.
Since restorers tend toward dominance, it is un-
likely that the dam effect can be accounted for
solely through the action of recessive male fertility
restorers (Taylor, Olson & McCauley, 2001). Sec-
ond, epistatic cytonuclear effects of sex expression
were indicated by the strong sire · dam interac-
tion influence on progeny sex ratios. This is a clear
example of non-additive gene interactions (epis-
tasis) being an important component of genetic
variance in nature (Galloway & Fenster, 2000).
Although the main effect of sire was inconse-
quential in both sets of crosses, the sire · dam
component suggests that there is some variation
among different sires in their nuclear contributions
to gender (i.e. restorer genotypes) both within and
among populations and this nuclear genetic vari-
ance tends is expressed statistically as an epistatic
interaction with cytoplasmic loci.

The population structuring of cytoplasmic ele-
ments affecting progeny gender was underscored
by the presence of an association between mtDNA
haplotype markers and the progeny sex ratio in the
within-population crosses. Using Southern blot-
ting techniques, 12 RFLP haplotypes associated
with the region surrounding the cytochrome oxi-
dase I gene were identified from the dams used in
the within-population crossing design. A posteriori
tests revealed an association between these mark-
ers and progeny gender expression (Taylor, Olson
& McCauley, 2001). Although this is suggestive
that these markers are in some way associated with
the CMS genes, this conclusion should be
approached cautiously. The strong population
structuring in the mtDNA haplotypes (FST ¼ 0.42)
prevented mtDNA haplotype being tested inde-
pendently from the population effect, and thus
population effects were confounded with mtDNA
haplotype effects. Nonetheless, it is not unreason-
able to expect some sort of relationship between
genes and markers in the mitochondrial genome
since the entire genome is inherited as a unit. In
essence, these mtDNA haplotypes can be consid-
ered putative qualitative trait loci for gender. We
refer to them as qualitative trait loci because unlike
the more traditional quantitative trait locus, the

trait is qualitative and environmental factors have
little effect on its expression. Dissociations
between CMS factors and the RFLP haplotypes
may arise from different mutation and/or fixation
rates of the two elements (see below and Olson &
McCauley, 2000).

Population structure of mtDNA qualitative trait
loci in natural populations
The potential population structuring of cytoplas-
mic factors affecting gender expression might also
be inferred from the patterns of molecular markers
associated with these genes in natural populations.
As stated in the previous section, there is some
evidence that mtDNA RFLP haplotypes are
linked to different CMS types, but these associa-
tions currently are not defined. Since the mtDNA
is inherited as a single unit, RFLP polymorphisms
must be in linkage disequilibrium with CMS genes,
but the extent of this linkage depends on the rel-
ative rates of evolution of CMS factors and RFLP
haplotypes (Olson & McCauley, 2000). If CMS
factors persist for long periods relative to the
evolution of new RFLP alleles, there may be suf-
ficient time for many RFLP haplotypes to become
associated with a single CMS factor. On the other
hand, if the mutation rate of new CMS factors is
rapid relative to that of mtDNA RFLP haplo-
types, more than one CMS factor may be associ-
ated with the same mtDNA RFLP haplotype.
Nonetheless, the strong pattern of co-inheritance
of the entire mitochondrial genome and the
inability for mitochondria from different individ-
uals to recombine will limit the development of
random associations between CMS factors and
mtDNA haplotypes.

Associations between mtDNA haplotypes and
CMS may also be eroded by parallel evolution of
the same mtDNA RFLP haplotype in two differ-
ent lineages. Although, this effect does not appear
to be pervasive in the haplotypes screened in S.
vulgaris, there is some homoplasy in phylogenetic
trees constructed with mtDNA RFLP haplotypes
(Olson & McCauley, 2000). It is not yet known
however, whether this homoplasy results from
parallel evolution of the exact same RFLP hap-
lotype, or if it results from the inability to differ-
entiate very similar RFLP haplotypes using
Southern blotting techniques.

Finally, detection of the association between
mtDNA haplotypes and gender is also made
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difficult by the epistatic interactions (shown in
Taylor, Olson & McCauley, 2001) that cloud the
association between CMS genotypes and pheno-
types.

With this in mind, mtDNA RFLP haplotypes
are currently the best way to detect large amounts
of molecular variation in the mitochondrial gen-
ome at local spatial scales in S. vulgaris (Olson &
McCauley, 2002), and their population structure is
likely to reflect the structure of CMS factors. In a
recent study, Olson and McCauley (2002) assessed
the population structure of mtDNA RFLP hapl-
otypes in the Giles and Craig county populations.
These mtDNA RFLP polymorphisms were
screened in 250 individuals from 18 natural pop-
ulations in the Giles and Craig counties. Thirteen
haplotypes were recognized (Figure 4). Their

population distribution was highly structured
(FST ¼ 0.574 ± 0.066 s.e.) with four populations
containing single haplotypes and eight other pop-
ulations containing only two haplotypes.

At the same time as the leaf tissue was collected
for genetic analysis, the gender of the plant was
recorded. A strong statistical association between
haplotypes and gender was apparent when indi-
viduals were pooled across populations (p<0.005;
Figure 5). For instance, 63% of individuals with
haplotype g were females, while >80% of indi-
viduals with haplotypes a and d were hermaphro-
ditic. A pattern of variation in the sex ratios of
individuals carrying different mtDNA haplotypes
might reflect that different mtDNA haplotypes are
associated with different CMS factors.

Strong population structure of cytoplasmic
genomes has been observed in other ruderal plants
where it has been hypothesized to arise from
the combination of limited seed flow among pop-
ulations and relatively dynamic extinction and
colonization ecology (McCauley, 1998). In gyno-
dioecious species, such patterns have also been
theorized to result from selection on genes
controlling gender (Lewis, 1941; Frank, 1989;
Gouyon, Vichot & Van Damme, 1991; Olson &
McCauley, 2002). For instance, low within-
population haplotype diversity can result from
selective sweeps of unrestored CMS haplotypes
through the local population. Among-population
haplotype diversity can be generated when CMS

Figure 4. Distribution of the 13 mtDNA haplotypes among the

18 studied populations in Giles County, Virginia. Each pie

chart represents the frequency of different mtDNA haplotypes

found in each population. See Olson and McCauley (2002) for

further details.
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types ‘escape’ from their restorers into populations
where they are generally not restored and are at a
selective advantage (Frank, 1989). Such dynamics,
however, imply that populations also differ in their
frequencies of restorers for different CMS types
and that there are fitness costs to harboring
restorer alleles (Frank, 1989; Gouyon, Vichot &
Van Damme, 1991). Both of these patterns have
been somewhat elusive.

Three empirical studies suggest that frequencies
of nuclear restorers may differ among populations.
First, the frequencies of nuclear allozyme poly-
morphisms in the roadside populations of Giles
and Craig counties vary among populations
(FST ¼ 0.22; McCauley, 1998), but to a lesser ex-
tent than cytoplasmic polymorphisms (McCauley,
1998; Olson & McCauley, 2002). Second, the sig-
nificant sire · dam interaction from the among-
population crossing studies in Taylor, Olson and
McCauley (2001) indicates that hermaphrodites
drawn randomly from different populations vary
in their abilities to restore male sterility in the same
female; however, a sire · dam interaction effect
was also present in the within-population crosses
and thus the interaction in the among population
crosses may simply reflect sampling variance
within different populations. Finally, significantly
different associations between the gender of indi-
viduals with the same mtDNA RFLP haplotypes
were found in different roadside populations in
western Virginia (Figure 6; Olson & McCauley,
2002). Such patterns in allozyme frequencies,

crossing studies, and associations among-gender
and mtDNA haplotypes support the presence of
some population structuring of nuclear male fer-
tility restorers, but not to the same extend as the
structuring of cytoplasmic factors.

Estimating the magnitude of the effect of population

structure

Both molecular and crossing evidence suggest that
there is substantial population structuring of
cytoplasmic genes affecting gender expression in
Silene vulgaris, but how important is this struc-
turing for the evolution of sex ratio or the fitness
of different cytotypes? Answering this question is a
goal of current and future empirical studies of the
roadside populations, but it can also be addressed
with regard to theoretical models concerning the
effect of population structure on the relative fitness
of females and hermaphrodites (McCauley &
Taylor, 1997).

Our marker studies indicate that mtDNA
haplotypes are in some way associated with CMS
factors across the entire Giles and Craig county
metapopulation. Clearly, differential association
with females and hermaphrodites will affect the
fitness of cytoplasmic elements (both CMS factors
and mtDNA haplotypes) since cytoplasmic
elements are transmitted only through seed and
female seed production relative to hermaphrodites
is dependent on local population sex ratio. Here
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we ask whether population structure can differ-
entially affect cytoplasmic haplotypes. This can be
assessed through comparing the potential fitness of
cytoplasmic haplotypes in a single large panmictic
population to their fitness in several small subdi-
vided populations using the theoretical calcula-
tions of the expected frequencies with which the
haplotype (independent of gender) will encounter
hermaphrodites in panmictic and subdivided
populations (McCauley & Taylor, 1997; McCau-
ley, Olson & Taylor, 2000b).

Given random pollen movement in a panmictic
population, the expected frequency at which a
haplotype will encounter hermaphrodites is simply
the global frequency of hermaphrodites. In a
subdivided population, this theoretical frequency
can be calculated by applying the concept of
subjective frequencies (Wilson, 1980) and can be
adjusted according to the variance in hermaphro-
dite frequency among populations. These calcula-
tions require the unrealistic assumption that CMS
factors are randomly associated with nuclear
backgrounds both within and among populations
and the effects of violation of this assumption will
be discussed later. We refer the reader to
McCauley and Taylor (1997) and McCauley, Ol-
son & Taylor (2000b) for detailed presentations of
the theoretical underpinnings and assumptions
underlying the following analysis.

Let us assume that the CMS factor or mtDNA
haplotype a produces hermaphrodites with the
probability Xa. All other haplotypes combined
produce hermaphrodites with the probability of
Xnot a . Let the global frequency of haplotype a be
pa and the global frequency of all other factors be
1 ) pa and the among-population variance in the
relative frequencies of haplotype a (relative to all
other factors in all populations) be Va,not a. The-
oretically, in a large panmictic population, indi-
viduals with CMSa experience hermaphrodites at
the global the frequency of hermaphrodites:

Hno structure ¼ paXa þ pnot aðXnot aÞ ð1Þ

but in subdivided populations they experience
hermaphrodites only within demes (assuming no
pollen flow among demes). With population
structuring, individuals carrying a specific CMS
type experience other individuals with the same
CMS type more often than they do in a panmictic
population. A CMS type that produces more

females than others will therefore experience more
females in a subdivided metapopulation than in a
single panmictic population and its seed produc-
tion will be diminished. Individuals with CMSa
experience hermaphrodites in a subdivided, struc-
tured population at the frequency of

Hstructure ¼ paXaþ pnotaðXnotaÞþ ðVa;nota=paÞ
ðXa�XnotaÞ ð2Þ

(Equation (6) in McCauley, Olson & Taylor,
2000b). The observant reader will note that
Equations (1) and (2) differ only by the second
term. This term penalizes CMS types that produce
high frequencies of females in proportion to the
degree at which CMS types are segregated into
different demes (=population structure).

Application to the Virginia metapopulation

In this simplified model, the parameters necessary
for estimating the effect of population structure
are the population-to-population variation in the
frequency of haplotype a and the frequency at
which haplotype a produces females relative to the
other haplotypes in the metapopulation. Both of
these parameters can be estimated from the Olson
and McCauley (2002) mtDNA data. The popula-
tion variation in the frequency of mtDNA haplo-
type a can be estimated via Wright’s FST and by
recognizing that the general equation for FST of a
single allele is

FST ¼ Va; not a=papnot a: ð3Þ
The frequency at which haplotype a produces
hermaphrodites can be estimated from the associ-
ation between haplotype and gender from the
roadside populations (Figure 5).

Let us consider the potential effects of popula-
tion structure on the mtDNA haplotypes that are
associated with the highest proportions of females
(haplotype g) and hermaphrodites (haplotype d) in
the Virginia populations (Figures 4 and 5). In this
sample, the global frequency of hermaphroditeswas
64% and in a panmictic population we would the-
oretically expect all haplotypes (including g and d)
to experience hermaphrodites at this frequency.
(Note that this sex ratio is female biased relative to
the actual global sex ratio of the roadside popula-
tions because haplotypes in large populations
were proportionally underrepresented and small
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populations tended to be more female biased than
large populations. Nonetheless, this ratio will serve
to illustrate the theoretical effect of population
structuring on fitness.)

To calculate the subjective frequency at which
each haplotype experiences hermaphrodites, first
assume that the frequency at which haplotype g
produces hermaphrodites is Xg = 10/27 = 0.370
(see Figure 5). Accordingly, all other haplo-
types produce hermaphrodites at a frequency of
Xnot g = 150/223 = 0.673 (Olson & McCauley,
2002). The FST of haplotype g in the roadside
populations was estimated at 0.523. Thus, by
Equations (2) and (3) the theoretical frequency at
which haplotype g experiences hermaphrodites in
the roadside populations is 0.499. This value is
22% less than the global frequency of hermaph-
rodites in the mtDNA sample. If fitness were
proportional to the local population sex ratio in
the same manner as in Figure 2, population
structure would decrease the fitness of haplotype g
by 15% because carriers of this haplotype are
usually female and the haplotype is rare within the
metapopulation.

In contrast, the fitness of haplotypes that have a
high probability of being carried by hermaphro-
dites may be increased by population structure.
Assume that the frequency at which haplotype d
produces hermaphrodites is Xd ¼ 18/20 ¼ 0.900.
Accordingly, all other haplotypes produce her-
maphrodites at a frequency of Xnot d ¼ 142/
230 ¼ 0.617 (Olson & McCauley, 2002). The FST

of haplotype d in the roadside populations was
estimated at 0.474. Thus, by Equations (2) and (3)
the theoretical frequency at which haplotype d
experiences hermaphrodites in the roadside popu-
lations is 0.711. Thus if fitness were proportional to
the local population sex ratio in the same manner
as in Figure 2, the fitness of haplotype d increases
8% in structured compared to panmictic popula-
tion structure. The above analysis indicates that
population structuring is likely to have strong
affects on the spread of mtDNA haplotypes and
CMS factors in natural populations. This effect
may be particularly acute for CMS haplotypes
because when conditions allow CMS factors to
spread via female advantage within populations
(e.g. population frequencies of male fertility
restorers are low), female-biased sex ratios are
likely to develop, eventually restricting the fitness
of the CMS due to pollen limitation. Thus, the

effect of local population sex ratio and its interplay
with pollen limitation may limit the spread of CMS
factors compared to the absence of population
structure and cannot be overlooked in an analysis
of the microevolutionary dynamics of sex ratio
evolution in cytonuclear gynodioecious species.

Limitations of the model

To generate these theoretical predictions it was
necessary to make assumptions that may not be
true for natural populations. Here we review three
of these assumptions and their potential effects.
The reader is referred to McCauley and Taylor
(1997) and McCauley, Olson & Taylor (2000b) for
further discussion. First, we assumed that popu-
lation structure in the frequencies of nuclear male
fertility restorers was absent, so that each haplo-
type produced similar frequencies of hermaphro-
dites in every deme. However, there is compelling
evidence that suggests that this is not the case.
Nuclear allozyme polymorphisms show significant
levels of population structure in these same pop-
ulations (McCauley, 1998) and the same mtDNA
haplotype is associated with different proportions
of hermaphrodites in different demes, suggesting
population-to-population variation in the fre-
quencies of male fertility restorers (Olson &
McCauley, 2002). Population structure in restorers
affects both our estimate of the sex ratio associated
with each CMS type from field data (Xa) and the
ability of the model to correctly predict the sex
ratio associated with each CMS type within demes.
One might suspect violation of this assumption to
be particularly menacing because restorer geno-
types frequencies may be driven by CMS fre-
quencies within populations and vice versa (Frank,
1989; Gouyon et al., 1991). However, as long as
the frequencies of all CMS types and their restor-
ers are correlated in the same manner across
demes, violation of this assumption should have a
reduced effect on the estimate of the ‘true’ effect of
population structure because the predictions are
calculated relative to all other CMS types.

Second, this analysis assumes that individuals
of the same gender but bearing different CMS
types have the same fitness through seed. How-
ever, recent data suggests that that fitness is
dependent both on an individual’s sex and
mtDNA haplotype in Silene vulgaris (McCauley &
Olson, 2003). Such patterns are consistent with the
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‘cost of restoration’ or fitness decrease associated
with harboring additional or incompatible male
fertility restorer alleles (Charlesworth, 1981; Del-
annay, Gouyon & Valdeyron, 1981; Gouyon, Vi-
chot & Van Damme, 1991). Gregorius and Ross
(1984) have shown that joint CMS and restorer
polymorphism can be maintained when there is a
tradeoff between seed fitness of hermaphrodites
and females within a CMS type. When this is the
case, some CMS types gain more fitness via seed
output through females relative to hermaphrodites
than do others. Although the interactive effects
between different costs of restoration for different
CMS types and population structure have not yet
been formally modeled, one might expect that the
spread of haplotypes that rely on high female seed
production for their maintenance will be more
strongly suppressed by population structure than
those that rely more equally on seed production
from both females and hermaphrodites. In a larger
sense, our analysis ignores all interactive and co-
evolutionary influences of male fertility restorers
on the spread of CMS factors. Understanding
these interactions is currently one of the most
pressing concerns for advancing our understand-
ing of the evolution of the CMS elements.

Finally, McCauley and Taylor (1997) assume
annual population turnover whereas roadside
populations persist for decades. A decadal time
scale may be necessary for several generations of
adaptation to occur within demes. Within deme
adaptation between the CMS and male fertility
restorer loci will result in heterogeneity of the
genetic environment across populations. For this
reason, future investigations should aim to
understand the spatial and temporal scales across
which this adaptation occurs.

Conclusions

We have been using sex ratio evolution in the gy-
nodioecious plant, Silene vulgaris, as a model
system for studying evolution in spatially struc-
tured populations. In our series of ongoing studies
of roadside populations in western Virginia, we
have shown that there is sex ratio variation among
local populations, and since the fitness of females
and hermaphrodites is frequency dependent, this
sex ratio affects the relative fitness of the two
phenotypes. We have also shown that the fre-

quency of CMS elements (as associated mtDNA
markers) varies across populations, and that there
is some evidence that nuclear genes affecting gen-
der are structured. Our empirical results and the-
oretical investigations indicate that population
subdivision has the potential to have emergent
effects on the evolution of sex ratio in gynodioe-
cious species that cannot be predicted from studies
that do not take into account the effects of sub-
division. The one observation we are missing is
whether demes with different sex ratios (and
therefore different fitnesses) differentially export
propagules to the metapopulation at large and
affect a change in gene frequency across genera-
tions, simply as a result of how those genotypes are
distributed in space. Further progress in under-
standing sex ratio evolution in gynodioecious
populations must also focus on how population
structure of nuclear male fertility restorers inter-
acts with that of the CMS factors. The population
structure of these interacting sets of genes is
probably affected by both stochastic and selective
factors, but the relative importance of these factors
is currently unknown.

We can draw an analogy between the way
population structure can favor the evolution of
cooperative versus selfish behaviors, and the way
population structure can favor the evolution of
hermaphroditism over male sterility. In our view,
this analogy runs very deep. A cytoplasmic gene
that makes pollen is ‘altruistic’ because it con-
tributes to the seed production (fitness) of other
cytoplasmic genomes, and to the extent that pollen
is costly to produce, it does so at its own expense.
CMS factors are appropriately called ‘selfish’
genes because they opt out of pollen production
while benefiting from the pollen production by
other cytoplasms. Accordingly, the same type of
frequency dependent selection influences both
selfish genes and selfish behaviors. Both are fa-
vored when are rare because they receive the
benefits of altruism without paying the cost. Pop-
ulation structure influences both systems in the
same way, clustering ‘altruists’ into a subset of
demes where those that pay the costs of coopera-
tive behaviors also receive its benefits. It is inter-
esting, though perhaps not surprising, that such a
clear empirical example of selection acting in this
way comes from plants. In gynodioecious plants,
the mechanism causing frequency dependent
selection (pollen limitation) is relatively to
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easy measure, the genetic basis of the ‘behavior’ is
never in question, and the distribution of plant
populations in space makes them amenable to an
experimental approach.
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Abstract

Arabidopsis thaliana has emerged as a model organism for plant developmental genetics, but it is also now
being widely used for population genetic studies. Outcrossing relatives of A. thaliana are likely to provide
suitable additional or alternative species for studies of evolutionary and population genetics. We have
examined patterns of adaptive flowering time variation in the outcrossing, perennial A. lyrata. In addition,
we examine the distribution of variation at marker genes in populations form North America and Europe.
The probability of flowering in this species differs between southern and northern populations. Northern
populations are much less likely to flower in short than in long days. A significant daylength by region
interaction shows that the northern and southern populations respond differently to the daylength. The
timing of flowering also differs between populations, and is made shorter by long days, and in some
populations, by vernalization. North American and European populations show consistent genetic dif-
ferentiation over microsatellite and isozyme loci and alcohol dehydrogenase sequences. Thus, the patterns
of variation are quite different from those in A. thaliana, where flowering time differences show little
relationship to latitude of origin and the genealogical trees of accessions vary depending on the genomic
region studied. The genetic architecture of adaptation can be compared in these species with different life
histories.

Introduction

Arabidopsis thaliana is the best known plant spe-
cies in terms of its genome and molecular biology
(Arabidopsis Genome Initiative, 2000). Its small
genome and readily available mutants have made
it a favorite organism for developmental and
molecular genetic studies. Recently, the interest in
the population genetics of A. thaliana has in-
creased (Hanfstingl et al., 1994; Innan et al., 1996;

Mitchell-Olds, 2001). At the same time, related
species have begun to be seen also as potential
model organisms. These relatives offer possibilities
to study species with different life histories and the
molecular genetic tools of A. thaliana can be often
readily applied in the relatives (e.g., Kuittinen
et al., 2002a). A. lyrata is a self-incompatible
outcrossing species (Schierup, 1998; Kärkkäinen
et al., 1999), to which the extensive population
genetics theory of random mating populations can

Genetica (2005) 123: 63–74 � Springer 2005



be applied. In outcrossing species, the different
genes evolve more independently than in selfing
species, where extensive linkage disequilibrium
(LD) of genomes is maintained (Nordborg et al.,
2002). The more independent variation of genes
may make it easier to examine the evolution and
its causes of individual genes. Further, A. thaliana
is a weedy species, and outcrossing relatives may
offer a possibility of studying populations where
the effects of recent population expansions are not
as much confounding in analyses of sequence
variation. Third, for studies of local adaption, it
may well be profitable to also use species that are
not global generalist weeds.

In this paper, we examine the patterns of vari-
ation in one potentially adaptive trait, flowering
time. Based on the life history differences between
A. thaliana and A. lyrata, we can ask several
questions. First, do the more stable, less weedy
populations of A. lyrata show signs of local
adaptation e.g. in flowering time, related to the
environmental conditions. Do the populations of
the outcrossing species have much variation within
the populations, in comparison to the selfing
A. thaliana. (e.g. Charlesworth & Charlesworth,
1995). Third, is the current distribution reflected in
the genetic structure of A. lyrata populations? Do
we find consistent patterns of genetic relationships
between populations, using data from different
parts of the genome. We address these questions
with new data on the variation of flowering time,
and with some new data and new analysis of ear-
lier genetic markers and sequences. We discuss the
implications of the differences between the species
for the study of genetics of adaptation.

Materials and methods

Natural history of Arabidopsis lyrata

Arabidopsis lyrata is among the closest relatives to
A. thaliana based on restriction fragment length
polymorphism (RFLP) studies of cpDNA, and
sequences of rbcL {Price, Palmer & Al-Shehbaz,
1994). Until recently, the two subspecies of
A. lyrata (ssp. lyrata and ssp. petraea) were called
Arabis lyrata and Cardaminopsis petreaea, but
O’Kane and Al-Shebaz (1997) placed the species
(and several others) in the genus Arabidopsis. This
view of the systematics has been confirmed in
many later studies of the Brassicaceae, using both
cpDNA and nuclear sequences (Koch, Bishop &
Mitchell-Olds, 1999; Koch, Haubold & Mitchell-
Olds, 2000, 2001). The proportion of synonymous
substitutions between the two species ranges be-
tween 10 and 15%, and for aminoacid changing
nonsynonymous substitutions the divergence level
is about 1–2%. Koch, Haubold and Mitchell-Olds
(2000) have estimated a divergence time of about
5 MY for these two species based on Adh and Chs
sequences.

The diploid genome size of A. lyrata (Swedish
Mjällom and US Michigan populations) measured
with flow cytometry is 0.46–0.51 pg, compared
with the estimates for A. thaliana of 0.23–0.29 pg
in the same set of measurements (Earle, pers.
comm.). A. lyrata and other close relatives have
eight chromosomes, against the five of A. thaliana
(Jones, 1963). The two species can be crossed
(Mesicek, 1967; Redei, 1974). Nasrallah et al.
(2000) produced viable vigorous offspring from the

Table 1. Comparison of A. lyrata and A. thaliana features

Trait A. lyrata A. thaliana Reference

Outcrossing rate 1.0 0.02 Abbot and Gomes (1989)

Kärkkäinen et al. (1999)

and Schierup (1998)

Life cycle Perennial Annual

Diploid genome size 0.46–0.51 pg 0.23–0.29 Arabidopsis Genome Initiative

(2000), Earle (unpublished)

Chromosome # 8 5 Jones (1963)

Distribution Palearctic, nearctic Worldwide
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hybrid seeds after embryo rescue. In the backcross
offspring of the hybrids, there was no evidence of
crossing over between homeologous segments of
the genomes of the two species (Nasrallah et al.,
2000).

There are important life history differences.
A. thaliana is annual, A. lyrata perennial (See
Table 1). There is a well developed self-incom-
patibility system in A. lyrata (Kusaba et al., 2001),

which gives rise to a fully outcrossing mating
system (Schierup, 1998; Kärkkäinen et al., 1999).
This difference is reflected also in the relatively
large, pollinator-attracting petals of A. lyrata (see
figures in Nasrallah et al., 2000). The species
A. lyrata has a fragmented distribution in Europe,
Japan and North America, with largely unknown
distribution in Russia (Figure 1), references in
Savolainen et al. (2000), whereas A. thaliana is a

Figure 1. Distribution of (a) A. thaliana and (b) A. lyrata.
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widespread weed. It has its origins in Asia and has
spread to Europe (Price, Palmer & Al-Shehbaz,
1994), and has been introduced to other parts of
the world, such as to the USA.

Measuring flowering time variation

We have examined the flowering variation in the
perennial Arabidopsis lyrata. Six populations were
chosen for the study (Plech, Germany 49�39¢N.
Bohemia, The Czech Republic 50�03¢N, Spiterst-
ulen, Norway 61�38¢N, alt. 1100 m, Litldalen,
Norway 62�32¢N, Karhumäki, Russia 62�55¢N,
and Mjällom, Sweden 62�55¢N). The seed samples
were germinated and grown in long (LD, 20 h)
and short (SD, 14 h) daylengths (+20�C). After
6 weeks of growth half of the plants from both
daylengths were vernalized in +4�C, for 4 weeks.
The nonvernalized plants were kept in +15�C to
reduce growth. Both sets of plants received 8 h of
light. After vernalization the plants were moved
back to LD and SD at +20�C. In each of the four
treatments, each population was represented by 12
plants.

We also grew a small set of crosses (12 females
crossed each with four males) from the population
of Karhumäki, Russia. The plants were not ver-
nalized. They were grown under natural light con-
ditions in the spring time in a greenhouse. The date
when the first plant flowered was designated 1.

Statistical analyses

The flowering time data in the different environ-
ments were analyzed using the linear mixed effects
model of R, after logarithmic transformation
(Pinheiro & Bates, 2000; Team R Development
Core Group, 2002). For the purposes of the
analysis, the data from the four northern popula-
tions were combined to form a northern region,
and the two southern populations were likewise
combined to form a southern region. Region,
daylength and vernalization were treated as fixed
factors. The plants were randomized within day-
lengths on six trays. The tray was regarded as a
random factor. The within population family data
were also analyzed with ANOVA in R. Mothers
and fathers were both treated as fixed effects.

The proportions of flowering could not be
transformed to have normal distributions. Hence,
we used a Bayesian generalized linear mixed model

(GLMM) analysis for this kind of data. The
analysis is implemented in the program WIN-
BUGS. Rather than testing significance, the
method results in an estimate of the probability
that the factor in question has an effect (Clayton,
1996; Spiegelhalter, Thomas & Best, 2000).

Genetic markers and sequencing of A. lyrata

The methods for sequencing the alcoholdehydro-
genase gene (Adh) of A. lyrata have been described
by Savolainen et al. (2000). We obtained addi-
tional sequences from plants from Mayodan,
North Carolina (seeds kindly provided by C.H.
Langley) and from Mjällom, Sweden (see Van
Treuren et al., 1997 for description of the loca-
tions). The earlier data of nine polymorphic en-
zyme and five microsatellite loci of Van Treuren
et al. (Saitou & Nei, 1987) were also used for
making genealogical trees of the populations.
Neighbor-joining trees (Saitou & Nei, 1987) were
constructed with the MEGA program version 1.3
(Kumar et al., 2001).

Results

Probability of flowering

We characterize the flowering of the populations
in two ways, first the probability of flowering, and
second, the time to flower formation. The mea-
surements were made in four different environ-
mental conditions, long and short days with and
without vernalization. The Bayesian analysis of
the probabilities showed that the northern and
southern (regions) populations differed (Figure 2,
Table 2). In short days, the southern populations
of Plech and Bohemia were more likely to flower
than any of the four northern populations. The
northern populations were more likely to flower in
long days than in short days. These different
reactions to the conditions showed up as a signif-
icant interaction between region and daylength.
Vernalization effects varied across daylengths and
regions. It increased the probability of flowering in
the northern populations in both short and long
days, but did not have a consistent effect in the
southern populations. This resulted in a significant
interaction between vernalization and daylength.
It should be noted that the results are based on
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rather small samples, and need to be confirmed in
later studies.

Timing of flowering

The shortest flowering times were for southern
populations in long days, less than a hundred days,
while northern populations in short days could
take more than 150 days to flower (Figure 3). In
all environmental conditions, the two southern
populations (Plech, Bohemia) flowered earlier than
the northern populations (for region, p < 0.001).
All populations also flowered more rapidly in the
long days than in the short days. This effect was
similar in all populations, with no interaction for
region and daylength. Vernalization had an overall
effect of speeding up flowering (Table 3), but this

effect was strongest in the northern populations of
Spiterstulen and Litldalen, resulting in a region by
vernalization interaction.

Variation in flowering time within the population

The average flowering time of individual families of
Karhumäki, in long days, with no vernalization
had a range of 25 days (the date when the first plant
flowered was designated 1). In this pilot study,
there were significant differences in flowering
time both between the maternal (F11,316 ¼ 7.29,
p < 0.001) and paternal (F3, 324 ¼ 3.45, p < 0.02)
families. Figure 4 shows large maternal family
influences, probably partly due to maternal effects,

Population

Bohem S Plech S Karhum N Mjällom N Litldalen N Spiters N

D
ay

s 
to

 fl
ow

er
in

g

0

50

100

150

200

250

Long day, vernalisation
Long day, no vernalisation
short day, vernalisation
short day, no vernalisation

Figure 3. Flowering time of six populations of A. lyrata in

different environmental conditions. Long days (LD 20:4), short

days (LD 14:10), vernalization – rosette cold treatment during

4 weeks. Days to flowering (means and standard errors of the

mean). (Too few plants flowered in Karhumäki, short days,

vernalization – no result presented).

Table 3. Analysis of variance of flowering time of A. lyrata of

the grouped northern and southern populations in four

different environments

Effect df F p

Region 1 25.78 0.001

Daylength 1 18.49 0.002

Vernalization 1 10.84 0.013

Reg · Dayl 1 0.98 0.320

Reg · Vern 1 3.66 0.050

Dayl · Vern 1 0.058 0.810

Reg · Dayl · Vern 1 0.002 0.966
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(N – northern, S – southern) flowering in the different day

length – vernalization treatments. Long days (LD 20:4), short

days (LD 14:10), vernalization – rosette cold treatment during

4 weeks.

Table 2. Bayesian generalized linear mixed model analysis of

flowering probability of A. lyrata using WinBUGS 3.1

Node Probability

Region 0.97

Daylength 0.75

Vernalization 0.89

Reg · Dayl 0.98

Reg · Vern 0.67

Dayl · Vern 0.99

Reg · Dayl · Vern 0.79

Names of factors and the probability that the factor has an

effect on probability of flowering.
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but the paternal family differences are evidence for
genetic variation within the population.

Phylogeographic relationships between populations

Isozyme and microsatellite allele frequencies were
available from four different populations (Van
Treuren et al., 1997). In addition, we used the

alcoholdehydrogenase (Adh) sequences of (Savo-
lainen et al., 2000), and some additional sequences
obtained for the current purpose from Sweden and
North Carolina. From these data, we constructed
neighbor-joining trees shown in Figure 5. All data
sets give a similar picture of the grouping of the
North American and European populations.
There is very high bootstrap support for this with
the Adh sequences. The two north American
populations Michigan and Indiana are rather close
to each other based on microsatellites and allo-
zymes, and the Adh sequences show that North
Carolina also is not much diverged from Indiana.

Discussion

We have above described patterns of mainly be-
tween population variation in the outcrossing
Arabidopsis lyrata. In comparing the patterns to
Arabidopsis thaliana, we can test for effects of
the outcrossing mating system, but these are

Paternal family

0

5

10

15

20

25

Maternal family

D
ay

s 
to

 fl
ow

er
in

g 
(s

.e
. o

f t
he

 m
ea

n)
D

ay
s 

to
 fl

ow
er

in
g 

(s
.e

. o
f t

he
 m

ea
n)

0

5

10

15

20

25

30(b)

(a)

Figure 4. Flowering times for families of A. lyrata from
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Table 4. ANOVA for flowering time variation within A. lyrata

population of Karhumäki

Factor df Mean

square

F p

Mothers 11 229.3 7.29 0.001

Residuals 316 31.4

Fathers 3 128.6 3.45 0.017

Residuals 324 37.2
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counfounded with the effects of demographic dif-
ferences between the species.

Patterns of flowering time variation between
populations

The set of six populations of Arabidopsis lyrata
showed consistent differences between populations
for both the probability to flower in different
conditions and the time to flowering. Southern
populations were more likely to flower and flow-
ered more rapidly than the northern ones. Lati-
tudinal clines in timing of reproduction or growth
are common in many plant species (Mikola, 1982;
Thomas & Vince-Prue, 1999). These patterns are
interpreted as adaptations due to natural selection
by climatic factors. The flowering time of Arabid-
opsis thaliana accessions has also been extensively
studied. In these studies, it is rare that the plants
would not flower at all, rather the lack of flowering
of A. lyrata may correspond to very late flowering
in A. thaliana. Based on the data of Karlson, Sills
and Nienhuis (1993) we have plotted the flowering
time (recorded as leaf number at flowering) of
accessions against the latitude of origin (Figure 6),
which shows that there is no clinal variation. The
data of Nordborg and Bergelson (1999) showed a
similar lack of clinal variation. Johanson et al.
(2000) also did not find a strong relationship of
flowering time with latitude. Stenøien et al. (2002)
also failed to find clinal variation in populations
collected in a south–north transect along the

Norwegian coast, even if the same populations did
show a cline in hypocotyl responses to red and far-
red light. Thus, the early and later flowering of
A. thaliana seems to be a reflection of whether the
plants are winter annuals requiring vernalization
or summer annuals without such a requirement.
The quantitative variation among the genotypes
requiring vernalization does not seem to be
directly related to the length of the growing season
(latitude of origin).

Environmental factors influencing flowering

We also gained some understanding on the factors
controlling the probability to flower by growing
the plants in several environments. The region by
daylength interaction suggests that the southern
and northern populations respond differentially to
daylength, with northern populations more likely
to flower in long days. In this experiment, ver-
nalization had a stronger effect on the time to
flowering rather than the probability to flower. In
A. thaliana, the different accessions or ecotypes
differ considerably with respect to vernalization
response. It is well known that there are winter
annual ecotypes requiring vernalization (e.g.
Stockholm), late flowering summer annuals that
flower faster after a cold treatment (such as Gr)
and early flowering summer annuals which are not
influenced by cold treatment (such as Li-5 )
(Zenker, 1955; Napp-Zinn, 1957). Napp-Zin
(1957) already identified the locus FRI. This gene
has been recently cloned and its role in determin-
ing flowering time differences in the wild between
winter and summer annual ecotypes has been
examined in detail (Johanson et al., 2000).

However, as mentioned, the distribution of
these ecotypes is not related to latitudinal climatic
variation. All populations do eventually flower
even in the absence of vernalization. Interestingly,
a third close relative, A. hirsuta, seems not to
flower at all without a vernalization treatment
(Zenker, 1955). Thus, in the related species the
relative importance of the different pathways may
vary.

The A. thaliana ecotypes also have variable
responses to photoperiod (Karlsson, Sills &
Nienhuis 1993), and in their G · E interactions
(Pigliucci, Pollard & Cruzan, 2003). The photo-
periodic pathway of Arabidopsis thaliana and its
relationship to flowering time control has been

Latitude

10 20 30 40 50 60 70D
ay

s 
to

 fl
ow

er
in

g 
(2

4 
da

ys
 v

er
na

lis
at

io
n,

 L
D

 2
0:

4)

0

5

10

15

20

25

30

35

Figure 6. Variation of flowering time (measured as leaf number

at flowering) in Arabidopsis thaliana in relation to latitude,

based on data of Karlsson et al. (1993).

69



well described (e.g. Koornneef, Hanhart & van der
Veen, 1991; Suarez-López et al., 2001). Develop-
mental studies of the gene CONSTANS have
shown that it has an important role (Putterill
et al., 1995; Yanovsky & McKay, 2002). Further,
El-Assal et al. (2001) recently demonstrated that
the CRY2 cryptochrome locus is largely responsi-
ble for a flowering time difference between two
early flowering accessions. QTL studies have
identified other loci in crosses between summer
annuals (Jansen et al., 1995). In addition, phyto-
chrome A has been shown to influence flowering
time differences between natural populations of
A. thaliana (Maloof et al., 2001). The initial results
on A. lyrata, in combination with the well
known pathways of A. thaliana, suggest further
studies on the genetic mechanisms governing these
differences.

Variation within populations

We also demonstrated that there are quantitative
genetic differences between families in the Russian
Karhumäki population, when plants were grown
under long days without vernalization. These
findings are consistent with the existence of con-
siderable within population genetic variation, as
has been found earlier for marker genes (Van
Treuren et al., 1997; Schierup, 1998; Clauss,
Cobban & Mitchell-Olds, 2002) and for sequence
variation at the Adh gene (Savolainen et al., 2000).
Arabidopsis thaliana populations have been
examined only rarely for quantitative genetic var-
iation. Early British studies found evidence of
segregating major gene variation (Westerman &
Lawrence, 1970; Jones, 1971b, a), presumably due
to the FRl gene (Johanson et al., 2000). Kuittinen,
Mattila and Savolainen (1997) found that many
marginal populations had no variation for flow-
ering time. Likewise, the within population varia-
tion in microsatellites or isozymes has been found
to be low (Abbott & Gomes, 1989; Todokoro,
Terauchi & Kawano, 1996), as well as in restric-
tion fragment length polymorphism (RFLP)
studies (Bergelson et al., 1998) and studies of se-
quence variation (Stahl et al., 1999; Kuittinen,
Salguero & Aguadé, 2002b).

The reduced level of genetic variation in flow-
ering time and other traits found in at least some
populations could be due to the effects of
the mating system and a reduction of effective

population size, due to background selection or
hitchhiking (Kaplan, Hudson & Langley, 1989;
Charlesworth, Morgan & Charlesworth, 1993;
Charlesworth & Charlesworth, 1995). In addition
to this, the weedy life history of Arabidopsis tha-
liana may also give rise to extinctions and recol-
onizations. The metapopulation structure is
expected to lead to much reduced variation within
populations, beyond the mere effects of selfing
(Ingvarsson, 2002). A. lyrata in turn is a perennial,
and is less likely to suffer frequent population
extinctions.

Population history in the light of distribution
of marker and sequence genetic variation

The small set of populations that was studied in
A. lyrata demonstrated that isozymes (nine loci),
microsatellites (five loci) and sequence variation at
the alcoholdehydrogenase (Adh) locus (1700 nt) all
result in a clear separation of the North American
and European populations. The Adh trees also
show that the variation between populations is
high relative to within population variation, as was
found earlier for isozymes and microsatellites (Van
Treuren et al., 1997). These sets of populations
have evidently been isolated for considerable time.
When we use all our available Adh data (34
sequences from North America, 15 from Europe),
we obtain a net divergence dA of 0.0033 (Nei &
Kumar, 2000). If we use the rate of synonymous
substitution at the Adh locus suggested by Koch,
Haubold and Mitchell-Olds (2000) of 1.5 · 10)8/
bp/year, we obtain a rough estimate of separation
of at least 100,000 years for the North American
and European populations. The European popu-
lations are more similar to each other, as are the
two North American ones.

This pattern is in strong contrast to the situa-
tion found in A. thaliana. Most studies of molec-
ular genetic variation in A. thaliana have been
based on examining a set of accessions collected
from around the world (Hanfstingl et al., 1994;
Innan, Terauchi & Miyashita, 1997; Miyashita,
Kawabe & Innan, 1999; Sharbel, Haubold &
Mitchell-Olds, 2000). Several loci have shown a
pattern of strong dimorphism, with two divergent
haplotypes (e.g. Aguadé, 2001), whereas others
show no such pattern. Evidence of recombination
has been found in all the genes examined to
date (Innan et al., 1996). Gene genealogies of
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accessions from different geographical areas based
on variation at the different loci do not show
geographic consistency. Figure 7 shows examples
of the genealogies for the dimorphic FAH1 and the
nondimorphic CHI based on data of Kuittinen
and Aguadé (2000) and Aguadé (2001). Several
studies (e.g. Sharbel, Haubold & Mitchell-Olds,
2000) suggest that the population has expanded
recently. Thus, there seems to be no one genea-
logical tree of the accessions or populations, an
important feature of A. thaliana.

Implications for studying the molecular basis
of adaptation

Most studies on the genetic basis of quantitative
variation in plants have been on cultivated species,
such as Brassicas (Lagergrantz et al., 1996;
Lagercrantz, 1998), where domestication may have
influenced patterns of variation. A. lyrata and
other relatives of A. thaliana offer many opportu-
nities to the study of adaptation in natural popu-
lation, with variable mating systems and life
histories.

Themating system is one of the key determinants
of plant population genetics (Hamrick & Godt,
1996), and potentially modes of adaptation. Popu-
lation genetics theory has several specific predic-
tions about the expected levels of neutral variation
within and between populations (Charlesworth,
Morgan & Charlesworth, 1993). A comparison of
the closely related species A. thaliana and A.lyrata
allows investigation of the effects of the mating
system of patterns of sequence evolution (Savolai-
nen et al., 2000; Wright, Lauga & Charlesworth,
2002). The mating system effects, however, are also
confounded with other life history traits, for
instance as perenniality and other demographic

aspects, such as the level of migration or the
occurrence of extinction/colonization cycles
(Pannell & Charlesworth, 1999). Variable selfing
and a possible metapopulation structure add com-
plexity to the models (Nordborg & Donnelly, 1997;
Pannell & Charlesworth, 2000; Wakeley & Aliacar,
2001). Interpreting the effects of natural selection
against a background of other evolutionary forces,
such as effects of history, genetic drift, selection at
other linked loci may be easier in random mating
species as the population genetical theory for ran-
dom mating populations with reasonable constant
size is well developed (e.g. Hudson, 1990).

The mating system also influences patterns of
linkage disequilibrium, i.e. statistical association
between alleles at different loci or nucleotide sites.
LD has become an important tool in genetic
mapping of human diseases (Nordborg & Tavaré,
2002; Weiss & Clark, 2002) or loci responsible for
quantitative genetic variation in plants (Thorns-
berry et al., 2001). This technique relies on exam-
ining the association of densely situated single
nucleotide polymorhisms (SNPs) and phenotypic
traits. SNPs close or at the disease/phenotype
causing nucleotide site will be in disequilibrium,
while those further away will show less associa-
tion. Selfing species such as A. thaliana are ex-
pected to have high LD because of little effective
recombination in mostly homozygous individuals
(Allard, Jain & Workman, 1968). Recently,
Nordborg et al. (2002) found that extent in a
global sample A. thaliana, LD decayed over
250 kb, indicating that recombination has oc-
curred over the long time span represented by this
sample. In a local sample, LD extended over whole
chromosomes, as there had been little breakdown
in disequilibrium over the short time span repre-
sented by these collections. Association mapping
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bottom, FAH, based on the data of Aguadé (2001). The trees show the geographical areas, the accession names can be found in

the original papers. The scale shows numbers of nucleotide substitutions.

71



cannot be used within local populations, as the
linkage disequilibrium will be uniformly high
across large parts of chromosomes. Worldwide
samples will have the necessary structure of
declining disequilibrium, but in such a sample the
quantitative traits may be genetically heteroge-
neous (Nordborg et al., 2002). Disequilibrium
within populations of A. lyrata will decline much
more rapidly than in A. thaliana. Then associa-
tions of nucleotide variation with the phenotypic
variation could be studied at a smaller scale, uti-
lizing also the within population phenotypic vari-
ation that has been demonstrated above.
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Kuittinen, H., M. Aguadé, D. Charlesworth, A. De Haan,

B. Lauga, T. Mitchell-Olds, S. Oikarinen, S. Ramos-Onsins,

72



B. Stranger, P. van Tienderen & O. Savolainen, 2002a.

Primers for 22 candidate genes for ecological adaptations in

Brassicaceae. Mol. Ecol. Notes 2: 258–262.

Kuittinen, H., A. Mattila & O. Savolainen, 1997. Genetic

variation at marker loci and in quantitative traits in

natural populations of Arabidopsis thaliana. Heredity 79:

144–152.

Kuittinen, H., D. Salguero & M. Aguadé, 2002b. Parallel
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Abstract

Although much is known about the molecular genetic basis of trichome development in Arabidopsis
thaliana, less is known about the underlying genetic basis of continuous variation in a trait known to be of
adaptive importance: trichome density. The density of leaf trichomes is known to be a major determinant of
herbivore damage in natural populations of A. thaliana and herbivores are a significant selective force on
genetic variation for trichome density. A number of developmental changes occur during ontogeny in
A. thaliana, including changes in trichome density. I used multiple interval mapping (MIM) analysis to
identify QTL responsible for trichome density on both juvenile leaves and adult leaves in replicate, inde-
pendent trials and asked whether those QTL changed with ontogeny. In both juvenile and adult leaves, I
detected a single major QTL on chromosome 2 that explained much of the genetic variance. Although
additional QTL were detected, there were no consistent differences in the genetic architecture of trichome
density measured on juvenile and adult leaves. The finding of a single QTL of major effect for a trait of
known adaptive importance suggests that genes of major effect may play an important role in adaptation.

Abbreviations: cM – centiMorgans; LOD – logarithm of the odds; MIM – multiple interval mapping; n –
sample size; QTL – quantitative trait locus; RI – recombinant inbred; SE – standard error.

Introduction

The density of leaf hairs, or trichomes, is a trait of
considerable ecological importance for many
plants. One of the primary adaptive hypotheses
commonly proposed for the presence and density
of plant hairs involves their role in defense against
herbivores (Levin, 1973; Johnson, 1975; Ågren and
Schemske, 1994; Elle et al., 1999). For example, in
natural populations of Arabidopsis thaliana,
genotypes with higher trichome densities suffer
significantly less herbivore damage than genotypes
with lower trichome densities (Mauricio, 1998).
Furthermore, herbivores have been shown to be a

significant selective agent acting on genetic varia-
tion for trichome density in A. thaliana (Mauricio
and Rausher, 1997).

In many plants, trichomes differ on leaves of
different age (Poethig, 1997, 2000, 2003). Leaf age
has long been recognized as having an important
effect on plant resistance to herbivores – herbi-
vores often have strong preferences for tissue of a
particular age (Janzen, 1979; Coley 1980; Krischik
and Denno, 1983; Karban and Thaler, 1999;
Lawrence et al., 2003). Damage to leaves of dif-
ferent ages can have different effects on plant fit-
ness (Stinchcombe, 2002). Therefore, herbivores
can impose very different selective pressures on
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plants depending on their pattern of feeding
(Mauricio et al., 1993). Difference in trichome
density on juvenile and adult leaves might mediate
such selection.

The vegetative phase change from juvenile to
adult rosette leaves in A. thaliana is well-de-
scribed, particularly with respect to trichomes
(Telfer et al., 1997). The distribution and density
of trichomes varies during vegetative develop-
ment and has been used in A. thaliana to dis-
tinguish the juvenile and adult rosette (Lawson
and Poethig, 1995; Telfer et al., 1997). Leaves
produced early in development have no tric-
homes on the abaxial (lower) surface and rosette
leaves produced later have trichomes on both
adaxial (upper) and abaxial surfaces. There are
differences in the density of trichomes between
juvenile and adult leaves in A. thaliana, although
the change in trichome density between these
vegetative phases occurs gradually through
development (Telfer et al., 1997). In particular,
total trichome number in A. thaliana has been
reported to increase with rosette age (Martı́nez-
Zapater et al., 1995; Payne et al., 2000).

Since the magnitude of selection on plants by
herbivores may differ depending on the age of the
leaves eaten and the density of trichomes on those
leaves, the ability to predict the evolutionary re-
sponse of the plants to that selection will depend on
an understanding of the genetic architecture of the
traits under selection. Our ability to predict the
potential response to selection is directly predicated
on knowledge of the number of genes and their ef-
fects on the expression of the phenotype (Lande,
1983; Lynch and Walsh, 1998; Barton and Keight-
ley, 2002). Although much is known about the
molecular genetics of trichome development in
plants (Hülskamp and Schnittger, 1998; Hülskamp
andKirik, 2000; Szymanski et al., 2000;Walker and
Marks, 2000), less is known about the genetic basis
of trichome density (Larkin et al., 1996) and very
little is known about whether the genetic architec-
ture of trichome density changes with ontogeny.

There is a strong genotypic component to
variation in trichome density in A. thaliana. Con-
siderable among- and within-population variation
for trichome density exists in natural populations
of A. thaliana (Mauricio, 1998, 2001a). The seg-
regation of trichome density in A. thaliana strongly
suggests that multiple genetic factors and the
environment affect the inheritance of this trait

(Larkin et al., 1996; Mauricio, 1998). Trichome
density is, therefore, a quantitative trait and the
appropriate tool for genetic analysis is QTL
(quantitative trait loci) mapping (Mackay, 2001;
Mauricio, 2001b).

A QTL mapping approach is likely to be a
fruitful one in a completely sequenced model
organism, such as A. thaliana. Many genetic
markers are available, as are several sets of map-
ping populations. Genome scans for QTL have the
potential to identify chromosomal segments con-
taining genes that contribute to variation in a trait
of interest (e.g., Doebley et al., 1997; Frary et al.,
2000; Johanson et al., 2000).

Despite the fact that QTL mapping has been
used extensively in the past decade, some caveats
have been raised as to its use (Beavis, 1994, 1998;
Mauricio, 2001b). In at least one study, replicate
crosses were made from the same parents and QTL
analyses were completed on each of the replicates –
although the same QTL were detected across
studies, some of the QTL detected were unique to
each cross (Beavis, 1994, 1998). Environmental
conditions have also been shown to play a signif-
icant role in the outcome of QTL mapping
experiments (Paterson et al., 1991). Obviously, the
ability to replicate QTL experiments is of para-
mount interest, but few studies have specifically
addressed this question. In this study, we take
advantage of replicate experiments to examine the
repeatability of QTL studies.

In addition to providing information about the
genetic basis of complex traits, genome scans for
quantitative traits provide an empirical basis for
testing one of the more enduring controversies in
evolutionary biology: the genetic basis of adapta-
tion. Fisher (1930) suggested that mutations of
very small effect were responsible for adaptive
evolution. Orr and Coyne (1992) reexamined the
evidence for this Fisherian view and argued that
both the theoretical and empirical basis for it were
weak and that adaptive traits may well be con-
trolled by genes of major effect. They encouraged
evolutionary biologists to reexamine this research
question by the genetic analysis of adaptive dif-
ferences in natural populations.

In the present study, I investigate three ques-
tions addressing the genetic architecture of quan-
titative variation in trichome density in the plant,
A. thaliana. First, using QTL analysis, what
chromosomal segments in the A. thaliana genome
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contribute to trichome density variation in juvenile
leaves and in adult leaves? Second, do QTL for
trichome density change with ontogeny? Third,
how variable are QTL analyses completed on a
similar trait but performed at different times and
in different labs?

Materials and methods

All seeds were obtained from the Arabidopsis
Biological Resource Center (ABRC, Columbus,
OH, USA). I used a mapping population of 100
recombinant inbred (RI) lines (ABRC stock
number CS1899) that had been generated from a
cross between the ‘‘Columbia’’ (Col-4; ABRC
stock number CS-933) and ‘‘Landsberg erecta’’
(Ler-0; ABRC stock number CS-20) accessions of
A. thaliana (L.) Heynh. (Lister and Dean, 1993).
Progeny from the initial cross were taken through
eight generations of selfing via single seed descent
to produce nearly homozygous lines with an esti-
mated heterozygosity of 0.42% (Lister and Dean,
1993; Juenger et al., 2000). I constructed a linkage
map using a total of 228 markers (chromosome I,
54 markers; chromosome II, 33 markers; chro-
mosome III, 37 markers; chromosome IV, 50
markers; and chromosome V, 54 markers). The
map position of each marker was estimated from
the observed recombination frequencies using the
Kosambi mapping function as implemented by the
software MapMaker 3.0 (Lander et. al., 1987).
This analysis provided unique positions for each
marker and a map spanning 592 centiMorgans
(cM) of the A. thaliana genome (99% of the
597 cM estimated size of the A. thaliana genome
based both on the Arabidopsis Genome Initiative
sequence map and the Lister and Dean RI genetic
map; www.arabidopsis.org/servlets/mapper). The
mean intermarker distance was 2.8 cM. The map
did not differ in marker order from the published
linkage map of A. thaliana (www.arabidopsis.org).

Plants were grown from seed sowed singly in
an approximately 5 · 5 · 6 cm plastic pot filled
with a soilless mix of peat moss, perlite, pine bark
and vermiculite (Fafard #3B, Agawam, MA). All
replicates of each RI line were randomly assigned
to an individual pot in a flat. The seeds were cold
stratified at 4�C for three days and then trans-
ferred to a single growth chamber with control
for both daylength (14 hours) and temperature

(18�C). Five replicate plants were grown for each
of the RI lines and trichome density was mea-
sured on leaves of the same age. Trichome den-
sity was estimated as the total number of
trichomes within a 2.4 mm2 area (using a micro-
meter in a dissecting microscope) of the upper
central area of the adaxial leaf surface. In the first
experiment (trial 1), I measured adult leaf tri-
chome density on three fully expanded leaves
from each replicate. In the second experiment
(trial 2), I measured juvenile trichome density on
the first two true leaves (the first two leaves of A.
thaliana are initiated simultaneously) and adult
trichome density on three fully expanded leaves
of the same whorl. Larkin et al. (1996) counted
the total number of trichomes (not density) on
the first leaf of ten replicate plants from the same
RI lines used here. J. C. Larkin kindly provided
me with the original data from his experiment,
which I have reanalyzed using this map and sta-
tistical approach.

Genome scans for QTL were done using the
multiple interval mapping (MIM) procedure de-
scribed by Kao and Zeng (1997), Kao et al. (1999)
and Zeng et al. (1999) and implemented by the
software package, QTL Cartographer, version 2.0
(Basten et al., 1994, 2004). Like other QTL ap-
proaches, this procedure tests the hypothesis that
an interval flanked by two adjacent markers con-
tains a QTL affecting the trait. Multiple interval
mapping statistically accounts for the effects of
additional segregating QTL outside the tested
interval by using multiple marker intervals rather
than individual markers. The procedure can spe-
cifically condition the statistical model on all
putative QTL identified rather than markers alone.
Kao et al. (1999) have shown that MIM tends to
more powerful and precise in detecting QTL as
compared to such techniques as interval mapping
(Lander and Botstein, 1989) or composite interval
mapping (Zeng, 1993, 1994).

The MIM procedure tests each parameter
(putative QTL) in an initial model for significance
using a backward elimination procedure and those
parameters that do not lead to a significant
improvement in fit are dropped (Basten et al.,
2004). For the refinement of QTL position, for
each QTL, the position is moved within the QTL
interval from one end to the other and an infor-
mation criterion is calculated for each position
(Basten et al., 2004). The information criterion is a
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function that gives an indication of how good the
model fits the data and that depends upon the
likelihood ratio and the number of parameters in
the model. The function is

IðLk; k; nÞ ¼ �2ðlnðLkÞ � kcðnÞ=2Þ;
where Lk is the likelihood for a k parameter model,
c(n) is a penalty function and ln is the natural log
(Basten et al., 2004). For a model with k QTL,
MIM searches for k + 1st QTL over all intervals
that do not presently have a QTL in them. For each
of these intervals, the program walks along the
interval and calculates the information criterion for
the presence of a QTL. The MIM protocol keeps
track of the minimum information criterion
(equivalent to the maximum likelihood) within
each interval. When all intervals have been tested,
the minimum over all intervals is determined and
compared to the information criterion of the k
QTL model. If I(Lk, k, n) ) I(Lk+1, k + 1, n) is
greater than the threshold, the QTL at that site is
retained in the model. The process repeats until no
new QTL are retained (Basten et al., 2004).

I began analysis in the MIM module of QTL
Cartographer using the MIM default parameters
to search for an initial model. I used a walking
speed of 1 cM and an initial penalty function, c(n),
equal to the ln(n) ¼ 4.6, with a threshold value of
0.0. After this initial run of the analysis, I itera-
tively reran the model in phases. In the first phase,
QTL were located. In the second phase, the posi-
tions of those QTL were refined. In the third
phase, I searched for additional QTLs. In order to
obtain a more conservative estimate of additional
QTL, I doubled the penalty function to 2 ln(n) in
this phase of the analysis. In the final phase, I
tested for significance of all the QTLs. I calculated
conservative confidence intervals (CI) around each
QTL by estimating a drop of approximately two
LOD scores around the likelihood peak (van
Ooijen, 1992; Juenger et al., 2000). The markers
located closest to these likelihood cutoffs were
considered the two LOD CI flanking markers
(Juenger et al., 2000). For some QTL of small ef-
fect, I could not detect a drop off of two LOD
scores. In those cases, the confidence interval
effectively extends across the entire linkage group.

The MIM procedure also estimates such
quantitative genetic parameters as variance com-
ponents, heritabilities, and additive effects. I used
the estimates of phenotypic variance, genetic

variance, additive effect, and percentage of vari-
ance explained that were directly calculated by
QTL Cartographer for each trait and QTL. I cal-
culated the coefficient of genetic variation, CVG, as
(
ffiffiffiffiffiffi
VG

p
=�x) in order to facilitate comparisons of

evolvability between trials (Houle, 1992). The
biological interpretation of the additive (or aver-
age) effect of an allele is the difference between the
mean genotypic value of individuals carrying at
least one copy of that allele and the mean geno-
typic value of a random individual from the entire
population. Statistically, the additive effect is a
least squares regression coefficient of genotypic
value on the gene content (Lynch and Walsh,
1998). The expected population mean value of the
additive effect is zero. In these RI lines, a positive
additive effect indicates the action of the
‘‘Columbia’’ allele and a negative additive effect
indicates the effect of the ‘‘Landsberg’’ allele. In
other words, the ‘‘Columbia’’ allele acts to increase
trichome density and the ‘‘Landsberg’’ allele de-
creases trichome density.

Results

The ‘‘Columbia’’ and ‘‘Landsberg’’ accessions of
A. thaliana differ significantly in their trichomes
densities for both adult (Figure 1) and juvenile
leaves. The average trichome density on adult
leaves from a sample of the Col-4 accession was

Figure 1. Frequency distribution of trichome density measured

on adult leaves of the ‘‘Columbia’’ and ‘‘Landsberg’’ accessions

of A. thaliana.
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10.6 (n ¼ 28 individuals; 140 leaves examined;
SE ¼ 0.6) but only 4.2 on the Ler-0 accession
(n ¼ 36 individuals; 180 leaves examined;
SE ¼ 0.2). The difference between these 2 acces-
sions for juvenile leaf trichome number was of
even greater magnitude. Larkin et al. (1996) re-
ported that the mean number of trichomes per
juvenile leaf in the ‘‘Columbia’’ accession was 30.5
(n ¼ 50 individuals; 50 leaves examined; SE ¼ 0.9)
and 8.9 for the ‘‘Landsberg’’ accession (n ¼ 50
individuals; 50 leaves examined; SE ¼ 0.3).

Measurements of trichome density on the set of
RI lines showed that juvenile leaves had double the
trichome density compared to the adult leaves
(Table 1). The mean trichome density on juvenile
leaves in trial 2 was 18.8 while the mean trichome
density on adult leaves from the two trials was 9.3
(Table 1).

The environment had a significant influence on
trichome density, although that effect was more
pronounced for trichome density on adult leaves
than for juvenile leaves (Table 1). The environ-
mental variance can be estimated from subtracting
the genetic variance from the phenotypic variance
(since VP ¼ VG + VE). An alternative expression
of this phenomenon can be seen by comparing the
proportion of the total phenotypic variance ex-
plained by the among RI line variance (the genetic
variance). This ‘‘heritability’’ and coefficient of
genetic variation were higher for juvenile leaf
trichome density than for adult leaf estimates
(Table 1).

The significant differences in trichome densi-
ties among the RI lines and between juvenile and
adult leaves allowed me to correlate those traits
with specific segments of the A. thaliana genome
using QTL mapping techniques. The most strik-
ing result from these four analyses was that a
single QTL of major effect was detected for
trichome density on both juvenile and adult

leaves (Table 2; Figure 2). That QTL, located on
chromosome 2, was localized to an interval be-
tween 6 and 23 cM in size (depending on the
trial) and explained 68.1–70.% of the variance in
juvenile leaf trichome density and 28.4–27.6% of
the variance in adult leaf trichome density.
Comparing across the two trials for each leaf age,
the magnitude of the additive effect and the var-
iance explained for this major QTL were similar
(Table 2). The additive effect of the ‘‘Columbia’’
allele of this QTL was uniformly positive
(Table 2), meaning that the substitution of the
‘‘Columbia’’ allele for the ‘‘Landsberg’’ allele
would result in a significant increase in the tri-
chome density of that individual. An additional
QTL of major effect, explaining 13.6% of the
variance, was found for adult trichome density
(Table 2), but only in 1 trial. This QTL has a
negative additive effect and is located on chro-
mosome 1 in a region of approximately 19 cM in
size.

The QTL analysis revealed several other QTL,
but most of them were of minor effect (explaining
less than 10% of the variance) (Table 2; Figure 2).
In most cases, it was impossible to accurately
estimate a confidence interval for these minor
QTL: effectively, the confidence interval extends
over the entire linkage group. Despite this, in two
cases the best estimates for the region associated
with a minor QTL for juvenile trichome density
did co-localize (Figure 2). In the first case, at
approximately 48 cM on chromosome 3 (Table 2)
I identified a QTL for juvenile leaf trichome den-
sity in both trial 2 and in my re-analysis of the
Larkin et al. (1996) data. That QTL explained a
similar amount of the variation and had a similar
additive effect in the two trials (Table 2). The other
case of co-localization also involved juvenile leaf
trichome density and was found between position
10.9 and 18.3 cM on chromosome 4 in both trial 2

Table 1. Quantitative genetic parameters for trichome density measured in the RI lines

Trichome density

measured on

�x	 ðSEÞ Phenotypic

variance (VP)

Genetic

variance (VG)

VG/VP CVG

Juvenile leaves (Trial 2) 18.8 (0.8) 57.68 44.31 0.77 0.35

Juvenile leaves (Larkin) 20.2 (0.9) 81.64 69.60 0.85 0.41

Adult leaves (Trial 2) 11.5 (0.4) 12.40 7.24 0.58 0.23

Adult leaves (Trial 1) 7.1 (0.4) 12.50 5.44 0.44 0.33
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and in my re-analysis of the Larkin et al. (1996)
data (Table 2; Figure 2). Again, that minor QTL
explained a similar amount of variation and had a
similar additive effect in the two trials (Table 2).

The four different trials did yield different re-
sults for the remaining minor QTL (Table 2;
Figure 2). Given the inability of the analysis to
accurately localize those QTL, it is impossible to
conclude that, for example, 4 of the 5 QTL iden-
tified on chromosome 4 or the 3 QTL on chro-
mosome 3 are different (Figure 2). Clearly, two
independent QTL were detected on chromosome 4
in the Larkin et al. (1996) trial (Figure 2). In an-
other case, the QTL for adult leaf trichome density
located on chromosome 4, has an additive effect
that differs in sign in the two trials, suggesting that
these are, in fact, different QTL (Table 2).

Discussion

Although much is known about the molecular ge-
netic basis of trichome development in A. thaliana,

less is known about the underlying genetic basis of
continuous variation in trichome density: a trait
known to be of adaptive importance. The density of
leaf trichomes is a major determinant of herbivore
damage in natural populations of A. thaliana
(Mauricio, 1998).Herbivores havebeen shown tobe
a significant selective force on genetic variation for
trichome density in natural populations of
A. thaliana (Mauricio and Rausher, 1997).

In the present study, I investigated three ques-
tions related to understanding the genetic archi-
tecture of quantitative variation in trichome
density in A. thaliana. The first and second ques-
tions focused on identifying QTL responsible for
trichome density on juvenile leaves and adult
leaves and asked whether those QTL changed
with ontogeny. A considerable literature has
demonstrated that a number of developmental
changes occur during vegetative phase change in
A. thaliana (e.g., Telfer et al., 1997), including
changes in trichomes. I found dramatic differences in
themean trichome density in both juvenile and adult
leaves between two parental lines of A. thaliana that

Table 2. Trichome density QTL identified using multiple interval mapping analysis

Trichome density

measured on

Linkage

group

Position

(cM)

2-LOD

confidence

interval

(cM)

Nearest

marker

2-LOD

confidence

interval markers

Additive

effect

% variance

explained

Juvenile leaves (Trial 2) 2 46.03 41–49 er GPA1 – mi54 +6.52 68.1

Juvenile leaves (Trial 2) 3 49.61 NE mi178 NE +1.08 2.5

Juvenile leaves (Trial 2) 4 10.90 NE mi390 NE +1.89 6.3

Juvenile leaves (Larkin) 2 46.04 43 –49 er er – mi54 +7.72 70.5

Juvenile leaves (Larkin) 3 47.70 NE mi178 NE +1.57 3.3

Juvenile leaves (Larkin) 4 18.30 6 –27 app g3843 – HY4 +2.30 5.8

Juvenile leaves (Larkin) 4 55.30 23 –113 m226 mi167 – ve031 )1.57 1.6

Juvenile leaves (Larkin) 5 60.20 NE mi125 NE )1.45 4.0

Adult leaves (Trial 2) 1 83.55 NE mi72 NE +0.93 6.5

Adult leaves (Trial 2) 1 150.10 138–157 g17311 PAB5 –

pAtT32CX

)1.28 13.6

Adult leaves (Trial 2) 2 53.93 45–57 m220 er – ve096 +1.84 28.4

Adult leaves (Trial 2) 4 78.70 33–113 O6455 pCITf3 – ve031 +1.08 9.9

Adult leaves (Trial 1) 2 40.95 35–58 GPA1 O802F – mi277 +1.93 27.6

Adult leaves (Trial 1) 3 67.00 NE g4117 NE +0.94 8.4

Adult leaves (Trial 1) 4 115.61 NE g3713 NE )0.85 7.6

NE = not estimable.
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allowed for mapping of QTL. In addition, I found
that trichome density differed between juvenile and
adult leaves with juvenile leaves tending to have
higher trichome densities than adult leaves. On the
surface, this finding contradicts the results of
Martı́nez-Zapater et al. (1995) and Payne et al.
(2000) who found that trichome number increased
with age. Because they measured total trichome
number and Imeasured trichomedensity (number of
trichomes per unit area), our measures are not di-
rectly comparable.

Despite these ontogenetic differences, the most
striking result of this study is that there were no
consistent differences in the genetic architecture of
trichome density measured on juvenile and adult
leaves. In all cases, a single QTL on chromosome
2 explained much of the genetic variance. In
juvenile leaves, this QTL explained approximately
70% of the variation. In adult leaves, the pro-
portion of genetic variation explained was
approximately 28%, although that is twice the
variance of any other single QTL identified. A

Figure 2. The five chromosomes of A.thaliana showing all QTL identified using multiple interval mapping. Markers used in the

analysis are listed to the left of the chromosome and genetic distances in Kosambi centiMorgans are listed to the right. QTLs of major

effect (explaining >10% of the variance) are identified by bars. The length of the bar spans the markers included in the 2-LOD

confidence interval. Minor QTL are indicated by circles to the right of the marker identified as being linked to the QTL. The analysis

was unable to establish confidence intervals for most minor QTL and the entire linkage group on which the minor QTL is located

should be considered as the confidence interval. The shading of the bar/circle indicates the trait and experimental trial from which the

data were obtained.
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QTL on chromosome 2 is clearly a major deter-
minant of trichome density variation in both
juvenile and adult leaves.

The QTL on chromosome 2 maps in the same
rough location as another QTL first identified by
Larkin et al. (1996) in juvenile leaves, which they
called theRTN locus. Larkin et al. (1996) were able
to specifically localize RTN to the interval on
chromosome 2 between the er and the m220
markers. Larkin et al. (1996) observed that the
difference in trichome density between the
‘‘Columbia’’ and ‘‘Landsberg’’ parents was related
to the duration of trichome development in the leaf
primordia. In ‘‘Landsberg’’, trichome development
ceases when the leaf primordia are about 500 lm
long while in ‘‘Columbia’’, trichome production
continues until even after the leaf primordia reach
700 lm in length (Larkin et al., 1996).

A number of QTL of minor effect seemed to be
detected in leaves of all ages. Since I was generally
unable to establish a confidence interval smaller
than the entire length of the chromosome for
minor QTL, the QTLs detected on chromosomes
3 and 4 are possibly located in the same region.
Those minor QTL were identified from both
juvenile and adult leaves.

Although the chromosome 2 QTL was the most
significant QTL identified, there were some differ-
ences in the QTL detected for leaves of different
ages. A major QTL, explaining almost 14% of the
genetic variation for trichome density on adult
leaves, was detected on the end of chromosome 1.
This QTL was not detected in either of the trials on
juvenile leaves. However, the inability to detect that
same QTL in the adult leaves in trial 1 suggests that
the identification of that QTL be considered tenta-
tive. Similarly, a minor QTL unique to juvenile leaf
trichome density was detected on chromosome 5,
but was not found in the juvenile leaf trial 2.

There were clear differences in the contribution
of the environment to phenotypic variation in
trichome density on leaves of different ages. The
heritability of juvenile leaf trichome density was
very high. In contrast, the heritability for adult leaf
trichome density was much lower. This is not
surprising considering the development of tric-
homes. Because trichome development ceases be-
fore the leaves are fully developed, a number of
sources of environmental variation can be intro-
duced in the time it takes for the leaves to fully
develop and age.

Much is known of the molecular genetic basis
of trichome development in A. thaliana since plant
developmental biologists use trichomes as a model
system for understanding pattern formation
(Marks, 1997; Hülskamp and Schnittger, 1998;
Hülskamp and Kirik, 2000; Szymanski et al.,
2000). At least 24 distinct loci are required for
normal trichome development and expression
(Hülskamp et al., 1994; Marks, 1997). Seven loci,
GL1 (Marks and Feldmann, 1989; Herman and
Marks, 1989; Larkin et al., 1993, 1994, 1999; Esch
et al., 1994; Schnittger et al., 1998; Szymanski and
Marks, 1998), GL3 (Payne et al., 2000), TTG
(Larkin et al., 1994, 1999), GL2 (Rerie et al., 1994;
Szymanski et al., 1998a), TRY (Schnittger et al.,
1998; Szymanski and Marks, 1998), CPC (Wada
et al., 1997) and COT1 (Szymanski et al., 1998b)
have been described that may play a role in the
regulation of trichome density (Szymanski et al.,
2000). The mutant alleles identified for TTG
completely eliminate leaf trichomes, as do most of
the alleles for GL1. However, at least one mutant
allele of GL1 (gl1-2) produces a plant with lower
trichome density compared to the wild-type allele
(Esch et al., 1994). The mutant alleles identified at
the GL3 locus produces plants with reduced tri-
chome density (Payne et al., 2000). Mutant alleles
identified at the four other loci have normal tri-
chome densities, but have been functionally shown
to play a role in trichome initiation.

Five of these loci have been genetically mapped
(www.arabidopsis.org). The GL1 locus has been
definitively located on chromosome 3 between
positions 48 and 49 cM. GL1 appears on the se-
quence-based map as well as on genetic maps. The
positions of GL3, GL2, TTG and CPC are less well
localized (only listed on the classical map). GL3
has been mapped to chromosome 5 at 53 cM. GL2
is located on the bottom of chromosome 1. TTG is
located on chromosome 5 at 28 cM. CPC has been
mapped to chromosome 2 at 63 cM. Neither TRY
nor COT1 have been mapped. Given the positions,
it is possible that GL1 is the QTL I identified on
chromosome 3 for both juvenile and adult tri-
chome density. The QTL I identified for adult leaf
trichome density on chromosome 1 may co-local-
ize with GL2. Finally, the juvenile leaf trichome
density QTL identified on chromosome 5 may co-
localize with either GL3 or TTG. The QTL located
on chromosome 4 do not correspond to any
known trichome density loci.
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Obviously, given the resolution of QTL map-
ping, any attempt to identify a candidate gene
from these data are preliminary and should be
considered only as hypotheses for further investi-
gation. Even in model organisms, the ability to
move from QTL to gene is not trivial. In this
study, the tightest confidence intervals around any
major QTL extended between 6 and 23 cM. Even
in the best of QTL studies, many QTL are defined
by markers more than 10 cM apart. For example,
the mean confidence interval around floral trait
QTL in A. thaliana reported by Juenger et al.
(2000) was 10.9 cM (range: 4–23). In A. thaliana,
the estimated genetic map is 597 cM and the
physical size is approximately 125 Megabases
(Kaul et al., 2000). On average, there are 213
Kilobases of DNA and approximately 50 genes
per cM in A. thaliana (Copenhaver et al., 1998).
Thus, in a typical 10 cM interval, there are possi-
bly 500 genes. Even if a genome project has iden-
tified each of the genes in that interval, proving
that any particular gene is responsible for varia-
tion in a trait of interest is labor-intensive.

This study has relevance for the debate on the
genetic basis of complex adaptive traits (Orr and
Coyne 1992). Again, trichome density is known to
be of significant adaptive value in natural popu-
lations of A. thaliana (Mauricio 1998; Mauricio
and Rausher, 1997). Quantitative genetic studies
of trichome density in A. thaliana support the
hypothesis that this is a quantitative trait (Larkin
et al., 1996). Fisher (1930) argued that many
mutations of very small effect were responsible for
adaptive evolution. Orr and Coyne (1992) argued
that Fisher may have been premature in rejecting
the hypothesis that genes of major phenotypic ef-
fect played a role in adaptation. My finding of a
single QTL of major effect for a trait of known
adaptive importance suggests that genes of major
effect may play an important role in adaptation.

It has been argued that QTL of large pheno-
typic effect seen in studies of this kind are an
artifact of the strong directional selection often
used to create the phenotypically divergent
parental lines that are used for mapping (Lande,
1983). Strong selection can fix alleles that normally
segregate in the base population. In addition,
artificial selection may create repeated bottlenecks
through which only a sample of segregating alleles
pass. Thus, fewer QTL will be able to be detected
and the QTL that are eventually detected may

explain an inflated portion of the phenotypic var-
iance. As the parental lines used in this cross were
not actively selected, at least not with respect to
differences in trichome density, this criticism likely
does not apply in this case.

The third question investigated in this study
involved the variability in QTL analyses com-
pleted on a similar trait but performed at different
times and in different labs. There has been some
concern expressed in the literature about the
repeatability of QTL studies (Mauricio, 2001b).
Beavis (1994, 1998) summarized the results of a
number of QTL mapping experiments on yield and
height of maize, including replicate studies of the
same crosses. Although the same QTL were de-
tected across studies, some of the QTL detected
were unique to each cross. Even the replicate
studies did not detect the same QTL. In this paper,
I measured adult trichome density on leaves from
the same cross, but in independent experiments. I
measured juvenile leaf trichome density and
Larkin et al., (1996) measured the total number of
trichomes on juvenile leaves. By and large, the
similarities across the paired studies outweighed
any differences. The means and heritabilities of
both adult traits and both juvenile traits were very
similar, even though the measures of juvenile leaf
trichomes were distinctly different. And, both pairs
of studies identified the same major QTL on
chromosome 2. Certainly, there were differences
detected within the paired trials. But, in all but one
case (the QTL for adult leaf trichome density de-
tected on chromosome 1 in only one trial) those
involved QTL of minor effect.

A final caveat is that the QTL mapping ap-
proach is strictly limited to detecting the genetic
variation segregating in the particular cross used.
The cross I used in these experiments represents
only a sample of the naturally segregating varia-
tion found in natural populations of A. thaliana.
In order to better understand the nature of quan-
titative genetic variation, it would be extremely
valuable to repeat these kinds of QTL studies
using a much wider sample of parental accessions
collected from natural populations.

Acknowledgements

I am indebted to Amy Bouck for many helpful
discussions on the intricacies of QTL mapping. I

83



thank Andy Tull and Michael Boyd in the
Franklin College Plant Biology Greenhouses for
their expert plant care. I greatly appreciate the
considerable time Zhao–Bang Zeng spent with me
answering questions relating to QTL mapping.
John Larkin kindly provided the original data
from his work on trichome number. I thank Mi-
chael Arnold, Amy Bouck and Russell Malmberg
for their thoughtful comments on earlier drafts of
the manuscript. This material is based upon work
supported by the National Science Foundation
under Grant No. 0129191.

References
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Abstract

A major goal of evolutionary biology is to understand the genetic architecture of the complex quantitative
traits that may lead to adaptations in natural populations. Of particular relevance is the evaluation of the
frequency and magnitude of epistasis (gene–gene and gene–environment interaction) as it plays a contro-
versial role in models of adaptation within and among populations. Here, we explore the genetic basis of
flowering time in Arabidopsis thaliana using a series of quantitative trait loci (QTL) mapping experiments
with two recombinant inbred line (RIL) mapping populations [Columbia (Col) x Landsberg erecta (Ler),
Ler x Cape Verde Islands (Cvi)]. We focus on the response of RILs to a series of environmental conditions
including drought stress, leaf damage, and apical damage. These data were explicitly evaluated for the
presence of epistasis using Bayesian based multiple-QTL genome scans. Overall, we mapped fourteen QTL
affecting flowering time. We detected two significant QTL–QTL interactions and several QTL–environment
interactions for flowering time in the Ler x Cvi population. QTL–environment interactions were due to
environmentally induced changes in the magnitude of QTL effects and their interactions across environ-
ments – we did not detect antagonistic pleiotropy. We found no evidence for QTL interactions in the Ler x
Col population. We evaluate these results in the context of several other studies of flowering time in
Arabidopsis thaliana and adaptive evolution in natural populations.

Introduction

A central goal of evolutionary biology is to eluci-
date processes that constrain or facilitate adaptive
phenotypic change. Evolutionary biologists have
traditionally used either single locus population
genetic or quantitative genetic theory to understand
the importance of selection, genetic architecture,
mutation, recombination, and drift on phenotypic
evolution (Lynch & Walsh, 1998). While great
theoretical progress has been made in this regard
(Barton & Turelli, 1989), many empirical questions
remain concerning the details underlying the

genetics of adaptation (Barton & Turelli, 1989; Orr
& Coyne, 1992; Orr, 1998). In particular, accurate
reconstructions or predictions of adaptive evolu-
tion based on theory will ultimately require a more
detailed understanding of both the function and
genetic basis of variation in traits within nature
(Mitchell-Olds & Rutledge, 1989). Consequently, a
current empirical challenge is to elucidate the ge-
netic architecture, including the number, magni-
tude of effect, and mode of gene action of the loci
controlling ecologically important traits.

Epistasis or gene interaction is of particular
interest as it plays a controversial role in the theory
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of adaptive evolution within and among popula-
tions (Wade, 2000). Epistasis occurs when differ-
ences in the phenotypic values of an allele at one
locus are dependent on differences in specific al-
leles at other loci (gene–gene interaction) or across
environmental heterogeneity (gene–environment
interaction). These differences manifest as changes
in the magnitude or order of allelic values con-
tingent on the genetic or environmental back-
ground. Epistasis is thought to be important in
several areas of evolutionary biology including
speciation, developmental canalization, pheno-
typic plasticity, inbreeding depression, the evolu-
tion of sex, genome evolution, the maintenance of
genetic diversity, and adaptive evolution via
Wright’s shifting balance theory (Fenster et al.,
1998; Wolf et al., 2000; Wade et al., 2001). Given
the broad interest in the role of epistasis in the
evolutionary process (Wolf et al., 2000) its evalu-
ation is a critical aspect of modern quantitative
genetics (Lynch & Walsh, 1998; Zeng et al., 1999).

Gene interactions are commonly detected in
molecular genetic studies that utilize loss-of-
function mutants to resolve molecular pathways.
Much less is known about interactions among nat-
urally occurring alleles and how these interactions
contribute to the partitioning of overall phenotypic
variation. Historically, epistasis has been studied in
a quantitative genetics framework using inbred line
crosses aimed at detecting departures from the
predictions of strictly linear additive models.
Unfortunately, these tools are of limited value as
they are restricted to the evaluation of composite
directional non-additive effects summed across en-
tire genomes (Lynch&Walsh, 1998).More recently,
quantitative trait locus (QTL) mapping methods
have been utilized to explore QTL–QTL and QTL–
environment interactions in experimental popula-
tions (Mackay, 1995; Routman & Cheverud, 1997;
Gurganus et al., 1998; Lynch &Walsh, 1998; Vieira
et al., 2000).

In its simplest form, QTL mapping is a search
for statistical associations, due to linkage disequi-
librium, between quantitative phenotypic varia-
tion and genetic marker alleles segregating in an
experimental population. Although this technique
is not new, recent advances in genetic markers,
high-throughput genotyping, and statistical tech-
niques have greatly improved the power and res-
olution of the approach. Most QTL mapping
efforts have sought phenotypic associations using

single QTL models and have explicitly ignored
interactions. Several QTL studies have progressed
to the secondary testing of interactions between
QTL after first locating them through their strictly
additive effects. Although this method has revealed
numerous QTL–QTL interactions, it is clearly
limited in scope and will necessarily fail to detect
interacting pairs of loci that lack strictly additive
effects (Wade, 1992; Cheverud, 2000; Sen &
Churchill, 2001). Finally, the accuracy with which
the ‘real’ genomic positions of QTL can be located
depends critically on the development of an accu-
rate description of the genetic model (Zeng et al.,
1999). QTL models failing to incorporate complex
interactions when they occur can produce spurious
or inappropriate QTL localization and confidence
intervals. Here, we explore the genetic architecture
of flowering time using multiple-QTL genome
scans that incorporate pairwise interactions (Sen &
Churchill, 2001).

Timing of reproduction is an important com-
ponent of life–history variation in many plants and
animals. For example, theory and empirical data
suggest that the flowering phenology of annual
plants can influence a variety of ecological factors
including interactions with other species (e.g.,
competitors, pollinators, natural enemies), the
matching of vegetative growth with seasonal pul-
ses in soil nutrients and moisture, and the com-
pletion of fruit set by the close of the growing
season. These factors can have dramatic impacts
on plant fitness.

A. thaliana is a small crucifer with a vegetative
growth period that produces a leafy rosette fol-
lowed by the bolting of an indeterminate repro-
ductive shoot. In nature, A. thaliana populations
exhibit a winter annual life–history (with an over-
wintering rosette stage), a spring annual life–his-
tory (with over-wintering seeds) or a mixed strat-
egy (Donohue, 2002). Life-history variation and
within-season flowering time are probably both
important ecological traits in Arabidopsis popula-
tions. For instance, several studies have docu-
mented natural selection imposed on A. thaliana
flowering time (or related traits such as bolting
time) within a reproductive season due to variation
in seedling density (Dorn et al., 2000), shading
(Scheiner & Callahan, 1999; Dorn et al., 2000;
Callahan & Pigliucci, 2002), timing of germination
(Donohue, 2002), and season length or vernaliza-
tion (Pigliucci & Marlow, 2001). Our focus is on
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the genetic architecture of within-season flowering
time for ecotypes that exhibit spring annual life
histories.

Flowering time in Arabidopsis is well studied
by both mutant/molecular genetic methods and
by quantitative genetic analyses of natural allelic
variation (Napp-Zinn, 1985; Koornneef et al.,
1998; Levy & Dean, 1998). Classic mutant
screens and transgenic analyses have revealed at
least 54 loci that affect flowering time (Levy &
Dean, 1998) with many interactions among loci
and with environmental cues (Sanda & Amasino,
1996). These loci have been organized into a
flowering time scheme composed of independent
vernalization and photoperiod induced pathways
and an autonomous developmental program.
Genes involved in the vernalization and photo-
period pathways are thought to ensure flowering
under appropriate environmental conditions.
Two such loci, FRIGIDA (FRI) and CRYPTO-
CHROME-2 (CRY2), are polymorphic in natural
populations and have been associated with nat-
ural variation in seasonal life-history and flow-
ering time (Johanson et al., 2000; El-Assal et al.,
2001). For example, the developmental switch
between winter and spring annual life-histories is
controlled to a large extent by the interaction of
natural loss-of-function alleles at FRI with alleles
at Flowering Locus C (FLC) (Johanson et al.,
2000). In addition, several flowering time QTL
have been mapped (Kowalski et al., 1994; Clark
et al., 1995; Mitchell-Olds, 1996; Kuittinen et al.,
1997; Stratton, 1998; Alonso-Blanco et al.,
1998a; Ungerer et al., 2002). A number of these
QTL interact with cold vernalization treatments
and photoperiod and light quality conditions
(Clarke et al., 1995; Stratton, 1998; Alonso-
Blanco et al., 1998a). We extend this previous
work with a detailed inspection of the role of
epistasis and environmental stress in phenologi-
cal variation.

In this paper, we use flowering time in A. tha-
liana to explore the genetic architecture of a classic
complex trait. Two RIL mapping populations
were screened to ask, (1) which genomic regions
control phenotypic variation in flowering time
among early flowering Col, Ler, and Cvi ecotypes?
(2) do these QTL interact with either environ-
mental variation (drought stress, leaf damage,
apical damage) or each other? (3) do these QTL
overlap with known candidate genes? These results

are discussed in terms of the role of genetic
architecture in the adaptive evolution of flowering
phenology.

Materials and methods

Recombinant inbred lines

In our experiments, we used 96 recombinant
inbred lines (RILs) generated from a cross between
Columbia (Col) and Landsberg erecta (Ler) eco-
types (Lister & Dean, 1993) and 164 RILs gener-
ated from a cross between Ler and Cape Verde
Islands (Cvi) (Alonso-Blanco et al., 1998b) eco-
types to map QTL. In both populations, F1

progeny from an initial cross were taken through
eight generations of selfing via single seed descent
to produce nearly homozygous lines. We con-
structed linkage maps for each cross using a subset
of 169 and 111 markers in the Ler x Col and Ler x
Cvi populations, respectively. The RIL genotype
at each marker locus was obtained from the pub-
lished data available from the Arabidopsis stock
center (http://arabidopsis.org). In both cases,
maps were constructed using markers that were
genotyped in at least 80% of the sampled lines.
The map position of each marker (d cM) was
estimated from the observed recombination fre-
quencies (r) using the Kosambi mapping function
as implemented by the software MapMaker 3.0
(Lander et al., 1987). These analyses provided a
unique position for each marker which did not
differ in order from the published Arabidopsis
linkage maps.

Experimental design

We utilized three independent factorial experi-
ments to investigate the flowering time response
of Arabidopsis RILs to drought stress, leaf
damage, and apical damage. In each case, rep-
licate plants were grown under standard green-
house conditions using Promix BT potting
soilTM and 115 ml ConetainerTM pots (Stuewe
& Sons, www.stuewe.com). Individual Conetain-
ersTM were racked in 2-ft. x 1-ft trays at half
the possible density (49 plants per tray – skip-
ping every other position). Plants experienced
long-day photoperiod conditions (16L/8D)
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provided by 1000 watt (HID) supplemental
overhead lighting. Greenhouse temperature was
maintained at approx. 65–70�F with a standard
evaporative pad and fan cooling system during
the day. Several seeds were initially planted in
each ConetainerTM and subsequently thinned to
a single replicate individual at the first true leaf
stage. Seeds and rosettes did not receive cold
vernalization or photoperiod treatments to in-
duce germination or flowering. Plants in each
experiment received several applications of 0.5x
concentration Hoagland’s solution as a fertilizer
supplement. Aphid pests were controlled using
pesticide applications, although these treatments
were rarely needed.

For the drought stress experiment, we used a
split-plot experiment with whole-plots arranged
in a completely randomized block design
(CRBD) (Littel et al., 1996). Our split-plot de-
sign involved two experimental factors, irrigation
and RIL. There were 98 RIL, all derived from
the Ler x Col mapping population. The two
levels of irrigation treatment were (1) flooded
(liberally watered) and (2) drought (restricted
water), manipulated at the whole-plot level. The
restricted water treatment was applied by
allowing treatment plants to exhibit substantial
wilting across all whole-plots before each
watering. A whole-plot corresponded to two
ContainerTM racks (98 plants). Each block con-
tained two whole-plots (196 plants), one for each
level of the irrigation treatment. Each RIL was
replicated once in each whole-plot. Overall, 3920
plants were evaluated for responses to the irri-
gation treatment (2 treatments (whole-plot units)
x 98 RIL (subplot units) x 20 blocks = 3920).
This design provides more precise information
about variation among RILs than the effect of
the irrigation treatment, but considerably sim-
plified the application of the watering treatment.
Four blocks were harvested prior to flowering
(to evaluate patterns of resource allocation) and
therefore data on flowering time is restricted to
16 whole-plots (�3136 plants). Date of first
flowering was recorded by daily inspection of the
experimental plants and scored upon the obser-
vation of a single open flower bud – flowering
time was measured on a scale that set a value of
one to represent the earliest flowering individuals
in the population. This experiment was con-
ducted from Nov. 1999 to Jan. 2000.

For the leaf damage experiment, we used a
factorial randomized complete block design
involving two experimental factors, leaf damage
and RIL. Again, we used 98 RILs, all derived from
the Ler x Col mapping population. Four adja-
cently arranged ConetainerTM racks were consid-
ered a spatial block (392 plants). Each block
contained four replicate plants from each RIL
randomly and evenly split into either a control
treatment or a 50% rosette-leaf damage manipu-
lation. Leaf damage was imposed on individual
plants by randomly smashing half of the available
rosette leaves using small-needle nose pliers on all
treatment plants on a single arbitrarily chosen day
(average number of rosette leaves on the day of
treatment: Ler, 7.5; Col, 10.4). We utilized artifi-
cial damage to simulate the insect herbivory
experienced by Arabidopsis in natural populations
(Mauricio & Rausher, 1997). Overall 3920 plants
were evaluated for response to the leaf damage
manipulation (98 RIL x 20 replicates x 2 treatment
levels ¼ 3,920 arrayed across 20 blocks). Date of
flowering was recorded as described above. This
experiment was conducted from Feb. to April
2000.

For the apical damage experiment, we used a
factorial randomized incomplete block experi-
mental design involving two experimental fac-
tors, an apical damage treatment and RIL. Here,
we used 164 RILs, all derived from the Ler x
Cvi mapping population. We randomly and
evenly assigned twelve replicate plants from each
RIL to a control and twelve to the artificial
clipping treatment. The clipping treatment was
applied to individual plants by removing the
bolting inflorescence stalk on the day of first
flowering using small sharp scissors. We utilized
experimental clipping as a proxy for the small
mammal herbivory experienced by Arabidopsis in
experimental populations grown under field
conditions (C. Weinig, personal communication).
Replicate plants were randomly arrayed across
individual ConetainerTM trays each containing
49 plants – we considered each tray an incom-
plete block. Overall, 3936 plants were evaluated
for response to apical damage (164 RI lines x 12
replicates x 2 treatment levels ¼ 3936 arrayed
across 81 trays). Date of flowering was recorded
as above for plants in the control treatment and
as the date of the first flower produced from
regrowth branches in the apical damage
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treatment. The experiment was conducted from
June to August 2000.

Each experiment was analyzed using PROC
MIXED (Little et al., 1996) with an appropriate
linear mixed model considering RIL, RIL x
treatment interaction, and spatial blocking as
random factors and the experimental treatment as
a fixed factor. Flowering time data were approxi-
mately normally distributed in both experiments
using Ler x Col RILs; in these experiments we
analyzed the raw data scores. Flowering time was
slightly skewed in the Ler x Cvi population; in the
experiment using these RILs, we performed a
log(1 + flowering date) transformation and ana-
lyzed these values. Since the Ler x Cvi population
was constructed from reciprocal crosses (Alonso-
Blanco et al., 1998b), we tested for cytoplasmic
effects by nesting RIL within cytoplasm. We found
no evidence of cytoplasmic effects on flowering
time, so this term was removed from the analysis.
In each analysis, the variance components associ-
ated with the random effects were estimated using
restricted maximum likelihood (REML) and
assessments of significance were based on likeli-
hood ratio tests (Littel et al., 1996). We obtained
empirical Best Linear Unbiased Predictors
(BLUPS) (Littel et al., 1996) associated with the
random effects from each analysis and considered
these estimates to be breeding values for each RIL
(Lynch & Walsh, 1998). All subsequent QTL
analyses were preformed on BLUPS. In each
analysis, the residuals were normally distributed
and did not exhibit heteroscedasticity.

We estimated broad-sense heritability by
computing the ratio VG/VP, where VG equals the
among-RIL variance component and VP equals
the total phenotypic variance for flowering time.
We estimated this value in each environment by
conducting the above statistical analysis sepa-
rately for each fixed treatment factor in every
experiment. In addition, we calculated the coef-
ficient of genetic variation (CVG) as
ð100pVGÞ=X for each trait, where X is the mean.
We estimated genetic correlations (rG) among
flowering times measured in the different treat-
ments as the standard Pearson product-moment
pairwise correlation between the flowering time
BLUPs estimated in each treatment. The signifi-
cance of each genetic correlation was determined
using a t-test after a Z transformation of the
correlation coefficient.

QTL analyses

We mapped flowering time QTL using the multi-
ple-QTL framework presented by Sen & Churchill
(2001). This method relies on a Bayesian perspec-
tive and the use of a Monte Carlo imputation
algorithm to simulate multiple versions of com-
plete genotype information on a dense genome-
wide grid. This grid is scanned using both one and
two QTL models at each position across the gen-
ome and evidence for a QTL or a QTL–QTL
interaction is determined using a robust 2-dimen-
sional permutation test. Sen and Churchill (2001)
describe the imputed genotypes from their analysis
as ‘pseudomarkers’ and therefore named their
analytical software Pseudomarker. Imputation and
the generation of pseudomarkers is an alternative
approach to commonly used interval mapping
(Lander & Botstein, 1989) and expectation-maxi-
mization (EM) methods.

Initially, we used a simplified Pseudomarker
mapping strategy appropriate to the characteris-
tics of these mapping populations. Specifically, a
marker regression approach was used after
imputing missing marker genotypes with a single
Monte Carlo imputation. Evidence for a QTL was
quantified by the sum of squares of residuals from
regressing the phenotype on the genotypes at each
marker. Marker regression closely approximated
analyses based on a more densely imputed marker
grid due to the high density of markers genotyped
in these populations (average intermarker dis-
tance: Ler x Col, 2.9 ± 1.70 cM; Ler x Cvi,
4.4 ± 2.23 cM) (Juenger, unpublished analysis)
while substantially reducing the computational
demands of the analyses. QTL analyses were per-
formed on BLUPS for each RIL estimated in each
environmental treatment (wet or dry; control or
leaf damage; control or apical damage).

Using cofactors to control for linked and
unlinked genetic variation has produced a
remarkable improvement in the accuracy and
precision of QTL mapping analyses (Lynch &
Walsh, 1998). These methods involve the devel-
opment of complex models that test for a QTL at a
particular genomic location while simultaneously
controlling for other existing QTL. We utilized a
model building strategy incorporating initial gen-
ome scans followed by subsequent scans that in-
cluded cofactors. The first step in model building
was to perform one- and two-dimensional scans at
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the genotyped markers. These were used to suggest
a small number of two-QTL models using the
following steps:

1. Marker pair detection. We detected interesting
pairs of loci by comparing a full 2-QTL model
with interaction (Hfull) to the null model of no
QTL (Hnull), for all pairs of loci across the genome:

Hnull; y ¼ uþ error

versus

Hfull; y ¼ uþQTL1

þQTL2 þQTL1 �QTL2 þ error

We established the genome-wide significance of
Hfull by permutation and an empirically derived
threshhold corresponding to P=0.05 (average
LOD score ¼ 5.80). If a pair of loci was deemed
significant, we conducted two subsequent tests.

2. Test for interaction. We compared the full
model (Hfull) to an additive model (Hadditive):

Hfull; y ¼ uþQTL1 þQTL2

þQTL1 �QTL2 þ error

versus

Hadditive; y ¼ uþQTL1 þQTL2 þ error

Significance was determined using a genome-wide
threshold for the interaction test by permutation
with an empirically derived threshold corre-
sponding to P=0.05 (average LOD score = 4.60).

3. Test for ‘coat-tail’ effect. If we found no evi-
dence of interaction in Step 2, we compared the
two locus additive model to each of the single QTL
models (H1 & H2):

Hadditive; y ¼ uþQTL1 þQTL2 þ error

Versus

H1;y ¼ uþQTL1 þ error;

H2;y ¼ uþQTL2 þ error:

This comparison was done at the significance level
corresponding to the permutation threshold for a
one-dimensional scan (average LOD score ¼
2.62). This step avoided ‘‘coat-tail’’ effects in which
the significance of one QTL may carry along
another locus to produce a significant pair.

4. Model pruning. The marker pairs that were
selected using the steps outlined above were com-
bined into a large multiple-QTL model that was
pruned by backward selection using a Type III
analysis with PROC MIXED in SAS. The marker-
pair selection method was then repeated, this time
conditioning on the loci that were found at the end
of the most recent iteration of the model pruning
step. We repeated the marker pair selection and
model pruning steps until we could add no more
loci to the model. This model construction in-
volved two cycles in all of the analyses, except in
the control treatment of the experiment involving
the Ler x Cvi population, which necessitated three
cycles. Note that this model building strategy al-
lows the detection of interacting QTL even in the
absence of additive effects.

We also performed a secondary fine-scale
analysis of three particularly interesting linkage
groups (Chromosome I, II, and V) in the Ler x Cvi
population This focus was motivated by two
observations: first, two QTL–QTL interactions
detected in our initial scans were located near
moderate-sized gaps in the linkage map (top of
chromosome I, top of chromosome V) and, sec-
ond, a relatively broad peak (with two adjacent
significant markers) was located on chromosome
II. We used a series of 100 Monte Carlo imputa-
tions to estimate the missing marker data at
genotyped locations as well as to infer the geno-
type of ‘pseudomarkers’ at 3 cM intervals on these
linkage groups. Here, the residual sum of squares
corresponding to a particular model was calcu-
lated by averaging the residual sum of squares over
the imputations. For technical reasons, the aver-
age is not a simple arithmetic mean (see Appen-
dices C and F, Sen & Churchill, 2001).

Our search for epistasis is based solely on the
linear additive model and contributions of gene
interaction to the interaction variance. We
acknowledge that there are alternative definitions
of epistasis and alternative partitioning that could
be utilized in a search for gene interaction
(Cheverud & Routman, 1995; Routman &
Cheverud, 1997; Cheverud, 2000). We leave these
analyses to future explorations of the data. We
estimated the additive effect of each QTL on
flowering time as half the difference in the phe-
notypic means for the two homozygous genotypes
at a locus. The sign of the additive effect corre-
sponds to the direction of the effect of alleles from
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the Col or the Cvi parent: positive values indicate
that alleles from these parents slowed flowering
while negative values indicate that alleles acceler-
ated flowering. We estimated the proportion of the
total genetic variance (%VG) explained by each
QTL using two methods. In the first, we estimated
the percent total genetic variance explained by a
QTL by calculating %VG=2p(1 ) p)a2, where a
corresponds to the additive effect and p is the
marker frequency (Falconer & Mackay,1998).
This statistic assumes additivity and tight linkage
between the markers and the QTL. The second
method estimated the %VG explained by each
QTL by dividing the sums of squares for each
significant marker by the total corrected model
sums of squares from additive QTL models in
PROC GLM in SAS. Both methods gave similar
results and so we present only the former. We
calculated the epistatic effect of each significant
interaction (4i) as (A + D ) B ) C), where A and
D represent the means of the homotypic classes
(AA, BB), and B and C represent the means of the
heterotypic classes (AB, BA). We estimated the
proportion of genetic variation explained by
interacting QTL as the difference in the adjusted
R2 of additive GLM models versus those incor-
porating interaction. We plotted the posterior
probability distribution of the QTL locations un-
der the final model to locate the genomic positions
of QTL. In the case of linked or interacting QTL,
we plotted the 2-dimensional posterior probability
distribution under a multiple-QTL model.

The observation of different QTL effects under
different treatment conditions provides evidence
for QTL–environment interactions. We further
explored these interactions by incorporating mar-
ker x treatment terms in a full linear model using
the PROC MIXED procedure of SAS. For each
experiment, we fit a series of models including the
main and interactive effects of all significant
markers detected in the Pseudomarker analysis and
the interaction of these markers and the experi-
mental treatment (Lynch & Walsh, 1998). In this
framework, marker–treatment interaction indi-
cates gene–environment interaction, marker x
marker interaction represents epistasis averaged
over the environments, and marker x marker x
treatment interaction indicates environment-
specific epistasis.

We generated hypotheses concerning candi-
date genes underlying the observed QTL by

reviewing the existing literature and utilizing a
summary of flowering time genes maintained
by the D. Weigel lab at the Salk Institute,
La Jolla CA (http://www.salk.edu/LABS/pbio-
w/flower_web.html).

The Pseudomarker programs implemented in
this paper are available at (www.jax.org/research/
churchill/software/pseudomarker).

Results

Quantitative genetic analysis

We found no effect of the drought stress treatment
(F-value ¼ 1.46, df ¼ 1, 35.8, P-value ¼ 0.2341)
and only a marginally significant effect of the
leaf damage treatment on flowering time
(F-value ¼ 3.32, df ¼ 1, 3425, P-value ¼ 0.07,
flowering time difference <1 day). The apical
damage treatment was applied to each plant the
day it first flowered and therefore could have no
effect on flowering time. We detected significant
genetic variation for flowering time in each
experimental population (in all cases, v2 > 100,
df ¼ 1, P<0.0001). The broad-sense heritability of
flowering time was �0.29 in the drought stress
experiment and �0.38 in the leaf damage experi-
ment (Table 1). We found no interaction between
RIL and either the drought stress or leaf damage
treatments, suggesting a lack of genotype-envi-
ronment interaction at the trait level.

In the apical damage experiment, we detected a
significant RIL x treatment interaction that was
due primarily to changes in scale (genetic variance
across the treatment, 76% of the interaction vari-
ance) and to a lesser extent changes in rank
(crossing reaction norms, 24% of the interaction
variance) (v2 ¼ 2210, df ¼ 1, P<0.0001) (Fig-
ure 1). A variety of transformations failed to
substantially alter this interaction. In this experi-
ment, the heritability of flowering time was 0.86
and 0.45 for control and apically damaged plants,
respectively (Table 1).

In general, cross-treatment genetic correlations
were positive and high (drought stress, rG=0.87;
leaf damage, rG=0.90; apical damage, rG=0.78).
The genetic correlation across the two independent
Ler x Col experiments was positive and moderate
(rG=0.64; using BLUPS from each experiment
averaged across treatments).
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QTL mapping

Tables 2 and 3 provide a listing of the QTL that
significantly affected some aspect of flowering date
under at least one environmental condition. Each
QTL is designated as FT (Flowering Time) fol-
lowed by a unique number – QTL from the Ler x
Cvi population were differentiated from those

detected in the Ler x Col by the additional iden-
tifier cvl. QTL presented in Tables 2 and 3 were
significant at the empirically determined threshold
value corresponding to P=0.05 based on permu-
tation testing. For each QTL, we present the
chromosome on which it resides, the estimated cM
position of the QTL, the genetic marker associated
with the QTL, the additive genotypic effect (2a),

Table 1. Summary statistics and variance component partitioning for flowering time in each experiment

Flowering date Mean (SE) [VL]
a [VR]

b [H2] c [CVG]
d

Drought stress Wet Dry Wet Dry Wet Dry Wet Dry Wet Dry

16.69

(0.07)

16.35

(0.07)

2.38 1.77 5.27 5.17 0.31 0.26 9.24 8.14

Leaf damage
Control Damaged Control Damage Control Damage Control Damage Control Damage

17.1

(0.06)

17.20

(0.06)

2.29 2.25 3.61 4.05 0.39 0.36 8.84 8.72

Simulated

browsing
Control Clipped Control Clipped Control Clipped Control Clipped Control Clipped

7.35

(0.12)

6.68

(0.14)

0.231 0.023 0.038 0.029 0.86 0.45 70.26 19.89

a Among-line variance component from PROC Mixed analysis split by treatment.
b Residual variance component from PROC Mixed analysis – the summation of Residual and Block variance components.
c Broad-sense heritability calculated as VL/(VL +VR).
d Coefficient of genetic variation calculated as (100 x �VL)/X using untransformed values for the estimation of parameters.

Figure 1. Reaction norm plot of RIL–treatment interaction (A) and the cross treatment genetic correlation (B) in the apical damage

experiment.
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the standardized additive effect (a/rG), the pro-
portion of the total genetic variance explained
(%VG), and identify candidate loci. Several rep-
resentative posterior probability plots of QTL
locations are presented in Figure 3. Localization
plots for the remaining QTL are available from the
authors upon request.

Altogether, fourteen significant QTL were de-
tected (Ler x Col, 7; Ler x Cvi, 7). At least one
QTL was detected on each linkage group with over
half of the QTL located on either Chromosome I
or V. The two mapping populations shared several
QTL locations, suggesting that some loci may
affect flowering time in both. Additive genotypic

Table 2. Results of QTL analyses on flowering time in the Ler x Col population using Pseudomarker genome scans. (A). Drought

stress experiment. (B). Leaf damage experiment. Each QTL is designated as FT (flowering time) followed by a unique number

A) Drought stress experiment

Drought stress Chromosome Position (cM) Marker Additive

effect 2a (SE)

a/ rG % VG Candidates

FT1 1 21.8 ARR7 CRY2, FHA

Wet )0.78 (0.25) 0.25 7.6

Dry )0.83 (0.23) 0.31 8.5

FT2 1 117.2 ve011 EFS

Wet 1.14 (0.25) 0.37 16.2

Dry 0.92 (0.22) 0.34 10.6

FT3 3 73 g2778 VRN1

Wet 0.91 (0.23) 0.29 10.3

Dry* 0.73 (0.21) 0.27 6.7

FT4 4 46.51 m226 FCA, VRN2, FWA

Wet )0.93 (0.26) 0.30 10.8

Dry )0.74 (0.23) 0.26 6.8

B) Leaf damage experiment

Leaf damage Chromosome Position (cM) Marker Additive

effect 2a (SE)

a/ rG % VG Candidates

FT5 1 0 ve001 SIN1

Control )0.97 (0.30) 0.32 11.8

Damage )0.86 (0.29) 0.29 9.2

FT6 1 100.78 g4552 FT

Control 0.67 (0.36) 0.22 5.6

Damaged 0.59 (0.35) 0.20 4.4

FT2 1 117.2 ve011 EFS

Control* 0.62 (0.35) 0.20 4.8

Damaged 0.84 (0.34) 0.28 8.8

FT7 5 41 aw22 ART-Sy0, FPF1

Control 0.93 (0.30) 0.31 10.8

Damaged* 0.93 (0.29) 0.31 10.8

*Indicates a QTL that was not initially detected in Pseudomarker scans within a particular environment but was nonetheless significant

in subsequent single marker analyses. Candidate gene information was obtained primarily from the website maintained by the

D. Weigel lab (http://www.salk.edu/LABS/pbio-w/flower_web.html).
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effects (2a) ranged from a low of �0.50 to a high of
5.08 days (average, 1.10 days). The proportion of
the total genetic variation explained by additive
QTL effects (%VG) ranged from 4.4–16.2%
(average, 8.98%) and <1–17.4% (average, 5.4 %)
in the Ler x Col and Ler x Cvi experiments,
respectively. In general, QTL effects were larger in
the Ler x Col compared to the Ler x Cvi popula-
tion, except for segregation in the latter of two
strongly interacting QTL (FT5cvl and FT6cvl) on
Chromosome V. In both experiments, each parent
had some QTL alleles that accelerated and some
that slowed flowering. This pattern explains the

observation of transgressive segregation in both
populations.

We found two QTL–QTL interactions in the
Ler x Cvi population and no interactions in the
Ler x Col. A minor interaction was found between
the top of Chromosome I (FT1cvl, 0 cM) and the
top of Chromosome 5 (FT5cvl, 18 cM) and cor-
responded to an epistastic effect (4i) of 4.07 days in
the control treatment. Interestingly, FT1cvl did
not have a significant additive main effect and was
only detected through its interactions with FT5cvl
and only in the control treatment. This interaction
explained �1.5% of the total variation in that

Table 3. Results of QTL analyses on flowering time in the Ler x Cvi population using Pseudomarker genome scans. Each QTL is

designated as FT (flowering time) followed by a unique number and an additional identifier (cvl) for the Ler x Cvi population

Apical damage Chromosome Position (cM) Marker Additive

effect 2a (SE)

a/rG % VG Candidates

FT1cvl 1 0 M1 (PVV4) SINI

Control )0.24 (0.75) 0.02 <1

Clipped* )0.10 (0.23) 0.00 <1

FT2cvl 1 9.0 M2 (AXR-1) CRY2, FHA, EDI

Control )2.30 (0.75) 0.22 3.1

Clipped )0.40 (0.22) 0.15 3.8

FT3cvl 2 47.6 M40 (Erecta) EAF20, ELF3

Control* )0.27 (0.52) 0.03 <1

Clipped )0.93 (0.16) 0.35 14.7

FT4cvl 3 0 M46

(DF.77C)

HST

Control 0.66 (0.54) 0.06 1.26

Clipped* 0.28 (0.16) 0.11 <1

FT5cvl 5 18. M91

(BH.180C)

COL1, TFL2, FLF

Control 5.08 (0.59) 0.49 17.4

Clipped 0.83 (0.18) 0.31 6.2

FT6cvl 5 39 M94

(GH.121L-C)

ART1, FPF1, FLG

Control 4.12 (0.58) 0.40 15.8

Clipped 0.69 (0.17) 0.26 6.8

FT7cvl 5 107 M110

(DF.119L)

TOC1, FLH

Control 1.21 (0.53) 0.12 2

Clipped* 0.26 (0.16) 0.10 <1

*Indicates a QTL that was not initially detected in Pseudomarker scans within a particular environment. QTL overlapping with those

detected in Alonso-Blanco et al. (1998) are indicated under the candidate column in bold using their nomenclature. Candidate gene

information was obtained primarily from the website maintained by the D. Weigel lab (http://www.salk.edu/LABS/pbio-w/

flower_web.html).
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treatment. In contrast, a very strong interaction
occurred between two QTL located on Chromo-
some V (FT5cvl x FT6cvl) with an epistastic effect
(4i) of 8.45 and 2.01 days in the control and clip-
ped treatment, respectively. These loci delay
flowering in the Cvi homotypic class and speed
flowering in all other combinations (Figure 4).
These QTL had significant additive effects and
would likely have been detected even under stan-
dard QTL scans. This interaction explained �12%
of the total genetic variation in both the control
and clipped treatments.

We evaluated gene–environment interaction by
two methods. First, we assessed QTL-by-treat-
ment interaction within each experiment using
tests of marker-by-treatment interaction. Second,
we compared the two independent mapping
experiments conducted with the Ler x Col popu-
lation (drought stress and leaf damage experi-
ments). In the absence of gene-by-environment
interaction, we anticipated that we would detect
similar QTL affecting flowering time in each Ler x
Col experiment (given each utilized identical ge-
netic material and sample sizes). Detecting differ-

ent flowering time QTL in these experiments
would suggest QTL interactions with uncontrolled
environmental variation that occurred between
experiments.

By our first method, we found strong support
for QTL–environment interactions in the Ler x Cvi
mapping population across apical damage treat-
ments. Three QTL (FT2cvl, FT5cvl, FT6cvl) were
detected in both treatments and exhibited allelic
sensitivity – i.e., different magnitudes of effect be-
tween treatments without changes in the direction
of effect (Tables 3 & 4). We also detected three
QTL unique to the control treatment (FT1cvl,
FT4cvl, FT7cvl) and one QTL unique to the clip-
ping treatment (FT3cvl). These loci provide evi-
dence for conditional neutrality – i.e., effects in
some environments but not others. We found no
evidence for antagonistic pleiotropy – i.e., oppos-
ing effects in different environments. We found
that one epistastic interaction (FT1cvl x FT5cvl)
was detected only in the control treatment and a
second epistastic interaction (FT5cvl x FT6cvl)
exhibited environmentally dependent patterns of
expression (F ¼ 22.54, df ¼ 1, 304, P<0.0001).

Figure 2. Results of 2-dimensional genome scan depicting epistatic loci on chromosome V in the Ler x Cvi mapping population. The

LOD score associated with a two-QTL model with interaction is plotted below the diagonal. The LOD score difference between the full

two-QTL model with interaction and an additive two-QTL model is shown in the upper left above the diagonal. The values in the

upper left diagonal are inflated by a factor of three to enhance visibility. For simplicity, only data from the control treatment on a 3.0

cM grid are presented.
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Figure 4. Bar graphs depicting the FT5cvl x FT6cvl interaction across the clipping treatment.

Figure 3. Localization plots for QTL in the Ler x Col and Ler x Cvi mapping populations. Each plot is of the posterior prob-

ability distribution of QTL locations under a given QTL model: (A) FT4 – wet; (B) FT2cvl – control; (C) FT4cvl – control; (D) FT5cvl

x FT6cvl – control. Figure D represents the two-dimensional joint posterior probability of QTL locations for the interacting pair

(FT5cvl x FT6cvl) on Chromosome V – the black rectangular area represents a 99% confidence interval of QTL locations.
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Overall, epistatic effects were considerably larger
in the control treatment but the general pattern of
interaction did not change with treatment (Fig-
ure 4). Taken as a whole, QTL–treatment inter-
action terms explained �19% of the total genetic
variation in the Ler x Cvi experiment.

In the Ler x Col mapping population, there was
general agreement in the outcomes of mapping in
each environment within each experiment. In the
drought stress experiment, FT3 was not detected
in the initial Pseudomarker search in the dry
treatment, although a peak approaching signifi-
cance was observed. Similarly, FT7 was not de-
tected in the leaf damage treatment. Despite these
differences, we found no evidence of QTL–treat-
ment interactions in subsequent SAS models
explicitly testing for interactions between markers
and the manipulation (in all case, P>0.50). Given
the close correspondence of the estimated effects in
contrasting treatments (Table 2), the disparities
observed in the initial Pseudomarker searches were
probably due to subtle power differences between
treatments. The lack of QTL–environment inter-
action corresponds with the observation of no RIL
x Treatment interaction at the trait level within
each experiment.

Nevertheless, we found support for QTL–
environment interaction in the Ler x Col popula-
tions under our second criteria. In particular, we
found a surprisingly low correspondence between
QTL controlling flowering time in the drought
experiment compared to the leaf damage experi-
ment (Table 2A versus Table 2B), with only one
QTL (FT2) occurring in both experiments.

Discussion

Many phenotypes of evolutionary or ecological
significance exhibit continuous variation in nature
and are ostensibly influenced by the segregation of
many genes as well as environmental effects. For
example, plant size, phenology, resistance to nat-
ural enemies, and fecundity are all traits that
generally exhibit a normal distribution of values in
plant populations. Quantitative traits have pri-
marily been studied with statistical methods that
ignore the underlying genetic details and instead
focus on population-level patterns of genetic and
phenotypic variance and covariance (Falconer &
Mackay, 1996; Lynch & Walsh, 1998). Under a
number of assumptions, these parameters can be

Table 4. Full model analysis of QTL–treatment interactions in the clipping experiment using PROC mixed in SAS. QTL are modeled

as the marker or pseudomarker nearest the QTL peak

Effect Numerator df Denominator df F-value P-value

FT1cvl 1 304 0.30 0.5815

FT2cvl 1 304 24.26 <0.0001

FT3cvl 1 304 20.54 <0.0001

FT4cvl 1 304 15.02 0.0001

FT5cvl 1 304 143.23 <0.0001

FT6cvl 1 304 195.31 <0.0001

FT7cvl 1 304 10.74 0.0012

FT1cvl · FT5cvl 1 304 3.63 0.0576

FT5cvl · FT6cvl 1 304 106.68 <0.0001

Trt · FT1cvl 1 304 0.01 0.9400

Trt · FT2cvl 1 304 11.81 0.0007

Trt · FT3cvl 1 304 3.78 0.0527

Trt · FT4cvl 1 304 3.12 0.0785

Trt · FT5cvl 1 304 59.84 <0.0001

Trt · FT6cvl 1 304 74.15 <0.0001

Trt · FT7cvl 1 304 10.74 0.0012

Trt · FT1cvl · FT5cvl 1 304 1.53 0.2170

Trt · FT5cvl · FT6cvl 1 304 22.54 <0.0001
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used to predict short-term adaptive responses to
natural selection using the familiar breeders’
equation and its extensions (Lande, 1979; Lande &
Arnold, 1983; Mitchell-Olds & Rutledge, 1986;
Falconer & Mackay, 1998). Quantitative genetic
models of adaptive evolution have been very useful
heuristic tools; however, they can tell us little
about the genetic details of adaptation (Barton &
Turelli, 1986; Orr & Coyne, 1992; Orr 1998). For
example, how many genes underlie adaptations?
Do adaptations arise from the accumulation of
genes of small effect or by adaptive leaps with the
fixation of genes of major effect? How often does
pleiotropy constrain or facilitate evolution? Can
contextual genetic effects (gene–gene and gene–
environment interaction) explain the maintenance
of genetic diversity? We have surprisingly little
data with which to evaluate these issues.

The genetic architecture of flowering time

In our studies, we detected 14 genomic locations
affecting flowering time in at least one environ-
ment from a sample of only three ecotypes – this is
clearly a lower limit of the actual number of loci
potentially affecting flowering time. The average
additive genotypic effect of these alleles was
moderate, corresponding to 0.5–1.0 day and gen-
erally explained less than 10% of the total genetic
variation in the RIL populations. Three QTL de-
tected in the Ler x Cvi population exhibited large
additive genotypic effects corresponding to several
days and greater than 15% of the total genetic
variation within that population. Each QTL de-
tected in our study explained a relatively small
proportion of the total phenotypic variation in
flowering time.

Non-additive gene interaction

A novel contribution of our study is the extensive
search for non-additive gene interaction. Previous
QTL studies of flowering time have included sec-
ondary tests for epistasis (Mitchell-Olds, 1996;
Kuittinen et al., 1997; Ungerer et al., 2002; Alonso-
Blanco et al., 1998a) and evaluated the response of
flowering time to photoperiod (Jansen et al., 1995;
Alonso-Blanco et al., 1998a), light intensity (Strat-
ton, 1998), or cold vernalization treatments (Clarke
et al., 1995; Jansen et al., 1995;Alonso-Blanco et al.,
1998a). However, these experiments did not

explicitly incorporate scans for QTL-QTL epistasis
in the absence of additive QTL effects and only
manipulated treatments directly linked to either the
photoperiod or vernalization genetic pathways.
Here, we use a novel QTLmappingmethod focused
on detecting interacting pairs of loci with multiple-
QTL models (Sen & Churchill, 2001) and evaluate
flowering time in several novel and stressful envi-
ronments. Taken as a whole, these experiments
provide some of the best information on the quan-
titative genetic architecture of an ecologically
important trait in plants.

QTL–QTL Interaction

Overall, we found no evidence for QTL–QTL
interaction in the Ler x Col population but two in-
stances of QTL–QTL interaction in the Ler x Cvi
population. These interactions involved two loci on
Chromosome V and a single locus on the top of
Chromosome I. Previous studies have also docu-
mented the strong interaction that we observed be-
tween FT5cvl and FT6cvl (Alonso-Blanco et al.,
1998a; Ungerer et al., 2002). The additive-by-addi-
tive epistatic effect (i) of this major QTL pair was
comparable to the moderately sized additive effects
(a) detected in this population; it explained �12%
of the total genetic variation. Ungerer et al. (2002)
also detected interactions between the top of
Chromosome I and a region near FT5cvl for several
related traits (e.g., bolting time, rosette leaves at
bolting) – however, our results differ in that their
analysis located the interacting QTL on Chromo-
some I at�7.7 cM rather than�0 cM.Ungerer et al.
(2002) also detected a significant three-way inter-
action between these loci. We tested for a three-way
interaction betweenFT1cvl, FT5cvl, andFT6cvlbut
found no support for this complex pattern of epis-
tasis. These differences may result from the fact that
their search for epistasis relied on ANOVAs incor-
porating interactions between markers with signif-
icant additive effects. In our study, FT1cvlwas only
detected due to its interactive effect with FT5cvl.
Additional empirical work is needed to sort out the
intricate pattern of interaction variance between
Chromosomes I and V in this mapping population.

QTL–environment interaction

We found considerable evidence of QTL–envi-
ronment interactions. First, we found several QTL
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that interacted with the apical clipping treatment
in the Ler x Cvi mapping population. Here, we
detected seven QTL affecting flowering time, with
six exhibiting QTL–treatment interactions. Three
cases corresponded to allelic sensitivity while the
remaining three cases indicated conditional neu-
trality. Significantly, we did not observe
antagonistic pleiotropy. Although QTL-apical
damage interactions produced changes in the ge-
netic variance between the treatments, we observed
only minor changes in the rank of RILs between
treatments. We also observed strong treatment
effects on the interaction of FT5cvl with FT6cvl
(Figure 4). Together, QTL–apical damage inter-
actions explained �19% of the total genetic vari-
ation in the Ler x Cvi experiment. We found no
QTL-treatment interactions in either the drought
stress or leaf damage experiment.

Second, we observed very little overlap in the
genetic architecture of flowering time in the Ler x
Col population across two independent experi-
ments (only one QTL shared in both experiments).
We feel it is unlikely that this difference arises from
methodological or power considerations because
the two experiments used very similar sample sizes
and identical genetic material. More likely, QTL
interactions with seasonal environmental differ-
ences between experiments led to shifts in the
importance of different genes controlling flowering
time in each experiment. Similar results have been
observed by Weinig et al. (2002) for flowering time
QTL in the Ler x Col population grown in the field
and growth chamber conditions. Although green-
house conditions were very similar in each of our
experiments, we did observe seasonal differences in
light quality, temperature fluctuations, and pho-
toperiod (Juenger, personal observation).

Our assessment of gene–environment interac-
tion can be extended by comparing the numerous
studies of flowering time on these mapping popu-
lations. We obtained the RIL means for flowering
time (or two closely related traits; bolting time and
rosette leaves at flowering) from several indepen-
dent studies (Jansen et. al., 1995; Stratton, 1995;
Alonso-Blanco et al., 1998; Ungerer et al., 2002)
involving vernalization and light intensity manipu-
lations. The cross-experiment genetic correlation
was quite variable and averaged 0.36 (range, )0.13
to 0.88) for the Ler x Col population (Jansen et. al.,
1995; Stratton, 1995; Ungerer et al., 2002, this
study) and0.62 (range, 0.32 to 0.92) for theLer xCvi

population (Alonso-Blanco et al. 1998a; Ungerer et
al., 2002; this study). As expected, a number of QTL
were identified in each study, some unique to a
particular experiment and some clearly overlapping
among studies. Interestingly, the cross experiment
genetic correlation was never significantly negative
across a sample of 20 independent experimental
conditions. This pattern suggests that genetic
tradeoffs and antagonistic pleiotropy for flowering
time alleles may be rare in Arabidopsis.

Other studies have documented relatively strong
QTL-by-vernalization and QTL-by-photoperiod
interactions for flowering time in Arabidopsis using
experimental manipulations (Jansen et al., 1995;
Alonso-Blanco et al., 1998a; Ungerer et al., 2002).
To our knowledge, none of these studies revealed
antagonistic pleiotropy and instead observed either
conditional neutrality or allelic sensitivity. In con-
junctionwith our results, these observations suggest
that gene-environment interaction may influence
the rate of flowering time evolution primarily
through its affects on the amount of genetic varia-
tion across environments rather than through ge-
netic trade-offs (Via, 1987). Fry et al., 1998 also
reported an absence of antagonistic pleiotropy in
experiments withDrosophila and commented on its
rarity in the existing literature on QTL in many
kinds of organisms.

It is clear that epistasis for flowering time can
be strong, but it is uncertain how common epi-
static interactions of this magnitude generally
occur for ecologically important traits in plants.
Our approach is a conservative evaluation of
epistasis since it ignores the contribution of epi-
static interactions to the additive component of
genetic variance (Cheverud, 2000). Moreover, our
power to detect interactions was low given the
small size of our populations and our very strin-
gent permutation-based thresholds. We believe
that empirical studies of pairwise-epistasis are
currently more limited by experimental population
size and, therefore power, rather than analytical
methods. Several groups are currently developing
large Arabidopsis RIL and advanced intercross
lines (AIL) that will significantly improve the
power of 2-dimensional searches.

Candidate genes

The holy grail of QTL mapping is the isolation
of the actual genetic loci controlling phenotypic
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variation. QTL mapping experiments are by their
very nature limited to the detection of chromo-
somal intervals affected a phenotype and therefore
cannot isolate the particular genes responsible for
genetic variation. Nonetheless, many of the QTL
detected in this study overlap with the positions of
known flowering time mutants. For example,
FT2cvl overlaps with the EARLY DAY INSEN-
SITIVE (EDI) QTL detected by Alonso-Blanco et
al. (1998a). Recently, El-Assal et al. (2001) cloned
this QTL through the use of near isogenic lines
(NILs), positional cloning, and transgenic manip-
ulation and found it to be a novel allele of
CRYPTOCHROME2 (CRY2) generated from a
single amino-acid substitution. CRY2 encodes a
blue-light photoreceptor that promotes flowering
in long-day conditions. Similarly, deletions that
disrupt the open reading frame of FRI and alleles
of FLC contribute to quantitative genetic variation
in flowering time (Michaels and Amasino, 1999;
Johanson et al., 2000). FRI and FLC do not
overlap with QTL from our study but may explain
variation in crosses among other Arabidopsis eco-
types (Kowalski et al., 1994; Clarke et al., 1995;
Kuittinen et al., 1997). These examples are some of
the first cases in which QTL of moderate effect size
have been cloned in plants. Tables 2 and 3 list
plausible candidates for our QTL based on cor-
responding positions and functional information
from molecular genetic studies. These hypotheses
warrant further investigation through additional
fine-scale mapping, the creation of NILs, associa-
tion mapping, and positional cloning. Future
molecular characterization of natural allelic vari-
ation at Arabidopsis flowering time QTL will
provide much needed data on the relative role of
amino-acid substitutions, coding region deletions,
and transcriptional regulation in natural quanti-
tative genetic variation of an ecologically impor-
tant trait.

Evolutionary genetics of QTL

A major goal of evolutionary biology is to explain
the genetic basis of adaptation. A major gap in our
understanding of adaptation stems from a general
paucity of data on the genetic details and adaptive
function of alleles affecting quantitative traits. To
date, most empirical studies of the genetics of
adaptation have either analyzed genetic polymor-
phisms in the absence of a clear understanding of

their phenotypic and fitness effects or have focused
on relatively simple Mendelian traits. A critical
consideration is the magnitude of a gene’s affect in
relation to the strength of selection on a trait. Put
simply, how much do individual alleles that seg-
regate in natural populations influence relative
fitness? Unfortunately, this aspect of evolutionary
quantitative genetics has been debated largely in
the absence of empirical data (Barton & Turelli,
1989; Orr, 1998; Agrawal et al., 2001). Extensive
quantitative genetics data on flowering time in
Arabidopsis coupled with recent field experiments
may begin to provide this much needed data. For
example, Scheiner and Callahan (1999) conducted
genetic (breeding value) selection experiments on
bolting time in Arabidopsis under field conditions
using families collected from natural populations.
They reported standardized selection gradients on
bolting time of �0.34 (b*, based on path analysis).
This parameter describes the genetic relationship
between bolting time and relative fitness in their
experimental population and suggests that a shift
in bolting time of one genetic standard deviation
(rG) will result in a corresponding 0.34 rG shift in
relative fitness. In our study, flowering time QTL
had an average standardized genotypic effect (a/
rG) of 0.24 (excluding epistatic loci). If we as-
sumed that QTL of similar magnitude were pres-
ent in the population studied by Scheiner and
Callahans (1999), we could predict that substitu-
tion of an average allele at an average flowering
time QTL would result in a 0.24 rG shift in flow-
ering time and a corresponding �0.08 rG shift in
relative fitness.

This calculation ignores the evidence for strong
epistatic interactions in our experiments. Arabid-
opsis has a predominantly selfing mating system
and selection is therefore likely to function pri-
marily through lineage sorting and the total
genetic variation (VG) among lines. Consequently,
the interaction variance detected in our studies
would primarily affect evolution through its con-
tribution to VG. Nonetheless, adaptive evolution
may be complicated by the occurrence of strong
interactions of environment. For instance, changes
in the genetic variance across treatments generated
by QTL–environment interactions could greatly
alter the opportunity for selection across envi-
ronments. Moreover, the changes in sign associ-
ated with the FT5cvl x FT6cvl interaction
(Figure 4) could potentially alter the rate at which
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alleles at these two loci would be fixed or lost in
response to selection. There are of course addi-
tional caveats to be made about such an exercise,
but it points to the importance of future field
studies that simultaneously incorporate selection
experiments with QTL mapping analyses.

Limitations and future directions

There are numerous limitations to the study of
evolutionary quantitative genetics using inbred
line crosses and QTL mapping. First, these anal-
yses evaluate only the nature of fixed genetic var-
iation between two parental lines in the context of
an artificially created experimental population.
Experimental approaches will always sample a
small proportion of the total naturally occurring
allelic variation and will generally provide esti-
mates of effects at potentially artificial allele fre-
quencies (e.g., average P ¼ � 0.50 in RIL
populations). This will impart a biased view of
genetic architecture, specifically with respect to the
importance of gene interaction (Falconer & Mac-
kay, 1998; Cheverud, 2000). However, these biases
may act in different directions. For example, the
maximum additive x additive epistatic variance is
created at intermediate allele frequencies (as oc-
curs in many experimental crosses), but pairs of
loci with strong additive x additive epistasis can
also nullify each other’s additive effects at inter-
mediate allele frequencies (Cheverud, 2000). Con-
sequently, epistasis may not be detected in single
locus QTL searches. Additional problems arise
from experiments with few genetic lines, which
have lower power and subsequently overestimate
QTL effects (Beavis, 1994; Lynch & Walsh, 1998).
Many of these problems will be addressed by
implementing larger experiments and using out-
bred QTL mapping experiments, which can be
analyzed in a random effects framework (Lynch &
Walsh, 1998). Despite a number of drawbacks in
their current implementation, however, we argue
that QTL mapping experiments are an important
step toward a better understanding of genetic
architecture and the developmental processes
linking genotype and phenotype.

The best study systems will incorporate several
levels of analysis. For instance, additional QTL
studies of flowering time using a variety of parental
ecotypes will tell us about the generality and
importance of particular QTL and their frequency

among populations. Studies evaluating QTL
affecting flowering time among and within local
populations will provide a more detailed under-
standing of the degree of genetic variation available
to natural selection. Coupling manipulations of
putative selection agents with QTL analyses can
suggest which selective forces may have produced
divergent life-history strategies (e.g., spring versus
winter annuals) or reproductive phenologies and
detect the loci underlying adaptation. Finally, de-
tailed linkage disequilibrium mapping and surveys
within and across natural populations of candidate
genes or confirmed flowering time loci will provide
information on the magnitude and frequency of al-
leles affecting flowering time in nature. This kind of
information is vital for evaluating variousmodels of
the maintenance of segregating variation and
adaptation (Barton & Turelli, 1989; Orr, 1998;
Agrawal et al., 2001).

Conclusions

QTL mapping studies consistently detect complex
patterns of genetic architecture including numer-
ous QTL with effects of varied magnitude
(Mackay, 1995; Bradshaw et al. 1998; Schemske &
Bradshaw, 1999; Westerbergh & Doebley, 2002;
Ungerer et al., 2002), interactions between QTL
loci (Mackay, 1995; Long et al., 1996; Routman &
Cheverud, 1997; Cheverud 2000), QTL and sex
(Vieira et al., 2000), and interactions of QTL with
environmental heterogeneity (Jansen et al., 1995;
Alonso-Blanco et al., 1998a; Fry et al., 1998;
Gurganus et al., 1998; Shook & Johnson, 1999;
Viera et al., 2000). The correspondence of QTL
positions across experiments also provides evi-
dence of pleiotropy (Cheverud et al., 1997; Brad-
shaw et al., 1998; Shook & Johnson, 1999; Kim &
Rieseberg, 1999; Juenger et al., 2000). This com-
plexity is generally unexplored in quantitative ge-
netic analyses and ignored by Fisher’s
‘infinitesimal’ model of adaptation (Fisher, 1930).
QTL mapping is one tool that can help generate
empirical data to evaluate the role of complex ge-
netic architecture in adaptive evolution.
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Abstract

The maintenance of genetic variation in traits of adaptive significance has been a major dilemma of
evolutionary biology. Considering the pattern of increased genetic variation associated with environmental
clines and heterogeneous environments, selection in heterogeneous environments has been proposed to
facilitate the maintenance of genetic variation. Some models examining whether genetic variation can be
maintained, in heterogeneous environments are reviewed. Genetic mechanisms that constrain evolution in
quantitative genetic traits indicate that genetic variation can be maintained but when is not clear. Fur-
thermore, no comprehensive models have been developed, likely due to the genetic and environmental
complexity of this issue. Therefore, I have suggested two empirical approaches to provide insight for future
theoretical and empirical research. Traditional path analysis has been a very powerful approach for
understanding phenotypic selection. However, it requires substantial information on the biology of the
study system to construct a causal model and alternatives. Exploratory path analysis is a data driven
approach that uses the statistical relationships in the data to construct a set of models. For example, it can
be used for understanding phenotypic selection in different environments, where there is no prior infor-
mation to develop path models in the different environments. Data from Brassica rapa grown in different
nutrients indicated that selection changed in the different environments. Experimental evolutionary studies
will provide direct tests as to when genetic variation is maintained.

Introduction

Ultimately, the extent of genetic variation in traits
influencing fitness of an organism will determine
the rate of evolution in these traits and the rate
of fitness increase for the species (Falconer &
Mackay, 1996). This is commonly referred to as
Fisher’s fundamental theorem, where ‘the rate of
increase in fitness of any organism at any time is
equal to its genetic variance in fitness at that time’
(Fisher, 1999). This statement underscores the
importance of genetic variation in traits of adap-
tive significance since a lack of variation will limit

their response to selection. The loss of genetic
variation due to selection would be balanced by
new genetic variation via mutations. Traits closely
associated with fitness due to the greater intensity
of selection are expected to exhibit a lower level of
genetic variation than traits less associated with
fitness (Mousseau & Roff, 1987).

However, genetic variation in traits associated
with adaptations and fitness in wild populations has
usually been found to be greater than expected
considering the estimates of spontaneous mutation
rates (Mousseau & Roff, 1987; Bulmer, 1989). Gi-
ven the observed levels of genetic diversity of species
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that occur across ecological clines, for example,
selection in heterogeneous environments has been
one of the mechanisms proposed to maintain ge-
netic variation. Both population and quantitative
genetic models have examined the potential of
selection in heterogeneous and variable environ-
ments to maintain genetic variation, with mixed
conclusions (i.e., Levene, 1953, Maynard Smith &
Hoekstra, 1980; Gillespie & Turelli, 1989; Prout &
Savolainen, 1996; Sasaki & de Jong, 1999). Fur-
thermore, studies have examined the expression of
genetic variation given contrasting selection histo-
ries in natural environments such as clines to
determine if there is support for the models (i.e.,
Harris& Jones, 1995; Li et al., 1998).More recently,
a few studies have taken an experimental evolution
approach, where environmental variation is the
source of selection (i.e., Mackay, 1981, Rose et al.,
1996, Bell, 1997a, Elena & Lenski, 1997). Some of
the studies experimentally address the genetic
mechanisms and selection dynamics underlying
maintenance or loss of genetic variation.

Here I will review some of the theory as to the
potential that environmental heterogeneity main-
tains genetic variation, as well as mechanisms.
I will discuss some of the empirical evidence and
illustrate an approach for examining phenotypic
selection in different environmental conditions.
I will conclude by reviewing the particular insights
from an experimental evolutionary approach and
future directions for addressing the potential role
of heterogeneous environments for maintenance
of genetic variation.

The dilemma of the maintenance of genetic
variation in adaptive traits

Under directional selection, as may be expected
of many adaptive traits, selection is expected to
eliminate genetic variation (Bulmer, 1985, 1989;
Falconer &Mackay, 1996). Assuming nomigration
(of contrasting genotypes) and no differential
selection due to a variable environment, new
mutations will be the main source and the ultimate
source of new genetic variation. Selection acts to
decrease genetic variation (permanent effect) and
also to increase linkage disequilibrium (transient
effect-as long as selection is occurring). Linkage
disequilibrium among alleles that are not favorable
can also increase the loss of genetic variation
through selection. Considering the transitory

nature of linkage, its dynamics can be ignored in
examination of the balance between selection and
mutation for genetic variation (Bulmer, 1989).

Balance between selection and mutation to
produce heritability of 0.5 for a trait would require
veryweak selection, a very high rate ofmutation per
locus, or a very large number of loci affecting the
trait, which are unlikely given current estimates of
mutation rates (Bulmer, 1989). In addition, the
models require that the existing variance be attrib-
uted to rare alleles, which does not follow empirical
data from selection experiments and allozyme var-
iation. Therefore, it has generally been concluded
that the dynamics between mutation and selection
cannot explain the observed genetic variation in
natural populations (Bulmer, 1989). In general,
models disagree if the dynamics between mutation
and selection can account for the extent of genetic
variation (Roff, 1997). Hence, the maintenance of
quantitative genetic variation in traits under selec-
tion is still considered to be a major dilemma and
an important question in evolutionary biology
(Hedrick, 1986; Bulmer, 1989; Curtsinger et al.,
1994; Prout & Savolainen, 1996; Roff, 1997).

Adaptive traits, in addition to having substantial
genetic variation, are highly variable in their level of
genetic variation (Mousseau & Roff, 1987; Houle,
1992). Spontaneous mutations in reproductive
traits in Arabidopsis thaliana were found to have
bidirectional effects (i.e., increases and decreases in
seed and fruit production) which would be sup-
portive of a diversity of mutational effects (Shaw
et al., 2000). Under laboratory conditions,Daphnia
pulex was found to accumulate mildly deleterious
mutations, which if reoccurring could explainmuch
of the standing variation in life-history traits (Lynch
et al., 1998). It was further suggested that these
mutations contributing to variation are likely con-
ditionally deleterious, such that their effect on
fitness traits depends on the rest of the genes and/or
environment of the individual (Lynch et al., 1998).
These results and conclusions suggest a role for
heterogeneous environments. Traits that are con-
sequences of complex genetic correlations and those
expressed later in the life cycle are predicted to have
higher mutational variances as found in these
studies (Houle, 1998).While the relative importance
of environmental heterogeneity is not addressed
in these studies (although it is discussed in Lynch
et al., 1998), the finding of mutations whose effects
are conditionally dependent is consistent with
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models suggesting that selection in heterogeneous
environments facilitates maintenance of genetic
variation.A recent study byChang and Shaw (2003)
using mutation accumulation lines of A. thaliana
directly examined if the effects of mutations were
dependent on the soil nutrient environment. This
study revealed no genotype by environment inter-
action, however; as suggested by the authors this
may be due to limited statistical power. In the eco-
logical and developmental context of the expression
of fitness related traits, the variance in mutational
effects may significantly contribute to the standing
genetic variation. The genetic correlations (between
traits and environments) will also contribute to
diffuse selection, genetic constraints, and therefore
the potential to maintain genetic variation.

A recent review of the magnitude and type of
phenotypic selection in wild populations suggests
selection is fairly weak but highly variable (King-
solver et al., 2001). Considering the diversity of
mutational effects and the weak phenotypic selec-
tion, populations may never reach the equilibrium
when the balance between selection and mutation
determines the extent of genetic variation.

An additional problem for the genetics of
adaptive traits is that the distribution and extent
of the variation is less well-known compared to
genetic markers (Lynch, 1996). Several recent
studies have shown that there is very little or no
relationship between estimates of genetic diver-
sity of life-history and other fitness related traits
and genetic markers (Lynch et al., 1999; Reed &
Frankham, 2001). This is not surprising since the
expression of genetic variation in quantitative
traits is often environmentally dependent, unlike
genetic markers. Thus not only do I conclude
that we need more experimental work on
understanding the dynamics of environmental
variation with maintenance of genetic variation,
but that we also need to further quantify the
magnitude and distribution of genetic variation
in adaptive traits in natural populations.

Potential of heterogeneous and variable

environments to maintain genetic variation

Patterns of genetic variation

Due to the expectation of differential selection
of geographic variation beyond the isolation by

distance, the effect of geographic clines has been
examined for selection and local adaptation (En-
dler, 1986; Mousseau et al., 2000). Gene flow along
environmental clines is in dynamic with selection
for local adaptation which can establish a geneti-
cally structured population (i.e., Stanton et al.,
1997). Furthermore, contrasting local environ-
ments along a cline can lead to disruptive selection
and potentially the maintenance of genetic varia-
tion among the populations along a cline (i.e.,
Antonovics & Bradshaw, 1970; Kalisz & Wardle,
1994). This pattern has been observed in many
species although the cause of the phenotypic var-
iation has been quantified in a more limited
number of species.

Across a variety of species (plants and animal)
the percentage of polymorphic loci (allozyme
variation) increases with inferred increased envi-
ronmental heterogeneity (Mitton, 1997). The pat-
tern of expression of genetic by environmental
interaction and increasing negative genetic corre-
lations in morphological and fitness traits has also
suggested the importance of environmental varia-
tion for maintaining genetic diversity (i.e., Bell,
1992; Cheetham et al., 1995). While there is evi-
dence in natural populations of environmental
variation associated with different genotypes
(Bossart & Scriber, 1995; Galloway, 1995; Harris
& Jones, 1995; Mitton, 1997; Richard et al., 2000)
it is not clear to what extent this is a cause and
effect relationship; therefore an experimental
approach is essential to address this question
(Mackay, 1981; Rose et al., 1996; Bell, 1997a,b;
Kassen, 2002).

Given these patterns of genetic variation and
environmental variation, many models have been
developed to determine under what conditions and
by what mechanisms genetic variation may be
maintained (Felsenstein, 1976; Hedrick, 1986; Bell,
1997a; Roff, 1997). Here a few of the more general
models will be discussed.

Models and mechanisms

This overview of some of the models and mecha-
nisms that facilitate the maintenance of genetic
variation in heterogeneous and variable envi-
ronments will focus on quantitative genetic ap-
proaches. While population genetic models
(typically one to two loci) are often simpler and
more accessible than quantitative genetic models,
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and many of the dynamics in heterogeneous
environments have not been modeled for quanti-
tative traits, it is not clear if the conclusions will
apply. Most of the traits that are critical for
adaptation are determined by multiple genes and
interactions among genes; the population genetics
models are likely missing important characteristics
of these traits for maintenance of genetic variation.
The characteristics would include: genetic corre-
lations between traits as expressed in different
environments; genetic correlations of a trait as
expressed in different environments; and expres-
sion of genetic variation in different environments.
Furthermore, genetic variation as determined by
genetic markers is not a good predictor of genetic
variation of life-history traits (Lynch et al., 1999;
Reed & Frankham, 2001). Hence it is likely that
models focusing on one gene determining a trait
are also not good predictors of the dynamics,
which will potentially maintain genetic variation
for many adaptive traits.

Many of the quantitative genetics models focus
on the role of the variation in mutational effects in
contributing to maintenance of genetic variation
(i.e., Houle, 1998; Charlesworth & Hughes, 1999).
While this is a very important dynamic that will
determine standing genetic variation, here I will
mostly focus on the role of environmental varia-
tion and the variation in selection at the popula-
tion level. As suggested by Charlesworth and
Hughes (1999), genetic variation that is not due to
mutations can be attributed to directional selection
at the level of the individual, given the context of
their environment and genetic background. Hence
in heterogeneous environments, genetic variation
at the population level will be influenced by
directional selection in all of the local environ-
ments and genetic interactions.

Due to the multivariate nature of quantitative
traits many of the models and discussions of
mechanisms that can maintain genetic variation
have focused on evolutionary constraints (e.g.,
Arnold, 1992). The constraints on phenotypic
evolution can be due to genetic constraints, selec-
tive constraints and developmental constraints
(Arnold, 1992). These evolutionary constraints are
likely to play a major role in the maintenance of
genetic variation. Development of multivariate
statistical approaches of the breeders equation and
comparisons of the G-matrices (genetic variance
and covariances of and between different traits),

for example, has allowed for examination of evo-
lutionary constraints and mechanisms for main-
taining genetic variation (Lande & Arnold, 1983;
Arnold, 1992). These methods are increasingly
being used for analysis of selection under field
conditions as well as selection experiments, as it is
critical for assessment of these potential con-
straints in the context of the environment of the
species (Arnold, 1992; Kingsolver et al., 2001).

Many of the models examining evolution of
quantitative traits in variable and heterogeneous
environments have focused on the evolution of
phenotypic plasticity and reaction norms (i.e.,
Zhivotovsky et al., 1996a,b; Sasaki & de Jong,
1999). In particular they have sought to determine
if a single reaction norm can obtain the optimal
phenotype across the environments. Alternatively,
if no single reaction norm will be obtained then
polymorphism of reaction norms and hence
genetic variation will be maintained. For example,
a model found that when environments changed
unpredictably between development and selection,
if there was density dependent selection after
selection in response to the environment (soft
selection) then a polymorphism of reaction norms
would be maintained (Sasaki & de Jong, 1999).
The unpredictability of environmental changes
would limit the possibility of selection for just one
reaction norm.

Comprehensive quantitative genetics models
that examine the many genetic aspects of these
traits that could facilitate maintenance of genetic
variation in heterogeneous environments have not
been done, to my knowledge. Therefore, I will
discuss these characteristics of quantitative traits
separately in the following sections. For each
characteristic, I will discuss how genetic variation
can be maintained (models and mechanisms) and
present a few examples.

Environmentally dependent expression of
genetic variation
While response to selection depends on the pres-
ence of genetic variation, the expression of genetic
variation is often environmentally dependent
(Falconer & Mackay, 1996; Roff, 1997). The lack
of expression of genetic variation in one or some of
the environments will prevent response to selection
in the trait in that environment. The variation in
expression of genetic variation across environ-
ments may be reflected in the genotype by
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environment interaction, which is typically
thought of as a change in the relative ranking of
the genotypes with environment. However, a
genotype by environment interaction may result
from a change in relative expression of genetic
variation across environments, or alternatively
stated, may reflect a change in the scale of the
variation among genotypes across environment
(Lynch & Walsh, 1998).

Genotype by environmental interactions are
suggested to maintain genetic polymorphism in a
heterogeneous environment through balancing
selection (Gillespie & Turelli, 1989). The authors
also suggested experimental approaches with a
wide range of environments since the results of
selection may depend on the environments as-
sayed. However, there is some disagreement con-
cerning some aspects of their model and in
reanalysis it was found that without some linkage
disequilibrium even a small amount of genetic
variation cannot be maintained (Gimelfarb, 1990).

Environmentally dependent expression of ge-
netic variation can lead to environmentally
dependent selection. In heterogeneous environ-
ments balancing selection may potentially lead to
maintenance of genetic variation as found along
ecological clines. There are many examples in the
literature of balancing selection associated with
environmental heterogeneity that are supportive of
the maintenance of genetic variation (e.g., Vavrek
et al., 1996; Borash et al., 1998; Schmidt & Rand,
2001; van Kleunen & Fischer, 2001; Cheplick,
2003).

A limited numbers of studies have examined
variation in gene movement in a heterogeneous
environment as well as studying variation in
adaptive traits. Bossart and Scriber (1995) studied
Papilio glaucus (eastern tiger swallowtail butterfly)
to determine if environmental variation (host
plants–18 species) selected for the maintenance of
genetic variation for important life-history traits.
In addition, they used genetic markers to deter-
mine the gene flow among several populations and
different hosts. The difference between the genetic
markers and the quantitative genetics in oviposi-
tion preference and larval performance on the
different plants was attributed to local selection
(Bossart & Scriber, 1995). Differential selection
due to environmental variation (different host
plants) on a local scale (among trees of subpopu-
lations for leafminers) found local adaptation for

the particular tree in spite of substantial migration
among trees (Mopper et al., 2000). Similarly, local
selection maintained genetic variation in shell
traits of a clam (Macoma balthica) in face of sub-
stantial dispersal as determined by genetic markers
(Luttikhuizen et al., 2003).

On a larger geographic scale many studies have
found patterns of selection that would favor the
maintenance of genetic variation. Both phenotypic
correlations (positive and negative correlations)
between developmental switch for diapause with
reproductive success and geographic variation
(reflecting the differences in the environment) in
developmental cues have been suggested to main-
tain genetic variation in western Chrysoperla car-
nea, lacewings (Tauber & Tauber, 1992). On a
large scale, the relative growth of A. thaliana was
found to be correlated with latitude (Li et al.,
1998). This pattern of clinal variation was inter-
preted in response to the environmental gradient.

More detailed analysis of the genetic basis of
genotype by environment interactions is now
possible, particularly with model systems.
Through the use of quantitative trait loci (QTL)
the number of genes and distribution of effects on
quantitative traits can be estimated (Falconer &
Mackay, 1996; Lynch & Walsh, 1998; Mackay,
2001). If assays of QTL are conducted in multiple
environments, genotype by environmental inter-
actions in environmental dependent expression of
QTL and thus the environmental dependent
expression of genetic variation can be determined
(Vieira et al., 2000; Mackay, 2001). For example in
Drosophila melanogaster, variation in temperature
and food showed genotype by environment and/or
genotype by environment by sex interaction in
17 QTL detected for life span (Vieira et al., 2000).
In addition, 10 of the QTL showed either anta-
gonistic sexually (expressed in only one sex) or
pleiotropic expression in the different environ-
ments (expressed in only one environment) which
may lead to a maintenance of genetic variation in
life span of adult flies.

Genetic correlations between traits
Selection on traits associated with adaptations is
typically a multivariate process since often the re-
sponse to selection on one trait is not independent
of another trait (Lande & Arnold, 1983; Arnold,
1992). The lack of independence of two traits
may be due to a gene influencing both traits
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(pleiotropy) or two linked genes whose alleles are
in gametic phase disequilibrium. The extent that
two traits are genetically associated with each
other can be determined by their genetic correla-
tion or the correlation of their breeding values
(Falconer & Mackay, 1996; Lynch & Walsh,
1998). Evolutionary or genetic constraints can
arise due to the lack of independence between
traits due to pleiotropy or linkage and whether the
response to selection of either of the traits is due to
the type and direction of selection on the other
trait. For example, if two traits are negatively
genetically correlated and they are selected to in-
crease in relative value it would not be possible to
select for the best in both traits; this is referred to
as antagonistic pleiotropy or selective constraints.
Alternatively it is possible to find a faster-than-
expected response to selection if the genetic
correlation is in the same direction as selection
(Falconer & Mackay, 1996). Antagonistic pleiot-
ropy alone has been shown only to be able to
maintain genetic variation under fairly restrictive
conditions; however, it may still play a role in the
maintenance of genetic variation. Phenotypic trade-
offs are considered important in many species,
although the underlying bases of these trade-offs
are not always genetic (Curtsinger et al., 1994).

Often genetic correlation between traits is
considered separately from environmental hetero-
geneity as a mechanism that may maintain genetic
variation. However, since genetic correlation be-
tween traits can change with environmental
changes, as shown in empirical studies (i.e., Don-
ohue & Schmitt, 1999, Kause et al., 2001), I will
include a general discussion of how genetic corre-
lation between traits can maintain diversity. There
has been limited theoretical work in this area that I
am aware of, but there is some relevant discussion
involving the evolutionary constraints associated
with the G-matrix (Arnold, 1992). There are some
empirical examples, which I will briefly discuss
below, of changes of expression of genetic corre-
lations between traits when examined in different
environments.

In wild populations of the side-blotched lizard
there was a negative genetic correlation between
clutch size (distributive selection) and egg mass
(stabilizing selection); this would be expected to
maintain genetic variation given the direction of
selection (Sinervo, 2000). Populations of Cakile
edentula var. lacustris in drier habitats are under

strong selection to decrease the number of leaves
and increase water use efficiency; however since
these traits are positively correlated within popu-
lations this correlation will be expected to con-
strain evolution, thus maintaining genetic
variation (Dudley, 1996).

Genetic correlations and direction of selection
between some floral traits in Ipomopsis aggregata
resulted in antagonistic pleiotropy and thus is a
potential reason for maintenance of genetic vari-
ation in some traits (Campbell, 1996). However, in
other floral traits there was not apparent antago-
nistic pleiotropy to explain the maintenance of
genetic variation found in the traits. All of these
floral traits are closely tied to fitness so they would
be expected to be under strong selection.

A review of the basis of phenotypic variation in
quantitative traits in Drosophila concluded that
there was evidence for negative pleiotropy main-
taining genetic variation in traits influenced by
selection (Roff & Mousseau, 1987). Thus in many
studies there is evidence for antagonistic pleiot-
ropy in traits where there is significant heritable
variation. However, there are also examples of no
apparent genetic correlations that would maintain
genetic variation.

Genetic correlations between traits as expressed
in different environments
If genetic correlation changes across environments
it would indicate differing selection in different
environments. The first example examines several
species of sawflies and their expression of genetic
correlations in relation to the variation in the
quality of their environments. For folivorous in-
sects in a seasonal environment the quality of their
food (i.e., leaves of plants) is typically not stable
throughout the growing season due to maturation
of their host leaves. A recent study of specialist
insects (sawflies) that feed on mountain birch
(Betula pubescens) found the genetic correlation
between larval development and larval mass
changed over the season (Kause et al., 2001).
Early season species growing in an environment
of declining quality had a negative correlation
between these traits and lower genetic variation
expressed in these traits, while the mid-season
species, which were in a stable environment, had a
positive genetic correlation between the traits and
a greater expression of genetic variation. The dif-
ferences between the groups illustrate the changing
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pattern of selection (strongly directional in the
early season species) and the environmental
dependence of the genetic correlations. These
seasonal changes in the genetic correlations and
expression of genetic variation were attributed to
changes in natural selection and environmentally-
induced plasticity in the genetic architecture (Ka-
use et al., 2001). This example illustrates the
environmental dependence of the genetic archi-
tecture, which could facilitate the maintenance of
genetic variation.

In the second example, for Impatiens capensis
grown in different density environments, traits
associated with the plants’ response to the changes
in light conditions (i.e., # of internodes and length
of internode) were strongly correlated and ex-
pressed the same correlations in the different
environments (Donohue & Schmitt, 1999). How-
ever, genetic correlations between traits associated
with growth pattern or leaf traits sometimes had a
different pattern of correlations in the different
densities (Donohue & Schmitt, 1999). In this
plant, traits associated with response to changes in
light quality need to respond as a group and
interdependently for a functional response.
Therefore, it is likely that selection works on the
light response traits as a group, which may not be
true of other traits. Given their results, the trait
influencing the growth pattern or leaf traits would
be expected to have maintained more genetic
variation.

Similar to the genetic correlation of two
traits in one environment is the concept of across-
environment genetic correlation of a trait as it is
expressed in two environments. As first developed
by Falconer (1952), a trait measured in two envi-
ronments could be considered a character in two
states or across-environmental genetic correlation.
The across-environmental genetic correlation
indicates the extent to which the response of the
genotype is proportional or not in the two envi-
ronments (Lynch & Walsh, 1998). If this across-
environment genetic correlation is equal to one,
then the genotype response is proportional in the
two environments. The deviation of this genetic
correlation from one indicates a different pattern
of selection in different environments (Bell,
1997a). In heterogeneous environments the genetic
correlation (across the environments) in the traits
of interest can determine if the pattern of selection
is similar or different (Bell, 1997a). For mainte-

nance of genetic variation in heterogeneous
environments, a genetic correlation significantly
different from one is of particular interest. There
are several different methods to determine across-
environment genetic correlations (Windig, 1997).

Evolution in heterogeneous environments leads
logically to a discussion of phenotypic plasticity
(change in expression of a genotype in different
environment) and what type of environmental
variation may favor selection of genotypes with
greater expression of phenotypic plasticity. The
evolutionary potential of phenotypic plasticity
can be determined from the across-environment
genetic correlation (Via & Lande, 1985; Via, 1987).
Selection of phenotypically plastic genotypes may
be determined by the unpredictability of environ-
mental variation, the environmental grain from
the organisms’ perspective (in sense of Levins,
1968), and the quality of the environments
(Scheiner, 1993; Via et al., 1995; Bell, 1997a;
Sasaki & de Jong, 1999). Further discussion of this
is somewhat beyond the scope of this chapter
but the reader should be aware of this parallel
and overlapping literature and consideration of
multiple effects of environmental variation.

If selection in heterogeneous environments
maintains genetic variation by changes in the ge-
netic architecture then one would predict that as
environments diverge the genetic correlations
across the environments would decline from one
and there would be an increased finding of
antagonistic pleiotropy. This pattern of across
environmental genetic correlations decreasing
from one as the environment diverges has been
shown (Bell, 1992; Karan et al., 2000; Kassen &
Bell, 2000). The decrease in the across environ-
ment genetic correlation indicates the indepen-
dence of selection on the traits in the contrasting
environments (Bell, 1997a).

For example, in a study of Chlamydomonas
negative genetic correlations relative to the
direction of selection may have been environ-
mentally dependent. As found in a study of 15
Chlamydomonas species the across environment
genetic correlations became more negative as the
environments became more divergent (Kassen &
Bell, 2000). In a longer-term selection experiment
(20,000 generations), Escherechia coli was selected
under stable conditions (37oC). Then these lines
were grown in a wider range of temperatures to
examine the extent of specialization to the one
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environment (37oC). The authors found that the
greater difference between the new environment and
the selection environment (37oC), the lower the
growth rate of the E. coli populations. This decline
in fitness as the environment diverged was attrib-
uted to antagonistic pleiotropy (Cooper et al.,
2001).

In a study of D. melanogaster genetic architec-
ture was expressed in different temperatures and
sexes (Karan et al., 2000). As the temperatures
diverged, the across environment genetic correla-
tions were found to decrease from one. Further-
more, across environment genetic correlations and
the shape of the reaction norm differed between
the sexes across the range of temperatures. For
example the reaction norm across the environ-
ments for thorax length was linear in shape for
females but quadratic for males (Karan et al.,
2000). This change in the reaction norm illustrates
another aspect of response to variable envi-
ronments that has the potential to contribute to
genetic variation. Similarly, a population of
D. melanogaster from an area with greater genetic
variation was shown to have genotypes with a
greater expression of genotype by environmental
interactions than northern populations from a less
diverse area when grown under a range of labo-
ratory environments (Takano et al., 1987). Given
this increased genotype by environment interac-
tion within increased genetic variation, they con-
cluded that the higher level of genetic variation
was maintained by diversifying selection. This re-
sult is as one would predict from selection under
heterogeneous environments.

Traits (signaling behavior) under sexual selec-
tion (female choice) in waxmoths, Achroia grisella,
were found to be strongly influenced by geno-
type by environment interaction, such that the
across-environment genetic correlation was less
than one. The authors established a range of
environmental treatments, which simulated natu-
ral variation found in their environment, includ-
ing: variation in food quality, temperature, and
photoperiod. In their range of experimental envi-
ronments no genotype could obtain maximum
fitness, and therefore the authors proposed that
genetic variation would be maintained in this and
other life-historytraits in heterogeneous environ-
ments (Jia et al., 2000).

Some species, due to their complex life cycles,
typically inhabit contrasting environmental

conditions. For example the aphid, Pemphigus
betae, alternates between cottonwood trees and
roots of herbaceous plants, although some clones
will spend less time on the trees (Moran, 1991).
A study of clones in the different environments
found a negative cross-environment genetic cor-
relation for performance, and therefore it was
suggested that their life-cycle variation would
maintain genetic variation for some traits (Moran,
1991).

A field experiment examined the fitness conse-
quences and potential for evolution of a plant,
Nemophila menziesii, given different competitive
treatments (Shaw et al., 1995). For some of the
competitive treatments there was a genetically
based trade-off between relative successes in the
contrasting environments. Thus given the range of
environments in this plant, the aphids’ natural
community and the observed trade-offs there is the
potential to evolve specialized genotypes and to
maintain genetic variation.

Limitations for the maintenance of
genetic variation

Many of the models that suggest that genetic
variation may be maintained by evolution in
heterogeneous environments have been criticized
as the models require fairly strict conditions to
maintain diversity (i.e. Prout, 1968; Christiansen,
1974). For example, Maynard Smith and Hoek-
stra (1980) pointed out that for a stable poly-
morphism to exist within a population in models
such as Levene’s (1953), the effects of the con-
trasting alleles favored in the different environ-
ment need to be fairly strong. An early model by
Via and Lande (1985) found fairly restrictive
conditions (such as no additive genetic variation
in one of the environments) to maintain multiple
reaction norms, but a more recent model by
Sasaki and de Jong (1999) did so with less
restrictive conditions. Considering the evolution-
ary complexity of quantitative genetic traits in
heterogeneous environments, it might not be
feasible to model all aspects and still have results
that can be interpreted. Perhaps empirical studies
can illustrate which aspects of the genetic bases
of adaptive traits have the greatest potential to
maintain genetic variation in heterogeneous
environments.
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Empirical approaches for addressing the
maintenance of genetic variation

In the next two sections of this paper I will
present empirical approaches which can provide
insight to the complex issue of whether environ-
mental heterogeneity leads to the maintenance of
genetic variation. While the maintenance of ge-
netic variation is possible as suggested by some
models, and often supported by patterns that are
observed in natural populations, the cause and
effect relationship is not always clear. The ap-
proaches presented in the following sections will
assist in gaining insight as to when and how
diversity is maintained. For example, what are the
particular environmental conditions and genetic
architectures that are most likely to maintain
diversity?

First, I will illustrate the use of exploratory
path analysis to develop models of phenotypic
selection in different environments. This statistical
approach allows for the development of hypothe-
ses when there are many variables and with limited
information on the causal relationships among
them. Secondly, I review a few examples of how an
experimental evolutionary approach can be used
with species with a quick life cycle. This approach
allows for direct experimental tests of when the
environment maintains genetic variation.

Quantification of differential phenotypic

selection-use of exploratory path analysis

Environmental heterogeneity can be selected for
different phenotypes, which gives the expression of
the genetic architectures across the environments
(genetic correlations and expression of heritable
variation), may facilitate the maintenance of
genetic variation as illustrated in the previous
studies. I will present a different approach to
understand phenotypic selection in heterogeneous
environments. This is not to replace quantification
of genetic correlation, heritability, or selection
gradients or traditional path analysis but to com-
plement and to be combined with these. This ap-
proach will allow for the development of a model
of selection in a particular environment given
limited causal information among the different
measured variables. A question that can be
addressed with this approach is if, how and

the degree to which selection differs in different
environments.

Traditional path analysis where different mod-
els are proposed is a very powerful method for
establishing causal hypotheses to explain selection
in different environments (Kingsolver & Schem-
ske, 1991; Rausher, 1992; Mitchell, 1993; Conner
et al., 1996; Scheiner & Callahan, 1999; Scheiner
et al., 2000). Traditional path analysis approach
has some advantage over just estimating selection
gradients (multiple regression) in that the results
are not biased by missing correlated traits and thus
can provide a model of causal relationships. One
of the disadvantages of traditional path analysis is
that you need to know what set of potential
models to test. If many traits are measured, the
number of potential models is very large (Shipley,
1997, 2000). For example if a data set has just
4 variables there are 4096 possible path models
(Shipley, 2000).

Exploratory path analysis is useful when
insufficient information may be known about a
system to construct a path model (Shipley, 1997,
2000). For example in the study presented below,
knowledge of the relationship among traits in one
environment would not necessarily apply to an-
other environment. Given many variables there are
just too many alternative path models to choose
one or some to test. An exploratory path analysis
approach provides a nonrandom method of
developing a set of potential models. The algo-
rithms used to determine the best or set of best
relationships among the variables gives the data
set. This is a formal statistical process. This anal-
ysis uses a data driven model approach so it is
useful to formulate initial hypotheses and testing
of these hypotheses should be done (further
experiments) before biological conclusions can be
drawn for the species.

The exploratory path analysis approach I used
was developed for the smaller sample sizes found
in most evolutionary and ecology studies (Shipley,
1997). Shipley’s exploratory path analysis was a
modification based on the SGS algorithm (Spirtes
et al., 1993). The SGS algorithm determines po-
tential path models (directed graphs) in a two step
process. First, using the data, it examines the
relationship between all pairs of variables to
determine the topology of the path model. Any
pair of variables that has a correlation that is not
statistically different from zero will not have a path
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and the others will have a path (undirected edge)
between them. This step continues by examining
the pairs of variables (with paths) for nonsignifi-
cant first-order partial correlations and removing
paths if there is no significant relationship. The
algorithm continues using higher order partial
correlation for examining if there are statistical
relationships between pairs of variables until no
more paths between variables can be removed.

The second step determines the orientation of
at least some of the paths (undirected edges be-
come directed edges). The relationship between a
pair of variables as to which is dependent and
independent can be determined for some sets of
variables. Determination of these relationships
depends on finding triplets of variables where only
some of the pairs have significant relationships.
The final result will be a set of path diagrams with
partial directed paths that are consistent with the
correlation structure of the data set (thus data
directed).

SGS algorithm requires sample sizes of 1000.
The modification by Shipley (1997) uses a boot-
strap resampling of the data set and application of
the SGS algorithm to each sample. A set of pro-
grams for this analysis are available from Shipley
(1997) and were used for the following analysis.

Illustration of exploratory path analysis
with rapid-cycling Brassica rapa

To examine the effect of phenotypic selection in
different environments and the genetic constraints
that could maintain genetic variation, I have been
working with the rapid-cycling lines of B. rapa L.
These are fast growing lines that were selected for
no seed dormancy and a shortened life-cycle,
resulting in a decrease in the number of days from
germination to mature seed (Williams & Hill,
1986). However, there is still substantial genetic
diversity in many life-history and size traits as well
as allozymes (Evans, 1989, 1991). This is an out-
crossing species and can grow from seed to pro-
duction of mature seed in less than 2 months. The
breeding system is very common in plants (Rich-
ards, 1986) and allows for more general applica-
tion of the results than strictly selfing species. The
short generation time allows for more experimen-
tal evolutionary approaches which have some
advantages and will be discussed in the next
section. Therefore, this species is a good model

system for experimental studies in understanding
the effects of environmental variation on pheno-
typic selection and on the maintenance of genetic
variation.

The wild populations of this species occur in
North America as a weedy species in disturbed
areas and along agricultural fields. Therefore, this
species occurs in a wide range of soil nutrient
environments from degraded soils to run-off from
farm fields. The range of nutrient treatments used
in this experiment would be within the range for
the species.

Experimental design
Variation in nutrient level as an environmental
treatment was chosen since nutrients are fre-
quently heterogeneous on a very local scale in
natural populations and have consequences for
growth and reproductive success of plants (Grime,
1994; Stratton, 1995; Pigliucci & Schlichting, 1998;
Richard et al., 2000). The plants were grown in
six levels of soil nutrients ranging from 4.7 to
150 ppm of nitrogen. The range of nutrients re-
sulted in plants that were stressed from receiving
too little nutrients (limited growth and reproduc-
tion) and too much (aborting seeds), but no plants
died from this range of treatments.

The traits that were assessed included: rate of
germination, rate of development of the leaf, size
of an early leaf, number of days until first flower
opens, largest leaf size at first flower, height of
plant at first flower, size of the flowers, number of
days of flowering, number of buds produced,
number of flowers produced, number of seeds per
early produced fruit, and total number of fruits
produced. These traits were chosen to represent
estimates of selection throughout the life-history
of the plant. The total number of fruits produced is
used as an estimate of fitness.

The offspring from a nested design (each of the
24 sires was crossed with 3 dams) were grown in
the above nutrient environments. This mating de-
sign was chosen since it allows for estimates of
heritable variation that are not confounded by
maternal effects or dominance (Falconer & Mac-
kay, 1996). This analysis will not be done using the
genetic design but because of this design the same
set of genotypes were used in each of the envi-
ronments. In each of the nutrient environments
192 plants were grown which is an adequate
sample for the number of measured traits.
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As an illustration of this approach examining
the variation in phenotypic selection in response to
growth in different nutrient environments, I will
present part of the analysis here with half of the
data set (three of the six nutrient treatments) and
focus on the exploratory path analysis.

Analysis
In order to address if growth in the contrasting
nutrient environments results in a unique set of
relationships among the measured traits and fit-
ness the following analyses were conducted. The
overall approach first established a path model for
each nutrient treatment. Next the data from each
of the other nutrient treatments were tested against
each model to determine if the results from selec-
tion in one environment could be explained by the
other models. All of the traits to be regressed on
the fitness estimate (# of fruits produced) were
transformed into standardized deviates with a
mean of 0 and a standard deviation of 1 (Sokal &
Rohlf, 1995) to allow comparison of traits on
different scales. The estimate of fitness, number of
fruits produced, was converted to the relative
number (relative fitness) within each treatment by
dividing by the mean for each treatment.

To establish a path model for each nutrient
environment a multiple regression within each
environmental treatment determined if any of the
traits were associated with the estimate of fitness
(total number of fruits produced). The traits that
had a direct selection estimate (the slope of the
multiple regression for a trait) whose probability
value was 0.2 or less were included in the path
analysis. This was done to remove traits that had
no significant relationship with number of fruits
(Conner et al., 1996; Conner & Rush, 1997). The
data within each nutrient environment was also
tested for multicollinearity which was not found.
These analyses were conducted using SAS soft-
ware and the PROC REG procedure (SAS 2001).

Since I did not have a particular set of
hypotheses at the start of this experiment to con-
struct a path model and I was only interested if the
environments differed I chose to use an explor-
atory path analysis approach (Shipley, 1997,
2000). This is an appropriate approach for esti-
mating potential path models of the plants in the
different environments.

To obtain a model for each of the nutrient
environments I used the EPA program available

from B. Shipley (2000). The one constraint that I
imposed on the path models is that traits deter-
mined earlier in the life-cycle cannot be influenced
by traits determined later. The exploratory path
programs cannot include this limitation; hence I
modified the simplest significant model from the
exploratory program by removing paths from later
to earlier traits. The modified path models were
tested using the PROC CALIS procedure of SAS
(2001). The v2 statistic was used to determine if the
model fit the data, and if so the probability value
for this test would be greater than 0.05 (Hatcher,
1994).

While the path models do not appear to be the
same, the following analyses were done to com-
pare the models to the data from the other nutrient
environments. To determine if the models derived
from the data in one nutrient environment would
also fit the data from another environment, I used
PROC CALIS and included the variables, the
paths, and the direction of the paths for the par-
ticular nutrient environment. Each data set was
tested with each of the models. In many ways this
is a fairly conservative test since I did not constrain
the model to have particular values for any path
coefficients. I was primarily interested in deter-
mining if the overall model would fit the data from
a different environment. A nonsignificant v2

probability value ( p > 0.05) indicates the model
fits the data.

Results and conclusions
The exploratory models for three of the nutrient
treatments show very different patterns (Figure 1).
This would indicate that selection in these con-
trasting nutrient environments is different. In the
lowest nutrient treatment, there are more paths
associated with the earlier traits than in the other
nutrient environments. The moderate nutrient
environment has fewer paths among the traits
perhaps indicating that there is less integration
among the traits. In order for contrasting envi-
ronments to facilitate the maintenance of genetic
variation the environments need to have different
patterns of phenotypic selection. This potential is
nicely illustrated here with the different patterns
of selection associated with the different path
diagrams.

Testing each of the models using the data from
the other environments revealed that the two ex-
treme environments had unique models that did
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not fit the others’ data (Table 1). Akaike’s Infor-
mation Criterion indicates that the other models
were a poor fit to data. The moderate nutrient
environment model could not be rejected for the
higher nutrient data. This pattern of results sug-
gests the more extreme environments have a
greater difference in pattern of selection than the
more moderate environments. It is suggested by
this result that more strongly contrasting envi-
ronments would be more likely to maintain greater
genetic diversity than more similar environments.
This result is consistent with others’ findings
of decreasing values of the across environment
genetic correlations as the environments diverge
(i.e., Kassen & Bell, 2000).

Since this is using an exploratory approach this
should be seen as development of hypotheses that

need further testing. For example, to test if selec-
tion in low nutrient environments is stronger on
early traits, while selection in high nutrient envi-
ronments is more on later traits, one could grow a
new set of genetic lines in a couple of low and high
nutrient environments. Measuring the same set of
traits as in this study would allow for traditional
path models to be constructed and tested for these
patterns of selection.

Another hypothesis resulting from this analysis
is that more strongly contrasting environments
result in a greater contrast in phenotypic selection,
and therefore a greater potential to maintain ge-
netic variation. In order to test this hypothesis I
would suggest an experimental evolutionary ap-
proach of growing and selecting B. rapa (or any
other quick life-cycle species) in heterogeneous

Figure 1. Exploratory path diagrams for three different nutrient levels. The faded boxes are traits that were not included in the model

( p > 0.2 for the selection gradient associated with that trait). For clarity, only the significant paths are shown. Dashed lines indicate

negative coefficients. Solid lines are positive coefficients. The thickness of the line indicates the size of the effect (absolute value).

U ¼ unexplained variation.

Table 1. Tests the fit of the best exploratory path model and of other nutrients by other chosen models for each nutrient environment

Source of Data (Nppm) Test Model

4.7 Nppm 18.8 Nppm 150 Nppm

v2, AIC v2, AIC v2, AIC

4.7 7.69, )2.31 (0.1741) 8.77, 2.77 (0.0325) 189.30, 153.30 (0.0001)

18.8 28.48, 18.48 (0.0001) 1.94, )4.06 (0.5852) 77.66, 41.66 (0.0001)

150 17.43, 7.43 (0.0037) 6.83, 0.83 (0.0775) 22.48, )13.52 (0.2115)

For each test the v2 value (significance) is reported and Akaike’s Information Criterion (AIC) where the smaller values indicate a better

fit of the model to the data.

118



environments that are very similar or very differ-
ent. After a number of generations of selection the
extent of genetic variation in the different selection
treatments would be determined. Experimental
evolutionary approaches have the advantage of
more clearly determining the cause and effect
relationship than other approaches.

Experimental evolutionary studies

A particularly powerful method for examining and
determining if heterogeneous environments main-
tain genetic variation is an experimental evolu-
tionary approach (for a review see Kassen, 2002).
For example, starting with a set of genotypes that
are then exposed to uniform or heterogeneous
environments and then assaying for genetic vari-
ation is a much more direct test. For most of the
above studies it is not possible to determine if
environmental variation is the cause of the main-
tenance of the genetic variation. In part, what is
missing is the history of selection pressure and
genetic responses through time that has produced
the observed phenotypic and genetic patterns.
Natural environments are very heterogeneous, and
consequently selection histories are very complex.
Therefore, to determine the importance of envi-
ronmental heterogeneity and genetic architecture
on maintenance of genetic variation I propose that
it is essential to take an experimental evolutionary
approach. Only by using an experimental ap-
proach can the selection history and changes in the
genetic architecture be known, thus allowing
knowledge of some of the genetic detail as it affects
the phenotype (Rose et al., 1996; Bell, 1997a). An
experimental approach will provide simplified
experimental conditions resulting in our ability to
directly test evolutionary predictions and make
conclusions. Since this general approach requires
an organism with a very short generation time, it
has only been used for a limited number of model
systems.

There are two general types of experimental
studies of evolution: (1) shorter-term experiments
where examination of selection, response, and
maintenance of genetic variation in different
environmental treatments will mostly be due to
initial genetic variation; and (2) longer-term
experiments where the results will be influenced by
initial genetic variation but also genetic variation

as a result of mutation. Many of the same mech-
anisms maintaining genetic variation discussed
above have been examined in experimental evolu-
tion studies.

The expression of negative genetic correlations
and genotype by environment interactions have
been found in several experimental evolution
studies to be environmentally dependent, and
unusual artifacts (loss of a trade-off) may arise due
to selection in laboratory conditions (Leroi et al.,
1994a,b). The environmental conditions for selec-
tion can also influence the outcome of mainte-
nance of genetic variation and/or selection for
phenotypic plasticity. Scheiner and Yampolsky
(1998) used experimental populations of D. pulex
in temporally varying environments, which had a
limited effect on the maintenance of genetic
diversity. However, in this experiment there was
apparently low heritable genetic variation for the
traits of interest in the particular environments.
Therefore, both the environmental conditions and
the genetic lines need to be carefully chosen to
allow for tests of the theories or mechanisms. Here
I will briefly discuss some examples.

A population of E. coli, initially derived from
a single individual was grown for 2000 genera-
tions at 37oC (Bennett et al., 1992). Then this line
was subjected to further selection in one of three
constant temperatures (32, 37, or 42oC) or a daily
alternating temperature (32 or 42oC) to determine
if specialists for the new environmental condi-
tions would arise. The newly selected lines were
then grown in competition with the initial se-
lected lines (37oC) in the three constant temper-
atures to determine if the new lines were
specialists for their temperature. The E. coli out-
competed the ancestor line (37oC) in the tem-
perature for which they were selected which
would support specialization. However, the ex-
pected negative correlations or trade-offs with
their relative success in other environments was
not found (Bennett et al., 1992). A later assay of
the 37oC selected lines (20,000 generations), when
grown at more extreme temperatures (20 or
41oC) showed evidence of antagonistic pleiotropy
(Cooper et al., 2001). In addition the expression
of genetic variation was greatest in the extreme
environments. This series of studies supports the
findings of others that in more extreme environ-
ments there was an increase in the expression of
antagonistic pleiotropy.
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Bell and colleagues have undertaken an exten-
sive series of experimental evolution studies in
Chlamydomonas. In part, they found that hetero-
geneous environments maintain a greater genetic
diversity through frequency dependent selection
and negative cross environment genetic correla-
tions (e.g., Bell, 1991; Bell & Reboud, 1997;
Kassen & Bell, 1998; Kassen & Bell, 2000). In
one study, he examined the effect of selection in
uniform vs. heterogeneous nutrient environments
and the relative effect on the growth rate of
Chlamydomonas populations (Bell, 1997b). There
was a loss of genetic variation in the more uniform
environments and the genetic correlations across
the environments were negative suggesting spe-
cialization would result and genetic variation
would be maintained in the heterogeneous envi-
ronments. Furthermore, he suggested that with
environmental heterogeneity, the theoretical end
points (equilibrium) are just not obtained, and
therefore genetic diversity may be easier to main-
tain than predicted by theory.

Concluding remarks and future directions

The dilemma of the maintenance of genetic
diversity has for some time been a major focus of
evolutionary biologists and perhaps with some of
the newer tools such as QTL we can further resolve
this issue. The two suggested approaches presented
in this paper, exploratory path analysis and
experimental evolution, could be used for gaining
insights as to when genetic variation is maintained.
Currently, we have substantial evidence for genetic
constraints through the genetic architecture (ge-
netic correlations) but it is unclear how extensive
these constraints are across all species. Here I will
just list areas that I believe are in particular need of
further research.

(1) What is the distribution of mutational effects
in wild populations? The distribution of
mutational effects is mostly being quantified
in model systems in uniform environments.
For understanding the maintenance of
diversity in naturally variable populations the
variation of mutational effects would likely
impact the genetic diversity maintained by
selection balance. Currently the extent of
variation in mutational effects in variable
natural habitats is not known.

(2) Do wild populations ever reach the theoret-
ical equilibrium where the standing genetic
variation will be determined by the balance
between mutation and selection? Perhaps the
genetic variation present in many popula-
tions is primarily due to not reaching the
theoretical equilibrium. Certainly many of
the mechanisms discussed here would con-
strain reaching the equilibrium. A recent re-
view on phenotypic selection in the wild
found that selection was mostly fairly weak
but also found it was highly variable across
studies (Kingsolver et al., 2001). Likely much
of this variation in estimates of selection
gradients is due to variation in the low sta-
tistical power of many of the studies; it also
may reflect that selection is highly variable.
Stronger field estimates of the dynamics of
selection and constraints due to the genetic
architecture in the context of the natural
environment are needed.

(3) Only a limited number of species and types of
environmental variation have been explored
through the use of the experimental evolution
method. This approach has great potential
since the initial genotypes and the experimental
environments can be more carefully controlled.
This approach is particularly strong for testing
predictions of models.

(4) Although the experimental evolutionary ap-
proach is useful it should not replace field
experiments since the lab cannot mimic the
complexity of natural conditions. As pointed
out by Gillespie and Turelli (1989), the
experimental detection of genotype by envi-
ronment interactions and the preservation of
genetic variation depends on the type and
range of environmental variation. Therefore
experiments, whether in the lab or field,
when possible should reflect the relevant
range of environments for the species (e.g.,
Shaw et al., 1995; Jia et al., 2000).

(5) Further work on the expression of QTL in
heterogeneous environments is needed to give
further insight to the genetic basis of the
genotype by environment interaction. The
limited work in this area indicates that the
expression of QTL is very influenced by the
environment (e.g., Vieira et al., 2000).

(6) Further information on both the distribution
of genetic variation and genetic correlations
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of traits important for adaptation and the
extent that their expression is environmen-
tally dependent is needed.

(7) There is a need for a set of more compre-
hensive models on the evolution of adaptive
traits. Models need to include the complex
genetic base of quantitative genetic traits and
in that context address how and when het-
erogeneous environments will maintain ge-
netic variation.
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himäki & K. Ruohomäki, 2001. Seasonally varying diet

quality and the quantitative genetics of development time

and body size in birch feeding insects. Evolution 55: 1992–

2001.

Kingsolver, J.G. & D.W. Schemske, 1991. Path analyses of

selection. Trends Ecol. Evol. 6: 276–280.

Kingsolver, J.G., H.E. Hoekstra, J.M. Hoekstra, D. Berrigan,

S.N. Vignieri, C.E. Hill, A. Hoang, P. Gilbert & P. Beerli,

2001. The strength of phenotypic selection in natural

populations. Am. Nat. 157: 245–261.

Lande, R. & S.J. Arnold, 1983. The measurement of selection

on correlated characters. Evolution 37: 1210–1226.

Leroi, A.M., A.K. Chippindale & M.R. Rose, 1994a. Long-

term laboratory evolution of a genetic life-history trade-off

in Drosophila melanogaster. 1. The role of genotype-by-

environment interaction. Evolution 48: 1244–1257.

Leroi, A.M., W.R. Chen & M.R. Rose, 1994b. Long-term

laboratory evolution of a genetic life-history trade-off in

Drosophila melanogaster. 2. Stability of genetic correlations.

Evolution 48: 1258–1268.

Levene, H., 1953. Genetic equilibrium when more than one

ecological niche is available. Am. Nat. 87: 331–333.

Levins, R., 1968. Evolution in Changing Environments.

Monographs in Population Biology. Vol. 2. Princeton

Univ. Press, Princeton, NJ.

Li, B., J.-I. Suzuki & T. Hara, 1998. Latitudinal variation in

plant size and relative growth rate in Arabidopsis thaliana.

Oecologia 115: 293–301.

Luttikhuizen, P.C., J. Drent, W. van Delden & T. Piersma,

2003. Spatially structure genetic variation in a broadcast

spawning bivalve: quantitative vs. molecular traits. J. Evol.

Biol.16: 260–272.

Lynch, M., 1996. A quantitative-genetic perspective on conser-

vation issues, pp. 471–501 in Conservation Genetics: Case

Histories From Nature, edited by J.C. Avise & J.L.

Hamrick. Chapman and Hall, New York.

Lynch, M. & B. Walsh, 1998. Genetics and Analysis of

Quantitative Traits. Sinauer Associates, Sunderland, MA.

Lynch, M., L. Latta, J. Hicks & M. Giorgianni, 1998.

Mutation, selection, and the maintenance of life-history

variation in a natural population. Evolution 52: 727–733.

Lynch, M., M. Pfrender, K. Spitze, N. Lehman, J. Hick, D.

Allen, L. Latta, M. Ottene, F. Bogue & J. Colbourne, 1999.

The quantitative and molecular genetic architecture of a

subdivided species. Evolution 53: 100–110.

Mackay, T.F.C., 1981. Genetic variation in varying environ-

ments. Gen. Res. 37: 79–93.

Mackay, T.F.C., 2001. The genetic architecture of quantitative

traits. Ann. Rev. Gen. 35: 303–339.

Maynard Smith, J. & R. Hoekstra, 1980. Polymorphism in a

varied environment: how robust are the models? Gen. Res.

35: 45–57.

Mitchell, R.J., 1993. Path analysis: pollination, pp. 211–231 in

Design and Analysis of Ecological Experiments, edited by

122



S.M. Scheiner & J. Gurevitch. Chapman and Hall, New

York.

Mitton, J.B., 1997. Selection in Natural Populations. Oxford

University Press, New York.

Mopper, S., K. Landau & P. Van Zandt, 2000. Adaptive

evolution and neutral variation in a wild leafminer meta-

population, pp. 116–138 in Adaptive Genetic Variation in

the Wild, edited by T.A. Mousseau, B. Sinervo & J. Endler.

Oxford University Press, Oxford.

Moran, N.A., 1991. Phenotype fixation and genotypic diversity

in the complex life cycle of the aphid Pemphigus betae.

Evolution 45: 957–970.

Mousseau, T.A. & D.A. Roff, 1987. Natural selection and the

heritability of fitness components. Heredity 59: 181–197.

Mousseau, T.A., B. Sinervo & J. Endler, 2000. Adaptive

Genetic Variation in the Wild. Oxford University Press,

New York.

Pigliucci, M. & C.D. Schlichting, 1998. Reaction norms of

Arabidopsis. V. Flowering time controls phenotypic archi-

tecture in response to nutrient stress. J. Evol. Biol. 11: 285–

301

Prout, T., 1968. Sufficient conditions for multiple niche

polymorphism. Am. Nat. 102: 493–496.

Prout, T. & O. Savolainen, 1996. Genotype-by-environment

interaction is not sufficient to maintain variation: levene

and the leafhopper. Am. Nat. 148: 930–936.

Rausher, M.D., 1992. The measurement of selection on

quantitative traits: biases due to environmental covariance

between traits and fitness. Evolution 46: 616–626.

Reed, D. H. & R. Frankham, 2001. How closely correlated are

molecular and quantitative measures of genetic variation?

A meta-analysis. Evolution 55: 1095–1103.

Richard, M., T. Bernhardt & G. Bell, 2000. Environmental

heterogeneity and the spatial structure of fern species

diversity in one hectare of old-growth forest. Ecography 23:

231–245.

Richards, A.D., 1986. Plant Breeding Systems. Allen and

Unwin, London.

Roff, D.A., 1997. Evolutionary Quantitative Genetics. Chap-

man and Hall, New York.

Roff, D.A. & T.A. Mousseau, 1987. Quantitative genetics and

fitness: lessons from Drosophila. Heredity 58: 103–118.

Rose, M.R., T.J. Nusbaum & A.K. Chippindale, 1996. Labo-

ratory evolution: the experimental wonderland and the

Cheshire cat syndrome, pp. 221–241 in Adaptation, edited

by M.R. Rose & G.V. Lauder. Academic Press, Inc., San

Diego, CA.

SAS, 2001. Statistical Analysis System, SAS Institute Inc., SAS/

STAT software version 8.2 Cary, NC.

Sasaki, A. & G. de Jong, 1999. Density dependence and

unpredictable selection in a heterogeneous environment:

compromise and polymorphism in the ESS reaction norm.

Evolution 53: 1329–1342.

Scheiner, S.M., 1993. Genetics and evolution of phenotypic

plasticity. Ann. Rev. Ecol. Syst. 34: 35–68.

Scheiner, S.M. & H.S. Callahan, 1999. Measuring natural

selection on phenotypic plasticity. Evolution 53: 1704–1713.

Scheiner, S.M., R.J. Mitchell & H.S. Callahan, 2000. Using

path analysis to measure natural selection. J. Evol. Biol. 13:

423–433.

Scheiner, S.M. & L.Y. Yampolsky, 1998. The evolution of

Daphnia pulex in a temporally varying environment. Genet.

Res. 72: 25–37.

Schmidt, P.S. & D.M. Rand, 2001. Adaptive maintenance of

genetic polymorphism in an intertidal barnacle: habitat-

and life-stage-specific survivorship of Mpi genotypes.

Evolution 55: 1336–1344.

Shaw, R.G., G.A.J. Platenkamp, F.H. Shaw & R.H. Podolsky,

1995. Quantitative genetics of response to competitors in

Nemophila menziesii: a field experiment. Genetics 139:

397–406.

Shaw, R.G., D.L. Byers & E. Darmo, 2000. Spontaneous

mutational effects on reproductive traits of Arabidopsis

thaliana. Genetics 155: 369–378.

Shipley, B., 1997. Exploratory path analysis with applications

in ecology and evolution. Am. Nat. 149: 1113–1138.

Shipley, B., 2000. Cause and Correlation In Biology, a User’s

Guide To Path Analysis, Structural Equations and Causal

Inference. Cambridge U. Press, Cambridge.

Sinervo, B., 2000. Adaptation, natural selection, and optimal

life-history allocation in the face of genetically based trade-

offs, pp. 41–64 in Adaptive Genetic Variation in the Wild,

edited by T.A. Mousseau, B. Sinervo & J. Endler. Oxford

University Press, Oxford.

Sokal, R.R. & F.J. Rohlf, 1995. Biometry, 3rd edn.,

W.H. Freeman and Co., New York.

Spirtes, P., C. Glymour & R. Scheines, 1993. Causation,

prediction and search. Springer-Verlag, New York.

Stanton, M.L., C. Galen & J. Shore, 1997. Population structure

along a steep environmental gradient: consequences of

flowering time and habitat variation in the snow buttercup,

Ranunculus adoneus. Evolution 51: 79–94.

Stratton, D.A., 1995. Spatial scale of variation in fitness of

Erigeron annuus. Am. Nat. 146: 608–624.

Takano, T., S. Kusakabe & T. Mukai, 1987. The genetic

structure of natural populations of Drosophila melanogas-

ter. XX. Comparison of genotype-environment interaction

in viability between a northern and a southern population.

Genetics 117: 245–254.

Tauber, T.A. & M.J. Tauber, 1992. Phenotypic plasticity in

Chrysoperla: genetic variation in the sensory mechanism

and in correlated reproductive traits. Evolution 46: 1754–

1773.

Vavrek, M.C, J.B. Mcgraw & H.S. Yang 1996. Within-popula-

tion variation in demography of Taraxacum officinal –

maintenance of genetic diversity. Ecology 77: 2098–2107.

Van Kleunen, M. & M. Fischer, 2001. Adaptive evolution of

plastic foraging responses in a clonal plant. Ecology 82:

3309–3319.

Vieira, C., E.G. Pasyukova, Z.-B. Zeng, J.B. Hackett, R.F.

Lyman & T.F.C. Mackay, 2000. Genotype-environment

interaction for quantitative trait loci affecting life span in

Drosophila melanogaster. Genetics 154: 213–227.

Via, S., 1987. Genetic constraints on the evolution of phenotypic

plasticity, pp 47–71 in Genetic Constraints on Adaptive

Evolution, edited by V. Loeschcke. Springer-Verlag, Berlin.

Via, S., R. Gomulkiewicz, G. de Jong, S.M. Scheiner, C.D.

Schlichting & P.H. van Tienderen, 1995. Adaptive pheno-

typic plasticity: consensus and controversy. Trends Ecol.

Evol. 10: 212–217.

123



Via, S. & R. Lande, 1985. Genotype-environment interaction

and the evolution of phenotypic plasticity. Evolution 39:

505–522.

Williams, P.H. & C.B. Hill, 1986. Rapid-cycling populations of

Brassicas. Science 232: 1385–1389.

Windig, J.J., 1997. The calculation and significance testing of

genetic correlations across environments. J. Evol. Bio. 10:

853–874.

Zhivotovsky, L.A., M.W. Feldman & A. Bergman, 1996a.

Fitness patterns and phenotypic plasticity in a spatially

heterogeneous environment. Gen. Res. 68: 241–248.

Zhivotovsky, L.A., M.W. Feldman & A. Bergman, 1996b. On

the evolution of phenotypic plasticity in a spatially heter-

ogeneous environment. Evolution 50: 547–558.

124



The genetic basis of adaptation: lessons from concealing coloration

in pocket mice

Michael W. Nachman
Department of Ecology and Evolutionary Biology, University of Arizona, Tucson, AZ 85721,USA
(Phone: +1-520-626-4595; Fax: +1-520-621-9190; E-mail: nachman@u.arizona.edu)

Received 18 August 2003 Accepted 1 January, 2004

Key words: Chaetopidus, melanocortin receptor, natural selection, pigmentation

Abstract

Recent studies on the genetics of adaptive coat-color variation in pocket mice (Chaetodipus intermedius) are
reviewed in the context of several on-going debates about the genetics of adaptation. Association mapping
with candidate genes was used to identify mutations responsible for melanism in four different populations
of C. intermedius. Here, I review four main results (i) a single gene, the melanocortin-1-receptor (Mc1r),
appears to be responsible for most of the phenotypic variation in color in one population, the Pinacate site;
(ii) four or fewer nucleotide changes at Mc1r appear to be responsible for the difference in receptor
function; (iii) studies of migration-selection balance suggest that the selection coefficient associated with the
dark Mc1r allele at the Pinacate site is large; and (iv) different (unknown) genes underlie the evolution of
melanism on three other lava flows. These findings are discussed in light of the evolution of convergent
phenotypes, the average size of phenotypic effects underlying adaptation, the evolution of dominance, and
the distinction between adaptations caused by changes in gene dosage versus gene structure.

Introduction

More than a century after the publication of ‘The
Origin of Species’ many questions about the
genetics of adaptation remain unanswered. Dar-
win (1859) provided a mechanism for evolution,
but he was unaware of Mendel, and thus early
evolutionary theory was developed without an
accurate understanding of the nature of inheri-
tance. The integration of Mendelian inheritance
with evolutionary theory was provided by the
work of Haldane, Fisher, and Wright, who, among
many other things, developed the first models of
the dynamics of allele frequency change under
various forms of selection (Fisher, 1930; Wright,
1931; Haldane, 1932). In these models, fitness is
typically summarized by a single parameter, the
selection coefficient, which is usually associated
with a particular allele at a single locus. Early
empirical studies of adaptation proceeded some-

what independently of the theoretical studies of
Fisher, Wright and Haldane. Empiricists such as
Dobzhansky (1937, 1970), Dice (1940), Mayr
(1942, 1963), Lack (1947), Stebbins (1950) and
others began to describe geographic and temporal
patterns of phenotypic variation, and many
of these patterns provided convincing, though
indirect, evidence for selection.

Natural selection acts on the phenotype, but it
is the genotype that is passed from one generation
to the next. Nonetheless, even today, relatively few
studies have been able to make links between
genotype and phenotype for traits under selection.
To a considerable extent, theoretical studies (often
dealing mostly with genotypes) and empirical
studies (often dealing mainly with phenotypes)
have remained divorced from each other. In prin-
ciple, finding the genes underlying adaptation
might allow us to bring these two approaches to-
gether; that is, to study the ecology of adaptation
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in the context of explicit population genetic
models.

Some of the best examples of the genetic basis
of phenotypic responses to selection involve
anthropogenic influences, either intentionally
through artificial selection, or accidentally through
human-induced changes to the environment. It is
well known that the first chapter of The Origin of
Species (Darwin, 1859) describes extensive changes
in phenotype caused by selective breeding. There is
now an enormous literature on both plant and
animal breeding, and in some cases, the specific
genes underlying response to artificial selection
have been identified (e.g., Doebley, Stec & Hub-
bard, 1997; Wang et al., 1999; Newton et al.,
2000). Examples of responses to human distur-
bance include insecticide, herbicide, and drug
resistance (Palumbi, 2001; Reznick & Ghalambor,
2001), and in many cases, the genes underlying
theses traits have also been identified (e.g., Fidock
et al., 2000; Raymond et al., 2001; Walsh, 2000;
Cowen, Anderson & Kohn, 2002; Daborn et al.,
2002; Wootton et al., 2002; Hughes, 2003). One
potential limitation of both kinds of studies for
developing a more general understanding of the
genetic basis of adaptation is that selection caused
by anthropogenic influence is likely to be unusu-
ally strong (Darwin, 1859; Reznick & Ghalambor,
2001). Ideally we would like to be able to make
links between genotype and phenotype for fitness-
related traits in a more natural setting.

Many general questions about the genetics of
adaptation remain, and in principle, might be
answered by identifying the genes underlying
adaptive phenotypes. For example, do adaptations
result from the fixation of many mutations indi-
vidually of small effect (Fisher, 1932), or do they
involve single mutations of large effect, as docu-
mented for insecticide resistance (e.g. Daborn
et al., 2002)? Are most adaptive mutants dominant
as suggested by Haldane (1924), and do they cor-
respond to gain-of-function mutations at the
molecular level (Wright, 1934)? What kinds of
molecular changes result in adaptation; are most
adaptations the result of changes in protein
structure or changes in gene regulation (Britten &
Davidson, 1969)? How common are pleiotropy
and epistasis? Do epistatic interactions typically
involve other mutations in the same gene or
mutations in different genes (Kondrashov, Sun-
yaev & Kondrashov, 2002)? With the ultimate goal

of addressing these and related questions, we have
taken a candidate-gene approach to understand
the genetic basis of adaptive melanism in the rock
pocket mouse, Chaetodipus intermedius. While
some of these questions can be addressed without
identifying the specific mutations underlying a
trait, others cannot. Using a candidate-gene
approach also has some serious limitations, as
discussed below. First, I describe the relevant
natural history of pocket mice, including variation
in pigmentation. Second, I describe the genetics
and biochemistry of mammalian pigmentation and
the power and limitations of a candidate-gene
approach in this system. Finally, I describe some
of our chief findings and their implications for
addressing the questions above.

Pigmentation variation in rock pocket mice

The rock pocket mouse, Chaetodipus intermedius,
is a small rodent that inhabits rocky areas and
desert scrub at low elevations principally in the
Sonoran and Chihuahuan deserts. Its range in-
cludes southern Arizona, southern New Mexico,
western Texas, and adjacent areas in northern
Mexico. Pocket mice are in the family Heter-
omyidae, a New World family of rodents that
includes six genera (Chaetodipus, Perognathus,
Dipodomys, Microdipodops, Liomys, and Hetero-
mys) and has its center of diversification in xeric
habitats of Central and North America. Het-
eromyid rodents are distantly related to murid
rodents, such as laboratory mice (Mus domesticus).
Like many species of heteromyids, rock pocket
mice are well adapted for deserts: they are strictly
nocturnal and remain in underground burrows
during the heat of the day. Pocket mice are so
named because of external cheek pouches which
are used to carry seeds during bouts of foraging.
Pocket mice can subsist entirely on a dry diet
and do not require free water. C. intermedius is
restricted to rocky habitats, and is broadly sym-
patric with C. penicillatus, its sister species, which
is found in more sandy habitats.

In most parts of its range, C. intermedius has a
light, sandy-colored dorsal pelage and lives on
light-colored rocks. In several different regions
throughout its range, however, C. intermedius is
found on lava flows which are typically dark in
color. The mice on these lava flows typically have a
melanic dorsal pelage. Examples of typical habitat
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are shown in Figure 1, and variation in coat color
is shown in Figure 2. The lava flows on which the
mice are found tend to be geographically isolated
from one another and vary in size from a few km2

to over 1500 km2, and they vary in age from less
than 1000 years old to nearly 2 million years old
(Hoekstra & Nachman, 2003). Lava flows are
typically separated from one another by interven-
ing habitat consisting either of light-colored rocks,
which is suitable habitat for C. intermedius, or
sand, which is unsuitable habitat for C. interme-
dius. This system was first described in detail in the
1930’s by Benson (1933) and Dice and Blossom
(1937) who documented a strong positive associ-
ation between the color of the mice and the color
of the substrate on which the mice live. Dice and
Blossom noted that owls are major predators of
these mice, and suggested that the variation in
mouse coat color served as concealing coloration
from predators.

While the phenotypic variation in color would
seem to be a good example of crypsis to avoid
predation, an obvious question, given that pocket
mice are nocturnal, is whether owls discriminate
between light and dark mice (on either light or
dark backgrounds) while foraging at night. Dice
(1947) conducted such experiments with two spe-
cies of owls (Barn owl and Long-eared owl) in
enclosures using varying degrees of illumination.
Dice showed that owls capture approximately
twice as many conspicuously colored mice as
concealingly colored mice, even in near total
darkness. Interestingly, this difference was seen
only in enclosures containing a complex substrate
with places for the mice to hide. When the exper-
iment was done in an enclosure with a bare sub-
strate, owls did not discriminate between
conspicuously colored and concealingly colored
mice. Moreover, on bare substrate, owls captured
equal numbers of mice in low-light and in total
darkness, suggesting that in this simplified situa-
tion owls hunt effectively using only hearing (Dice,
1947). These experiments were conducted using
dark-colored and light-colored deer mice
(Peromyscus maniculatus), rather than pocket
mice, and comparable experiments have not been
conducted with rock pocket mice. Nonetheless, the
difference between light and dark C. intermedius is
greater than the difference between light and dark
P. maniculatus, so it seems likely that similar or
more extreme results would be obtained with
pocket mice. The close match between mouse color
and substrate color across a wide range of popu-
lations (Dice & Blossom, 1937), the fact that owls
are known to be major predators of pocket mice,
and the fact that owls can effectively discriminate
between light and dark mice even in low light
conditions all suggest that the variation in coat
color of C. intermedius is an adaptation to avoid
predation. It is unlikely that variation in coat-
color plays a significant role in thermoregulation
since these mice are nocturnal and typically do not
emerge from their burrows until ambient temper-
atures are below body temperature.

Candidate genes: the pigmentation process

in mammals

This system is amenable to genetic analysis
because of the wealth of information on the

Figure 1. Typical habitats for C. intermedius showing light

rocks (a) and dark lava (b).
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genetics, development, and biochemistry of pig-
mentation, largely from studies on laboratory mice
(reviewed in Silvers, 1979; Jackson, 1994, 1997;
Barsh, 1996).

The deposition of pigment in hair and skin is
the end-point of a process that involves the coor-
dinated action of many genes and cell types.
Melanocytes, the pigment-producing cells, origi-
nate in the neural crest and migrate during devel-
opment throughout the dermis. The melanoblast
cell lineage that gives rise to melanocytes is com-
mitted early in development and subsequent
expression of many gene products is regulated in a
cell-specific manner (Steel et al., 1992; Erickson,
1993; Bronner-Fraser, 1995). Within melanocytes
are specialized organelles known as melanosomes
(reviewed in Prota, 1992); they are the site of
melanogenesis. There are two primary types of
melanosomes and they differ both structurally and
biochemically: eumelanosomes are ellipsoidal and
are the site of synthesis of black or brown eumel-
anin whereas phaeomelanosomes are spherical and
are the site of synthesis of yellow or red phaeo-
melanin (Figure 2). Once full of melanin, mela-
nosomes are secreted from the melanocyte as
pigment granules. Several lines of evidence suggest

a close relationship between melanosomes and
lysosomes and it is possible that melanosomes are
modified lysosomes (Jackson, 1994, 1997). For
example, many mouse mutations which affect
melanosome function also disrupt lysosome func-
tion (e.g. Barbosa et al., 1996; Feng et al., 1997),
raising the possibility that evolution of some pig-
mentation genes will be constrained by pleiotropic
effects. Finally, synthesis of melanin within mela-
nosomes involves the interactions of many loci,
and some aspects of melanogenesis are under
hormonal regulation.

Mouse pigmentation mutations have been
identified in all steps of this process (Prota, 1992;
Jackson,1994). For example, there are mutant
phenotypes such as piebald, steel, and white spot-
ting that result from improper development or
migration of melanocytes, leaving portions of the
body without pigment-producing cells. Other
mutations, such as beige and pale ear, interfere
with the proper structure and function of mela-
nosomes. Some mutations, such as albino, brown,
or slaty, interfere directly with proteins involved
in synthesis of melanin. Finally, mutations at
the agouti, extension, and mahogany loci disrupt
the control and regulation of melanogenesis.

Figure 2. Regulatory control of melanogenesis (top) and typical light and dark C. intermedius (bottom). Alpha-MSH signals MC1R,

resulting in higher levels of cAMP and production of eumelanin. Agouti is an antagonist that increases production of phaeomelanin.

Agouti expression during the haircycle results in a banding pattern on individual hairs, a phenotype known as the ‘agouti’ hair (shown

at right). Light C. intermedius, typically found on light-colored rocks, have agouti hairs on their dorsum, while dark C. intermedius,

typically found on lava, have unbanded, uniformly melanic hairs on their dorsum. See text for further details.

128



Approximately 80 genes have been identified that
affect coat-color in the mouse (Jackson, 1997), and
a large and growing number of these have now
been characterized at the molecular level.

When employing a candidate-gene approach to
finding the genes underlying a particular trait, it is
typical to look for laboratory mutants that mimic
naturally occurring variation (Palopoli & Patel,
1996; Haag & True, 2001). In this regard, there are
several mouse coat-color mutants that suggest
themselves as particularly relevant for under-
standing coat-color variation in Chaetodipus. In
mammals, there are two basic kinds of melanin:
eumelanin, which produces a dark brown or black
color, and phaeomelanin, which produces a cream,
yellow, or red color. The switch between produc-
tion of eumelanin and phaeomelanin is controlled
largely by the interaction of two key proteins, the
melanocortin-1 receptor (MC1R) and the agouti
signaling protein (Figure 2). MC1R is a trans-
membrane G-protein-coupled receptor that is
highly expressed in melanocytes. Alpha-melano-
cyte-stimulating-hormone (a-MSH) activates
MC1R, resulting in elevated levels of cAMP and
increased production of eumelanin. The agouti
protein is an antagonist of MC1R; local expression
of agouti results in suppression of synthesis of
eumelanin and increased production of phaeo-
melanin. Many dominant agouti mutations result
in increased agouti expression and largely yellow
phenotypes. In contrast, recessive, loss-of-function
agouti mutations result in nonagouti, all black
phenotypes. Dominance relationships among
Mc1r alleles are opposite in order to those at
agouti: recessive, loss-of-function Mc1r mutations
typically result in yellow phenotypes (although
slightly different phenotypically from the domi-
nant yellow of agouti).

Wild mice have light bellies as a result of con-
stitutive ventral agouti expression and associated
production of phaeomelanin. In contrast, hairs on
the dorsum of wild mice have a banded pattern,
with a black tip, a middle yellow band, and a black
base (the agouti hair). This banding is due to a
pulse of agouti expression during the mid-phase of
the hair cycle, resulting in deposition of phaeo-
melanin during the middle of hair growth and
deposition of eumelanin at the beginning and end
of hair growth (Figure 2). Mutations at both
agouti (Vrieling et al., 1994; Bultman et al., 1994)
and at Mc1r (Robbins et al., 1993) have been

identified that produce black, unbanded dorsal
hairs in the laboratory mouse but light hairs on the
belly. Importantly, we observed a very similar
phenotype in C. intermedius from lava flows; we
found unbanded, uniformly melanic hairs in all
dark C. intermedius, and banded dorsal hairs in all
light C. intermedius (Figure 2), suggesting a pos-
sible role for either agouti or Mc1r.

A candidate-gene approach has both advanta-
ges and limitations. One clear advantage is that it
may be possible to find the genes underlying a trait
rather easily. Moreover, studies on laboratory
mutants can provide important clues to the
development, biochemistry, or cell biology that
will help explain the mechanism by which a given
genetic change produces a particular phenotype in
nature. An obvious but important limitation of
this approach is that, by itself, it will only lead to
genes for which candidates are available. In the
absence of a comprehensive mapping study, it is
difficult to know how many undiscovered loci may
contribute to the phenotypic variation of interest.
Another limitation of a candidate-gene approach
is that most laboratory mutants are changes of
relatively large effect. If most of adaptive evolution
typically occurs through many changes of small
effect, we might expect that in most circumstances
developmental mutants from the laboratory will
not be useful mimics of naturally occurring vari-
ation (Haag & True, 2001). This is a question open
to validation empirically by studies such as those
described here. Perhaps the most powerful ap-
proach to study the genetic architecture of phe-
notypic variation in nature is to use a combination
of mapping and candidate genes.

The genetic basis of adaptive melanism

in pocket mice

We have sequenced portions of several genes
known to produce coat-color mutants in the lab-
oratory mouse and conducted association studies
between polymorphisms in these genes and phe-
notypic variation in natural populations of C. in-
termedius (Nachman, Hoekstra & D’Agostino,
2003; Hoekstra & Nachman, 2003; Hoekstra,
Drumm & Nachman, 2004). The general strategy
has been to compare melanic mice collected on
lava flows with light-colored mice collected on
adjacent light-colored rocks (usually within a few
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kilometers of the lava). We have explored genetic
and phenotypic variation in this way at four paired
sites, representing four different lava flows in
Arizona and New Mexico (Figure 3). Several key
results have emerged: (i) a single gene, Mc1r, ap-
pears to be responsible for most of the phenotypic
variation in color in one population, the Pinacate
site; (ii) four or fewer nucleotide changes at Mc1r
appear to be responsible for the difference in
receptor function; (iii) studies of migration-selec-
tion balance suggest that the selection coefficient
associated with the dark Mc1r allele at the Pina-
cate site is large; and (iv) different (unknown)
genes underlie the evolution of melanism on three
other lava flows. These are briefly described below.

Several lines of evidence implicate Mc1r in
coat-color variation at the Pinacate site (Nach-
man, Hoekstra & D’Agostino, 2003). First, there is
a perfect association between Mc1r genotype and
coat-color phenotype among all mice in this pop-
ulation. The Mc1r D allele is distinguished from
the Mc1r d allele by four amino acid substitutions
and one synonymous substitution, and mice with
DD or Dd genotypes have melanic, unbanded
dorsal hairs while mice with dd genotypes are
light-colored, with agouti hairs on their dorsum.
Second, the darkening Mc1r D allele is dominant
over the Mc1r d allele, consistent with dominance
relationships seen among Mc1r alleles in the lab-
oratory mouse. Third, all four amino acid substi-
tutions that distinguish the D and d alleles are
charge-changing substitutions and are found in
regions of the receptor that may be important for

ligand binding or for interactions with other pro-
teins. Fourth, the four amino acid sites at which
substitutions distinguish Mc1r D and Mc1r d al-
leles are otherwise invariant across all other species
of pocket mice (unpublished results), suggesting
that these sites are functionally important. Fifth,
the pattern of nucleotide variation seen at Mc1r is
consistent with the recent action of natural selec-
tion; Mc1r D chromosomes have approximately
one tenth as much variation as Mc1r d chromo-
somes. Sixth, genotype–phenotype associations
decay immediately upstream and downstream of
Mc1r, indicating that the observed association
between Mc1r alleles and coat-color is not a con-
sequence of linkage to some other, nearby locus.
Finally, cAMP assays of receptor function in vitro
show that the Mc1r D allele encodes a hyperactive
receptor relative to the Mc1r d allele (Nachman,
Hoekstra & D’Agostino, 2003). All of these
observations strongly support the involvement of
Mc1r in coat-color variation at the Pinacate site.

It is noteworthy that the differences in coat color
are associated with a relatively small number of
amino acid changes. At present, it is unknown
whether each of the four Mc1r amino acid substi-
tutions contributes to the difference in phenotype,
or whether a subset of these four mutations is
responsible for the difference in coat color. It does
seem likely, however, that most of the coat-color
variation can be explained by Mc1r genotype
without a significant contribution from other genes.
Most of the phenotypic variance correlates with
Mc1r genotypic differences; there is little variation
in coat-color within each of the three Mc1r geno-
typic classes (DD, Dd, dd). In principle, a gene
linked to Mc1r could also contribute to the varia-
tion in phenotype, but this seems unlikely because
of the rapid decay of linkage disequilibrium
immediately upstream and downstream of Mc1r.

To estimate the strength of selection on Mc1r
D and d alleles, we conducted a transect across the
Pinacate site, collecting animals on light-colored
rock as well on the lava flow (Hoekstra, Drumm &
Nachman, 2004). At this site, the light rocks are
separated from the lava by �5 km of sand, which
is not suitable habitat for C. intermedius. In gen-
eral, most of the mice trapped on the lava were
dark, and most of the mice trapped on the light-
colored rocks were light. However, a small number
of mis-matched mice were found, both on the lava
and on the light rocks, suggesting that migration
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Figure 3. Four lava flows on which C. intermedius were studied.
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between the two substrates occurs. We estimated
migration rates from the degree of mitochondrial
DNA differentiation between mice on light rocks
and on lava. We assumed that the frequencies of
mis-matched Mc1r alleles (D on light rock, and
d on lava) were determined by the balance between
the input of new alleles due to migration and their
elimination by selection (migration-selection bal-
ance). Selection coefficients estimated this way
were large (�2–40%) for light alleles (Mc1r d) on
dark rock, but were considerably smaller (<1%)
for dark alleles (Mc1r D) on light rock.

To study the genetic basis of melanism in
different geographic regions, we captured C. intermedius
on four different lava flows (Figure 3) and found
dark mice on all of them (Hoekstra & Nachman,
2003). The Pinacate site is in Arizona and is sep-
arated from the three lava flows in New Mexico by
over 700 km. We sequenced Mc1r in dark mice
from each lava flow and in light mice from light-
colored rocks adjacent to each lava flow; we found
that Mc1r does not seem to be involved in pig-
mentation variation at any of the three New
Mexico sites. The four amino acid substitutions
that define the Mc1r D allele were not observed in
any dark mice from New Mexico. Moreover, no
other associations between Mc1r polymorphisms
and color variation were observed. Dark mice
from all four lava flows are similar phenotypically
in having unbanded, entirely melanic hairs on the
dorsum, but they differ somewhat in the amount of
reflectance off the dorsum as measured with a
spectrophotometer: in general, melanic mice from
the NewMexico sites are darker than melanic mice
from the Pinacate site.

Implications for the understanding the genetics

of adaptation

These results help us understand the genetic de-
tails of adaptive melanism in mice and provide a
good example of evolution by natural selection.
Beyond serving as an example, can these findings
shed light more generally on the evolutionary
process? Below I discuss several evolutionary
principles in the context of these observations. In
some cases, knowing the specific genetic changes
underlying a trait of interest allows us to address
issues that would be otherwise intractable; in
other cases, a candidate-gene approach is one of

several methods that can be used to address a
particular problem.

Constraint and convergence

A key issue in evolution is the extent to which
adaptive change is constrained by developmental
pathways. If there are many ways to arrive at a
given phenotype we might expect convergent
evolution to be common. If, on the other hand,
pathways are highly constrained, we might expect
a similar ‘‘genetic solution’’ in different instances
of the same ‘evolutionary problem’. The observa-
tion that Mc1r is responsible for dark color in
C. intermedius on one lava flow but not in three
others has two immediate implications. First, it
shows conclusively that dark color has evolved
multiple times in this species. The alternative
hypothesis, that dark color evolved once and
spread through long-distance migration among
lava flows, is clearly ruled out. Second, it provides
evidence for convergence: nearly identical pheno-
types have evolved through changes in different
genes. We still have not identified the genes
responsible for dark color in C. intermedius from
the three New Mexico sites, but the candidate-gene
approach may continue to prove useful in finding
them.

In some respects, we knew a priori, that dif-
ferent genes might underlie similar color variation
in different populations. In the laboratory mouse,
mutations at different pigmentation genes can
produce similar phenotypes. For example, some
gain-of-functionMc1r mutations resemble, at least
superficially, some loss-of-function agouti muta-
tions. But laboratory studies are typically unable
to reveal small or even modest fitness differences,
and consequently the full range of pleiotropic ef-
fects is difficult to assess in the laboratory. If dif-
ferent mutants produce similar coat-color but
affect fitness in other ways, their probability of
fixation in natural populations may be dramati-
cally different. Our data show that in rock pocket
mice, not only are there different genes that may
contribute to dark color, but there are different
solutions that are evolutionarily viable.

Fisher’s microscope

A long-standing debate in evolution concerns the
average amount of phenotypic change caused by
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adaptive mutations. Darwin (1859) argued that
most adaptations result from numerous small
changes. This view was given theoretical support
from Fisher (1930) who showed that mutations of
large effect had a higher probability of being del-
eterious than mutations of small effect, and that
mutations of very small effect had an equal chance
of being advantageous or deleterious. To illustrate
this point, Fisher used the analogy of a microscope
that is slightly out of focus: a large change will
almost certainly make the situation worse, but a
small change may improve the focus. Fisher’s
model contains many simplifying assumptions; for
example, it considers a phenotype consisting of n
orthogonal characters, whereas real characters are
often correlated. It also assumes that organisms
are evolving in an adaptive landscape that contains
a single, fixed optimum. Importantly, Fisher only
considered the probability that an individual
mutation will be advantageous or deleterious, and
as Kimura (1983) pointed out, this is different
from the rate of adaptive substitution, which in-
cludes both the number of mutations and their
probabilities of fixation. Kimura (1983) showed
that while mutations of large effect have a lower
probability of being beneficial, they have a higher
probability of being fixed than mutations of small
effect. Assuming that the ‘size’ of a mutation (i.e.
the magnitude of its phenotypic effect) is propor-
tional to its effect on fitness (s), Kimura (1983, p.
155) derived the distribution of substitution rates
for mutations of different sizes and argued that
adaptation might consist mainly of mutations of
intermediate effect. This literature has been nicely
summarized by Orr (1998) who expanded on the
results of Fisher and Kimura to show that the
distribution of mutational effects fixed during an
‘adaptive walk’ is typically exponential and can
include one or more mutations of fairly large
effect.

How do empirical observations conform with
theory? Orr and Coyne (1992, p. 725) summarized
the data available 10 years ago and argued that
while ‘some adaptations are apparently based on
many genes of small effect, others clearly involve
major genes’. QTL studies, especially in plants
(Mauricio, 2001), often find a mixture of minor
and major genes contributing to phenotypic vari-
ation, but it is not uncommon to find a few genes
that account for a substantial amount of the
phenotypic variation. Other evidence comes from

organisms in disturbed environments, where single
mutations of large effect seem to be the rule for
explaining traits such as industrial melanism,
insecticide resistance, and antibiotic resistance
(e.g. Fidock et al., 2000; Walsh, 2000; Raymond
et al., 2001; Cowen, Anderson & Kohn, 2002;
Daborn et al., 2002; Wootton et al., 2002; Hughes,
2003) Clearly in this situation, selection is very
strong, so that negative pleiotropic effects, like the
physiological cost of resistance, may be easily
outweighed by the benefits of resistance. The ex-
tent to which mutations of large effect are also seen
in more natural situations is still unclear (Orr &
Coyne, 1992; Charlesworth, 1994; Orr, 1999).

Pocket mice provide several important lessons
here. First, the phenotypic difference between light
and dark mice is striking and large, and the fit of
mice to their environment seems to be quite good.
Spectrophotometry measurements of reflectance
from mice and from the rocks on which they are
found show a strong positive correlation (Dice &
Blossom, 1937; Hoekstra & Nachman, 2003). In
the Pinacate site, this close fit seems to be due al-
most entirely to a single locus, Mc1r; the presence
or absence of banded ‘agouti’ hairs on the dorsum
appears to be a discrete rather than a quantitative
trait, and is perfectly associated with Mc1r geno-
type. The situation is slightly more complicated
than this, however, since, mice with different Mc1r
genotypes (DD, Dd, dd) also differ in total
reflectance, and Dd mice are roughly intermediate
in reflectance between DD and dd mice. Thus,
there appears to be some quantitative variation in
reflectance among mice with uniformly melanic,
unbanded hairs. Nonetheless, the amount of this
variation is much greater between Mc1r genotypic
classes than within genotypic classes, again sug-
gesting a major role for Mc1r. The difficulty of
breeding pocket mice has precluded a mapping
study to identify QTL, and thus we do not know
how many other loci (of presumably minor effect)
may be contributing to the observed variation.
Nonetheless, it is clear that Mc1r is a major gene,
and therefore that major genes are not restricted to
phenotypes associated with artificial selection or
human disturbance (see also Haag & True, 2001).

The second lesson is that while Mc1r is a major
gene, the dark allele (D) differs from the light allele
(d) by four amino acid substitutions and one
silent substitution. We do not know the relative
contributions of each of these mutations (the
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synonymous substitution may, of course, have no
effect). At one extreme, a single mutation may be
responsible for the phenotypic variation, and at
the other extreme, each of four mutations may
contribute to the phenotypic variation, and they
may be either additive or epistatic. This distinction
is instructive: conventional mapping studies typi-
cally identify chromosomal regions of importance
but do not identify the number of mutations
within those regions that contribute to the phe-
notype of interest. Thus the support for genes of
major effect from QTL studies must be tempered
with the caveat that these genes may, in fact,
contain multiple mutations of smaller effect. We
hope to disentangle the relative contribution of
each mutation in Mc1r using site-directed muta-
genesis and an in vitro cAMP assay for receptor
function. These studies should also enable us to
ask whether these mutations act together in an
additive or epistatic manner. In this regard,
knowing the identity of the gene enables us to
address questions that would be impossible
otherwise.

Haldane’s sieve

Haldane (1924) showed that selection on rare,
autosomal recessive mutations is ineffective be-
cause they are most often found in heterozygotes
where they are hidden from selection. This stands
in contrast to autosomal dominant mutations,
which, when present in heterozygotes, are visible
to selection. From this result, Haldane argued ‘it
seems therefore very doubtful whether natural
selection in random mating organisms can cause
the spread of autosomal recessive characters unless
they are extraordinarily valuable to their possess-
ors’ (Haldane 1924, p. 38). This notion, later
termed Haldane’s sieve by Turner (1981), was
supported by the observation that many known
adaptations resulted from dominant mutations,
despite the fact that many laboratory mutants
were recessive (Haldane, 1924). Haldane also
pointed out that the situation is quite different for
sex-linked genes and for high levels of selfing,
where recessive mutations may spread under
selection, and both of these ideas have been ex-
plored in greater detail by Charlesworth, Coyne
and Barton (1987) and Charlesworth (1992). Much
was written on the evolution of dominance during
the first 50 years of population genetics (reviewed

in Merrell, 1969) but the following observation
now seems well supported: many mutations in the
laboratory with large phenotypic effects are
recessive while many adaptations in animal pop-
ulations that result from genes of major effect are
usually dominant or semi-dominant. This result
appears consistent with the preferential fixation of
beneficial dominant mutations. An alternative
possibility, however, is that most favorable muta-
tions are dominant rather than recessive, and thus
the large number of dominant mutations under-
lying adaptation would simply reflect their greater
occurrence rather than their higher probability of
fixation. Beneficial mutations may often result
from gain-of-function, and dominance may simply
correspond to gain of function at the biochemical
level (Wright, 1929, 1934). Finally, Orr and Bet-
ancourt (2001) have recently shown that the situ-
ation is quite different if one considers adaptive
fixations resulting from standing variation rather
than from new mutations; when positive selection
favors a previously deleterious allele at mutation-
selection balance, the probability of fixation is
largely independent of the degree of dominance.

How do our observations in pocket mice fit
with these theoretical considerations? It is worth
pointing out that Mc1r is autosomal rather than X
linked in all mammals where it has been mapped,
so it seems likely that it is autosomal in pocket
mice as well; thus, the special considerations for
dominance in sex-linked genes do not need to be
considered. First, adaptive melanism at the Pina-
cate site appears to be caused by a dominant or
semi-dominant allele at a single major gene. This
observation is entirely consistent with the obser-
vation of dominance for genes underlying adap-
tations to human disturbance (e.g. Haldane, 1924;
Jasieniuk, Brule-Babel & Morrison, 1996). The
studies on pocket mice also underscore the diffi-
culty of correctly ascertaining the degree of dom-
inance. The presence or absence of a sub-terminal
band of phaeomelanin on individual hairs is a
Mendelian trait, with the melanic hair (Mc1r D)
fully dominant over the agouti hair (Mc1r d). To the
human eye, this difference appears to be the most
significant aspect of color variation in thesemice; all
observers easily group mice into ‘light’ and ‘dark’
categories based on the presence or absence of
agouti hairs on the dorsum (Figure 2). However,
spectrophotometry measurements indicate that
Mc1r Dd mice are intermediate in total reflectance
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between Mc1r DD and Mc1r dd mice, an attribute
that is not easily detected by the human eye
(Hoekstra & Nachman 2003, Figure 2C). It re-
mains unclear whether Mc1r DD and Mc1r Dd
genotypes have the same fitness. Knowing the gene
underlying adaptive melanism also makes it pos-
sible to relate dominance to biochemical function.
Our studies measuring Mc1r function in vitro show
that the Mc1r D allele encodes a hyperactive
receptor relative to the Mc1r d allele, and thus
dominance in this case corresponds to the gain of
biochemical function (Wright, 1934). However, as
described above, darkening alleles are known from
both dominant, gain-of-function mutations at
Mc1r and recessive, loss-of-function mutations at
agouti in the laboratory mouse. In principle, we
might expect that either could serve as a substrate
for adaptive evolution in natural populations, and
thus there is no a priori reason for thinking that
most adaptive pigmentation mutations arise from
gain-of-function mutants. So far, however, we
have only been able to identify gain-of-function
(dominant) mutants in the wild; it will be inter-
esting to see whether recessive alleles are respon-
sible for melanic phenotypes in other populations.
Finally, can we say anything about the likelihood
that melanic mice arise from new mutations rather
than from standing variation? In several species of
mammals, occasional melanic individuals are ob-
served, raising the possibility that melanic forms
are present at low frequency in mutation-selection
balance. Although we have never observed melanic
C. intermedius at sites that are far from dark rocks
(based on approximately 1000 mice), the possibil-
ity that selection acted on pre-existing variation
cannot be excluded.

Gene regulation and gene structure

A question of considerable recent interest con-
cerns the degree to which adaptive evolution de-
rives from changes in gene dosage versus changes
in gene product. Britten and Davidson (1969)
argued that much of evolution may be caused by
modifications to regulatory networks, and current
microarray technology has allowed investigators
to explore large-scale changes in gene expression
between closely related species (e.g. Enard et al.,
2002). Knowing the identify of the gene under-
lying a trait allows us to address this question
directly. Adaptive melanism in the Pinacate mice

is caused by changes in the amino acid sequence
of Mc1r, and these changes alone produce a
receptor that functions differently. Importantly,
however, these changes have many downstream
effects. In mice with Mc1r DD genotypes, there
appears to be no production of phaeomelanin in
dorsal melanocytes. Thus while changes at Mc1r
are clearly structural, they cause changes in the
expression pattern of many downstream genes.
This highlights a potential difficulty with using
differences in expression to identify causative
mutations.

Linking phenotype to genotype

The candidate-gene approach has been useful here
for making several connections between genotype
and phenotype. In addition to the description of
phenotypic differences associated with different
Mc1r genotypes, we have made some preliminary
estimates of the strength of selection on Mc1r D
and Mc1r d alleles. In principle, this should allow
us to compare both the magnitude of phenotypic
effect and the value of s for different alleles.
However, because the Mc1r D and d alleles differ
by four amino acid substitutions and each of these
may have been a separate step in the ‘adaptive
walk’, we may not be able to link the effect size
with s for individual mutations. Nonetheless, the
approach used here has allowed us to shed light on
the biochemistry, population genetics, and eco-
logical genetics associated with the evolution of
melanism and it serves as an example of the utility
(and limitations) of this method. This approach
will clearly not work in all situations; when
adaptive differences are quantitative and caused by
many genes of small effect, a mapping study may
prove more useful. But for traits where good
candidate genes are available and phenotypic dif-
ferences are relatively simple, studies of candidate
genes may be quite useful for understanding the
evolutionary process.
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Abstract

Drosophila sechellia is an island endemic of the Seychelles. After its geographic isolation on these islands,
D. sechellia evolved into a host specialist on the fruit of Morinda citrifolia – a fruit often noxious and
repulsive to Drosophila. Specialization on M. citrifolia required the evolution of a suite of adaptations,
including resistance to and preference for some of the toxins found in this fruit. Several of these adaptive
traits have been studied genetically. Here, I summarize what is known about the genetics of these traits and
briefly describe the ecological and geographical context that shaped the evolution of these characters. The
data from D. sechellia suggest that adaptations are not as genetically complex as historically thought,
although almost all of the adaptations of D. sechellia involve several genes.

Introduction

Renewed interest in the genetics of adaptation is
improving our understanding of how individual
genes affect adaptive phenotypic differences be-
tween closely related species. This work has fo-
cused on identifying the number and phenotypic
effects of genes involved in adaptive differences
between species (for simplicity, ‘adaptive’ refers to
a derived condition that arose as a result of
selection). In particular, many of these studies
have tried to determine if adaptive evolution typ-
ically results from the action of many genes of
small phenotypic effect or from a few genes of
large phenotypic effect.

Historically, evolutionists and quantitative
geneticists preferred a polygenic view of adaptive
evolution that assumed that phenotypic change
involved many factors of very small effect each.
This view is being challenged by recent data from
quantitative trait locus (QTL) analyses. QTL
analysis allows genetic dissection of traits in spe-
cies that can be crossed to form hybrids carrying
random combinations of chromosomal regions

from the parental species. Once these hybrids are
created, the species identity of chromosomal re-
gions is inferred from genetic markers, and then
the phenotype of each genotype is scored. From
these data, one can map, count, and estimate the
effects of genes underlying the trait studied. Such
analyses have repeatedly shown that morphologi-
cal differences often involve only a handful of
chromosome regions of substantial effect each.
Most QTL studies, however, have focused on
agriculturally and economically important organ-
isms. Unfortunately, the genetics of agricultural
traits, with their long history of strong artificial
selection by humans, may not be representative of
the genetics of phenotypic differences that evolved
in nature. Nevertheless, there is increasing evi-
dence suggesting that ‘natural adaptations’ may
also involve a modest number of genes. Moreover,
it appears that the distribution of gene effects
underlying morphological evolution may be
roughly exponential – an idea supported by evo-
lutionary theory (Kearsey & Farquhar, 1998; Orr,
1998, 2001). In many cases, genes of small effect
are clearly involved, but a few factors of large
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effect typically account for much of the phenotypic
differences between species.

An ideal model species for studying the genetics
of adaptive divergence would (1) have recently
evolved adaptive traits, (2) be closely related to a
genetic model system, and (3) allow the creation of
transgenic animals. Remarkably, D. sechellia has
all three of these attributes, and so provides a rare
opportunity to address the genetics of adaptation.
Here, I review what we have learned about the
relationship of D. sechellia to its sister species, its
natural history, and the genetic basis of its adap-
tations. These data highlight how useful D. se-
chellia is as a model system for studying the
genetics of adaptation.

Species relationships

D. sechellia is a member of the D. melanogaster
subgroup and is most closely related to D. simulans
and D. mauritiana. Which of these two species is
the closer relative is not known, although recent
evidence tentatively suggests that D. sechellia spe-
ciated before the split between D. simulans and
D. mauritiana (Kliman et al., 2000). The genetics
of reproductive isolation in this group has been
recently reviewed by Coyne and Orr (1998; see
related Macdonald & Goldstein, 1999). Thus, I
will only discuss the basic biology of interspecific
hybrids relevant to conducting genetic analyses of
D. sechellia.

Both D. simulans and D. mauritiana produce
fertile females and sterile males when crossed to D.
sechellia regardless of the direction of the cross.
(Wolbachia bacteria, while present in some strains
of all three species do not appear to greatly affect
the fertility or viability of hybrids (Giordano,
O’Neill & Robertson, 1995). This means that
backcross hybrids can be generated between these
species. This allows us to take advantage of the
genetic tools available in these species including a
number of genetic markers, a few chromosomal
abberations, and some marker P-element insertion
lines (True, Weir & Laurie, 1996; Flybase, 1999). It
has also been shown that transgenic flies can be
made in these species (Scavarda & Hartl, 1984;
True, Weir & Laurie, 1996).

Typical for the D. simulans clade, D. melano-
gaster females when crossed to D. sechellia males
produce only sterile F1 daughters, whereas

D. melanogaster males when crossed to D. sechellia
females produce only sterile F1 sons. A number of
hybrid rescue mutations have been discovered in
D. melanogaster and D. simulans (Ashburner,
1989). These mutations typically lead to the pro-
duction of both sterile males and females. Some
combinations of these mutations can weakly re-
store the fertility of hybrids (Davis et al., 1996;
Barbash, & Ashburner 2003). D. sechellia seems to
be more recalcitrant to hybrid rescue that its sister
species (Barbash, Roote & Ashburner, 2000; Bar-
bash & Ashburner, 2003). This means that only
those D. melanogaster genetic tools that are
informative in F1 hybrids (e.g., deficiencies) are
useful.

Genetics in D. sechellia

Relative to D. melanogaster (or even D. simulans)
the genetic tools available in D. sechellia are
sparse. Several visible genetic markers are avail-
able and, recently, a number of molecular markers
have been developed (Rux & Coyne, 1991; Colson,
MacDonald & Goldstein 1999; Flybase, 1999).
However, most mapping studies using visible
markers have taken advantage of the far more
plentiful tools available in D. simulans via inter-
specific hybrids. Unfortunately, these studies are
still of limited resolution and power.

In principle, it is possible to use many of the
chromosomal deficiencies and duplications avail-
able in D. melanogaster to map traits in F1 hybrids
between it and D. sechellia. In practice, however,
this mapping approach is frustrated by three facts.
(1) The viability of F1 hybrids between D. mela-
nogaster and D. sechellia is poor and gets worse in
hybrids with a chromosomal aberration (Barbash,
Roote & Ashburner 2000; Jones, unpublished).
(2) F1 melanogaster/sechellia hybrids show a
number of morphological abnormalities including
degenerated reproductive organs, bristle loss,
malformed cuticle, and other morphological de-
fects (Takano, 1998). (3) D. sechellia is not com-
pletely chromosomally homosequential with D.
melanogaster, which means a few regions cannot
be adequately analyzed using deficiencies (Lem-
eunier & Ashburner, 1984).

Recently, Colson, MacDonald and Goldstein
(1999) expanded the number of genetic tools
available in D. sechellia by developing a set of
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microsatellite markers that distinguish D. sechellia
from D. simulans. The future development of
molecular markers like these has been greatly
facilitated by the D. melanogaster genome
project – and will soon be further simplified by the
genomic sequencing of D. simulans.

Natural history

D. sechellia is endemic to the Seychelles archipel-
ago, a collection of coralline and granitic islands in
the Indian ocean several hundred kilometers off
the east coast of Africa. These islands are home to
a number of endemic plants and animals. Perma-
nent settlement of these islands by humans began
about 400 years ago, although these islands may
have been visited occasionally before then. With
human settlement, a number of species were
introduced. DNA evidence suggests, however, that
D. sechellia inhabited these islands well before
humans arrived (Kliman et al., 2000).

As first reported by Tsacas and Bächli (1981),
D. sechellia is typically found near the fruit of the
rubiaceous shrub, Morinda citrifolia. This small
tree is common in the Seychelles, often inhabiting
shorelines but also found at higher elevations
(Sauer, 1967; Robertson, 1989). It has been cata-
loged on many of the islands in the Seychelles
archipelago (Robertson, 1989) and has also been
found on Mauritius and Madagascar (Sauer, 1961;
Baker, 1970). Morinda is also common throughout
the Indian Ocean, Malaysia, and the islands of the
Pacific. When Morinda arrived in the Seychelles is
not known. It is most likely that Morinda fruit –
which can survive salt water for more than a year –
floated to the shore islands some time in the an-
cient past (Sauer, 1967).

When and how D. sechellia arrived in the
Seychelles is not known either. Presumably, a
D. simulans-like ancestor was blown from the
coast of Africa (or Madagascar) and settled on an
island of the Seychelles archipelago. From here, it
colonized several other islands of the Seychelles.
(D. sechellia has been collected on Praslin, Cousin,
Frigate and Mahé islands.)

After arriving in the Seychelles, D. sechellia
shifted from being a D. simulans-like generalist to
specializing on the fruit of M. citrifolia. Morinda
fruit is toxic to many insects (Legal & Plawecki,
1995). Why D. sechellia specialized on this

normally toxic plant is not clear. Morinda fruit is
abundant year round and maybe the only readily
available host on the smaller islands of the Sey-
chelles – although the main island, Mahé, surely
provides a variety of other hosts. Alternatively, D.
sechellia may have been driven to use Morinda by
interspecific competition from other fruit flies such
as D. malerkotliana or D. simulans, which are
sympatric with D. sechellia (Louis & David, 1986;
R’Kha et al., 1997). Another possibility is that D.
sechellia may have moved to a toxic host to avoid
predation by parasitoid wasps such as Leptopilina
species, which are also found on the Seychelles
(Louis & David, 1986). At this point, simply not
enough is known to suggest which is the more
plausible scenario.

To use Morinda fruit as its host, D. sechellia
evolved resistance to the toxins in this fruit.
R’Kha, Capy and David (1991) showed that
media containing Morinda fruit pulp was toxic to
D. simulans, D. mauritiana, D. melanogaster,
D. ananassae, and D. malerkotliana, but not to D.
sechellia. Legal, Chappe and Jallon (1994) showed
that octanoic acid, which constitutes 58% of
the identifiable volatile compounds in ripe
Morinda fruit (hexanoic acid, a closely related
compound, comes in a distant second at 19%), is
the primary source of the toxicity of the fruit
(Legal, Chappe & Jallon, 1994; Farine et al.,
1996). They also showed that D. sechellia is highly
resistant to the toxic effects of octanoic acid.

As Morinda fruit rots, levels of octanoic acid
decline. Interestingly, D. sechellia shows much less
resistance to the volatiles that become common in
rotten fruit (Legal, Chappe & Jallon, 1994). In
fact, D. sechellia is less tolerant of ethanol than its
close relatives (Mercot et al., 1994). This result is
intriguing as most Drosophila are saprophagous –
that is, they feed on decaying, partially fermented
resources. D. sechellia, on the other hand, appears
to be better adapted at using the relatively un-
spoiled ripe Morinda.

Field and laboratory studies have shown that
D. sechellia is strongly attracted to ripe Morinda
and that this attraction is primarily mediated
through octanoic acid, although other volatile
compounds play a role as well (Louis & David,
1986; R’Kha, Capy & David, 1991; Higa & Fuy-
ama, 1993; Amlou, Moreteau & David, 1998b;
Legal, Moulin & Jallon, 1999). Relatively low
concentrations of octanoic acid (0.1% by weight)
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have been shown to repulse D. simulans, D. mau-
ritiana, and D. melanogaster, yet attract D. se-
chellia (Figure 1) (Amlou, Moreteau & David
1998b; Legal, Moulin & Jallon, 1999). Hexanoic
acid also has this effect, but only when higher
concentrations are used, which is surprising given
greater vapor pressure of hexanoic acid (Amlou,
Moreteau & David, 1998b). These data and the
fact that octanoic acid is three times more abun-
dant in Morinda fruit than hexanoic acid suggest
that octanoic acid is the primary attractant in
nature.

The host preference behavior of D. sechellia
involves chemotaxis, oviposition site preference,
and stimulation of egg production. Louis and
David (1986) demonstrated that D. sechellia is at-
tracted toMorinda fruit in the field and the lab. In a
set of release and recapture experiments, R’Kha,
Capy and David (1991) showed that D. sechellia,
unlike D. simulans, will find and choose Morinda
fruit over a banana bait 98% of the time, even
when released 150 m away. Legal, Moulin and
Jallon (1999) suggested that part of this attraction
is likely due to octanoic and hexanoic acid.

R’Kha, Capy and David (1991) also showed
that D. sechellia exhibited strong attraction ovi-
position site preference for media containing
Morinda fruit. Subsequently, it has been shown
that D. sechellia’s oviposition site preference is
strongly influenced by octanoic and hexanoic acid
(Higa & Fuyama, 1993; Amlou, Moreteau & Da-
vid, 1998b; Legal, Moulin & Jallon, 1999). D.
simulans and D. melanogaster both avoid laying
eggs on media containing either of these acids.
Interestingly, ethyl esters of these acids, which are
common components of rotting fruit, do not cause
the same species specific behaviors (Legal, Moulin
& Jallon, 1999).

The presence of Morinda also appears to stim-
ulate egg production in D. sechellia (R’Kha Capy
& David, 1991). In general, D. sechellia shows a 5–
10 fold lower rate of egg production than its sister
species (Coyne, Rux & David, 1991; R’Kha, et al.,
1997). This effect is partially explained by the fact
that D. sechellia has only 50–60% as many ovari-
oles as its sister species. Additionally, when not
allowed to oviposit on Morinda, the number of
eggs produced by each ovariole in D. sechellia fe-
males is about 60% that of its close relatives.
When allowed to oviposit on Morinda, however,
the rate of egg production per ovariole increases,

again suggesting the D. sechellia prefers to use
Morinda fruit as its host.

Genetic analyses of adaptive traits in D. sechellia

D. sechellia has evolved a suite of adaptations to
overcome the challenge of specializing on the fruit
of M. citrifolia. Table 1 and the following section
summarizes what is known about the genetic basis
of these ecologically important traits.

Adult resistance

Adult flies must survive exposure to the toxins in
Morinda fruit in order to feed and oviposit on
Morinda fruit. Several studies have looked at the
genetic basis of this toxin resistance. R’Kha, Capy
& David (1991) performed a preliminary genetic
analysis of D. sechellia adult resistance to Morinda
fruit. They showed that resistance to Morinda was
dominant to susceptibility in F1 hybrids between
D. sechellia and D. simulans. They estimated, using
a biometric approach, the number of effective
factors to be at least three, but did not employ any
genetic markers to determine which chromosomes

Figure 1. Comparison of the effects of media tainted with the

Morinda fruit toxin, octanoic acid, on the behavior of

D. sechellia and D. simulans. Here, adult D. simulans and

D. sechellia are presented with a choice of media: one with

octanoic acid (TOXIC) and one without octanoic acid (NOR-

MAL). D. simulans avoids the media containing octanoic acid.

In contrast, D. sechellia prefers the media containing octanoic

acid. This suggests that D. sechellia is not simply indifferent to

the presence of octanoic acid; instead, these flies actively seek

the tainted media.
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carried these resistance factors. Using octanoic
acid and hexanoic acid instead of Morinda fruit,
Amlou et al. (1997) repeated the analysis of
R’Kha, Capy and David (1991). Again, resistance
was shown to be dominant, but the resistance
factors were not mapped. Interestingly, Amlou
et al. (1997) also suggested that resistance must be
a fairly polygenic trait, as they were not able
to introgress resistance from D. sechellia into
D. simulans. This result, however, could also be a
byproduct of linkage between major resistance
factors and hybrid infertility and inviability fac-
tors, of which there are many (Coyne, Rux &
David, 1991; Joly et al., 1997). As hybrid flies were
repeatedly backcrossed to D. simulans, selection
for viability and fertility in hybrids would reduce
the likelihood that chromosome regions from
D. sechellia would be successfully introgressed.

I used 15 genetic markers to analyze the ge-
netic basis of D. sechellia’s resistance to the pri-
mary toxin in Morinda fruit, octanoic acid (Jones,
1998). As Amlou et al. (1997) had shown, I found
that resistance was dominant in F1 hybrids.
Subsequently, a series of backcrosses were used to
identify chromosome regions harboring factors
affecting resistance. These genetic analyses
suggested that at least five loci are involved in
resistance. Although the Y and the dot fourth
do not carry genes affecting resistance, the
three major chromosomes harbor resistance fac-
tors. I also identified large chromosome regions
having no effect on resistance, suggesting that
D. sechellia’s resistance is neither very simple nor

highly polygenic. Instead, resistance appears to be
oligogenic.

The third chromosome has the greatest effect
and carries at least two factors. One of these fac-
tors maps to a small interval between cytological
bands 91A and 93D. This region represents about
2–3% of the genes in the D. sechellia genome, yet
the resistance factor in this interval explains �15%
of the difference in resistance between D. simulans
and D. sechellia. In this region, Choline acetyl-
transferase (Cha) stands out as a candidate resis-
tance gene. Cha is essential for the production of
the neurotransmitter, acetylcholine. Cha has been
shown to be inhibited by octanoic acid in vitro
(Ninomiya & Kayama, 1998). Currently, it is not
known whether or not Cha from D. sechellia is less
inhibited by octanoic acid than Cha from D. sim-
ulans. It is clear, however, that several D. sechellia
specific amino acid changes have occurred in this
gene (Jones & Begun, unpublished results). The
paucity of DNA polymorphism in D. sechellia
unfortunately makes impractical the standard
population genetic tests for directional selection
acting at this locus.

Larval resistance

Not surprisingly, D. sechellia larvae – which must
grow and develop in Morinda – are also highly
resistant to the toxins in Morinda fruit (R’Kha,
Capy & David, 1991; Amlou, Moreteau & David,
1998a). The larvae of D. simulans, D. mauritiana,
and D. melanogaster are not resistant. Although

Table 1.

Phenotype Dominance of

D. sechellia traita
Minimum number

of genes

Genes or regions

of largest effectb

Adult resistancec D 5 3R: 91A–93D

Larval resistancec A–D 3 3R

Oviposition-site preference R 2 2L

Ovariole numberd R–A 2 3

Egg productiond R 3 2 e

Larval morphology R 1 1:ovo/shaven-baby

a Dominance of the D. sechellia phenotype in hybrid with D. simulans. D means that the D. sechellia trait is dominant, A mean the trait

is additive (intermediate in dominance), and R means the trait is recessive.
b Chromosome or chromosome arm of region harboring factor of greatest effect, including more precise locations if known.
c These resistance traits may involve some of the same genes.
d Egg production includes factors affecting ovariole number.
e This phenotype maps to the centromere of this chromosome.
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they did not use genetic markers, Amlou, More-
teau and David (1998a) investigated the basic
genetics of egg and larval resistance to octanoic
and hexanoic acids. In D. melanogaster, D. simu-
lans, and D. mauritiana, they showed that low
doses of these toxins delayed larval development
and that high doses of these toxins were lethal to
larvae. D. sechellia larvae, on the other hand, were
only affected at much higher concentrations of
these acids. Amlou Moreteau and David (1998a)
also suggested that resistance was mostly recessive
and depended somewhat on the actual concentra-
tion of the toxins. This was surprising as R’Kha,
Capy and David (1991) had previously reported
that embryonic resistance to Morinda fruit was a
partially dominant trait and may have had a
maternal component (although it was not possible
to rule out an X chromosome effect in their study).
The difference between these two results may be
because Amlou, Moreteau and David (1998a) al-
ways used D. simulans females as mothers in F1
crosses. Thus, a maternal effect would obscure the
dominance of larval resistance genes. To clarify
this situation, Jones (2001) used reciprocal F1
hybrids, compound-X chromosomes, and re-
ciprocal backcrosses, to show that egg-to-adult
resistance to octanoic acid does indeed involve a
maternal effect and exhibits intermediate domi-
nance at toxin levels approximately equal to those
found in Morinda fruit.

In a series of interspecific backcrosses using 11
genetic markers, I mapped factors affecting egg-to-
adult (‘larval’) resistance in D. sechellia (Jones,
2001). Resistance again appears to be oligogenic.
Neither the X chromosome, which contains 20%
of D. sechellia’s genome, nor the fourth chromo-
some appear to affect resistance. The third chro-
mosome, however, harbors at least one partially
dominant resistance factor. The second chromo-
some carries at least two mostly dominant resis-
tance factors but no recessive factors. These data
hint that larval resistance may only involve a
subset of the factors affecting adult resistance (e.g.,
the factors on the second and third chromosomes).

Oviposition-site preference and olfaction

As noted above, several studies have shown
that D. sechellia is attracted to toxic volatile
compounds in Morinda fruit. Higa and Fuyama
(1993) mapped some of the factors involved in

D. sechellia’s preference for Morinda. Higa and
Fuyama concentrated on analyzing the attraction
of D. sechellia to hexanoic acid. To identify chro-
mosome regions affecting this behavior, they
crossed a D. simulans line carrying two dominant
genetic markers to D. sechellia. The resulting F1
females were backcrossed to D. sechellia. Re-
ciprocal F1 crosses were used to determine the
effect of the X chromosome. The olfactory pref-
erence of backcross progeny was then measured in
a water trap assay. From these data, Higa and
Fuyama suggested that D. sechellia’s preference is
recessive to D. simulans’ avoidance and that only
the second chromosome affects preference.

Because Higa and Fuyama’s analysis was low
resolution and only looked at hexanoic acid, which
is much less abundant in Morinda than octanoic
acid, I investigated the genetics of oviposition site
preference in D. sechellia (Jones, unpublished re-
sults). Earlier work indicated that D. sechellia
showed a strong preference for Morinda and its
toxins and that this preference was likely a reces-
sive trait (R’Kha, Capy & David, 1991; Amlou,
Moreteau & David, 1998b; Legal, Moulin & Jal-
lon, 1999). I also showed that the preference of D.
sechellia for toxic media is recessive to D. simulans’
avoidance of toxic media. Using 10 genetic mark-
ers, I identified chromosome regions affecting
preference. The left arm of the second chromo-
some harbors at least one factor strongly affecting
preference. This factor may be the same factor that
affected hexanoic acid in Higa and Fuyama’s
earlier study. (Sugaya, Higa & Fuyama, (1995),
however, report in an abstract that they deficiency
mapped the hexanoic factor to a region on the
distal end of the right arm of second chromosome,
which is far from the factor I identified). I have
also shown that the right arm of the third chro-
mosome also carries at least one factor affecting
preference. The X chromosome, on the other hand,
does not affect preference. The fact that the X,
which comprises 20% of D. sechellia’s genome, has
no effect on preference also suggests that the ge-
netic basis of this host specialization is oligogenic,
not polygenic.

Several authors (such as Hawthorne & Via
(2001)) have conjectured that genes for host pref-
erence and those for host resistance should be
genetically linked. The idea is that if there are
genetically based trade-offs in performance on
different hosts and genetically based preferences
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for different hosts, then maintaining a genetic
correlation between the appropriate preference
and performance factors may be advantageous (or
at least, facilitate the invasion of a new host
preference). One way to achieve such a genetic
correlation is via genetic linkage. In D. sechellia,
linkage between preference and performance
(resistance, in this case) may occur on chromo-
some 3. However, the data from D. sechellia also
suggests that resistance and preference factors
need not always be linked as the X chromosome
does not affect preference, and yet the X harbors
resistance factors.

Ovariole number and egg production

Kambysellis and Heed (1971), in their well
known paper on Hawaiian Drosophila, suggested
that Drosophila with strong host preferences tend
to have fewer ovarioles than their non-specialist
relatives and that this difference may be an
adaptation to the nutritional content of the
hosts. Matching this pattern, D. sechellia has
fewer ovarioles than its generalist sister species
(although it is not known whether or not this
difference is adaptive). Coyne, Rux and David
(1991) genetically analyzed this trait. They
showed that D. sechellia has about 50% as many
ovarioles as D. simulans and that ovariole num-
ber exhibited intermediate dominance in F1 hy-
brids between these two species. Hodin and
Riddiford (2000) showed that part of this dif-
ference was due to interspecific differences in cell
number and differentiation early on in ovariole
development. Coyne, Rux and David (1991),
using four genetic markers, showed that at least
two loci are involved, one on each autosome.
The X chromosome and the left arm of the sec-
ond chromosome have little effect on ovariole
number. Their result suggests that this morpho-
logical difference between these two species is not
highly polygenic.

R’Kha et al. (1997) showed that D. sechellia
not only has fewer ovarioles, but that it produces
40% fewer eggs per ovariole, when restricted to
ovipositing on standard Drosophila medium.
When allowed to oviposit on media containing
Morinda fruit, D. sechellia’s rate of egg production
increases, although it remains relatively low com-
pared to that of its sister species. Recently, I
investigated the genetic basis of this difference in

egg production. I have shown that all major
chromosomes harbor factors affecting egg pro-
duction (Jones, 2004), which suggests that inter-
specific difference in egg production may be more
polygenic than ovariole number.

Larval morphology

Recently, Sucena and Stern (2000) discovered a
conspicuous morphological difference between D.
sechellia and its sister species. A carpet of fine
hairs typically covers the posterior region of the
anterior compartment of most segments of the
dorsum of first-instar larvae of D. melanogaster,
D. simulans, and D. mauritiana. Remarkably,
these hairs have been lost in D. sechellia. The
adaptive significance of the loss of these hairs is
not known, but may help D. sechellia larvae
penetrate the exterior of barely ripe Morinda
fruit (as Legal et al., (1986) noted, the fruit is
very firm when unripe). Sucena and Stern (2000),
through a series of mapping experiments and
complementation tests, have identified ovo/sha-
ven-baby as the gene responsible for this differ-
ence. Sucena and Stern (2000) have also shown
that the D. sechellia allele is recessive and have
evidence that the D. sechellia phenotype is due to
a change in the cis-regulatory regions of ovo/
shaven-baby. The nature of this change, however,
is not currently known. Nevertheless, Sucena and
Stern’s analysis of ovo/shaven-baby in D. sechellia
is a remarkable example of how the powerful
tools of D. melanogaster can be used to geneti-
cally dissect a striking – and likely adaptive –
difference between species. Sucena and Stern’s
result suggests that the genetics of natural adap-
tations may be fairly simple and may involve
changes in regulatory sequence rather than pro-
tein coding sequence.

A number of interesting questions about ovo/
shaven-baby and bristle loss remain. For instance,
as the locus ovo/shaven-baby is also known to play
a role during oogenesis in females, could ovo/sha-
ven-baby also be playing a role in the ovariole and
egg production differences between D. sechellia
and its sister species? Could the bristle loss be a
pleiotropic effect of these other adaptations (or
vice versa)? Once Sucena and Stern identify the
regulatory changes responsible for the bristle loss
phenotype, it should be possible to answer these
questions using transgenic animals.
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Conclusions

D. sechellia is quickly becoming one of the major
systems for investigating the genetics of natural
adaptations in animals. This is largely because D.
sechellia is genetically tractable and has evolved
several remarkable adaptations. Steady progress is
being made towards understanding the genetic
basis of these adaptations. With the exception of
ovo/shaven-baby, however, the genes underlying
the adaptations of D. sechellia are not yet known.

Despite not knowing the actual genes underly-
ing these adaptations, several genetic patterns are
becoming clear. First, these interspecific differ-
ences map to typically a few regions of large effect.
This suggests, but does not prove, that these traits
are not highly polygenic. Second, it is also clear
that – with the notable exception of ovo/shaven-
baby – more than one gene affects most of these
adaptive phenotypes. Third, some genes involved
in one trait clearly have pleiotropic effects on other
related traits (for instance, adult and larval resis-
tance, and ovariole number and egg production
rate). While this observation is confounded by
how these traits were initially defined, the fact that
traits that should be related logically are related
genetically suggests that the observed pleiotropy
reflects an underlying genetic pattern. Finally,
there is no clear trend for dominance of adaptive
species differences. Based on the data in D. se-
chellia, one might speculate that D. sechellia traits
involving a ‘loss’ of a feature, such as decline in
rate of egg production and loss of bristles, tend to
be recessive in hybrids. In contrast, those traits
that are a ‘gain’ of a feature, such as increased
resistance, tend to be more dominant in hybrids.
Again, these observations are confounded by how
a phenotypic trait is defined as a ‘gain’ or as a
‘loss.’ Semantic issues aside, however, it will be
interesting to see if this dominance pattern holds
for adaptations in other species.

Data from D. sechellia has contributed to
progress in understanding the genetics of adaptive
species differences. A number of questions, how-
ever, still need to be answered: even if only a few
genes are involved, how many changes occurred in
these genes? Are these changes regulatory or
structural? Do alleles involved in adaptive species
differences exist in the standing genetic variation
of related species? Are new mutations often the
source of adaptive alleles? How often are new

genes involved in adaptations? Answering ques-
tions such as these requires identifying the genes
underlying adaptive differences between species.
This is possible in D. sechellia and will likely occur
within the next several years.
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Abstract

Genetic correlations can affect the course of phenotypic evolution. Although genetic correlations among
traits are a common feature of quantitative genetic analyses, they have played a very minor role in recent
linkage-map based analyses of the genetic architecture of quantitative traits. Here, we use our work on
host-associated races in pea aphids to illustrate how quantitative trait locus (QTL) mapping can be used to
test specific hypotheses about how genetic correlations may facilitate ecological specialization and
speciation.

Introduction

Phenotypic traits are genetically correlated if they
are affected by the same genes or sets of genes
through pleiotropy or linkage disequilibrium
(Lande, 1979; Lynch & Walsh, 1998). Genetic
correlations can have important evolutionary
consequences on phenotypic evolution, because
changes in allele frequencies due to selection on
one trait produce correlated responses to selection
in other traits influenced by the same genes or sets
of genes. Correlated responses can lead to evolu-
tionary change in neutral traits that are correlated
with traits under selection, or they may constrain
evolution by slowing the joint evolution of multi-
ple characters (Lande, 1979; Via & Lande, 1985).
However, if the signs of the correlations produce
correlated responses in the direction of multivari-
ate selection, genetic correlations can also facilitate
adaptive evolution (Lande, 1979). In heteroge-
neous environments, appropriate patterns of ge-
netic correlations among key traits expressed in
different environments may speed population
divergence and make speciation more likely
(review in Via, 2001). This paper concerns an

example in which genetic correlations among key
traits may have facilitated simultaneous divergence
and reproductive isolation between populations of
the same species of an herbivorous insect (pea
aphid) that use different host plants as a food re-
source (background in Via, 1991).

Early quantitative geneticists understood the
effects that genetic correlations could have on the
evolution of the phenotype. From the 1930s
through the 1970s, quantitative genetics was lar-
gely the province of animal and plant breeders,
who elaborated the theory and statistical analysis
of individual quantitative traits (e.g., Falconer,
1952; Jinks, 1954; Kempthorne, 1957; Robertson,
1959a, b; Van Vleck & Henderson, 1961; Hill &
Robertson, 1966; Eberhart & Russell, 1966; Hill,
1970). They also devised selection indices that ex-
ploit genetic correlations among traits in order to
speed the response to artificial selection on trait
groups (e.g., Kempthorne, 1957).

In the mid-1970s, the theory of quantitative
genetics came back to the attention of evolution-
ary biologists when Lande (1975, 1976) illustrated
how the ‘breeder’s equation’ can be used to de-
scribe phenotypic evolution (R ¼ h2S, where R is
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the response to selection in one generation, h2 is
the proportion of phenotypic variance that is
genetically based, and S is the difference between
the phenotypic mean of the parents of the next
generation and the population as a whole before
selection). Soon, the application of quantitative
genetics theory to phenotypic evolution was ex-
panded to the multivariate case (Lande, 1979,
1980a), and the crucial roles of genetic correlations
in life history evolution (Lande, 1982), sexual
dimorphism (1980c), sexual selection (1980c,
1981), speciation (Lande, 1980b), and evolution in
heterogeneous environments (Via & Lande, 1985)
were studied.

Quantitative genetics describes phenotypic
evolution in terms of parameters that can be esti-
mated in natural populations (trait means, genetic
variances and covariances, selection gradient), in
contrast to the largely unmeasurable gene fre-
quencies and selection coefficients of classical
population genetics (p, q, s). This provided empir-
icists with new tools for the study of the genetic
basis of phenotypic evolution in continuously
varying traits in natural populations. By the mid-
1980s a cottage industry of evolutionary biologists
was estimating genetic variances and covariances in
natural populations (review in Roff, 1997).

Within the past decade, the increased accessi-
bility of DNA markers and improved analytical
tools have made it possible to use linkage maps
to localize loci that influence characters of
importance in adaptation and speciation [so-
called quantitative trait loci (QTL), see Bradshaw
et al., 1995; Via & Hawthorne, 1998, Hawthorne
& Via, 2001]. To date, most QTL analyses have
focused on basic issues of genetic architecture:
how many QTL influence particular traits, where
they are located, and what is the magnitude and
type of their effects on the traits of interest
(Tanksley, 1993; Liu, 1997; Paterson, 1997).
When different environments have been consid-
ered, interest has largely centered on the extent of
variation in expression of QTL among environ-
ments, measured as QTL · environment interac-
tions (e.g., Fry et al., 1996; Juenger et al., this
volume). In contrast, the role of QTL in genetic
correlations among traits has received relatively
little attention.

We assert that QTL analyses may be useful in
understanding the profound impact of genetic
correlations on adaptation and speciation. Using

an analysis of adaptation in heterogeneous envi-
ronments as an example, we consider ways in
which unique insights on the nature and evolu-
tionary impact of genetic correlations among traits
can be obtained from QTL mapping analyses. By
focusing attention on how individual chromo-
somal blocks may influence multiple traits, map-
based analyses may allow us to take another step
toward understanding the roles of genetic corre-
lations in phenotypic evolution.

Genetic correlations, adaptation and speciation

Evolutionary biologists considering genetic corre-
lations usually stress their constraining influence
on phenotypic evolution (e.g., Lande, 1982; Via &
Lande, 1985). However, phenotypic evolution can
be greatly facilitated when selection favors trait
combinations that happen to be most likely, given
the pattern of genetic correlations among traits.
For example, if selection on two traits is in the
same direction (i.e., favoring large or small values
of both traits, (Figure 1(A)), then a positive ge-
netic correlation will facilitate response to selec-
tion, while a negative one will constrain it. The
opposite is true if selection on the two traits is in
opposite directions (Figure 1(B)). In this paper, we
discuss how genetic correlations among demo-
graphic and behavioral traits in a heterogeneous
environment may act to speed population diver-
gence and facilitate speciation.

Genetic correlations in heterogeneous environments
The genetics of traits expressed in different envi-
ronments can be quantified in two ways. First, if
alleles affecting a particular character vary in their
phenotypic effects in different environments, or if
different alleles are expressed in different environ-
ments, a genotype · environment interaction will
result for that trait (Falconer & Mackay, 1996, p.
132). Alternatively, a character expressed in two
environments may be considered to be two genet-
ically correlated character states (Falconer, 1952;
Via & Lande, 1985; Falconer & Mackay, 1996, p.
321). A lack of perfect correlation (i.e., r < +1)
between character states in different environments
indicates that alleles affecting the trait differ in
their effects in different environments.

The relationship between g · e and the genetic
correlation across environments is relatively
straightforward (Falconer, 1952; Via, 1987). Ifmost
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alleles have the same effect on the expression of the
character in each environment, then the genetic
correlation between the character states will be high
and positive, and there will be little or no genotype ·
environment interaction, indicating little potential
for independent evolutionary change of the phe-
notype in each environment. In contrast, if different
loci influence a trait in different environments or if
the expression of pleiotropic alleles is environment-
dependent, the genetic correlation between charac-
ter states in different environments will be <+1,
and a significant genotype · environment interac-
tion will be seen (Via, 1987). In this case, partial
genetic independence of the trait expressed in dif-
ferent environments provides the possibility for
evolution of a different mean phenotype in each
environment.

Considering genetic correlations among char-
acter states in different environments adds a very
useful dimension to the study of how populations
in a heterogeneous environment diverge. Even
though individuals may experience only a single
environment, they carry alleles that could be ex-
pressed differently in other environments [just as
males and females each carry some alleles that are
be expressed differently in the other gender
(Lande, 1982b)]. Thus, selection not only affects
traits in the environment in which it occurs, it also

produces correlated responses in phenotypes that
would be expressed in other environments. Given
gene flow between environments, the correlated
responses to selection in one environment may
either constrain or facilitate evolution in the other
environments (Via & Lande, 1985).

If we know the genetic correlations among
traits within and between environments, we can
predict how genetic correlations between character
states in different environments may affect the
trajectory of evolution in populations experiencing
a spatial patchwork (e.g., Via & Lande, 1985).
Therefore, even though estimating a genotype ·
environment interaction is an effective test for a
difference in gene (or QTL) expression across
environments, we contend that g · e is not as
useful a metric as a genetic correlation for pre-
dicting the course of phenotypic evolution in a
heterogeneous environment, because its effect
cannot be quantified as easily in a genetic model
(Via, 1987).

What causes genetic correlations?
Genetic correlations can be caused either by
pleiotropic effects of individual alleles on several
characters, or by linkage disequilibrium between
alleles at a set of loci that affect a pair of traits.
Although not required, close physical linkage
greatly facilitates the retention of linkage disequi-
librium (Lynch & Walsh, 1998). For example, if

Figure 1. When traits are genetically correlated, there is more

genetic variation for some trait combinations than for others.

The sign of the genetic correlation and the direction of selection

determines whether multivariate evolution will be facilitated or

constrained. (A) Evolution is facilitated in when selection favors

increases or decreases in bothX and Y, because this is the axis of

most genetic variation. Evolution of larger or smaller values of

only one of the traits is constrained, because there is relatively

lower genetic variation for that trait combination. (B) Under

negative genetic correlation evolution is facilitated when selec-

tion acts to change the traits in opposite directions, while evo-

lution of joint increases or decreases of the two traits is

constrained.

Figure 2. Hypothesized network of genetic correlations among

traits expressed in two environments (E1 and E2) that would

speed population divergence and facilitate speciation. The

negative genetic correlation between performance in the two

environments in the solid box quantifies a genetic tradeoff in

specialization. The positive genetic correlations between per-

formance and mate choice in each environment lead to assor-

tative mating. Note, however, that correlated responses to

selection occur through every link in the network, not just

through the three correlations marked by the boxes.
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alleles at two loci that are physically close come
into a favorable combination by mutation or a
chance chromosome rearrangement, subsequent
selection favoring individuals with that gene
combination could cause the linkage disequilib-
rium between them to increase before it is eroded
by recombination. Given the reduction in recom-
bination among linked loci, a genetic correlation
between traits caused by a favorable allelic com-
bination at linked loci could potentially arise un-
der selection that is too weak to counter free
recombination.

The role of genetic correlations in
ecological specialization
It has long been thought that the evolution of high
performance in one environment may come at the
cost of adaptation to other environments, causing
an ecological tradeoff (e.g., Futuyma & Moreno,
1988). Taking tradeoff thinking to the genetic level
has lead to the assumption that the cause of
genetically-based ecological tradeoffs is the antag-
onistic effects of alleles on performance in different
environments. In this view, it isn’t possible to have
high fitness in all environments, because alleles that
increase performance in one environment result in
decreased performance in other environments.
Antagonism of allelic effects can’t be tested using
standard quantitative genetics, because measure-
ment of tradeoffs as negative genetic correlations
across environments reflects the composite effects
of genes across the entire genome. In contrast,
linkage mapping and QTL analyses permit evalu-
ation of the extent to which particular chromo-
somal blocks may have antagonistic fitness effects
in different environments.

One of the conundrums of the empirical study
of ecological specialization has been that empirical
evidence for tradeoffs has been elusive – few neg-
ative genetic correlations in performance in differ-
ent environments have been found (Rausher, 1988;
Fry, 1996; Agrawal, 2000). Perhaps this means that
antagonistic effects of alleles in different environ-
ments are few, that they can’t be detected with
typical experiments, or that antagonistic effects at
some loci are cancelled out by overriding positive
effects in both environments at other loci. Because
pea aphid host races are one of the few examples in
which genetically based tradeoffs are probable
(Via, 1991 and below), this is a good system within

which to explore the genetic causes of performance
tradeoffs in different environments in more detail.

When does specialization lead to speciation?
Sometimes, characters involved in ecological spe-
cialization also affect patterns of mating. Choosing
a mate on the basis of traits that confer specialized
resource use (such as body size and shape in
stickleback fishes in postglacial lakes, Schluter,
1998, 2001), leads to assortative mating among
individuals specialized to the same environment.
Such traits can carry ecological specialization into
speciation because as populations diverge under
selection, mating becomes increasingly assortative,
leading to a progressive decline in gene flow be-
tween the increasingly specialized taxa (Schluter,
1998, 2001). Extending this idea, any positive ge-
netic correlation ( 0 < rG < 1 ) between two traits
affecting resource use and mate choice should
speed population divergence and speciation to an
extent proportional to the value of the correlation
(Hawthorne & Via, 2001). This is a variant of an
argument first proposed by Rice (1987).

To more fully understand the evolutionary
implications of genetic correlations, it is useful to
combine the cross-environment genetic correla-
tions in resource use (e.g., Agrawal, 2000) and the
genetic correlations between use of a given re-
source and mate choice (e.g., Diehl & Bush, 1989;
Schluter, 2001) into a single network (Figure 2,
modified from Hawthorne & Via, 2001). This ap-
proach suggests that even modest pairwise genetic
correlations among the traits in the network could
lead to multiple complementary correlated re-
sponses to selection that would promote diver-
gence and reproductive isolation.

Despite the conceptual simplicity of this ap-
proach, estimation of such networks of genetic
correlations would fill a large gap in our under-
standing of the role of local adaptation and eco-
logical specialization in the process of speciation.
How prevalent are such networks of complemen-
tary genetic correlations that may facilitate adap-
tation and speciation? Is divergence and the
evolution of reproductive isolation between sym-
patric populations more likely when this type of
genetic architecture is present?

We estimated the correlational network for re-
source use and habitat acceptance (which deter-
mines mate choice) in a segregating F2 generation
of a cross between two clones representing the
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specialized host races of pea aphids on alfalfa and
red clover. We then used QTL mapping to test the
hypothesis that pleiotropy or close linkage can be
distinguished from linkage disequilibrium of un-
linked loci as a cause of genetic correlations among
key ecologically important characters in pea aphids
(see also Via &Hawthorne, 1998, 2002; Hawthorne
& Via, 2001). The following specific hypotheses
were tested by examining the degree to which QTL
for performance and behavioral acceptance of each
host co-localized on the pea aphid linkage map:

(1) Are genetic tradeoffs in host use by spe-
cialized pea aphids based in antagonistic effects of
alleles or linked sets of alleles? To test for genetic
tradeoffs in performance of pea aphids on the two
focal host plants, we asked if QTL influencing
performance on alfalfa and red clover map to the
same location but have opposite effects. Though
we cannot distinguish pleiotropy from close link-
age, we can conclude that if QTL for performance
in the different environments map to only unlinked
genomic locations (with other likelihood ratios far
below the significance threshold), an observed
negative genetic correlation across environments
cannot be explained by antagonistic pleiotropy or
close linkage.

(2) Correlations between resource use and mate
choice: If QTL influencing performance in one of
the environments map to the same chromosomal
blocks as habitat acceptance (which determines
mate choice, e.g., Caillaud and Via, 2000) for that
environment and have the same directionality of
effects, they could contribute to a positive genetic
correlation through pleiotropy or close linkage. In
contrast, if QTL for performance and habitat
choice map to unlinked chromosomal blocks, then
any genetic correlation observed between them
must be due to linkage disequilibrium maintained
by strong selection.

Materials and methods

The system

Pea aphids [Acyrthosiphon pisum pisum Harris
(Homoptera: Aphididae)] are cyclically partheno-
genetic insects that feed on the phloem of legumes
(Eastop, 1973). The main hosts for these insects in
our New York and Iowa study areas are com-
mercially farmed alfalfa and red clover. Reciprocal

transplant experiments of pea aphids between
these hosts show clear ecological specialization:
clones have much higher performance on the natal
plant than the alternate plant, and clones from a
given plant do better on that plant than do clones
transferred from the alternate host plant (Via,
1991, 1999). Moreover, within regional popula-
tions, there is a strong negative genetic correlation
in fecundity across environments: genotypes that
do well on alfalfa tend to do poorly on clover
(Figure 3(A, B), modified from Via, 1991).

However, because much of the negative genetic
correlation across environment is between-popu-
lations (Figure 3(B)), its mechanism is unclear. Is
this apparent tradeoff due to divergence along lines
established by genetic correlations within popula-
tions due to pleiotropy, or has it resulted from LD
accumulated during the partially independent
evolution of specialization in the races within each
environment? In the latter case, a negative between
populations correlation could result if alleles
accumulate within populations that increase
adaptation to one environment and have no effect
on performance in other environments. To answer
this question, the contributions of various chro-
mosomal blocks to the various character states
expressed in each environment must be separated.

QTL mapping and the genetic architecture of
specialization and assortative mating

We performed a QTL mapping experiment to
partition the genetic architecture of differential

Figure 3. Ecological specialization in pea aphids from Iowa.

(A) Population · environment interaction for two sets of clones

collected from alfalfa (circles) and two collected from clover

(triangles). (B) Scatterplot of adjusted clone mean fitness on

each host for clones collected from alfalfa (solid circles) or from

clover (open circles). Modified from Via (1991).
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host plant use and host acceptance behavior into
the effects of different chromosomal blocks. This
experiment also allowed us to determine whether
the type of facilitating network of genetic corre-
lations seen in Figure 2 is observed in pea aphids.

The crosses
In 1995, we performed a single-pair reciprocal cross
between one alfalfa specialist genotype and one
clover specialist genotype. These genotypes were
collected in 1993 in Lansing, NY and maintained in
individual clonal culture on their natal host. These
two clones were chosen after field testing in a re-
ciprocal transplant because they typify the most
specialized genotypes within the two races (Via,
unpublished data). Since the genetic differentiation
between races is much larger than the variability
within races (e.g., Figure 3(B)), much of the genetic
differentiation between the races is likely to have
been captured in this single cross. In 1996, we
mated two different F1 genotypes from this cross to
produce 200 F2 progeny, which hatched in 1997.
During meiosis in the F1, crossing-over and
recombination occurs between the parental ge-
nomes (F1 have one unrecombined homolog from
each specialized parent). Thus, each F2 genotype
bears a unique combination of chromosomal
blocks from each of the parents. Given race-specific
markers, we can identify the origin of each chro-
mosomal segment, and correlate the possession of
certain segments with variation in the phenotype.
This is the essence of QTL mapping (review in
Tanksley, 1993; Via & Hawthorne, 1998).

Phenotyping the F2

Four phenotypic traits (fecundity on alfalfa,
fecundity on clover, acceptance of alfalfa and
acceptance of clover) were measured in replicate in
the segregating F2 population between September
1997 and June 2000 in a randomized block design
(see Hawthorne & Via, 2001 for methods). Unlike
progeny of a sexual species, these F2 can be
propagated parthenogenetically, permitting repli-
cation and estimation of the best linear unbiased
predictor (BLUPs) for each F2 genotype and
character from the replicate trials of each genotype
(SAS, PROC MIXED; Littel et al., 1996).

The correlations among the BLUPS for the
four traits provide an estimate of the relevant
genetic correlations as shown in Figure 2. These
correlations (Figure 4) measure the segregating

genetic covariance after one generation of recom-
bination between the host-race genomes. Thus,
any linkage disequilibrium (LD) between alleles
caused by crossing divergent populations would
have been reduced by 50%, while pleiotropy
would remain constant. Thus, the observed cor-
relations among BLUPs for the F2 could be due to
a combination of residual LD and pleiotropy. One
way to test whether these correlations are due to
pleiotropy or LD would be to carry the crosses
into advanced hybrid generations and test for a
decline in the correlation (as in Conner, 2002).

Construction of the linkage map
Amplified fragment length polymorphisms (AF-
LPs) were used to construct a linkage map for the
pea aphid genome (Figure 5). Because AFLP are
dominant markers, we constructed a separate map
for eachof the parental genomes, usingmarkers that
were recessive homozygotes in that parent. These
twomaps were aligned using seven sequence-tagged
codominant markers generated from the AFLPs.

QTL were mapped separately for each of the
four key traits [fecundity on alfalfa (FecA),
fecundity on clover (FecC), acceptance of alfalfa
(AccA), and acceptance of clover (AccC)], using
composite interval mapping in QTL Cartographer
(Basten et al., 1996). Using permutation tests in
QTL Cartographer, 95% confidence intervals on
QTL location were obtained. Directionality of the
additive effect of each QTL was also determined
using QTL Cartographer (Basten et al., 1996).

Results

Genetic correlations in the mapping population

The genetic correlations among the F2 progeny
clones mirror the pattern that is predicted to speed

Figure 4. Genetic correlations in the mapping population, cal-

culated as the correlations among the BLUPs for F2 progeny

(modified from Hawthorne & Via, 2001).
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the evolution of specialization and reproductive
isolation (Figures 2 and 4). Do these correlations
reflect fundamental antagonisms of alleles at single
or closely linked genes, or have associations
among alleles at unlinked loci been built up by
selection?

The pea aphid linkage map

Our map revealed four linkage groups, consistent
with cytological observations of four chromo-
somes in pea aphids (Figure 5; Sun & Robinson,
1966). The AFLP markers on this framework map
are separated by an average of 13 cM.

Mapped QTL for performance and acceptance
behavior on alfalfa and red clover

If genetic correlations among these traits were
caused only by LD of unlinked alleles, then QTL
would be expected to be scattered across the gen-
ome. In contrast, our results suggest that many of
the QTL for these key traits map together,
appearing in several groups of two or more QTL
each (Figure 5). ClustersW and Y are seen only on
the alfalfa genome, while clusters X and Z may
involve homologous QTL on both genomes. In
each of these clusters, the directionality of the
QTL effects matches the model of complementary
correlated responses shown in Figure 2. Thus,
selection on any one of these four key traits is

expected to lead to correlated responses through
pleiotropy or close linkage that could speed pop-
ulation divergence.

For example, if an individual were to inherit
the chromosomal block between markers C2-440
and C4-1105 on linkage group IIa, it would be
expected to inherit not only a QTL that increases
fecundity on alfalfa, but also a QTL that decreases
fecundity on clover, and a third QTL increasing
the behavioral acceptance of clover. This cluster
contains both the antagonistic allelic effects in
performance in two environments that would
produce a genetic tradeoff, and the correlated ef-
fects on performance and habitat choice that
would lead to assortative mating.

In addition to these co-localized clusters of
QTL, there are several independent QTL for the
various traits (see the QTL for acceptance of al-
falfa on linkage groups IIIa and IIIc, Figure 5).
Such QTL contribute variation to the trait that is
uncorrelated with that in any of the other traits,
lowering the observed genetic correlation. This
mixture of correlated and uncorrelated effects of
alleles in the composite genetic correlation stands
in contrast to the typical assumptions of equal
allelic effects among loci made in many quantita-
tive genetic models (e.g., Via & Lande, 1985).

In no case did the cumulative effects of the
QTL that we discovered explain more than 50% of
the variance among the F2 clones. Thus, there are
likely to be many undiscovered QTL of small effect

Figure 5. QTL map for four traits [fecundity on alfalfa (FecA)], fecundity on clover (FecC), behavioral acceptance of alfalfa (AccA),

and acceptance of clover (AccC) in pea aphids (modified from Hawthorne & Via, 2001]. QTL are shown as symbols within the 95%

confidence intervals for their location from permutation testing. QTL that are suggestive in composite interval mapping

(0.12 < p < 0.05) are indicated by daggers. Signs inside the symbols indicate the directionality of QTL effect.
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that influence the phenotypic differences between
the specialists in these four traits.

Discussion

Genetic correlations among ecologically important
phenotypic traits can either facilitate or constrain
the evolutionary dynamics of adaptation and
speciation. We illustrate how a complementary
pattern of genetic correlations among traits under
divergent selection for resource use and those that
influence habitat selection could facilitate the
divergence of populations and speed the evolution
of reproductive isolation under divergent selection
in two environments.

We asked two questions in the QTL mapping
analysis. First, is the negative genetic correlation
across environments seen between pea aphid
populations due to alleles with antagonistic effects
in the two environments, as generally assumed in
the discussion of genetic tradeoffs in specializa-
tion? Secondly, is the assortative mating that re-
sults from the habitat fidelity of specialists
attributable to pleiotropy/close linkage, or to
linkage disequilibrium between alleles at unlinked
loci? Distinguishing between these alternatives al-
lows us to determine whether the correlations may
have been causally involved in facilitating spe-
cialization and reproductive isolation or whether
they are the end products of divergent selection.

The results of our QTL mapping suggest that
the genetic correlations among key traits in the
mapping population are due in part to several
clusters of closely linked or pleiotropic genes that
affect several of the key character states, with
additional uncorrelated variation contributed by
QTL that affect only a single character state.
Though we cannot distinguish close linkage from
pleiotropy, the apparent QTL clustering does not
support the hypothesis that the correlations are
caused only by associations among alleles at un-
linked loci that have accumulated under selection
in the nearly reproductively isolated populations.

Given that a favorable network of genetic
correlations could speed population divergence-
with-gene-flow in sympatric populations (e.g., Rice
& Hostert, 1993), it would be very useful to know
how such a network could arise. Favorable effects
on multiple character states could arise by pleio-
tropic mutation, but they could also occur by drift

to favorable allelic combinations at closely linked
genes, or even by a chance gene rearrangement
that brings loci affecting key traits into physical
adjacency. Once the appropriate pleiotropic alleles
or allelic combinations are available, it could
potentially spread rapidly under divergent selec-
tion, increasing even as the populations diverge.

As we analyze more cases of rapid population
divergence-with-gene-flow or speciation, will we
find additional examples of favorable networks of
genetic correlations? If gene flow decreases as
specialization increases due to a combination of
pleiotropic or closely linked QTL with effects in
the appropriate directions (see Figure 5), genetic
correlations that arise through pleiotropic muta-
tion or gene rearrangement could be a potent
factor in initiating speciation. Perhaps many of the
cases of sympatric divergence that can be observed
today (see Via, 2001 for review) are those in which
population divergence and reproductive isolation
have evolved jointly under a genetic architecture of
this type, permitting differentiation that is rapid
enough to outrun the gene flow that might extin-
guish a slower process.

Further study of the mechanisms of genetic
correlations among key traits involved in adapta-
tion and reproductive isolation are likely to reveal
important facets of the speciation process. For
example, it would be fascinating to use QTL
analyses of different taxa for a comparative study
of the genetic architecture of divergence in a
variety of ecological conditions, including sympa-
try and allopatry. Are genetic correlations among
traits leading to the kind of complementary cor-
related responses that speed speciation (e.g., Fig-
ure 2) seen more often among sympatrically
diverged taxa than among allopatrically diverged
ones? That is certainly the hypothesis suggested by
our work on pea aphids. By combining molecular
approaches with quantitative genetics and ge-
nomics to address specific mechanistic hypotheses
about how speciation occurs, the next decade
promises to be an exciting time in speciation
research.
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Abstract

Until recently, parallel genotypic adaptation was considered unlikely because phenotypic differences were
thought to be controlled by many genes. There is increasing evidence, however, that phenotypic variation
sometimes has a simple genetic basis and that parallel adaptation at the genotypic level may be more
frequent than previously believed. Here, we review evidence for parallel genotypic adaptation derived from
a survey of the experimental evolution, phylogenetic, and quantitative genetic literature. The most con-
vincing evidence of parallel genotypic adaptation comes from artificial selection experiments involving
microbial populations. In some experiments, up to half of the nucleotide substitutions found in inde-
pendent lineages under uniform selection are the same. Phylogenetic studies provide a means for studying
parallel genotypic adaptation in non-experimental systems, but conclusive evidence may be difficult to
obtain because homoplasy can arise for other reasons. Nonetheless, phylogenetic approaches have pro-
vided evidence of parallel genotypic adaptation across all taxonomic levels, not just microbes. Quantitative
genetic approaches also suggest parallel genotypic evolution across both closely and distantly related taxa,
but it is important to note that this approach cannot distinguish between parallel changes at homologous
loci versus convergent changes at closely linked non-homologous loci. The finding that parallel genotypic
adaptation appears to be frequent and occurs at all taxonomic levels has important implications for
phylogenetic and evolutionary studies. With respect to phylogenetic analyses, parallel genotypic changes, if
common, may result in faulty estimates of phylogenetic relationships. From an evolutionary perspective,
the occurrence of parallel genotypic adaptation provides increasing support for determinism in evolution
and may provide a partial explanation for how species with low levels of gene flow are held together.

Introduction

Homoplasy, or the recurrence of similarity in dis-
tinct evolutionary lineages, occurs frequently in
nature. Such similarities have been documented at
practically every level of biological organization,
from nucleotide/amino acid sequences (Stewart,
Schilling & Wilson 1987) to large scale deletions
(Downie & Palmer, 1992), whole genome duplica-
tions (Soltis & Soltis, 1991), and the acquisition of
complex phenotypic characters such as succulent,

spiny stems in the Euphorbiaceae and Cactaceae.
There is even evidence of the repeated origin of
animal and plant species (Soltis & Soltis, 1991;
Rundle et al., 2000; reviewed in Levin, 2001). This
list includes examples of both molecular and mor-
phological homoplasy, which are generally thought
to be the result of distinct evolutionary processes.
Because it is unlikely that complex phenotypes
would arise repeatedly via a stochastic process,
morphological homoplasy is widely regarded to be
the result of selection. In contrast, nucleotide
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sequences are limited in the number of ways that
they can evolve, thus most instances of molecular
homoplasy have been interpreted as the chance
fixation of independently arising variants in
diverging lineages (Doolittle, 1994; Wells, 1996).

Although morphological homoplasy is gener-
ally viewed as being driven by natural selection,
many evolutionary biologists assume that the
phenotypes of interest result from unique genetic
changes. In some cases, they are clearly right: The
evolution of spines in euphorbs and cacti results
from the modification of non-homologous struc-
tures. In cases where homology is plausible, this
view is perhaps best explained by the traditional
acceptance of Fisher’s infinitesimal model, in
which quantitative traits are assumed to be con-
trolled by an effectively infinite number of genes,
each of very small effect (Fisher, 1930). Under this
view, there should be numerous paths from any
one phenotype to another. Thus, the likelihood
that two lineages would independently accumulate
changes at the same subset of underlying loci
would be low. It has become increasingly clear,
however, that continuous patterns of variation
may sometimes be explained by the existence of a
few major quantitative trait loci (QTLs) (Tanksley,
1993). Under this so-called oligogenic model of
inheritance, the number of pathways from one
phenotype to another is considerably more limited,
increasing the likelihood that parallel phenotypic
changes have a common genetic basis.

In organisms where connections between
genotype and phenotype have been made, there is
emerging evidence that molecular homoplasy is
sometimes driven by natural selection. Unfortu-
nately, our understanding of the genetic basis of all
but the simplest traits in the simplest organisms is
woefully incomplete. Thus, it is difficult to say with
any certainty whether or not some of the more
complex instances of morphological homoplasy
have a common genetic basis. Here, we review the
best examples of selection driving different lineages
to the same phenotype through the fixation of
independent changes at homologous loci. This
pattern of evolution has several important impli-
cations. With respect to phylogeny reconstruction,
it is widely recognized that homoplasy, regardless
of the cause, can lead to inaccurate conclusions
regarding the evolutionary history of taxa. Parallel
selection responses at the genotypic level also sug-
gest that adaptation may be a more deterministic

process than previously believed, with genetic
background effects and historical contingency
playing a lesser role. If parallel changes prove to be
common, they may provide a mechanism by which
populations of a species can evolve collectively.
Furthermore, such changes may increase the like-
lihood of the recurrent origin of taxa by allowing
geographically isolated populations of the same
species to independently invade a novel, unoccu-
pied habitat.

Definitions

Historically, taxonomists have divided phenotypic
homoplasy into two categories, parallelism and
convergence. Parallel evolution is defined as ‘the
independent occurrence of similar changes in
groups with a common ancestry and because they
had a common ancestry’ (Simpson, 1961, p. 103).
In contrast, ‘convergence is the development of
similar characteristics separately in two or more
lineages without a common ancestry pertinent to
the similarity but involving adaptation to similar
ecological status’ (Simpson, 1961, pp. 78–79). As
noted above, selection is believed to be the primary
evolutionary force causing the recurrence in both
situations.

The advent of DNA and protein sequencing
necessitated a more precise definition of these
terms. Molecular evolutionary biologists use
parallelism and convergence in an analogous yet
distinct manner. Nucleotide or protein sequence
changes from the same ancestral state to the same
derived state are called parallel changes, whereas
changes from different ancestral states to a com-
mon derived state are considered convergent
changes (Zhang & Kumar, 1997; Figure 1).
Because our goal is to make an explicit connection
between evolution at the phenotypic and genotypic
levels, we need an operational definition that
bridges the phenotypic and molecular views. Thus,
we define parallel genotypic adaptation as the
independent evolution of homologous loci to fulfill
the same function in two or more lineages. Note
that these changes need not be identical, just
functionally equivalent. Under this definition,
changes at non-homologous loci resulting in the
same phenotype would be considered convergent
(e.g., Chen Devries & Cheng, 1997), and fall out-
side the scope of this review.
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Another possibility involves the independent
duplication of a homologous, ancestral locus (A)
to yield two descendant loci (B) (Figure 2). In this
case, the two independently derived loci are not
technically homologous. However, because the
two loci are direct descendants of true homo-
logues, we consider cases in which such loci evolve
to fulfill a common function to be examples of
parallel genotypic evolution. The growing body of
genomic data suggests that gene duplication is a
common phenomenon (Lynch & Conery, 2000),
and its importance in generating the raw material
for adaptive evolution has been widely recognized
(e.g., Haldane, 1932; Ohno, 1970). Thus, future
analyses may reveal this process to be a common
mode of parallel evolution.

Empirical evidence

Experimental evolution studies

The clearest evidence of parallel genotypic adap-
tation comes from artificial selection experiments in
the lab or greenhouse (Table 1, Section A). The
strength of this approach lies in the fact that
researchers control both the relevant selective
pressures acting upon and the evolutionary histo-

ries of the populations under study. The short
generation time and relative ease of characterizing
genetic variation in certain microbes makes them
ideal organisms in which to study the genotypic
response to uniform selective pressures. In general,
these studies have revealed that selection pressures
such as temperature or host shifts commonly lead to
parallel genotypic adaptation (Table 1). Moreover,
there is evidence that these phenotypic shifts often
result from minor sequence changes; in some cases,
one or a few nucleotide substitutions at a single
locus accounted for the entire response to selection
(Liao,Mckenzie &Hageman, 1986; Cunningham et
al., 1997; Crill, Wichman& Bull, 2000). While these
studies are intriguing, they have an obvious short-
coming – the dynamics of selection in these simple
organisms might not be representative of adapta-
tion inmore complex organisms. In taxa with larger
and more complex genomes, selective constraints
due to genetic background effects or antagonistic
pleiotropy may play a more important role.

Although our understanding of the molecular
basis of selection response in higher organisms is
incomplete, several studies in Table 1 document
parallel evolution in eukaryotes. The best experi-
mental evidence comes from a comparison of

Figure 1. Parallelism versus convergence in molecular evolu-

tion. Character states at a single, homoplastic nucleotide site

are mapped onto a gene tree. Parallelism refers to the inde-

pendent evolution of the same derived state from a common

ancestral state (the two Gs from T, or the two Gs from C). In

contrast, convergence involves the evolution of the same de-

rived state from different ancestral states (G derived indepen-

dently from T and C). (After Zhang & Kumar, 1997)

Figure 2. Convergent evolution of gene duplicates. The lateral

branches leading to functional state B represent independent

duplications of a homologous gene that fulfills function A.

Functional state B evolved independently from changes in the

duplicate copies. See text for details.
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resistance to acetolactate synthase inhibitors in
naturally occurring cocklebur and two mutage-

nized maize lines (Bernasconi et al., 1995). Given
that resistance in this case is based on a single

Table 1. List of studies documenting parallel genotypic adaptation. The upper, middle, and lower panels include laboratory or

greenhouse selection experiments, phylogeny-based studies, and genetic analyses of controlled crosses, respectively. See Appendix 1 for

a summary of each study

Taxonomic Group(s) Phenotype Type of evidence Reference

Maize & Cocklebur Herbicide resistance Amino acid substitution Bernasconi et al., 1995

Human influenza A Virulence Amino acid substitution Brown et al., 2001

Bacteriophage FX 174 Thermotolerance Nucleotide substitution Bull et al., 1997

Bacteriophage FX 174 Host shift Amino acid substitution Crill et al., 2001

Bacteriophage T7 Fitness Deletion/nucleotide

Substitution

Cunningham et al., 1997

Escherichia coli Drug resistance Amino acid substitution Levin et al., 2000

Bacillus subtilis KNTase Thermostability Amino acid substitution Liao et al., 1986

Annual Sunflower spp. Fertility Genome composition Rieseberg et al., 1996

Arabidopsis thaliana Fitness Genome composition Ungerer, 2000

Bacteriophage FX 174 Thermotolerance/host shift Nucleotide substitution Wichman, 1999

Flour Beetle Pesticide resistance Amino acid substitution Andreev et al., 1999

Nematodes & Fungi Pesticide resistance Amino acid substitution Elard et al., 1996

Coleopterans, Dipterans &

Dictyopterans

Pesticide resistance Amino acid substitution ffrench-Constant, 1994

Arabidopsis thaliana Flowering time Deletion Johanson et al., 2001

Wild Mice spp. Immune response Amino acid substitution Jouvin-Marche et al., 1988

Human & Non-Human

Primates

Blood groups Nucleotide substitution Kermarrec et al., 1999

Human & Old/New

World Monkeys

Immune response Nucleotide substitution Kriener, 2000

Escherichia coli Drug resistance Nucleotide substitution Low et al., 2001

Potato Virus X Virulence See Appendix 1 Malcuit et al., 2000

Human Immunodeficiency

Virus (HIV)

Drug resistance Amino acid substitution Molla et al., 1996

Primates & Squid Visual pigments Amino acid substitution Morris et al., 1993

Chimpanzee & Gorilla Blood groups Amino acid substitution O’h Uigin et al., 1997

Human & Sooty Mangabey Disease resistance Deletion Palacios et al., 1998

Escherichia coli Virulence Horizontal transfer Reid et al., 2000

Escherichia coli Thermotolerance Duplication/deletion Riehle et al., 2001

Cetaceans & Pinnipeds Respiration Amino acid substitution Romero-Herrera et al., 1978

Human & Pea Enzyme function Amino acid substitution Shafqat et al., 1996

Human, Marmoset &

Squirrel Monkey

Visual pigments Amino acid substitution Shyue et al., 1995

Colobine Monkey,

Ruminants & Hoatzin

Enzyme function Amino acid substitution Stewart et al., 1987; Zhang and

Kumar, 1997

Human & Blind Cave Fish Visual pigments Amino acid substitution Yokoyama and

Yokoyama, 1990

Cowpea & Mung Bean Seed weight Comparative QTL mapping Fatokun et al., 1992

Maize, Rice & Sorghum Seed mass and dispersal Comparative QTL mapping Paterson et al., 1995

Silene vulgaris Metal tolerance Complementation test Schat et al., 1996
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enzyme, this result may not be predictive of the
types of changes that underlie parallel phenotypic
evolution in more complex traits. While there are
very few studies that bear on this issue, Ungerer
(2000) found that the frequency of QTL alleles
governing life history traits responded uniformly
to viability selection in replicate Arabidopsis pop-
ulations, even when genetic background was var-
ied. Similarly, working in sunflower, Rieseberg
et al. (1996) showed that experimental hybrid lin-
eages subjected to strong fertility selection con-
verged on a common genomic composition.
Because this fertility selection was primarily the
result of selection for the recovery of viable
gametes in interspecific hybrids, the underlying
adaptive process is mechanistically distinct from
classical examples of adaptation involving allelic
substitution at a targeted locus. However, this
study clearly demonstrates that parallel selection
among lineages can yield remarkably similar
genotypic responses. One weakness of conclusions
drawn from these two studies is that they did not
provide the necessary resolution to conclude that
selection is acting on variation at homologous loci
across populations. In addition, both of these
studies relied on variation generated in crosses
between different lineages, rather than on novel
variation. They do, however, show that selection
response at the genotypic level is repeatable across
populations. Thus, given the appropriate genetic
variation, we might expect the evolution of com-
plex traits to mirror the findings from genetically
simpler traits.

Phylogenetic studies

While experimental studies allow researchers to
control the branching pattern of lineages and
monitor their response to selection, parallel geno-
typic adaptation can be assessed in non-experi-
mental systems as well. One approach is to use
phylogenetic methods to infer the evolutionary
history of the organisms of interest. This phylog-
eny can then be used to reconstruct the historical
sequence of mutational changes in a nucleotide or
protein sequence with known function. The
advantage of this approach is that it can be applied
to virtually any organism; thus, parallel evolution
can be studied across vast taxonomic distances and
in organisms that are not amenable to experi-
mental manipulation. The main difficulty is that, in

order to show that homoplasy is adaptive in origin
rather than the result of chance fixation, the
functional effects of a sequence change must be
known, or at least inferred (Doolittle, 1994).

Once a relationship between genotype and
phenotype has been established, the basic chal-
lenge is to demonstrate that shared sequence
similarities are not simply the result of common
ancestry. Because sequences that have evolved in
parallel will show phylogenetic affinity, the
detection of parallel genotypic adaptation can be
problematic. Of course, if the adaptive change
results from relatively few nucleotide substitu-
tions, homoplasy may have only minor effects on
phylogenetic inference. In other cases, where the
ratio of informative sites to selectively advanta-
geous substitutions is relatively low, the frame-
work for these analyses should be based on
independent phylogenetic data. Assuming that
the structure of the resulting tree represents the
true evolutionary history of the organisms,
detecting homoplasy is as simple as mapping
character states onto this tree (Figure 1). The
phylogenetic approach can also be used within
taxa to examine the pattern of evolution of a
gene in a geographic context. For example,
Andreev et al. (1999) used a phylogeny of alleles
of Resistance to dieldrin to demonstrate that the
same point mutation arose on multiple occasions
in different populations of the red flour beetle,
Tribolium castaneum.

The middle panel of Table 1 lists examples of
parallel genotypic adaptation documented with
phylogenetic methods. Although this set of studies
includes examples from microorganisms, the tax-
onomic diversity represented clearly demonstrates
that parallel genotypic adaptation occurs at all
taxonomic levels. Once again, many of these
examples involve minor sequence changes. In fact,
parallel adaptation in four of these studies was
based on a single amino acid substitution (Morris,
Bowmaker & Hunt, 1993; Elard, Comes &
Humbert, 1996; ffrench-Constant, 1996; Andreev
et al., 1999).

While many of the traits listed would generally
be viewed as complex, what the studies in Table 1
say about parallel evolution in simple versus
complex traits is unclear. Part of the problem here
stems from the definition of traits. For example,
the spectral properties of visual pigments represent
one aspect of color vision, which is clearly a
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complex trait (Yokoyama & Yokoyama, 1990;
Morris, Bowmaker & Hunt, 1993; Shyue et al.,
1995). Thus, parallel evolution of the genes
encoding these pigments could be viewed as the
parallel evolution of a highly complex trait. If, on
the other hand, the trait is defined to be spectral
tuning, then the trait of interest is Mendelian, no
different from herbicide resistance in cocklebur
and maize. The difficulty here lies in the fact that,
from an evolutionary perspective, traits should be
defined by what selection sees, not what the
researcher sees. For example, if selection acts to
increase the height of a hypothetical organism,
parallel genotypic responses may be less likely than
if selection acts on a specific component of height,
such as cell number or cell size.

A number of the studies included in this section
demonstrate sequence homoplasy for loci that
have a known adaptive function, but the parallel
changes themselves have not been demonstrated to
be under selection. Thus, although an adaptive
role for these changes is plausible, their functional
significance has not been directly assessed (e.g.,
Romero-Herrera et al., 1978; Jouvin-Marche et al.,
1988). Moreover, only two of the examples in this
section (Stewart, Schilling & Wilson, 1987; Zhang
& Kumar, 1997; Kriener, 2000) have been evalu-
ated statistically. Unfortunately, the statistical
model used to evaluate the role of selection in
parallel sequence changes (Zhang & Kumar, 1997)
is, out of necessity, naive to protein function.
Because it uses a general evolutionary model to
ascribe probabilities to changes between sequence
states, this approach can lead to false positives.
For example, if a given amino acid site is con-
strained on the basis of charge, it is free to evolve,
but in a more limited number of ways. Therefore,
the number of possible states can be far fewer than
the model allows. In such cases, the test will be
biased toward detecting significant parallelisms
even though the changes may have occurred by
chance. Ultimately, sequence changes need to be
linked to a change in function to demonstrate
unequivocally parallel genotypic adaptation.

Quantitative genetic studies

Another approach to detecting parallel genotypic
adaptation in non-experimental systems involves
quantitative genetic analysis. The most direct
method is a complementation test, in which two

lineages are crossed and the segregation patterns
of their hybrid offspring are analyzed. If a shared,
yet independently derived character state has a
common genotypic basis, it will not segregate in
the second (or later) generation(s). In contrast, if
the character is determined by non-homologous
loci, the hybrid progeny should exhibit significant
phenotypic variation. An example of this ap-
proach is the work of Schat, Voour & Kuiper,
(1996; Table 1), who demonstrated that metal
tolerance in genetically isolated populations of
Silene results from changes at homologous loci.

Comparative QTL mapping can also yield evi-
dence for parallel genotypic responses. In this case,
molecular markers are used to identify chromso-
mal regions underlying the trait(s) of interest in a
segregating population (see Mauricio, 2001 for a
review). In cases where homologous markers are
shared across mapping populations, QTL posi-
tions can be compared between taxa. When QTLs
map to the same marker intervals, the results are
consistent with parallel genotypic adaptation. Al-
though QTL methods have been applied to a wide
variety of study organisms, there are only three
good examples of parallel adaptation identified
through this approach (Fatokun et al., 1992; Pat-
erson et al., 1995; Hu et al., 2003; Table 1).

In all three of these cases, it is important to
note that the effects of closely linked, but non-
homologous loci cannot be discounted. Thus, like
the map-based studies of Ungerer (2000) and
Rieseberg et al. (1996) detailed above, conclusions
regarding homology of the changes are premature.
In addition, all three of the studies focus on
domestication traits. Like the examples listed un-
der experimental evolution above, these traits have
evolved in response to strong artificial selection.
Because artificially selected lineages are generally
maintained in a controlled environment (e.g., lab,
greenhouse, or agricultural setting), they are not
necessarily subject to the same pleiotropic con-
straints as naturally evolving populations. There-
fore, the relevance of these studies to the evolution
of traits in the wild is tenuous (Coyne & Lande,
1985).

Evolutionary implications

Each of the studies reviewed here provides at least
circumstantial evidence that parallel genotypic
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adaptation occurs at all taxonomic levels. This
finding stands in stark contrast to the traditional
view that parallel phenotypic evolution results
from unique genetic changes. Given that a number
of the traits listed above are simple (i.e., Mende-
lian), this result should not be surprising. After all,
if a trait is controlled by a single gene, phenotypic
evolution can involve changes in only that gene.
As the complexity of an adaptation increases, the
likelihood of its parallel recurrence should de-
crease. In other words, if there are numerous
pathways connecting two phenotypic states, it is
relatively unlikely that evolution will follow the
same path twice. As stated above, however, there
is a growing body of evidence that many quanti-
tative traits are controlled oligogenically (Tanks-
ley, 1993). In addition, apparently complex traits
can often be decomposed into their component
parts (e.g., color vision versus visual pigments;
Morris, Bowmaker & Hunt, 1993; Shyue et al.,
1995; Yokoyama & Yokoyama, 1990). If selection
acts on these parts, rather than on their sum, the
number of potential pathways will be fewer, which
makes parallel genotypic adaptation even more
likely. Finally, if the genetic variance–covariance
matrices are similar across populations or taxa,
then populations may be predisposed to adapta-
tion along the path of least resistance, thereby
leading to parallel genotypic adaptation (Endler,
1986; Schluter, 1996).

From a practical standpoint, perhaps one of
the greatest concerns regarding homoplasy is the
confounding effect it can have on phylogeny
reconstruction. Because phylogenetic algorithms
are designed to minimize homoplasy, shared
character states that truly arose multiple times
may be grouped together erroneously (Forey et al.,
1992). However, a number of the studies reviewed
here suggest that selection often targets only one
or a few sites in a sequence (e.g., Andreev et al.,
1999). Thus, even if a gene responds identically to
selective pressures in evolutionarily distinct lin-
eages, the majority of the sequence will track the
branching patterns of the taxa. That is, if the
selectively important changes are rare relative to
the number of phylogenetically informative sites,
the gene tree may still track the species tree. On the
other hand, if the sequence changes represent a
larger proportion of the informative sites, the
resulting tree may be incongruent with the true
phylogeny. For example, Kriener et al. (2000)

examined sequence variation in certain alleles of
the DRB gene family in monkeys and humans.
Similarities among coding sequences were strong
enough to cause a conflict between the exon-based
tree and true organismal relationships. Because
systematists are increasingly using multiple gene
sequences to reconstruct phylogenies, these sorts
of conflicts are less likely to lead to incorrect
phylogenetic inferences.

From an evolutionary perspective, the occur-
rence of parallel genotypic adaptation suggests
that adaptive evolution may be a more determin-
istic process than previously believed. Although
some authors have argued that the most likely
outcome of parallel selection in isolated popula-
tions is divergence (e.g., Wade & Goodnight, 1998;
Goodnight, 2000; Levin, 2000), two studies in
particular suggest that selection response at the
genotypic level is repeatable across populations
(Rieseberg et al., 1996; Ungerer, 2000). These
studies, therefore, suggest that the effects of ge-
netic background on selection response may have
been overemphasized. If this turns out to be gen-
erally true, then parallel genotypic adaptation
might provide a mechanism for both the collective
evolution of populations within a species (Lande,
1983; Templeton, 1989) and the recurrent origin of
taxa (reviewed in Levin, 2001).

Classical studies of gene flow have suggested
that migration rates are too low to account for the
apparent integration of species across their ranges
(e.g., Ehrlich & Raven, 1969; Grant, 1980). If this
were true, species would not be different from
higher taxa, mere aggregates of the actual units of
evolution (local populations or metapopulations).
Recent work has revealed that the joint effects of
selection and migration are, in general, sufficient to
account for the integration of populations across a
species range (Rieseberg & Burke, 2000). The
studies reviewed above take this idea further,
suggesting that local populations of a species
subjected to similar selective pressures may arrive
at the same genetical solutions. Another type of
evidence supporting this idea comes from experi-
mental selection studies in which populations
subjected to parallel selection maintained repro-
ductive compatibility, whereas those subjected to
divergent selection often evolved incompatibilities
(Rice & Hostert, 1993). The importance of parallel
genotypic adaptation in species cohesion will vary
with the relative rates of mutation and migration;
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in cases where gene flow is limiting, parallel
genotypic adaptation would be expected to play a
more central role. In this context, it is interesting
to note that many of the characters used to dif-
ferentiate plant species are governed by one or two
genes (Gottlieb, 1984; Hilu, 1983). Thus, traits
used in species identification may be especially
likely to evolve in parallel.

Just as parallel genotypic adaptation can help
maintain species cohesion, the potential for
recurrent evolution of key adaptations makes the
repeated origin of taxa plausible. In general terms,
this evolutionary process could allow local popu-
lations to independently invade a similar habitat.
Because these lineages would share a common
solution to a unique ecological challenge, they
would be demographically exchangeable (sensu
Templeton, 1989) for the same genetic reasons.
Indeed, more and more evolutionary biologists
are recognizing the importance of ecology in
speciation (Schluter, 2001). Because different
habitat types are often interspersed across the
range of a species, the requisite ecological
opportunities may occur frequently. An example
of this process, albeit at the infraspecific level,
would be metal tolerance in Silene (Schat, Voour
& Kuiper 1996; Table 1). Given enough time,
these independently derived populations may as-
cend to species status. Though not yet character-
ized genetically, threespine stickleback fishes are
another possible example of recurrent divergence
due to parallel genotypic adaptation (Rundle
et al., 2000).

Taken together, the studies reviewed here pro-
vide evidence that parallel genotypic adaptation
can occur in organisms ranging from microbes to
plants to primates. Although the relevance of
studies in microorganisms to adaptation in general
has been questioned, this body of data suggests
that Jacques Monod may have been right when he
suggested that ‘What is true for E. coli is true for
elephants, only more so.’ In some cases, the par-
allelisms spanned remarkably wide taxonomic
distances – e.g., the independent evolution of eth-
anol-active ADH in pea plants and humans
(Shafqat et al., 1996). Given that the genetic basis
of most adaptations is still unknown, our under-
standing of the prevalence of parallel genotypic
adaptation is still in its infancy. The advent of
functional genomics should lead to a wealth of
data connecting genotype to phenotype, allowing

researchers to identify and compare the genetic
mechanisms underlying adaptive traits in a variety
of organisms.
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Appendix 1.

Brief summaries of studies

A. Experimental Evolution Studies

1. Barlow and Hall (2002, 2003), Mutations in genes in the TEM family of b-lactamases are known to confer resistance to the b-lactam

antibiotics. The authors compared analyses of in vitro selection experiments targeting the TEM-1 gene to naturally occurring, resistant

TEM-alleles. Nine substitutions have evolvedmultiple times in natural bacterial populations, and seven of these were recovered in the

in vitro experiments. The authors (2003) also showed that mutagenized TEM-1 alleles conferred resistance to the relatively new

antibiotic, cefepime.Resistant alleles contained two to six substitutions each, andmanyof these substitutionswere shared across allelic

variants. Thus, adaptation at this locus in response to antibiotic challenge is highly predictable.

2. Bernasconi et al. (1995), Bernasconi and colleagues examined the molecular basis of resistance to acetolactate synthase (ALS)

inhibitors, which are commonly used as herbicides. The molecular basis of resistance was characterized in two field isolates of

cocklebur and compared to experimentally mutagenized maize lines that also show resistance. Two different amino acid

substitutions were responsible for resistance in the two cocklebur isolates. These mutations were identical to those conferring

resistance in two mutagenized maize lines.

3. Brown et al. (2001), A clinical, mouse-naive isolate of human influenza A virus, A/HK/1/168, was selected for virulence in

mice. This process resulted in three mutations identical to those characteristic of the virulent human H5N1 isolate A/HK/156/

97, the strain that infected humans directly from birds in Hong Kong.

4. Bull et al. (1997), In this explicit test of parallel evolution, genomic sequence analysis of different lineages of bacteriophage

FX174 challenged with high temperature revealed that over half of the substitutions were identical with substitutions in other

lineages. The phages were grown on two different hosts, Escherichia coli C and Salmonella typhimurium, and some of the

parallel changes were host-specific.
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5. Crill, Wichman and Bull (2001), Bacteriophage FX174 was grown alternately on its typical laboratory host, Escherichia coli C

and a novel host, Salmonella enterica. Experimental adaptation to this novel host inhibited the phage’s ability to grow on

E. coli C. Two to three non-synonymous substitutions in the major capsid gene accounted for this inhibition, and when phages

adapted to S. enterica were grown on E. coli, fitness recovery was based on reversions at these same sites.

6. Cunningham et al. (1997), Six bifurcating lineages of bacteriophage T7 were grown in the presence of the mutagen

nitrosoguanidine. Every lineage evolved a �1.5-kb deletion that fused the 0.3 and 0.7 genes, and this loss was associated with a

gain in fitness. In addition, three different sets of parallel nonsense mutations, which produced identical ORFs in independent

lineages and were under positive selection, resulted in truncation of the 0.7 gene product.

7. Levin, Perrot and Walker (2000), In the absence of an antibiotic challenge, antibiotic resistance often engenders a cost in the

fitness of bacteria. In this study, two candidate genes (rpsD and rpsE) were sequenced from 24 independently derived,

streptomycin resistant (rpsL) Escherichia coli strains known to be carrying compensatory mutations. For rpsD, there were

three different single amino acid replacements and two instances of tandem duplications leading to the insertion of three or five

amino acids. At rpsE, there were five different single base changes leading to four amino acid replacements. One of the non-

synonymous changes occurred in five different strains. In no cases were there compensatory changes in both rpsD and rpsE.

8. Liao, McKenzie and Hageman (1986), In order to produce a thermostable enzyme, the authors transformed the thermophilic

Bacillus stearothermophilus with a plasmid containing kanamycin nucleotidyltransferase (KNTase) from the mesophilic B.

subtilis and subjected it to selection at 63�C. KNTases purified from variants that retained kanamycin resistance at 63�C shared

a single amino acid replacement, Asp 80 to Tyr. Further selection at 70�C yielded another shared substitution, Thr 130 to Lys.

9. Riehle, Bennett and Long (2001), Six lines of Escherichia coli were adapted to 41.5�C and examined for duplications and

deletions across their genomes. The authors detected five duplication/deletion events in three lines (no events were detected in

the other three lines). Three of the events involved duplications at the same location in the genome, a region harboring four

genes previously identified to be important in stress and starvation survival. In both instances examined, the duplications were

coincident with increases in fitness.

10. Rieseberg et al. (1996), Rieseberg and colleagues analyzed the genomic composition of three experimental hybrid lineages

derived from a cross between Helianthus annuus and H. petiolaris. As a result of fertility selection in the early generations, all

three lineages converged on a common genomic composition. Moreover, this genomic structure was in accord with the

recombinant genome of a natural hybrid species (H. anomalus) derived from the same two parental taxa. These findings

suggest that selection plays a central role in the formation of hybrid species.

11. Ungerer (2000), Populations derived from a cross between the Niederzenz and Landsberg ecotypes of Arabidopsis thaliana were

subjected to three generations of selection for increased viability. For QTL alleles governing life history traits, as well as other

genomic regions, selection response was almost always uniform. The results of this work were consistent across different genetic

backgrounds, suggesting that the selective value of an allele is not strongly influenced by variation in genetic background.

12. Wichman (1999), Replicates of two lines of bacteriophage FX174 were adapted to high temperature and a novel host and

resultant populations were surveyed for genome-wide changes. Each replicate displayed over a dozen nucleotide changes that

reached high frequency, and half the substitutions in one line also arose in the second line. In total, six nucleotide changes and

one 27–bp deletion arose in parallel. All of these changes were determined to be adaptive, and the order of occurrence of these

changes varied between the lineages. This result suggests that their selective value is independent of genetic background. An

important antithetical point is that the parallel changes were not those with the largest beneficial effect.

B. Phylogenetic Studies

13. Andreev et al. (1999), In the flour beetle, Tribolium castaneum, point mutations in the gene Resistance to dieldrin (Rdl) confer

resistance to cyclodiene pesticides. Resistance results from a point mutations resulting in replacement of Ala 302 by Ser. Of 141

strains examined, 24 contained resistant individuals. A phylogeny of resistant alleles inferred from a 694–bp stretch of Rdl that

contains the codon for Ala 302, resolved six distinct clades. The pattern of nucleotide variation in this region is better

explained by multiple (parallel) independent origins of the resistant genotype.

14. Elard, Comes and Humbert (1996), The authors demonstrate that resistance to benzimidazole (BZ) antihelmentics is conferred

by a substitution at residue 200 (Phe to Tyr) in beta-tubulin (a precursor to the structural microtubules) in the nematode

Teladorsagia circumcincta. A review of the literature shows that this same substitution is associated with BZ resistance in two

other nematode species and two of four fungi examined.
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15. ffrench-Constant (1994), A survey of Rdl sequences (see #11) from a wide range of insects (Coleopterans, Dipterans and

Dictyopterans) resistant to cyclodiene revealed that all these lineages share the same point muation, the replacement of Ala 302

by Ser.

16. Johanson et al. (2001), The FRIGIDA locus (FRI) has been shown to be a major determinant of flowering time in Arabidopsis.

A majority of Arabidopsis early-flowering ecotypes (i.e., those that do not require vernalization to flower early) contain one of

two deletions that cause a frame shift in the ORF of FRI, suggesting that this phenotype has arisen at least twice.

17. Jouvin-Marche et al. (1988), Sequence analysis of the immunoglobulin kappa light-chain constant region gene (Ck) sampled

from five wild mouse species suggests that parallel evolution of sequences is common at this single-copy locus. Of 47 codons

with at least one substitution, 21 of these changes are most likely the result of parallel evolution. Thirteen of these 21 changes

result in amino acid substitution. In two cases, parallelism is exhibited at the amino acid level only.

18. Kermarrec et al. (1999), Human and non-human primates share the ABO histoblood group system. This system is based on a

single locus encoding a galactosyltransferase, which modifies the O antigen and whose specificity determines the blood group.O

alleles are null-recessives resulting from a deletion, and their non-functional products do not affect the O antigen. Molecular

phylogenetic analysis of human and non-human primateO alleles established that these alleles are the result of four independent

silencing mutations. The large coalescence times of these alleles at intermediate frequencies suggests that balancing selection

(Saitou & Yamamoto, 1997) governs the dynamics of this locus, but the selective value of the silent O alleles is unknown.

19. Kriener (2000), Some alleles in the DRB gene family in Old and New World monkeys resemble human DRB1*03 and DRB3

sequences in their second exon. Phylogenetic analyses based on the flanking intron sequences grouped genes in a taxon-specific

fashion (i.e., gene and species trees were congruent). In contrast, the exon-based tree conflicts with taxonomic groupings (i.e.,

gene and species trees were incongruent). In other words, exon sequences with similar motifs grouped together, even though

the flanking intron sequences suggest that the sequences had separate evolutionary histories. The authors found statistical

support for the hypothesis that the sequence similarities among these diverse lineages were selected independently, allowing

them to reject the hypothesis of common ancestry.

20. Low et al. (2001), Low and colleagues isolated multiple, independently derived strains of b-lactam resistant Escherichia coli

from the infected kidney cysts of a single patient. Resistance resulted from one to three nucleotide substitutions in the

promoter region of the ampC locus (four variable sites total), which led to an increase in expression of the AmpC enzyme. Two

of the resistant strains carried the same set of three substitutions. Because the strains carried the same basic ompC sequence,

which is often highly variable among strains, their results are consistent with an initial infection by a single E. coli strain,

followed by the acquisition of resistance with different cysts.

21. Malcuit et al. (2000), Potato (Solanum tuberosum) has evolved two distinct modes of resistance to potato virus X (PVX): one

controlled by the N genes (Nx and Nb), and one governed by the Rx genes (Rx1 and Rx2). For each of these host genes, PVX

has a single determinant that specifies virulence (i.e., breaks resistance) or avirulence. While this study does not pinpoint the

substitutions responsible for these determinants, a genomic phylogeny of strains variable for these determinants revealed that

the Nb-resistance breaking factor (located in ORF2 of the viral genome) has evolved on five separate occasions. Alternatively,

the topology could be the result of seven independent losses.

22. Molla et al. (1996), The evolution of resistance at the HIV protease gene was monitored in 48 patients treated with the

protease inhibitor, ritonavir. While there was variation among sequences in resistant lineage, the authors pinpointed nine

amino acid changes that resulted from drug selection. For example, mutation at site 82 (V to A or F) was always associated

with the evolution of resistance and associated mutations at four other sites occurred in more than one half of the sequences

analyzed. Moreover, multiple mutations consistently accumulated in an ordered fashion.

23. Morris et al. (1993), The absorbance maxima (max) of the rhodopsin visual pigments of squid species have been shown to be

correlated with their maximum depth distribution – species that inhabit deeper waters have lower maxima. In this study, the

authors show that the 5 nm spectral shift in rhopdopsin maxima between Alloteuthis subulata (max depth of 200 m) and Loligo

forbesi (360 m) is associated with a substitution of phenylalanine by serine at residue 270. This residue is homologous to site 277

in primate cone visual pigments, a site that is important in spectral tuning in primates (Neitz et al., 1991 and Williams et al.,

1992).
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Appendix 1. (Continued)

24. O’hUigin, Sato and Klein (1997) Sequences of introns 5 and 6 of the ABO gene were analyzed to distinguish between parallel

evolution and trans-species inheritance of polymorphism at this locus. Four substitutions and one indel separate human A, B,

and O variants from chimpanzee A and gorilla B alleles. There is no phylogenetic support for trans-species inheritance, thus

the authors conclude that the chimpanzee A and gorilla B alleles evolved in parallel with the human A and B alleles,

respectively. Note that cloning and homology assessment demonstrated that the A and B alleles are distinguished by the same

four amino acid residues (sites 176, 234, 265 and 267) within humans and between the chimpanzee A and gorilla B alleles. In a

similar study, Saitou and Yamamoto (1997) hypothesize that B alleles have evolved at least three times from an ancestral

A form.

25. Palacios et al. (1998), The transmembrane receptor, CCR5, serves as a cellular gateway for the entry of HIV-1 and all strains of

SIV. Humans homozygous for a null allele of CCR5, which has a 32-bp deletion, are highly resistant to HIV-1. A novel 24-bp

deletion allele of CCR5 was discovered in sooty mangabeys (Cercocebus torquatus atys), a host of SIV, at an appreciable

frequency. This allele is expressed, but its encoded protein is not transported to the cell surface, and thus monkeys

homozygous for this allele are expected to be resistant to SIV infection.

26. Reid et al. (2000), The authors constructed a phylogeny of enteropathogenic Escherichia coli strains based on six housekeeping

genes. The phylogenetic distribution of mobile elements that confer virulence suggests that the high virulence of certain

lineages is a derived (not ancestral) state. More importantly, the phylogeny supports the parallel gain and loss of specific

mobile virulence elements. For example, the chromosomal acquisition of the LEE pathogenicity island, a critical first step in

the evolution of pathogenicity, occurred at least twice. In addition, a plasmid-borne haemolysin and phage-encoded Shiga

toxins were acquired in parallel in distinct lineages.

27. Romero-Herrera et al. (1978), Phylogeny reconstruction of vertebrate myoglobin sequences revealed that 139 of 278

mutations, corresponding to 39 of 83 variable sites, occurred in parallel. Although the adaptive significance of these changes is

unclear, myoglobin function is likely to be under strong selection in diving mammals. Certain changes that arose

independently in cetaceans and pinnipeds are also intriguing: 54 Asp and 122 Glu in both harbour seal and dolphin, 83 Asp in

sea lion and dolphin, 121 Ala and 152 His in harbour seal, dolphin and porpoise.

28. Shafqat et al. (1996), Shafqat and colleagues examined the interrelationships of formaldehyde-active and ethanol-active

alcohol dehydrogenase (ADH) in plants and animals. Their results indicate that the plant and animal forms of formaldehyde-

active (class III) ADH share a common ancestor. In contrast, the ethanol-active (classes P and I) forms are derived from

independent duplications of the class III enzyme-encoding loci within each lineage, followed by functional convergence. These

forms are characterized by parallel changes at four of the thirteen substrate binding amino acid residues. See also Fliegmann

and Sandermann (1997).

29. Shyue et al. (1995), Color vision is governed by two genes in the New World marmosets and squirrel monkeys, one of which is

X-linked. Both marmosets and squirrel monkeys have evolved multiple alleles at the X-linked locus, each encoding

photopigments with distinct spectral sensitivities. Consequently, heterozygous females are trichromatic. Phylogenetic analysis

supports the independent evolution of these multi-allelic systems. In addition, a comparison of the amino acid sequences of the

X-linked loci in New World monkeys and humans (which have two such loci) reveals parallel changes at three sites that are

believed to be critical for spectral tuning.

30. Stewart, Schilling and Wilson (1987), Zhang and Kumar (1997), The digestive system of colobine monkeys, ruminants, and the

avian hoatzin all involve the recruitment of lysozyme expression (lysozyme c) in the stomach, where it serves as a bacteriolytic

enzyme. Phylogenetic analysis revealed that two amino acid sites evolved in parallel across taxa, supporting the hypothesis that

these substitutions were the result of positive selection.

31. Yokoyama and Yokoyama (1990), Red- and green-like visual pigment genes of the blind cave fish, Astyanax fasciatus, were

compared to their homologous counterparts in humans. Like humans, this species of fish has one red-like pigment gene and

multiple green-like pigment genes. A phylogeny of these genes allowed the authors to infer the direction of evolution of amino

acid sequences. The results of this analysis point to independent origins of the red pigments, from a green ancestor, in human

and fish by identical amino acid substitutions at two, or possibly three, critical positions.
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Appendix 1. (Continued)

C. Quantitative Genetic Studies

32. Fatokun et al. (1992), The most important yield trait in both cowpea (Vigna unguiculata) and mung bean (V. radiata) is seed

weight, thus this trait has been the target of selection during the independent domestication of both of these species. Fatokun

and colleagues identified QTLs with major effects on seed weight in both species. Furthermore, they used orthologous RFLP

markers to demonstrate that the QTL with the greatest magnitude maps to the same marker interval in both species.

33. Hu et al. (2003), Rhizomatousness was mapped in an F2 population derived from a cross between Oryza sativa and

O. longistaminata. Two key loci were identified, each having strong affects on several rhizome traits. Each of these QTLs is

coincident in map position to a major QTL affecting rhizome growth in Sorghum propinquum, a wild congener of domesticated

sorghum.

34. Paterson et al. (1995), Paterson and coworkers mapped agronomically important traits in rice, maize and sorghum, which

diverged up to 65 million years ago. A significant portion of QTLs underlying seed mass and seed dispersal (i.e., shattering

versus non-shattering) show correspondence among rice, maize and sorghum. QTLs for daylength-insensitive flowering also

map to corresponding regions in rice, maize, sorghum, wheat and barley, suggesting that artificial selection resulted in parallel

changes at a single ancestral locus.

35. Schat, Voous and Kuiper (1996), Schat and colleagues crossed individuals from four geographically isolated, zinc tolerant

Silene vulgaris populations inter se and to a non-tolerant line. One of the tolerant lines exhibited an intermediate level of

tolerance. The segregation patterns in F2 and F3 families fit a major genes model of inheritance, and the authors concluded

that tolerance was governed by two additive genes. All three highly tolerant populations appear to be homozygous tolerant at

both loci, while the intermediate population possesses only one tolerant allele. Because the tolerant populations are

geographically isolated, it is unlikely that tolerance in these populations resulted from common descent. In addition, copper

and cadmium tolerance are controlled by two loci that correspond among all tolerant populations examined.

36. Sucena et al. (2003), In the Drosophila virilis species group, the loss of thin trichomes on the dorsal cuticle of first-instar larvae

has evolved in parallel in three distinct lineages. Sucena et al. examine controlled crosses and gene expression patterns to

demonstrate that all three instances of trichome loss are the result of regulatory changes affecting the shavenbaby/ovo gene.
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Abstract

Hybridization is increasingly recognized as a significant creative force in evolution. Interbreeding among
species can lead to the creation of novel genotypes and morphologies that lead to adaptation. On the
Hawaiian island of O‘ahu, populations of two species of plants in the endemic genus Lipochaeta grow at
similar elevations in the northern Wai‘anae Mountains. These two species represent extremes of the phe-
notypic distribution of leaf shape: the leaves of Lipochaeta tenuifolia individuals are compound and highly
dissected while leaves of L. tenuis are simple. Based primarily on leaf shape morphology, a putative hybrid
population of Lipochaeta located at Pu‘u Kawiwi was identified. Individuals in this population exhibit a
range of leaf shapes intermediate in varying degrees between the leaf shapes of the putative parental species.
We analyzed individuals from pure populations of L. tenuifolia, L. tenuis and the putative hybrids using 133
AFLP markers. Genetic analysis of these neutral markers provided support for the hybrid origin of this
population. The correlation between genetic background and leaf morphology in the hybrids suggested that
the genome of the parental species with simple leaves might have significantly contributed to the evolution
of a novel, compound leaf morphology.

Introduction

The diverse flora and fauna of remote island
chains have been studied by evolutionary biolo-
gists for many decades (e.g., Darwin, 1859; Mayr,
1942; Carson, 1996; Grant & Grant, 1996). Geo-
graphic isolation and founder-mediated speciation
have historically been emphasized as the driving
forces behind adaptive radiation on these islands
(e.g., Weller, Sakai & Straub, 1996). However,
there has long been interest in the role of inter-
breeding among species, or hybridization, as a
creative force in evolution (Anderson & Stebbins,
1954; Lewontin & Birch, 1966). Hybridization is
increasingly recognized as an evolutionary force
that can lead to adaptation through the creation of

novel genotypes and morphologies (Rieseberg,
1995; Arnold, 1997).

Despite its recognition as a recurrent process in
the diversification of flowering plants, the impor-
tance of hybridization as a general mechanism of
evolution driving speciation and adaptation has
been and remains unclear (Heiser, 1973; Levin,
1979; Rieseberg, 1991). Many workers have poin-
ted to the fact that early-generation hybrids often
exhibit significant reductions in viability and fer-
tility (Barton & Hewitt, 1980; Templeton, 1981),
thought to be caused by the disruption of coa-
dapted gene complexes (Dobzhansky, 1951; Mayr,
1963) or by the introduction of maladapted genes
(Waser & Price, 1991). Additionally, hybridization
may result in the creation of morphologically
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intermediate offspring, adapted to neither parental
habitat and outcompeted by non-hybrid individ-
uals (Arnold & Hodges, 1995).

Given these findings, it is perhaps not unex-
pected that the role of hybridization in speciation
on islands has historically been considered minor
(Humphries, 1979; Ganders & Nagata, 1984;
Francisco-Ortega, Jansen & Santos-Guerra, 1996).
In fact, contemporary examples of hybridization
in the Hawaiian flora, for example, appear to be
rare, presumably because the allopatric distribu-
tion of species prevents pollen flow (Mayer, 1991).
However, there are reasons to suspect that
hybridization may, indeed, play a role in plant
speciation on oceanic islands. For example, within
the Hawaiian flora, a high rate of fertility is often
observed in artificially induced interspecific and
intergeneric hybrids (Carr, 1995). Examples in-
clude a number of groups within the Asteraceae:
Bidens (Gillet & Lim, 1970), Tetramolopium
(Lowrey, 1986), and the silversword alliance (Carr
& Kyhos, 1981), which are known to hybridize
freely in the few locations where different species
co-occur (Caraway, Carr & Morden, 2001). Fur-
thermore, non-concordance between nuclear- and
organelle-derived phylogenies of groups such as
the silversword alliance (Baldwin, Kyhos &
Dvorák, 1990) and the Drosophilidae (DeSalle &
Giddings, 1986) are generally interpreted as
indicative of a role for hybridization in the diver-
sification of these groups. These findings, along
with the general lack of post-zygotic genetic bar-
riers to hybridization among congeners, makes the
fact that hybridization has been generally dis-
counted as a factor in adaptive radiation in island
settings surprising (Crawford, Whitkus & Stuessy,
1987).

In this study, we examined a putative example
of natural hybridization in plants from the
Hawaiian Islands. On the island of O‘ahu, two
species of plants in the Hawaiian endemic genus
Lipochaeta (family Asteraceae) grow in the north-
ernWai‘anaeMountains: Lipochaeta tenuifolia and
L. tenuis. Both species are found at similar eleva-
tions in mesic forest, with L. tenuifolia found in the
extreme northern portion of the mountain range
and L. tenuis known from locations to the south.
Individual species of Lipochaeta have diverged in a
number of vegetative and floral traits, including
leaf shape. Lipochaeta tenuifolia and L. tenuis rep-
resent the extremes in the genus with regard to leaf

shape: the leaves of L. tenuifolia are compound and
highly dissected, while the leaves of L. tenuis are
simple. A population of Lipochaeta in the northern
Wai‘anae Mountains has been hypothesized to be
of hybrid origin because individuals within the
population possess a variety of leaf morphologies
intermediate between those characteristic of
L. tenuifolia and L. tenuis (J. Lau, Hawai‘i Natural
Heritage Program, pers. comm.). Our primary
objective in this study was to use genetic markers to
test the hypothesis that the population of Lipo-
chaeta in the northern Wai‘anae Mountains is
of hybrid origin. Furthermore, within this putative
hybrid population, we were interested in identify-
ing correlations between leaf shape and the
parental origin of our genetic markers.

Materials and methods

Study species

Lipochaeta DC (Asteraceae) is an endemic
Hawaiian genus of about 20 species of primarily
suffruticose perennials (Wagner, Herbst & Sohmer,
1990); two sections, based on morphology and
cytology (Lipochaeta, n ¼ 26, four-petaled disk
florets; Aphanopappus, n ¼ 15, five-petaled disk
florets), are recognized within the genus. Artificial
hybrids can be induced in crosses within and be-
tween sections (Rabakonandrianina, 1980), and
between Lipochaeta and Wollastonia biflora
(n =15), the presumed progenitor of Lipochaeta
(Rabakonandrianina & Carr, 1981). Although the
exact relationship between the two sections is
unclear, section Lipochaeta likely arose from a
hybridization event involving a member of section
Aphanopappus and another member of the genus
Wollastonia (Gardner, 1977; Chumley et al., 2002).

Members of section Aphanopappus (n ¼ 14, of
which 11 are extant) are distributed in a classic
adaptive radiation pattern; all but two species are
single-island endemics (Wagner & Robinson,
2001). Individual species have diverged in vegeta-
tive and floral morphology including leaf shape,
growth habit, and the color, number, and size of
ray florets. Natural hybridization within the group
appears to be uncommon (Gardner, 1979) but not
unknown (Wagner Herbst & Sohmer, 1990).
Heretofore, reports of natural hybridization within
Lipochaeta were based solely on morphological
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descriptions of intermediacy rather than the
genetic criteria we are employing.

Field sampling and laboratory techniques

Individuals were sampled from naturally growing
populations of L. tenuifolia, L. tenuis, and the
putative hybrid population, which was assumed to
be composed entirely of hybrid individuals (Fig-
ure 1); sample sizes were five, three, and 13 indi-
viduals, respectively. Two leaves were collected per
individual and placed in plastic bags with desic-
cating silica gel. Each individual collected in the
hybrid population was assigned to a leaf shape
class (Figure 2): 1, L. tenuis-type, deltate; 2, deltate
with basal lobes; 3, deltate with several distinctive

lobes; 4, deltate with numerous lobes and some
further dissection of lobes; 5, very highly dissected
with numerous lobes and sub-lobes, but less
dissected than the parental species L. tenuifolia.

Leaves were crushed by vortexing with ball
bearings (Colosi & Schaal, 1993), and total genomic
DNA was extracted according to a standard phe-
nol-chloroform procedure (Sambrook, Fritsch
& Maniatis, 1989). Following phenol extraction,
DNA was precipitated with ethanol and resus-
pended in deionized water to an approximate con-
centration of 50 ng/ll. Amplified fragment length
polymorphism (AFLP) fragments (Vos et al., 1995)
were detected using standard kits available from
Applied Biosystems (ABI). A restriction-ligation
was conducted with the enzymes EcoRI and MseI
and enzyme-specific ligators from the preselective
amplification kit (ABI part # 402004). Following
ligation, two rounds of PCR were conducted.
During preselective amplification, a single nucleo-
tide was added to the 30 end of the primers; the
preselective product was diluted to serve as the
template for the subsequent selective amplifica-
tions. During selective amplification, two addi-
tional nucleotides were added to the primers, and
the EcoRI primer was fluorescently labeled to
permit fragment detection. SixEcoRI-MseI primer-
pair combinations were used for selective amplifi-
cation (listed by the additional nucleotides added):
ACA-CAT, ACA-CTT, ACG-CTG, ACT-CTG,
ACC-CAT, and, AGG-CTT.

Fragments were separated by electrophoresis
using 4.75% polyacrylamide gels on an ABI 377
sequencer. A ROX-500 fluorescently labeled size
standard was loaded with each sample during
electrophoresis to permit fragment-size determi-
nation. The software package GeneScan� (version
3.1, Applied Biosystems) was used to visualize the
gels and determine fragment size by interpolating
to the ROX-500 standard (ABI #401734) loaded

Figure 1. Distribution of Lipochaeta tenuifolia and L. tenuis

and the location of a putative hybrid population in the northern

Wai‘anae Mountains, O‘ahu. The locations of the populations

sampled from the parental taxa are indicated by a closed square

for L. tenuifolia and a closed circle for L. tenuis; the hybrid

population is indicated by a ·. Species distributions were

extrapolated from occurrences in the Hawai‘i Natural Heritage

Program database.

Figure 2. Variation in leaf shape among L. tenuifolia, L. tenuis and their putative hybrids.
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with each sample, which permitted the analysis of
fragments between 70 and 450 bp. Each differen-
tially sized fragment was considered a single gene
locus, and individuals were scored by the presence
or absence of the indicated fragment.

Data analysis

We analyzed the AFLP data to quantify genetic
diversity in the parental and putative hybrid pop-
ulations and to examine individual plant geno-
types for correlations among fragments and
overall genetic similarity among individuals. Three
assumptions were necessary for these analyses: (1)
Mendelian segregation of polymorphic fragments,
(2) allelic identity of same-size fragments, and (3)
the existence of a single dominant (amplified) and
recessive (null) allele at each locus. The calculation
of standard measures of genetic diversity and
structure required the additional assumption of
Hardy–Weinberg proportions within populations
(Travis, Maschinshi & Keim, 1996). Genetic
diversity within each of the three groups was as-
sessed by the percentage of polymorphic loci (P)
and heterozygosity (H). A locus was considered
polymorphic if its associated fragment did not
occur in every individual analyzed. Heterozygosity
at each locus was estimated from the equation
H ¼ 1 ) [(1 ) q)2 + q 2] where q 2 is the frequency
of individuals in which a fragment was absent;
total heterozygosity was calculated as the mean
heterozygosity among loci.

When a large number of loci are examined, there
are likely to be non-independent associations

among loci. Traditional analyses of genetic struc-
ture, which are based on a locus-by-locus approach,
are unlikely to reveal the effects of such associations
or linkages (Edwards, 2003); also, traditional
analyses of genetic structure require a priori divi-
sions into groups. Therefore, the relationships
among individuals sampled from the three popu-
lations were analyzed via principal components
analysis (PCA). This analysis was selected because
the components generated by the analysis will re-
flect correlations among fragments in their presence
or absence (i.e., non-independence) and because
divisions into groups are not required (Wiley, 1981;
Caraway, Carr &Morden, 2001). All loci were used
for the analysis; however, only those individuals/
samples for which all six primer-pair combinations
were resolved were included in the PCA analysis;
calculations were conducted with the software
package PC-ORD (McCune & Mefford, 1999).

Results

The six primer pairs yielded 133 AFLP fragments
among all individuals. Well over half (61%) of the
fragments were shared by the parental species
(Table 1). Four unique fragments (i.e., also absent
from hybrids) were detected in each L. tenuifolia
and L. tenuis. Fixed differences between the
parental species were detected at only two loci; in
both cases, the fragments were present in L. tenuis
and absent in L. tenuifolia. Twenty-two fragments
were detected in only L. tenuifolia and the hybrids,
and nine were shared by only L. tenuis and the

Table 1. Summary of AFLP markers analyzed in Lipochaeta tenuifolia, L. tenuis, and their

putative hybrids. One hundred thirty-three markers were detected among all sampled individuals

AFLP markers L. tenuifolia L. tenuis

L. tenuifolia

·
L. tenuis

Total numbera 107 94 124

Constant markers 17 47 15

Polymorphic markers 90 47 109

Shared by both parental species 81 81 –

Constant in both parental species 12 12 –

Shared by parent and hybrid 102 89 –

Absent in other parent 22 9 –

Unique to species or hybrid 4 4 13

aNumber of fragments present in at least one individual of the group.
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hybrids. A single fragment was shared by the
parental species but was absent in the hybrids. In
contrast, 13 fragments detected in the hybrids were
absent from both parental species.

The number of polymorphic markers varied
substantially between the parental species. Ninety
(84%) of the fragments detected in L. tenuifolia
were polymorphic, while only 47 (50%) polymor-
phic fragments occurred in L. tenuis. The putative
hybrids possessed the greatest number (109) of
polymorphic fragments. Heterozygosity, as aver-
aged across all 133 loci, also was greatest in the
putative hybrid population (H ¼ 0.30). Hetero-
zygosity in L. tenuifolia was, at H ¼ 0.24, almost
twice the level observed in L. tenuis (H ¼ 0.13)
(Table 2).

The three groups largely segregated into
discrete groups along the first two principal

component axes (Figure 3), which accounted for
27 and 18% of the variance observed in the total
data set, respectively. Individuals of the two
parental species largely segregated from individu-
als from the hybrid population along the first
principal component. Notably, this division was
not complete: individuals of the most highly dis-
sected leaf shape (hybrid 5) clearly segregated with
individuals of the simple-leafed parent. Individuals
of the two parental species segregated from one
another along the second principal component.
Again, hybrid 5 individuals, which are morpho-
logically most similar to L. tenuifolia, segregated
with L. tenuis.

Discussion

Evidence for hybridization

The AFLP data presented here strongly suggest a
L. tenuifolia · L. tenuis hybrid origin for the
population at Pu‘u Kawiwi. As would be expected
in a hybrid population, the Pu‘u Kawiwi popula-
tion contained a mix of the AFLP fragments
detected in the parental taxa (Rieseberg, 1991); in
fact, virtually all the fragments detected in the
parental species were also found in the hybrid
population.

Only 13 of the 133 fragments detected in the
putative hybrids were absent from both parental
species, although it is likely that sampling error
could explain this discrepancy. Only one popula-
tion each was sampled from the parental species,
and these populations were located well away from
Pu‘u Kawiwi; it is possible that populations of
L. tenuifolia and L. tenuis closer to the hybrid
population might contain these fragments. The
failure to detect these fragments could also indi-
cate another species of Lipochaeta has been in-
volved in the formation of the hybrid population.
Two other species of diploid Lipochaeta are known
from extreme northwestern O‘ahu locations;
however, these species are known from coastal
(L. integrifolia) and lowland (L. remyi) locations
fairly removed from the mesic forest locales of L.
tenuifolia and L. tenuis.

In addition to possessing fragments from both
the parental species, the greater percentage of
polymorphic loci and higher levels of heterozy-
gosity found in the putative hybrid population are

Figure 3. PCA of AFLP data using all scored fragments.

Individuals are depicted by their leaf shape as shown in

Figure 2; hybrids are shown in black, while individuals of the

parental species are shown in gray.

Table 2. Sample sizes, percent polymorphic loci, and hetero-

zygosity calculated in L. tenuifolia, L. tenuis, and their hybrids

determined from 133 AFLP loci

Species N P P¢ He

L. tenuifolia 5 67.7 84.1 0.238

L. tenuis 3 35.3 50.0 0.131

Hybrids 13 82.0 87.9 0.300

The percentage of polymorphic loci was calculated using all

fragments (P) and only those fragments actually occurring

within each group (P¢).
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also consistent with the hybrid origin hypothesis.
Although there were virtually no apparent
fixed differences between the parental species,
L. tenuifolia and L. tenuis have diverged in their
allele frequencies at many loci. Crosses of the two
parental taxa would result in a greater number of
polymorphic loci, more even allele frequencies and
therefore higher levels of heterozygosity in popu-
lations consisting of hybrid individuals.

Fixed differences between parental species
would have made possible a determination of
whether the population at Pu‘u Kawiwi consists of
early or late generation hybrids, backcrossed
individuals or some combination of these crosses.
For example, fixed differences between the silver-
sword alliance members Dubautia ciliolata and
D. scabra allowed Caraway, Carr and Morden
(2001) to conclude that many individuals in a hy-
brid population from lava flows on the island of
Hawai‘i represented later generation backcrosses
to D. ciliolata. The lack of fixed differences be-
tween L. tenuifolia and L. tenuis, precludes this
analysis, however. Genetically, most individuals in
the population appear intermediate or equally
similar to L. tenuifolia and L. tenuis, which would
seem to argue for a large occurrence of F1 indi-
viduals. However, the varying leaf morphologies
found in the population and the genetic identities
of the hybrid individuals with the most highly
dissected leaf pattern are inconsistent with this
explanation.

Morphology and genetics uncoupled?

The hybrid individuals show a variety of inter-
mediate leaf morphologies that are distinctly dif-
ferent from those of the parental species. In an F1

hybrid population, a single, intermediate leaf
morphology would be expected (Rieseberg, 1991)
if loci contributing to leaf shape act additively.
Later generation hybrid crosses or backcrosses
could generate a variety of leaf forms as segrega-
tion occurs among loci. Overall, the hybrid indi-
viduals were genetically intermediate to the
parental species, but there was variation in the
degree of genetic similarity to the parental species
with regard to the various leaf morphologies. Most
strikingly, those individuals with the most highly
dissected leaf morphologies, that is, most resem-
bling L. tenuifolia, were genetically very similar to
L. tenuis. In other words, a L. tenuifolia-like leaf

morphology was present with a L. tenuis-like
genetic background. Obviously, this conclusion is
tempered by the very small number of hybrid five
individuals we were able to sample from this small,
natural population. However, cautiously taking
the result at its face value, it suggests that genes
from a simple-leafed parent, segregating in novel
hybrid genomes, might play a role in generating a
highly dissected leaf shape.

Such uncoupling of genetics and morphology is
not unusual in hybrids. For example, present-day
varieties of cultivated cotton are tetraploid, but are
derived from two distinct diploid parental species
(Jiang et al., 1998). Surprisingly, QTL that con-
tribute to fiber quality were found to come from the
diploid parent species that possesses no spinnable
fiber on its seeds, suggesting a non-additive inter-
action between the two parental genomes affecting
seed fiber quality. As in the cotton example, our
present study illustrates that the merger of genomes
with divergent evolutionary histories can produce
‘unique avenues’ for selection (Anderson & Steb-
bins 1954; Jiang et al., 1998; Wright et al., 1998).

Backcrossing to the L. tenuis parent could
explain how individuals within the hybrid popu-
lation have become genetically almost identical to
that parental species. Although their status as
‘pure’ may be questionable, populations identified
as L. tenuis do occur near Pu‘u Kawiwi; pollen
flow from these populations is a likely mechanism
of backcrossing. Although individuals genetically
similar to L. tenuis could theoretically arise by
later generation crosses among hybrids (i.e., not
involving backcrossing), this mechanism seems
unlikely given the very small hybrid population
size (tens of individuals). Only a very small per-
centage of late-generation filial hybrids would
randomly end up with a predominantly L. tenuis
genetic make-up, and there is no reason to expect
that all these individuals would possess the
dissected leaf morphology similar to that of
L. tenuifolia. In fact, one would predict such
advanced generation hybrid individuals to possess
an external morphology virtually indistinguishable
from L. tenuis. It is highly unlikely, then, that the
pairing of the external morphology of L. tenuifolia
with the genetic background of L. tenuis would
arise by chance alone, making selection the best
explanation for this pattern.

In fact, different classes of hybrids may have
varying levels of fitness (Arnold & Hodges, 1995),
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with selection often favoring the native phenotype
(Nagy, 1997). Based on this prediction and given
populations of L. tenuis near Pu‘u Kawiwi, hybrid
individuals with entire leaves would be expected to
possess the highest levels of fitness. However,
native phenotypes do not always possess the
highest fitness, and there are scenarios under
which a non-native phenotype could be selected.
For example, Nagy (1997) examined a variety of
morphological traits, including leaf shape, petal
shape, and petal color, in F2 individuals created by
crossing individuals from two subspecies of the
annual plant Gilia capitata occurring in coastal
and inland habitats in California. For all traits
except leaf shape, native phenotypes were favored;
the inland leaf shape, with fewer lobes or dis-
section, was favored at both locations.

Adaptive significance of leaf shape

Leaf shape itself has long been recognized as a trait
of adaptive significance (e.g., Raschke, 1960; Giv-
nish, 1979). In particular, leaf dissection appears
correlated with environmental characteristics, with
highly dissected leaves often favored in dry, sunny
habitats, because the leaves are less likely to become
overheated (Gurevitch, 1988). In addition to having
significance with regard to the abiotic environment,
leaf shape has also been shown to have adaptive
significance with regard to interspecific interac-
tions. For example, differences in leaf shape among
closely related species with similar geographic
ranges may be a response to avoid predation by
herbivorous insects (Gilbert, 1975). Rausher (1978)
demonstrated that females of the pipevile swal-
lowtail butterfly Battus philenor discriminated be-
tween broad- and narrow-leaved Aristolochia when
searching for specific plants on which to oviposit.

It is worth noting that hybrid individuals of
Lipochaeta with the most highly dissected leaves
were clearly morphologically distinct from both of
the typical parental leaf morphologies. Further-
more, that such variation in leaf shape occurs
between the parental species, which occur in sim-
ilar habitats (i.e., mid-elevation mesic forest),
suggests a selective pressure other than simple
environmental conditions. Arthropods comprise
over 75% of the Hawaiian fauna, and many are
highly host specific (Roderick & Gillespie, 1998).
Co-evolution with arthropods has been suggested
as an important factor in the diversification of the

silversword alliance (Roderick, 1997). If leaf shape
in Lipochaeta is, in part, driven by herbivory a
novel leaf shape might have a selective advantage
over either parental phenotype. Concordant with
this hypothesis is the leaf shape variety of Lipo-
chaeta present when multiple diploid species occur
on a single island. For example, on Kaua‘i
L. fauriei (entire, deltate), L. waimeaensis (entire,
elongated), and L. micrantha (highly dissected) all
have very different leaf morphologies, and these
morphologies are not consistent with the general
predictions based on the physical environment
alone: Lipochaeta waimeaensis occurs on dry,
exposed slopes within Waimea Canyon while
L. micrantha is a forest species.

Although the diversity of leaf shape in the
hybrid population seems remarkable, the genetic
basis of transition between simple and compound
leaves is well understood (Sinha, 1997). In fact, the
transition between simple and compound leaves in
the hybrid population is remarkably similar in
appearance to induced mutants in leaf morphol-
ogy known in the cultivated tomato, Solanum es-
culentum (Kessler et al., 2001). In the tomato
model system, whether a plant makes complex,
divided leaves or simple ones is controlled by
KNOTTEDI-like (KNOXI) homeobox genes
(Bharathan & Sinha, 2001). This group of genes is
found in most plants; they are switched on in the
leaves of all plants with complex leaves but are
inactive in plants with simple leaves (Bharathan
et al., 2002). A single gene, PHANTASTICA
(PHAN) controls whether a leaf is pinnate or
palmate (Kim et al., 2003). Although the genetic
basis of leaf shape seems remarkably simple con-
sidering the complexity of the phenotype, even
simple leaves can begin development as ‘complex’
primordia (Bharathan et al., 2002). Certainly, the
molecular genetic studies of leaf shape illustrate
that small genetic changes can lead to the gener-
ation of great morphological diversity. It seems
likely that an analysis of KNOXI gene expression
in Lipochaeta, and in the hybrid population
specifically, would yield interesting results.

Conclusions

DNA markers are powerful tools for the confir-
mation of hybridization within plant species, and,
in fact, are necessary to assess the contribution of
each parental taxon to the hybrid population. The
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leaf morphologies of L. tenuifolia and L. tenuis
represent the ends of a continuum found within
the genus, and hybrids between the two species
yield individuals with a variety of intermediate
morphologies. In fact, the variety of leaf mor-
phologies found in the L. tenuifolia · L. tenuis
hybrid population at Pu‘u Kawiwi is indicative
of later generation hybrids or backcrosses. The
genetic composition of the hybrid individuals
could not be predicted from their vegetative mor-
phology. Further studies of this hybrid population
should include controlled crosses between the
parental taxa; these crosses could yield important
information about the number of genes controlling
leaf morphology and whether epistatic interactions
among loci may affect leaf morphology.
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Abstract

Insect resistance in soybean has been an objective in numerous breeding programs, but efforts to develop
high yielding cultivars with insect resistance have been unsuccessful. Three Japanese plant introductions,
PIs 171451, 227687 and 229358, have been the primary sources of insect resistance alleles, but a com-
bination of quantitative inheritance of resistance and poor agronomic performance has hindered progress.
Linkage drag caused by co-introgression of undesirable agronomic trait alleles linked to the resistance
quantitative trait loci (QTLs) is a persistent problem. Molecular marker studies have helped to elucidate the
numbers, effects and interactions of insect resistance QTLs in the Japanese PIs, and markers are now being
used in breeding programs to facilitate transfer of resistance alleles while minimizing linkage drag.
Molecular markers also make it possible to evaluate QTLs independently and together in different genetic
backgrounds, and in combination with transgenes from Bacillus thuringiensis.

Abbreviations: Bt – Bacillus thuringiensis; IRQTL – insect resistance QTL; LG – linkage group; PI – plant
introduction; QTL – quantitative trait locus; RFLP – restriction fragment length polymorphism; SSR –
simple sequence repeat.

Introduction

Modern agriculture is characterized by monocul-
tural cropping, often over vast areas of land. This
practice results in agroecosystems in which crop
plants are highly vulnerable to pathogens and in-
sect pests, which can spread easily from one field
to another. Although many insect pests can be
effectively controlled through cultural practices
and/or the application of pesticides, environmental
and economical concerns, along with the appear-
ance of pesticide-resistant insect populations have
made a heavy reliance on pesticides undesirable.
Integrated pest management (IPM) is a more
holistic approach to pest control. The goal of IPM
is to integrate various cultural, chemical, and ge-
netic approaches to controlling pests, and to use
pesticides only when pest populations approach

economic thresholds of damage tolerance. Plant
resistance to the most important pests and
pathogens is viewed as an important component of
IPM, and is therefore an objective in many crop
breeding programs. This article reviews what is
currently known about the genetics of insect
resistance in some soybean [Glycine max (L.)
Merr.] germplasm which has been studied and
used in breeding programs since the late 1960s.

The cultivated soybean is a member of the
Leguminosae family, and is thought to have
originated in northern and central China (Probst
& Judd, 1973). Soybean is one of the major crop
species in North America, South America, and
Eastern Asia, where it was first cultivated at
least 3000 years ago. Soybean is important for
human nutrition in Asia, but is grown primarily
as an oil crop and source of protein-rich meal
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for poultry and livestock feeds in the Western
Hemisphere, where it is a major agricultural
commodity in the United States, Brazil, and
Argentina.

Soybean is a host for 36 insect species in North
America, but only eight of these are of major
importance (Lambert & Tyler, 1999). Five of the
eight major pests feed exclusively on foliage, two
exclusively on fruit forms, and one on both fruit
forms and foliage. Damage to seeds by chewing or
piercing and sucking insect pests can cause abor-
tion or deformation of seeds, thus reducing both
the weight and quality of the mature seeds. Soy-
bean can tolerate up to 40% defoliation prior to
the onset of fruiting, and 30% after fruiting with
little or no yield loss (Lambert & Tyler, 1999). The
effect of insect feeding damage on yield is reduced
when environmental conditions (particularly soil
moisture) favor foliage regrowth after insect
feeding pressure subsides.

The most serious insect pests are in the orders
Coleoptera, Lepidoptera, and Heteroptera (Lam-
bert & Tyler, 1999). Major lepidopteran pests in
North America include corn earworm [Helicoverpa
zea (Boddie)], soybean looper [Pseudoplusia inclu-
dens (Walker)], and velvetbean caterpillar [Anti-
carsia gemmatalis (Hübner)]. Larvae of all three
species are foliage feeders, but corn earworm also
feeds on reproductive structures and developing
seeds. Soybean looper is noteworthy in that it has
an unusually high tolerance to a variety of insec-
ticides, and the ability to develop resistance to
many pesticides rapidly. Velvetbean caterpillar is
also a major pest in the soybean producing regions
of Southern Brazil and Northern Argentina, and is
a particularly voracious foliage feeder. In the
United States, these insects cause the most damage
in the Southeast and Delta regions because of the
long growing season and their proximity to trop-
ical regions where soybean looper and velvetbean
caterpillar overwinter.

Three modalities of plant insect resistance have
been described (Painter, 1951; Kogan & Ortman,
1978), and all three exist in soybean. Antixenosis,
or non-preference, involves a morphological or
biochemical trait that affects insect behavior to
discourage oviposition, colonization, or feeding.
Antibiosis involves a negative effect on insect
growth, development, and/or reproduction fol-
lowing ingestion of plant tissue. Examples would
include toxins and antinutrients such as certain

proteinase inhibitors. Phytoalexins produced by
soybean and other plants can be involved in either
or both types of resistance, so antibiosis and an-
tixenosis should not be viewed as discrete modes of
resistance. The third mode is tolerance, which
refers to the ability to tolerate a moderate amount
of damage without appreciable yield loss.

Insect resistance in soybean

Most of the elite cultivars grown in North
America are descendents of a small group of
progenitor genotypes (Gizlice, et al., 1994). These
ancestors consisted of plant introductions (PIs) or
early-generation progeny of PIs that exhibited
desirable agronomic qualities when grown under
North American environmental conditions. Al-
though there may have been some degree of
selection based on response to natural infestations
by certain insects, agronomic performance and
seed composition traits were the primary criteria
for selection. This narrow genetic base severely
limited genetic diversity, and consequently, the
number of alleles conditioning resistance to vari-
ous pests and pathogens within the elite breeding
populations used for cultivar improvement.

Evaluations of maturity group VII and VIII PIs
from the USDA Soybean Germplasm Collection in
the late 1960s identified three Japanese PIs resistant
to the Mexican bean beetle [Epilachna varivestis
(Mulsant)] (Van Duyn et al., 1971, 1972). 171451
(‘Kosamame’) had been collected in Kanagawa,
Japan, 229358 (‘Soden-daizu’) from an unspecified
location, and 227687 (‘Miyako White’) from
Okinawa (USDA-ARS Germplasm Resources
Information Network; http://www.ars-grin.gov/
npgs/searchgrin.html). These PIs exhibit both anti-
xenosis and antibiosis resistance to a number of
soybean insect pests, including soybean looper,
velvetbean caterpillar, cabbage looper [Trichoplu-
sia ni (Hübner)], corn earworm, tobacco budworm
[Heliothis virescens (Fabricius)], bean leaf beetle
[Cerotoma trifurcata (Forster)], and the striped
blister beetle [Epicauta vittata (Fabricius)] (Clark
et al., 1972; Hatchett et al., 1976; Kilen et al.,
1977; Luedders & Dickerson, 1977; Lambert &
Kilen, 1984). The PIs also show resistance to some
soybean pests from Taiwan, including the lepid-
opterans beet armyworm [Spodoptera exigua
(Hübner)] (Family Noctuidae), Porthesia taiwana
(Shiraki) (Family Liparidae), and Orgyia sp.
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(Family Lymantridae), and two Scarabaeidae
coleopterans, Anomala cupripes (Hope) and
A. expansa (Bates) (Talekar et al., 1988).

171451, 227687, and 229358 differ in their
relative resistance to some pest species. By inter-
mating the three PIs and analyzing resistance in
the progenies, Kilen and Lambert (1986) found
that each possessed at least one unique resistance
gene. Talekar et al. (1988) reported that the level
of antibiosis resistance of the three PIs to four
Asian insects varied, with 227687 most resistant
to S. exigua, 171451 most resistant to P. taiwana
and Orgyia sp., and 229358 most resistant to
A. cupripes. Resistance of a particular PI to the
adult and larval forms of the same insect can also
vary. Oviposition by corn earworm moths was
lower on 171451 than on PI 227687, suggesting a
higher level of antixenosis towards adult females
(Clark et al., 1972). However, PI 227687 plants
showed a lower level of pod damage in the same
experiments, suggesting a higher level of antibiosis
towards larvae. Some resistance mechanisms in a
PI may be effective against both lepidopteran and
coleopteran pests, whereas others appear to be
order-specific. Smith and Brim (1979a) tested the
corn earworm leaf-feeding resistance of four F3

lines derived from PI 229358 which had been
previously selected for resistance to Mexican bean
beetle. They found that one line showed a high
incidence of resistance towards corn earworm,
whereas another line had no significant resistance.
Among PI 171451-derived backcross populations
with high levels of Mexican bean beetle resistance,
few of the progeny showed resistance to corn
earworm (Smith & Brim, 1979b).

Efforts to transfer insect resistance from
PIs 171451, 227687, and 229358 to elite soybean
lines have been hindered by quantitative inheri-
tance of resistance and the poor agronomic quali-
ties of the PIs (Boethel, 1999). In 1987, breeding
programs in 10 states were using one or more of the
PIs in crosses to elite cultivars, and insect resistance
remained a breeding objective in nine states in 1998
(Lambert & Tyler, 1999). Studies by Sisson et al.
(1976) showed that inheritance of resistance to
Mexican bean beetle was quantitative. All three PIs
are low yielding and are susceptible to some
important diseases and nematodes (Lambert &
Kilen, 1984). Other problematic traits that con-
tribute to low yield from the PIs include premature
dehiscence of pods and a tendency to lodge (Kilen

& Lambert, 1986). Tight linkages between resis-
tance alleles at quantitative trait loci (QTLs) asso-
ciated with insect resistance and inferior alleles at
nearby agronomic or other resistance trait loci re-
sult in linkage drag, which refers to the inadvertent
co-selection of an undesirable allele genetically
linked to a desirable one (Boethel, 1999). The
combination of linkage drag and quantitative
inheritance has been a major obstacle to soybean
breeders, and has made it very difficult to develop
agronomically competitive cultivars with good in-
sect resistance. Although three insect-resistant
cultivars (‘Crockett,’ ‘Lyon,’ and ‘Lamar’) and
>40 breeding lines have been released since 1969,
none of them possesses both the resistance level of
the PI donor parent and the yield performance of
existing elite cultivars (Boethel, 1999; Lambert &
Tyler, 1999). As a result, these cultivars have never
been popular with producers.

Transfer of resistance from unadapted insect-
resistant germplasm has also been restricted by the
expense and difficulty of conducting phenotypic
assays to evaluate insect resistance in segregating
breeding populations. Selection in early genera-
tions is particularly problematic because it is dif-
ficult to obtain reliable data on the resistance of
single plants. Delaying selection until families can
be assayed, however, wastes resources on planting
and assaying many lines that do not have the
desired level of resistance. In addition, it is seldom
possible to assay a breeding population for resis-
tance to more than one insect pest. The quantita-
tive nature of insect resistance and agronomic
traits, and requirements for resistance to other
pests and pathogens means that large populations
are necessary to ensure recovery of lines possessing
most of the desired traits. The challenge to soy-
bean breeders can be appreciated if one considers
that in addition to a good agronomic performance,
a new cultivar may have to show resistance to up
to 12 diseases (including multiple pathogen races
or biotypes), and five nematode species (including
six biotypes) (Lambert & Tyler, 1999).

DNA marker investigations of soybean insect
resistance

DNA markers have proven a useful tool for inves-
tigating the genetics of insect resistance in soy-
bean, and for marker-assisted selection (MAS) of
insect-resistant individuals in breeding populations.
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To map insect resistance QTLs (IRQTLs), popu-
lations derived from a cross between resistant and
susceptible parents are tested for non-random
associations between phenotype and the genotype
at a marker locus. Statistically significant associ-
ations suggest linkage between the marker and a
gene associated with resistance. QTLs can thus be
identified and analyzed in a Mendelian fashion to
determine their relative contribution to the phe-
notype (Tanksley et al., 1989). Genetic studies
using classical techniques have identified >250
soybean loci since Piper and Morse’s discovery of
the T locus for pubescence color in 1910. In
comparison, over 300 QTLs associated with vari-
ous traits have been identified in soybean using
molecular markers since 1990 (Orf et al. 2003).
Yencho et al. (2000) listed 233 insect resistance
QTLs that have been mapped in six different crop
species. Although DNA marker technology is
powerful, it nevertheless has limitations in detect-
ing QTLs with relatively small effects (i.e., ‘modi-
fier genes’). Of the soybean QTLs reported in the
literature, at least 162 appear to condition >10%
of the variation in phenotype, and only a small
fraction of the total have actually been confirmed.

DNA markers linked to important genes or QTLs
can be used for MAS, thereby reducing the need
for phenotype-based selection. Tagging IRQTLs
with markers also makes it possible to study them
in different genetic backgrounds.

Rector et al. (1998, 1999, 2000) used restriction
fragment length polymorphisms (RFLPs) to
identify IRQTLs segregating in three populations
developed by crossing the susceptible cultivar
Cobb to PIs 171451, 227687 and 229358. Assays
were conducted on F2:3 lines to find IRQTLs
associated with antixenosis and antibiosis resis-
tance to corn earworm. Antixenosis in two of the
populations was measured as percent defoliation
in field plots. A greenhouse antixenosis assay was
used to measure defoliation in the Cobb · PI
227687 population. Antibiosis was evaluated using
a no-choice Petri plate assay to measure weight
gain of larvae feeding on detached leaves.

The corn earworm IRQTLs identified by Rector
et al. (1998, 1999, 2000), and in a follow-up map-
ping study by D. Hulburt (personal communica-
tion) are shown in Table 1. The percentage of
phenotypic variance explained by the genotype at a
particular IRQTL (R2) was calculated to estimate

Table 1. Corn earworm IRQTLsa with resistance alleles contributed by Cobb, PI 171451, PI 227687, and/or PI 229358

Linkage

group

Mode of action Cobb PI 171451 PI 227687 PI 229358

A1 Antibiosis 16 – – –

B2 Antibiosis – – 12–20 –

B2 Antixenosis – – 17 –

C1 Antixenosis – ? 11–12 –

D1b Antixenosis – – – 10

E Antibiosis and

antixenosis

– – 26

20

–

F Antibiosis – – 12 –

F Antibiosis 33 – – –

F Antixenosis 20 – – –

G Antibiosis – ? ? 19

H Antixenosis – 19 9 16

J Antibiosis 19 – – –

M Antibiosis and – 28 – 22

antixenosis – 37 – 37

O Antixenosis 19 – – –

aBased on Rector et al. (1998, 1999, 2000); Narvel et al. (2001) and D. Hulburt, unpublished data.

Mode of action (antibiosis or antixenosis) is indicated and percent of phenotypic variance explained by each IRQTL (R2) is shown as a

percentage under the soybean genotype possessing the resistance allele. Question marks mean that the effect of a QTL in a particular

population has not yet been determined.
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the relative contribution of that IRQTL. With the
exception of the IRQTLs on molecular linkage
group (LG) A1, LG F, LG J, and LG O, the allele
contributed by the PI parent was superior to the
one from Cobb.

A major IRQTL on LG M (IRQTL-M) is
associated with antixenosis (R2 ¼ 0.37) and anti-
biosis (R2 ¼ 0.22–0.28) in both PI 229358 and in
PI 171451 (Rector et al., 1998, 1999, 2000).
Narvel et al. (2001) re-mapped this QTL and
other IRQTLs in the Cobb · PI 229358 popula-
tion with simple sequence repeat (SSR) markers,
and then conducted a retrospective analysis of an
82-cM region surrounding IRQTL-M in 15 cul-
tivars and breeding lines to determine how many
of these carry PI alleles at the QTL. These lines
and cultivars had been selected phenotypically for
resistance to coleopteran and/or lepidopteran
pests, and were developed in six independent
breeding programs using various selection and
breeding methods (bulk, pedigree and backcross).
In some programs, lines had been selected for
resistance to Mexican bean beetle and corn ear-
worm, while others had been selected for resis-
tance to soybean looper and velvetbean
caterpillar. Most of the lines and cultivars had
PI 229358 as their resistant ancestor, but 171451
was listed as the resistant progentitor of the cul-
tivar Crockett and one of the breeding lines.
Graphical genotypes for the 15 lines and cultivars
show that at least 13 of them carry a PI allele at
the SSR marker Satt536, which maps about
0.5 cM from the estimated location of the anti-
xenosis/antibiosis IRQTL-M (Figure 1). The fact
that many of the lines had been selected for
resistance to Mexican bean beetle suggests that
IRQTL-M affects resistance to this coleopteran
pest. In the two lines that had a non-PI allele at
Satt536, the origin of the allele at Satt220, one of
the markers flanking Satt536, could not be
determined, so if IRQTL-M resides in the
Satt220–Satt536 interval, these lines may also
have the PI allele at IRQTL-M. Work is cur-
rently underway to fine-map the region around
IRQTL-M, with the ultimate objective of cloning
this QTL (Shuquan Zhu, personal communica-
tion). This will resolve whether IRQTL-M is a
single locus with pleiotropic effects, or multiple
loci that co-segregate. It will also be possible to
determine whether PI 171451 and PI 229358
carry the same resistance allele(s) at IRQTL-M.

Rector et al. (2000) detected another antibiosis
QTL (R2 ¼ 19%) on LG G (IRQTL-G) in the
Cobb · PI 229358 population. RFLP markers
around IRQTL-G were monomorphic in the
PI 171451-derived population, so it was not pos-
sible to determine whether the QTL affected
resistance. The cultivar Crockett and a related
breeding line supposedly descended from
PI 171451 were found to have an allele at the SSR
nearest IRQTL-G indicating that their true pro-
genitor was PI 229358, and other DNA marker
evidence also supported this hypothesis. The origin
of IRQTL-G DNA could not be determined in any
of the remaining 13 lines and cultivars due to
monomorphic banding patterns at the nearest
marker locus.

A corn earworm antixenosis IRQTL was
identified on LG H (IRQTL-H) in all three
PI-derived mapping populations used by Rector
et al. (1998, 1999). IRQTL-H accounted for
portions of phenotypic variance ranging from
9% in the PI 227687-derived population to 19%
in the PI 171451-derived population. The detec-
tion of IRQTL-H in three independent popula-
tions provided confirmation of its antixenosis
resistance, and suggests that it probably had
adaptive value in the different environments
where the three PIs originated. Nevertheless,
among the 15 cultivars and breeding lines that
Narvel et al. (2001) analyzed, only two carried
PI alleles at a marker close to IRQTL-H. Both
of these lines came from a program in which
soybean looper and velvetbean caterpillar had
been used to select for insect resistance, sug-
gesting that IRQTL-H may associated with
resistance to other lepidopteran pests. It is not
known whether the three Japanese PIs carry the
same allele at IRQTL-H.

The IRQTLs discovered by Rector et al. (1998,
1999, 2000) accounted for most of the genotypic
variance for corn earworm resistance in the
Cobb · PI 229358 and Cobb · PI 171451 popu-
lations, but a substantial amount of the genotypic
variance observed in the Cobb · PI 227687 pop-
ulation remained unexplained by the identified
QTLs. When soybean SSR markers became
available in abundance, they were used to fill gaps
in the RFLP map generated from the Cobb · PI
227687 population (D. Hulburt, personal com-
munication). Antibiosis IRQTLs were identified
on LGs A1, B2, E, and F (Table 1). The resistance
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alleles at all of the IRQTLs except the one on
LG A1 came from PI 227687. The QTL on LG E
(IRQTL-E) (R2 ¼ 26%) is of particular interest

because it mapped to a position 0.4 cM from the
Pb gene, which conditions trichome tip morpho-
logy (http://soybase.agron.iastate.edu/).

Figure 1. Graphical genotypes of 15 insect-resistant soybean cultivars and breeding lines in an 82-cM region encompassing IRQTL-M

on molecular LG M. Cultivars and lines are grouped into sets based on the six different breeding programs in which they were

developed. The most likely positions for the antixenosis (dotted arrow) and antibiosis (solid arrow) QTL(s) are indicated. The bar at

the top representing PI 229358 shows the order and approximate genetic distances (cM) between SSR markers. Genomic segments are

coded according to origin of the alleles at a marker locus, with crossovers portrayed as having occurred midway between markers.

White segments indicate PI 229358 origin and black segments indicate non-PI origin. Vertical lines show that a genotype was

heterogeneous for a locus, and gray represents regions in which a marker locus was uninformative (i.e. monomorphic). The

approximate percentage of PI 229358 genome introgressed was estimated from informative markers (Figure from Narvel et al., 2001,

used by permission from Crop Science).
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The proximity of IRQTL-E to the Pb locus and
the fact that PI 227687 has sharp-tipped trichomes,
whereas Cobb has blunt-tipped trichomes, sug-
gested that the Pb locus might actually be the
IRQTL-E. This hypothesis was investigated by
conducting antixenosis and antibiosis assays on
near-isolines (NILs) of ‘Clark’ and ‘Harosoy’ that
differed for trichome tip morphology (D. Hulburt,
personal communication). Corn earworm larvae
feeding on detached leaves from the sharp-tipped
NILs of both cultivars consumed less tissue and
weighed less (indicative of antixenosis and antibi-
osis, respectively) than larvae fed leaves from the
blunt-tipped NILs. Defoliation by beet armyworm
and soybean looper on the sharp-tipped NILs was
also lower, though the only significant difference in
weight gain in these two species was found for beet
armyworm fed leaf tissue from one pair of NILs.
These data support the hypothesis that IRQTL-E
may be the Pb locus, and this is the first case we are
aware of in which a morphological or biochemical
trait has been convincingly associated with an IR-
QTL mapped with molecular markers in soybean.

Trichome density might also contribute to the
resistance of PI 227687 resistance to some insects.
Johnson and Hollowell (1935) reported that
soybean genotypes with pubescence were less
susceptible to damage by the potato leafhopper
[Empoasca fabae (Harris)] than glabrous genotypes.
Talekar, et al., (1988) analyzed trichome density
among the three Japanese PIs and a susceptible
control line, and found that PI 227687 was the only
one of the three PIs that had a trichome density
higher than the susceptible control. In other exper-
iments with pubescent and glabrous NILs, the lines
with dense pubescence were more resistant to the
larvae of corn earworm, velvetbean caterpillar, and
soybean looper, though oviposition by adult fe-
males was actually higher on plants with dense
trichomes (Lambert et al., 1992).

The IRQTL mapping studies also identified loci
at which resistance alleles originated from Cobb
(Rector et al., 1999, 2000; D. Hulburt, personal
communication). Although Cobb is susceptible
relative to the Japanese PIs, it is not unusual for
certain alleles contributed by a parent to have an
effect opposite that expected from the phenotype
(De Vicente & Tanksley, 1993). The relatively large
effect of some Cobb alleles on resistance relative to
that of the PI alleles is, however, surprising
(Table 1). An antixenosis IRQTL on LG F

(R2 ¼ 20%) was detected in the Cobb · PI 171451
population (Rector, 1999), and another on LG O
(R2 ¼ 19%) has been identified in the Cobb ·
PI 227687 population (D. Hulburt, personal com-
munication). At a different location on LG F, a
major IRQTL explained 33% of the variance for
antibiosis in the Cobb · PI 227687 population,
while another antibiosis IRQTL on LG J explained
19% of the variance in the Cobb · PI 229358
population (Rector et al., 2000). These results
show that useful insect resistance alleles exist in
elite germplasm, and could therefore be transferred
to other elite lines with minimal linkage drag. The
results also suggest that the failure to detect some
of the IRQTLs in a certain population could be
explained if the allele from Cobb at those loci also
conditioned a similar level of resistance.

Other unidentified IRQTLs probably exist, but
these could not be detected with the mapping
populations, markers, and pest species used to
IRQTL detection may be difficult or impossible in
regions of the genome where markers are either
scarce or monomorphic with respect to parents
used to generate the mapping population. Fur-
thermore, IRQTLs with relatively small contribu-
tions (R2 < 0.10) are difficult to identify because
the risk of identifying false positives is high in the
small mapping populations (<200 individuals)
used in many mapping studies. Finally, some IR-
QTLs may not be involved in resistance to pest
species other than corn earworm.

Although resistance assays may be designed to
allow identification of IRQTLs associated with
either antixenosis or antibiosis, these are not dis-
crete modalities, so care must be taken in assuming
that an IRQTL exclusively effects one type of
resistance or the other (Smith, 1989). For example,
a gene conditioning a trait that induces larvae to
spend time searching for a different feeding site
would be classified as antixenotic, yet the time and
effort spent searching instead of feeding could
indirectly result in a lower larval weight. In other
cases, an IRQTL with purely antibiotic effects
against one pest may also have antixenotic effects
against a different pest.

Pyramids of IRQTLs and a Bt transgene

The value of pyramiding IRQTLs in resistance
gene pyramid with a cry1Ac transgene from
Bacillus thuringiensis (Bt) has been investigated in
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growth chamber and field studies (Walker et al.,
2002, 2004). Some native gene/transgene pyramids
could ameliorate two shortcomings of Bt-derived
insect resistance. First, the Cry protein produced
by a single Bt transgene will only protect the host
plant from one, or at most two classes of insects.
For example, the Cry1Ac toxin is lethal to many
lepidopteran pests, but is non-toxic to coleopteran
pests. If a native gene such as IRQTL-M condi-
tioned resistance to Mexican bean beetle, then
combining that gene with the Bt transgene could
broaden resistance of Bt transgenic plants to in-
clude coleopteran pests that are insensitive to
Cry1Ac toxins. Second, several insect pests have
demonstrated the ability to develop resistance to
Cry toxins, so effective strategies are needed to
manage resistance to Bt (Roush, 1997). Popula-
tions of the diamondback moth [Plutella xylostella
(L.)] have already developed resistance to Bt toxins
in several parts of the world where Bt preparations
are routinely applied to cruciferous crops
(Tabashnik et al., 1997). Walker et al. (2002, 2004)
found that soybean lines carrying the PI 229358
allele at IRQTL-M in addition to a cry1Ac trans-
gene were better protected against defoliation by
corn earworm and soybean looper than related
transgenic lines lacking the PI 229358 allele.
Additional experiments to investigate weight gain
of tobacco budworm larvae from Cry1Ac-resistant
and Cry1Ac-sensitive strains demonstrated that
larvae fed leaves of plants with both a cry1Ac
transgene and the IRQTL-M resistance allele
gained weight more slowly than larvae fed leaves
from transgenic plants lacking the IRQTL-M
resistance allele (Walker et al., 2004). In related
lines, some with and some without the Bt trans-
gene, the PI 229358 allele at IRQTL-H, the pres-
ence of the PI allele did not improve the level of
resistance.

The nature of IRQTLs is that even the ones with
the largest effects seldom account for dramatic
differences in the level of resistance observed at the
single plant level. In contrast, a single Bt transgene
can provide almost complete control of some sen-
sitive insect species because the high toxicity of the
expressed protein. Resistance of this type would
appear to be more qualitative than quantitative.
Despite the effectiveness of transgene-derived
resistance towards certain insects, however, this
technology has restrictions associated with pro-
prietary issues in addition to biological limitations.

It is therefore important to continue investigating
native insect resistance genes in soybean and other
crops to better evaluate their potential to increase
and/or broaden resistance in both transgenic and
non-transgenic cultivars.
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Abstract

The finding that even the smallest of plant genomes has incurred multiple genome-wide chromatin
duplication events, some of which may predate the origins of the angiosperms and therefore shape all of
flowering plant biology, adds new importance to the molecular analysis of polyploidization/diploidization
cycles and their phenotypic consequences. Early clues as to the possible phenotypic consequences of
polyploidy derive from recent QTL mapping efforts in a number of diverse crop plants of recent and well-
defined polyploid origins. A small sampling examples of the role(s) of polyploidy in conferring crop
adaptation from human needs include examples of (1) dosage effects of multiple alleles in autopolyploids,
and (2) ‘intergenomic heterosis’ conferring novel traits or transgressive levels of existing traits, associated
with merging divergent genomes in a common allopolyploid nucleus. A particularly interesting manifes-
tation of #2 is the evolution of complementary alleles at corresponding (‘homoeologous’) loci in divergent
polyploid taxa derived from a common ancestor. Burgeoning genomic data for both botanical models and
major crops offer new avenues for investigation of the molecular and phenotypic consequences of poly-
ploidy, promising new insights into the role of this important process in the evolution of botanical diversity.

Background

Polyploidy permeates virtually all of angiosperm
biology. While it has long been apparent that
many angiosperm taxa had undergone one or
more chromosomal duplication events in their
evolutionary history, early hints (McGrath et al.,
1993; Kowalski et al., 1994) of chromosomal
duplication even in the smallest of angiosperm
genomes were recently borne out (Blanc et al.,
2000; Paterson et al., 2000; Arabidopsis Genome
Initiative, 2000; Vision, et al. 2000) by analysis of
the completed Arabidopsis sequence. The finding
that one period of chromatin duplication (perhaps
a single event) predates most the divergence of
most dicots from a common ancestor, and another
event may predate the monocot–dicot divergence

(Bowers et al. 2003), implies that most if not all
angiosperm lineages may have been shaped by a
few common ancient polyploidization events, then
further modified by additional recent events.

While polyploidy as traditionally defined
appears to be roughly equally prevalent in culti-
vated and non-cultivated plants (Hilu, 1993),
analysis of crop plant genomes offers opportuni-
ties to study many phenotypic consequences of
polyploidy in a manner that combines applica-
tions-oriented research with investigation of phe-
nomena that may be fundamental to botanical
evolution. Polyploidy is far less abundant in ani-
mals than plants, arguably due in part to the need
in animals for monosomic sex-determining chro-
mosomes. Consequences of polyploidy in plants
may include a much higher rate of gene loss, and
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more rapid apparent decay of synteny than in
animals (Bowers et al., 2003). Several recent
studies associate non-linear phenotypic effects with
the additive or even less-than-additive (Eckhardt,
2001). merger of two or more genomes with
divergent evolutionary histories in a common nu-
cleus. In this chapter, a tiny sampling of cases that
have been investigated in my lab are reviewed,
then I suggest how emerging research opportuni-
ties may yield new insights into the phenotypic
consequences of polyploidy.

Case studies

Non-linear dosage effects of corresponding
(‘homoeologous’) alleles in sugarcane,
an autopolyploid

Autopolyploid genomes, containing many differ-
ent homologous chromosomes that can pair and
recombine in most or all possible combinations,
have been under-explored at the molecular level
due to their special problems in genetic and
molecular analysis. The importance of autopo-
lyploidy is highlighted by its prominence among
cultivated crops, including sugarcane (8–18x), su-
gar beet (3x), ryegrass (4x), bermuda grass (3–4x),
cassava (4x), potato (4x), alfalfa (4x), red clover
(4x), Grande Naine banana (3x), apple cultivars
(3x), and many ornamentals. It is noteworthy that
many of these crops are cultivated for vegetative
products and are vegetatively propagated, auto-
polyploidy often being associated with reduced
seed production.

Sugarcane is a classical example of a complex
autopolyploid genome. Cultivated sugarcane
varieties have about 80–140 chromosomes, com-
prising 8–18 copies of a basic x ¼ 8 or x ¼ 10
(Irvine, 1999). Most chromosomes of cultivated
sugarcane appear to be largely derived from Sac-
charum officinarum–however, in situ hybridization
data suggest that about 10% may be derived from
S. spontaneum (D’Hont et al., 1995).

Like other vegetatively propagated plant
species, cultivated sugarcane (Saccharum spp.
hybrids) and its wild relatives are highly hetero-
zygous. Pure inbred lines do not exist due to the
difficulty of self pollination and the random pair-
ing of multiple homologous chromosomes. The
segregating populations used in genetic studies are

first-generation progenies from crosses between
two cultivated varieties, or cultivated varieties and
wild species. Genetic mapping uses the subset of
DNA polymorphisms that show simplex segrega-
tion ratios, and these ‘single-dose’ markers can
also be employed to locate QTLs. However, the
fundamental complexity of autopolyploid genetics
resulting from heterozygosity and lack of prefer-
ential pairing is further complicated by the fact
that economically important traits such as sugar
content are complex industrial traits, influenced by
variation in carbon fixation, photosynthate parti-
tioning into sucrose, transportation and accumu-
lation of sucrose in harvestable biomass, and
extractability of sucrose from biomass.

We have used a detailed genetic map to ana-
lyze the inheritance of numerous traits in two
interspecific F1 populations (Ming et al., 2001).
For example, 36 significant associations between
variation in sugar content and unlinked loci de-
tected by 31 different probes were found. The 36
sugar content QTLs correspond to only eight
non-overlapping regions of the sorghum genome,
with single homologous genomic regions
accounting for three QTLs in three cases, and two
QTLs in five cases. In a subset of four of these
cases, single DNA probes detected sugar content
QTLs at each of two or more unlinked loci,
making it possible to investigate whether the
dosage (zero, one, or two ‘copies’) of the chro-
mosomal region(s) containing the favorable
allele(s) had non-additive (i.e. non-linear) effects
on phenotype. Considering sugar content, all four
cases showed non-linear tendencies suggesting
less-than-additive effects, but in only one case
(CSU0428b, dM) did the regression line have a
significant non-linear (in this case, quadratic)
component. Other traits for which significant
effects were linked to larger numbers of loci
detected by common probes provided a test of
higher dosages. For example, two DNA probes
each detected three loci associated with plant
height, and another two DNA probes each
detected four loci associated with plant height. In
all four cases, the regression lines showed less-
than-additive gene action, with significant
(p < 0.05) quadratic trends in three cases, and a
significant quartic trend in one case.

Multiplex segregation at QTL loci may be
partly responsible for the phenotypic buffering
that is argued by many to be one factor in the
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success of autopolyploid crops. Detecting this type
of phenotypic buffering provides strategic infor-
mation for marker-assisted selection in autopoly-
ploid crops. Although diagnostic DNA markers
enable us to pyramid multiple QTLs in a poly-
ploid, incorporating any one copy of the multiple
alleles may obtain most of the desired effect in the
breeding population.

Non-additive gene action in multiple dose
QTLs may also provide evolutionary opportuni-
ties. If a single copy of a gene/QTL is physiologi-
cally sufficient, the extra copies are free to collect
mutations, often becoming non-functional, but
perhaps occasionally resulting in a distinctive new
function which improves fitness.

An important future investigation regards the
contribution of multi-locus QTL genotypes to
stability of performance across different environ-
ments. Sugar content is a trait of relatively high
heritability – however, a role of multiple-dose
QTLs in enhancing environmental stability would
be of potentially great importance for less herita-
ble traits.

Unique evolutionary opportunities associated
with merging divergent genomes in a common
allopolyploid nucleus

The evolution of the genus Gossypium (cotton) has
included a very successful experiment in polyploid
formation, one that fosters investigation of the
consequences of re-uniting divergent genomes in a
common nucleus after millions of years of diver-
gence. World cotton commerce of about $20 billion
annually is dominated by improved forms of two
(among 5 extant) ‘AD’ tetraploid (2n ¼ 4x ¼ 52)
species, G. hirsutum L. and G. barbadense L. Tet-
raploid cottons are thought to have formed about
1–2 million years ago, in the New World, by
hybridization between a maternal Old World
‘A’ genome taxon resembling G. herbaceum
(2n ¼ 2x ¼ 26), and paternal New World ‘D’ gen-
ome taxon resembling G. raimondii (Wendel, 1989)
or G. gossypioides (Wendel et al., 1995), both
2n ¼ 2x ¼ 26. The antiquity of this New World
event precludes human involvement in polyploid
formation.

Two aspects of the cotton ‘experiment’ are
considered further below, in the context of ‘inter-
genomic heterosis’ arising from re-joining of the A
and D genomes in a common tetraploid nucleus.

A non-fiber producing ancestral genome accounts
for the majority of phenotypic variation in fiber
attributes of modern cottons

Wild A-genome diploid and AD-tetraploid Gos-
sypium taxa each produce spinnable fibers that
were a likely impetus for domestication. Domes-
ticated tetraploid cottons existed in the New
World by 3500–2300 BC, and have been widely
distributed by humans throughout the world’s
warmer latitudes. Domesticated A-genome dip-
loids existed in the Old World by 2700 BC, and
one (of only two extant) species, G. arboreum,
remains intensively bred and cultivated in Asia.

Although the seeds of D-genome diploids are
pubescent, none produce spinnable fibers. There is
no evidence that domestication of D-genome
Gossypium taxa has ever been attempted, although
their geographic distribution overlaps that of
several wild tetraploids.

Intense directional selection by humans has
consistently produced AD-tetraploid cottons that
have superior yield and/or quality characteristics
than do A-genome diploid cultivars. Selective
breeding of G. hirsutum (AADD) has emphasized
maximum yield, while G. barbadense (AADD) is
prized for its fibers of superior length, strength, and
fineness. Side-by-side trials of 13 elite G. hirsutum
genotypes and 21 G. arboreum diploids (AA)
adapted to a common production region (India)
show average seed cotton yield of 1135 (±90) kg/
ha for the tetraploids, a 30% advantage over the
903 (±78) kg/ha of the diploids, at similar quality
levels (Anonymous, 1997). Such an equitable
comparison cannot be made for G. barbadense and
G. arboreum, as they are bred for adaptation to
different production regions. However, the fiber of
‘extra-long-staple’ G. barbadense tetraploids, rep-
resenting �5% of the world’s cotton, commands a
premium price due to�40% higher fiber length (ca.
35 mm), strength (ca. 30 g per tex or more), and
fineness over leading A-genome cultivars, at similar
yield levels. Obsolete G. barbadense cultivars
reportedly had up to 100% longer fibers (50.8 mm;
Niles and Feaster, 1984) than modern G. arboreum
(25.5±1.6 mm; Anonymous, 1997).

A detailed RFLP map made in my lab has been
used to determine the chromosomal locations and
subgenomic (A versus D) distributions of QTLs
segregating in at least four different crosses
between high-fiber-quality G. barbadense cultivars,
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and high-yielding G. hirsutum cultivars (both
AADD). Results are summarized in Table 1. The
D subgenome, from the non-fiber-producing
ancestor, generally accounts for more genetic
variation in fiber traits of G. barbadense and
G. hirsutum than does the A subgenome, from the
fiber-producing ancestor. Not only do these data
clearly demonstrate the role of the non-fiber-pro-
ducing D subgenome in cotton fiber traits, but
they suggest that the D-subgenome may even play
the larger role (of the two subgenomes) in the
inheritance of fiber characteristics of modern
cottons.

While the molecular and evolutionary basis of
these findings remains to be demonstrated, we can
falsify a few alternative hypotheses, and speculate
about some possible mechanisms. The D-subge-
nome bias of fiber QTLs is not explained by dif-
ferences in either recombinational or physical size,
or by levels of genetic variation (as reflected by
DNA marker alleles) in the two subgenomes.
Curiously, although extensive correspondence in
the locations of QTLs has been found in other
genomes diverged by up to 65 million years
(Paterson et al., 1995), there have been few cases
of correspondence between fiber QTLs in the A
and D-subgenomes, thought to have diverged
from a common ancestor only about 10 million
years ago. The A-subgenome, in which fiber evo-
lution preceded polyploid formation, has a much
longer history of selection (albeit largely natural)
for formation of an elongated seed epidermal fiber
that presumably contributes to dispersal. (It is
noteworthy that formation in the New World, of
the polyploid between native D genome taxa and
Old World A genome taxa, clearly required long-
distance dispersal of the A-genome ancestor –
Wendel, 1989). By contrast, the D-subgenome may

not have come under selection for such a trait until
after polyploid formation. One albeit speculative
notion that has been suggested (Jiang et al., 1998)
is that natural or human selection for fiber attri-
butes of tetraploid cotton may have conferred a
relatively greater likelihood that mutations at D-
subgenome loci confer a fitness advantage for this
trait – by virtue of a multi-million year history of
natural selection for the trait in the A subgenome.
Formal testing of this hypothesis will require
cloning and characterization of the evolutionary
history of a sampling of the determinants of this
important trait, work that is underway in many
labs using a variety of approaches that at a mini-
mum include candidate gene evaluation, analysis
of discrete mutants, and dissection of genomic
regions containing QTLs.

Evolution of complementary alleles at corresponding
loci in divergent polyploid taxa

A second investigation of the cotton genome
focused on response to water deficit. Water loss
from a plant (transpiration) is an unavoidable
consequence of photosynthesis, whereby the energy
of solar radiation is used for carbon fixation.
About one-third of the world’s arable land suffers
from chronically inadequate supplies of water for
agriculture, and in virtually all agricultural regions,
yields of rain-fed crops are periodically reduced by
drought (Boyer, 1982). In this study, we crossed
two superior genotypes (in terms of adaptation to
water deficit) of different species to investigate the
similarities and differences in how these species had
become adapted to this important abiotic stress.
Specifically, we crossed GH cv. Siv’on with GB cv.
F-177, each of which had the highest WUE among
cultivars of their species grown in the test envi-
ronment in Israel (Saranga et al., 1998).

Among a total of 161 QTLs detected for the
16 measured traits (Saranga, Menz et al., 2001),
the polyploidy of cotton was especially well re-
flected by two cases in which corresponding ‘ho-
moeologous’ loci on each of the two different
subgenomes appeared to account for common
sets of traits. The G. hirsutum allele at a QTL on
chromosome 6 (the A-subgenome) was associated
with lower leaf osmotic potential, lower canopy
temperature, and higher seed-cotton yield than
the G. barbadense allele in the water-limited
environment. At the homoeologous location on

Table 1. Subgenomic distribution of QTLs conferring fiber

yield and quality components

A D Uncertain

Jiang et al. (1998) 4 11 0

Saranga et al. (2001) 26 22 0

Paterson et al. (2002) 34 45 0

Chee et al. in prepa 29 38 1

TOTAL 93 116 1

a Subject to revision.
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Chr. 25, the G. barbadense allele conferred both
lower OP and higher SC than the G. hirsutum
allele. A second case of QTLs on homoeologous
regions involved G. hirsutum (Chr. 22) and
G. barbadense (LG D05) alleles that each con-
ferred higher carbon isotope ratio (d13C) under
the water-limited treatment and lower chlorophyll
content under the water-limited or both treat-
ments. The discovery that each of two homoeol-
ogous locations account for genetic variation in
the same phenotypes suggests that subsequent to
polyploid formation in cotton, new functionally
significant mutations (alleles) appear to have
arisen at each of the two homoeologous loci
(or nearby linked loci).

The finding that the G. hirsutum allele is
favorable at some loci and the G. barbadense allele
at other loci shows that subsequently to polyploid
formation, these different lineages have taken very
different evolutionary paths. Moreover, recombi-
nation of favorable alleles from each of these
species may form novel genotypes that are better-
adapted to arid conditions than either of the
parental species. The ‘genomic exploration’ of
other accessions of these species, or other wild
tetraploid cottons (G. tomentosum, G. darwinii,
G. mustelinum) may yield still additional valuable
alleles, and is being actively pursued by crop
breeders.

Looking ahead

Even based on this tiny sampling, it seems clear
that the many polyploidization events that char-
acterize angiosperm evolution (Bowers et al. 2003)
appear to add a unique dimension to the means by
which plants can adapt. The availability of com-
plete sequence for one plant, Arabidopsis thaliana,
has been key to realizing the true extent of gene
duplication in plants, and perhaps also hints at
some possible molecular mechanisms that may
contribute to phenotypic evolution. For example,
one of the more surprising findings (at least to this
author) of the analysis of ancient duplication in
Arabidopsis was the extent of gene loss. Many of
the advantages postulated to be associated with
polyploidy are contingent on the presence of two
somewhat redundant copies of a gene – yet for the
most recent duplication of Arabidopsis, most
authors agree that fewer than 30% of genes retain

a ‘homoeolog’ (syntenic duplicate). The notion of
polyploidy as a ‘buffer’, and the rapid pace of
‘diploidization’ in some taxa (Eckhardt, 2001),
seem at least superficially incongruous. Informa-
tion from many additional taxa, together with
more information about the extent to which the
consequences of polyploidy are general, or pecu-
liar to individual genes and gene families, will be
especially important in better understanding of the
consequences of polyploidy for both angiosperm
diversity and agricultural productivity.
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Abstract

Plant domestication ranks as one of the most important developments in human history, giving human
populations the potential to harness unprecedented quantities of the earth’s resources. But domestication
has also played a more subtle historical role as the foundation of the modern study of evolution and
adaptation. Until recently, however, researchers interested in domestication were limited to studying
phenotypic changes or the genetics of simple Mendelian traits, when often the characters of most interest –
fruit size, yield, height, flowering time, etc. – are quantitative in nature. The goals of this paper are to review
some of the recent work on the quantitative genetics of plant domestication, identify some of the common
trends found in this literature, and offer some novel interpretations of the data that is currently available.

Abbreviations: DRT – domestication related trait; QTL – quantitative trait locus.

Introduction

Plant domestication ranks as one of the most
important developments in human history, giving
human populations the potential to harness
unprecedented quantities of the earth’s resources.
But domestication has also played a more subtle
historical role as the foundation of the modern
study of evolution and adaptation. Darwin
explicitly identified domestication as the basis for
his ideas of natural selection and evolution (Dar-
win, 1899), and many of his ideas about how nat-
ural selection might function are based on keen
observations of the human-mediated selection of
domesticated plants and animals. In fact, Darwin
had good reason to look to domestication for an
understanding of adaptation in nature. Unlike
most natural cases of adaptation, studies of plant
domestication have the potential to identify what
selection pressures populations have responded to
and infer how selection may have acted. Moreover,
it has often been possible to pinpoint the

geographic and phylogenetic origin of domesti-
cates, thus allowing direct comparisons of descen-
dents with their (usually extant) ancestors.

With only rare exceptions (e.g. Anderson et al.,
1991; Dudley & Lambert, 1992; Cowie & Jones,
1998; Visser et al., 1998; Grant & Grant, 2002),
studies of adaptation are restricted by the inability
to observe selection in action over a meaningful
period of time; the resulting changes are frequently
the only clues biologists have with which to infer the
processes involved in adaptation. Though focusing
on domesticates alleviates many of the difficulties
inherent in the study of adaptation, until recently
researches interested in domestication were limited
to studying phenotypic changes or the genetics of
simple Mendelian traits, when often the characters
of most interest – fruit size, yield, height, flowering
time, etc. – are quantitative in nature.

The last 15 years, however, have seen an
outpouring of data on the genetic basis of
quantitative traits. Dozens, if not hundreds, of
articles have investigated the number, location,
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and effects of the chromosomal regions respon-
sible for the phenotypic variation observed
among organisms in the natural world. Whether
for expediency or scientific curiosity, much of
this research has focused on quantitative varia-
tion in crop plants, and a number of studies
have specifically investigated traits thought to
have been important in domestication. Two re-
cent reviews highlight several of the major pat-
terns that have emerged from the growing body
of quantitative mapping studies in domesticated
plants (Paterson, 2002; Frary & Doganlar, 2003)
including the number, effect, and distribution of
the quantitative trait loci (QTL) underlying
domestication related traits (DRT), as well as
similarities across species in the QTL involved in
the domestication process. In the last two years,
however, several new studies have helped to flesh
out the patterns recognized by these reviews.
These data reinforce many of the conclusions of
earlier reviewers, but also allow us to extrapolate
beyond the patterns recognized by those authors.

I will begin with a brief discussion of the major
patterns present in QTL mapping studies of
domesticated plants. Many of these trends have
been recognized previously (Paterson, 2002; Frary
& Doganlar, 2003), and I will instead focus on
extending the analysis of these trends, adding
information from the recent literature and sug-
gesting some novel interpretations of the data
currently available.

Major patterns

Distribution of QTL

Perhaps the most widely cited pattern to emerge
from QTL mapping studies in domesticated plants
has been the clustering of QTL. Most mapping
studies have found that QTL are not randomly or
even uniformly distributed throughout the genome,
but occur in apparently linked clusters in certain
regions of the chromosome (Cai & Morishima,
2002; Paterson, 2002). The few studies that fail to
find extensive clustering (e.g. Hashizume, Shi-
mamoto & Hirai, 2003) tend to suffer from meth-
odological problems that severely constrain the
power of these studies to detect QTL. In spite of the
strong empirical support for this pattern, its genetic
basis (i.e. tight physical linkage or pleiotropic

effects) and its significance in terms of adaptation
remain open to debate.

Size and number of QTL

To many biologists, one of the most surprising
finds of QTL studies has been the number of loci
controlling many quantitative traits. QTL anal-
ysis allows the determination of a lower bound
on the number of genes that control a given
trait. And while classical quantitative genetic
theory attributes continuous variation in nature
to the small, additive effects of a nearly infinite
number of genes, many studies of traits associ-
ated with domestication have found that much
of the phenotypic variation can be explained by
a few loci of relatively large effect. Though
methodological problems – marker density,
sample size, crossing scheme, etc. – can cloud the
interpretation of these data (Beavis, 1994; Mau-
ricio, 2001), the claim that most DRT are con-
trolled by few loci of large effect seems to hold
true for many studies across a variety of taxa.
Counterexamples (Burke et al., 2002) do exist
however, and the reasons for differences in effect
size across studies or taxa are not completely
clear. One difficulty in comparing QTL across
studies has been the definition of ‘major effect,’
since transgressive variation among the progeny
can decouple absolute morphological change
from percent of phenotypic variance explained
by a QTL.

QTL homology

The central theme of Frary and Doganlar’s
(2003) review is the similarity of QTL location
and identity across taxa. Extensive synteny
among QTL of major effect for DRT has been
well established in the grass family (Paterson
et al., 1995), and recent work has extended these
findings to the Solanaceae, revealing similarities
in QTL number and location across several
genera of the family (Doganlar et al., 2002,
Frary et al., 2003b). This similarity of genic and
phenotypic character variation across a wide
array of taxa seems to corroborate Vavilov’s
(1922) ‘law of homologous series in variation,’ –
the assertion that character variation found in
one taxa should exist in related or similar taxa.
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Interpretations

Genetic basis of DRT

Loci of major effect are commonly found in
mapping studies of DRT. The size of effect of a
QTL is usually determined by the amount of
phenotypic variation it explains. The percent var-
iation explained by a QTL, however, does not
necessarily correlate with the heritability of a given
trait, nor with the absolute amount of change a
gene effects (Burke et al., 2002). While there is
good reason to interpret results evidencing QTL of
major effect with some caution (Beavis, 1994;
Mauricio, 2001; Paterson, 2002), the overall pat-
tern is too common to ignore. Classic theory sug-
gests that quantitative traits should be controlled
by many genes of small effect, and that, more often
than not, mutations of large effect would be dele-
terious in nature (Lande, 1983). This contrasts
with reviews of phenotypic evolution in plants,
which offer results similar to those reported in
mapping studies: Hilu (1983) and Gottlieb (1984)
both point to the important role of mutations of
large effect. Similarly, recent theoretical advances
find fault with the Neo-Darwinian dogma, sug-
gesting an adaptive role for mutations of large
phenotypic effect (Orr & Coyne, 1992; Orr, 1998a,
2003). On finding no QTL of large effect for DRT
in crosses between wild and domesticated sun-
flower, Burke et al. (2002) make the argument that
‘domestication may have occurred more readily
without requiring the fortuitous occurrence of
multiple major mutations.’ While this may be true
if adaptation under artificial selection depends
solely on novel mutations, theory suggests that the
opposite could occur if selection acts on standing
genetic variation: selection will fix single alleles of
large effect much faster than it could fix a multi-
tude of small alleles (Barton & Keightley, 2002).
Loci of large effect can then be later modified by
selection acting on other genes (Hillman & Davies,
1990), which could well lead to distributions of
allele effects quite similar to those seen in empirical
mapping studies.

In addition to measuring the size of effect of
QTL, mapping studies can elucidate the mode of
action of the loci. Given that random mutation is
more likely to inactivate a functional gene than to
modify it or create a new function, it has been
argued that the majority of DRT should be

recessive. Many domesticated characters are in
fact recessive (Ladizinsky, 1985; Lester, 1989), and
both of the so-called ‘domestication genes’ which
have been successfully cloned are essentially
recessive (Doebley, Stec & Hubbard, 1997; Frary
et al., 2000). Data from Burke et al. (2002) con-
tradict this idea, showing no evidence for a pre-
dominance of recessive types among the alleles
from domesticated sunflower. Other mapping
studies show mixed results. Some show few or no
recessive alleles in the domesticates (Paterson
et al., 1991; Peng et al., 2003), yet other crosses
find recessive alleles to be frequent (Doganlar
et al., 2002; Xiong et al., 1999). Burke et al. (2002)
actually argue that a lack of recessive alleles
should have made the domestication of sunflower
simpler. Again, however, if adaptation depends
predominantly on standing variation rather than
novel mutations, theory suggests that recessive
alleles for DRT would be more likely to be fixed
than nonrecessive ones (Orr & Betancourt, 2001).
Until more data – especially on the relative
importance of novel mutations and existing ge-
netic variation – is available, however, it does not
seem possible to make any general conclusions
about the significance of the mode of action of
QTL involved in crop domestication.

Tempo of domestication

Several lines of evidence suggest that the tradi-
tional Neo-Darwinian view of gradual change
under domestication is no longer a tenable
hypothesis. Paterson (2002) discusses the issue in
some detail, arguing that the size of QTL, the
existence of QTL clusters that could act as coa-
dapted gene complexes, the coincidence of QTL
across taxa, and the relative ease with which
domesticates can lose DRT and become feral or
weedy all support a relatively fast or punctuational
tempo of domestication. Mathematical models of
domestication based on empirical estimates of
selection coefficients support his conclusion, esti-
mating that domestication could take as little as
20–100 years (Hillman & Davies, 1990). Analysis
of nucleotide variation in maize corroborates this
conclusion, concluding that the current patterns of
diversity are consistent with domestication having
taken as little as ten years in very small popula-
tions (Eyre-Walker et al., 1998). Population bot-
tlenecks, such as those suggested by the data in
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Eyre-Walker et al., have long been thought to play
an important role in plant domestication (Ladi-
zinsky, 1985), and recent work (Ross-Ibarra, 2004)
is consistent with the prediction that elevated levels
of drift in such small populations would select for
increased recombination (Otto & Barton, 2001).
Finally, work in maize has provided a molecular
model for rapid evolutionary change in domesti-
cates, linking changes in the regulation of a single
gene to major shifts in branching and inflorescence
structure (Wang et al., 1999).

QTL distribution and adaptation

As mentioned above, nonrandom distribution of
QTL has been a nearly ubiquitous finding in
mapping studies of DRT. Most authors are careful
to note that these clusters can be interpreted in at
least two ways: either multiple genes are actually
clustered together in linked groups, or the same
genes are identified as QTL for several different
traits (pleiotropy). The latter explanation seems
probable for many of the reports of QTL for
similar or correlated traits such as fruit weight and
yield in peppers (Rao et al., 2003) or color shade
and intensity in eggplant (Doganlar et al., 2002).
Yet many studies have nonetheless found cluster-
ing of QTL for traits that do not seem likely to be
pleiotropic effects of a single gene: Cai and Mori-
shima (2002) mapped QTL relating to mineral
tolerance, heading behavior, germination speed,
and anther length all to a very short interval on
one of the 12 chromosomes of rice, and similar
clusters of seemingly unrelated QTL have been
reported in a variety of species (Koinange et al.,
1996; Poncet et al., 2000; Bres-Patry et al., 2001;
Baum et al., 2003; Huang et al., 2003). As crossing
strategies and mapping technologies improve,
continued efforts at fine-scale mapping of QTL
clusters (e.g. Takeuchi et al., 2003) combined with
the development of new statistical analyses (e.g.
Varona et al., 2004) should enable researchers to
better distinguish between pleiotropy and linkage.

Many authors have made some variation of an
adaptive argument for the observed presence of
QTL clusters. Koinange et al. (1996) adopt the
explanation of Pernes (1983) that, in allogamous
plants, selection against recombinant hybrids be-
tween wild and cultivated plants will lead to the
clustering of QTL for DRT in tightly linked
groups, and computer simulations (Le Thierry

D’Ennequin et al., 1999) of wild to crop gene flow
during domestication seem to support this argu-
ment. Theoretical work has similarly shown that
maladaptive gene flow creates positive associations
among beneficial alleles in the reference popula-
tion, thus selecting for increased linkage or de-
creased recombination (Lenormand & Otto, 2000).
Cai and Morishima (2002) ascribe clustering of
QTLs to Grant’s (1981) concept of ‘multifactorial
linkages,’ or weak linkages brought about by the
random distribution of multiple factors through-
out the genome. These linkages are then somehow
preserved by selection for coadapted gene com-
plexes, perhaps via a process similar to that of
Pernes (1983). Poncet et al. (1998) proposed that
linked clusters of QTL for DRT would become
fixed more rapidly in a population than unlinked
genes, through a type of ‘reciprocal’ hitchhiking
effect.

There is, however, no a priori reason to believe
that the clustering of genes is caused or maintained
by strong selection. Westerbergh and Doebley
(2002) analyzed the genetic basis of quantitative
traits between two wild species of maize. Applying
Orr’s (1998b) QTL sign test, they conclude that
phenotypic differences between the species can be
best explained by neutral drift or temporal fluc-
tuation in the direction of selection. Yet, in spite of
an apparent lack of strong directional selection for
any of the traits studied, Westerbergh and Doeb-
ley’s linkage map shows the familiar pattern of
clustered QTL. Furthermore, Pernes’ (1983)
hypothesis predicts a lack of clustering in selfing
species, a result that is not supported by data
gathered for common bean (Koinange et al.,
1996), eggplant (Doganlar et al., 2002), rice
(Thomson et al., 2003), soybean (Wang et al.,
2004) or wheat (Peng et al., 2003), all predomi-
nantly selfing species.

Different interpretations of the pattern are en-
tirely possible, however. It is well known that
genes are not uniformly distributed throughout the
genome, but that chromosomes usually contain
both gene-rich and gene-poor regions (Gill et al.,
1996; Ware & Stein, 2003; Aert et al., in press) I
argue that QTL for DRT are found more often
than not in tight clusters simply because all genes,
more often than not, are found clustered together
– the pattern does not require any adaptive
explanation peculiar to domestication. Peng et al.
(2003), for example, note that each of their seven
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domestication syndrome factors (clusters of QTL
for DRT) land squarely in one of these gene-rich
regions of the wheat genome. Gene rich regions
have also been shown to be ‘hot spots’ of recom-
bination – Gill et al. (1996) found that 1 cM of
genetic distance on a barley linkage map corre-
sponds to approximately 120 kb in gene rich
regions but to more than 22 Mb of DNA in areas
of low gene density. While increased recombina-
tion might make linkage seem less likely in gene-
dense regions, the comparatively small size of these
regions means that genes within clusters could
nonetheless be fairly tightly linked – genes in part
of the bz gene cluster in maize are separated by less
than 0.1 cM (Fu, Zheng & Dooner, 2001). If tight
linkage were selected for during domestication,
one might expect to find genes for DRT in regions
of low density and low recombination. Further-
more, a recent comparison of the literature on
recombination rates in domesticated plants sug-
gests that domestication actually selects for an
increase in recombination rate (Ross-Ibarra,
2004), a finding that is in good concordance with
theory on the evolution of recombination (Otto &
Barton, 1997, 2001). It is even conceivable that
genes are clustered together for precisely the
opposite reason that Pernes (1983) and others
suspected – there might well be a selective advan-
tage for genes that occur in regions of high
recombination.

The argument could even be taken a step fur-
ther, turning the logic of Pernes (1983) and Le
Thierry D’Ennequin et al. (1999) on its head: both
theory and simulation show that maladaptive gene
flow should select for decreased recombination, yet
revision of the empirical data available reveals that
recombination has actually increased, suggesting
that maladaptive gene flow was not of great im-
pact during the domestication of most crop plants.
Indeed, Poncet et al. (1998) claim that the rela-
tively high levels of gene flow currently observed
between wild and cultivated pearl millet have not
adversely affected cultivation.

Direction of effects

Given the strong directional selection associated
with domestication and the presumed genetic basis
of morphological variation, it is not surprising to
find QTL whose effect are in the direction of the
domesticated trait. In fact one would expect the

domesticated allele to increase seed size, fruit
sweetness, quantity of seed produced, or whatever
other DRT was under investigation. This is in fact
what is generally found: in a review of QTL effects
in domesticated taxa, Rieseberg et al. (2002) found
that the vast majority of QTL for DRT are in the
direction expected, suggesting a central role for
directional selection in their differentiation.

Not all QTL for DRT show this trend, how-
ever. Burke et al. (2002) discovered a large number
of QTL of the opposite direction expected in a
mapping study of domesticated sunflower. They
suggest that negative QTL could become estab-
lished in domesticates via hitchhiking selecting on
other linked QTL, and they interpret the existence
of multiple positive QTL in the wild species as
evidence consistent with the idea of multiple
domestications of sunflower. Evidence from stud-
ies of other purported multiple domesticates is not
entirely convincing: bean (Koinange et al., 1996),
pearl millet (Poncet et al., 1998), barley (Pillen,
Zacharias & Leon, 2004) and rice (Xiao et al.,
1998; Xiong et al., 1999) show similar evidence of
beneficial alleles in their wild progenitors, but a
mapping study in peppers finds only very few of
these alleles (Rao et al., 2003). Moreover, numer-
ous studies of crops not thought to be of recurrent
origin report alleles of varying direction in both
the wild and domesticated parents (Doebley et al.,
1990; Fulton et al., 1997; Johnson et al., 2000;
Doganlar et al., 2002; Peng et al., 2003).

Unless the genetic basis of DRT is thought to
have originated completely by novel mutations
that arose during the process of domestication, the
genetic variation present in the wild progenitor of
a cultivated plant would have to include some
agriculturally beneficial alleles. Given the equivo-
cal evidence available and the improbability of
successful domestication relying entirely on novel
mutations, the most likely conclusion is that the
pattern of cryptic allelic variation observed by
Burke et al. (2002) is probably not a result of
multiple domestications but instead quite possibly
a common feature of domestication in general.

Conclusions

We have clearly come a long way towards a
more concrete understanding of the genetic basis
of domestication, and current data allow for
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many intriguing speculations as well. Equally
clear, however, is the fact that we still have a
long way to go. The patterns that we have thus
far observed suggest questions that we do not
yet have the data to answer, and future studies
are sure to raise as many new questions as they
answer old ones. Much is still lacking in the way
of basic data: one has only to compare a list of
the most important agricultural crops to the
(much shorter) list of domesticated plants for
which we have some idea of the genetic basis of
quantitative DRT to get an idea of how much
work is still ahead. Students of domestication
should see this not as a disheartening lack of
data but instead as a great opportunity to more
fully understand a process that has not only
been key in our own history, but key to our
conceptualization of evolution as well.
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Abstract

Ecologists study the rules that govern processes influencing the distribution and abundance of organisms,
particularly with respect to the interactions of organisms with their biotic and abiotic environments. Over
the past decades, using a combination of sophisticated mathematical models and rigorous experiments,
ecologists have made considerable progress in understanding the complex web of interactions that con-
stitute an ecosystem. The field of genomics runs on a path parallel to ecology. Like ecology, genomicists
seek to understand how each gene in the genome interacts with every other gene and how each gene
interacts with multiple, environmental factors. Gene networks connect genes as complex as the ‘webs’ that
connect the species in an ecosystem. In fact, genes exist in an ecosystem we call the genome. The genome as
ecosystem is more than a metaphor – it serves as the conceptual foundation for an interdisciplinary
approach to the study of complex systems characteristic of both genomics and ecology. Through the
infusion of genomics into ecology and ecology into genomics both fields will gain fresh insight into the
outstanding major questions of their disciplines.

Introduction

Genomics has been described as the ultimate
integrative discipline, crossing the full spectrum of
the biological sciences. Without doubt, genomics is
a multidisciplinary pursuit, combining primarily
molecular biology and computer science. The ge-
nomics era has also brought a renewed interest in
systems biology, conceptually a broader multidis-
ciplinary endeavor, and said to bring together
biology, chemistry, computer science, engineering,
mathematics, and physics (Ideker et al., 2001;
Kitano, 2002; Hood & Galas, 2003). Absent in
these lists of the 21st century’s new biology is a
mention of the field of ecology, the scientific study
of the processes influencing the distribution and
abundance of organisms, particularly with respect
to the interactions of organisms with their biotic
and abiotic environments.

This absence is surprising – surprising because
both ecologists and genomicists ask similar ques-
tions, their respective disciplines have developed
along similar intellectual trajectories and share
basic epistemological approaches. In many ways,
the genome and the ecosystem are parallel con-
structs and can be studied using similar ap-
proaches. The thesis of this paper is that including
the field of ecology as part of the study of ge-
nomics will lead to advances in both disciplines.

A metaphor

Imagine the Serengeti plain of east Africa: grasses,
shrubs, and trees extend over the landscape; gir-
affe, elephants, and antelope graze over the
grasslands; lions, leopards, and hyena hunt and
scavenge; vultures, flies, and fungi linger over car-
rion. Over the past millennium, natural historians
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have discovered and described these, and many
other, individual species of plants, animals and
microbes. Ecologists stepped in over a century ago
to study what an individual species does in its
environment, its ‘autoecology’. In other words, we
now know how a giraffe manages to live in the
Serengeti. In the past century, through a combi-
nation of manipulative experiments and mathe-
matical theory, ecologists have made great strides
in understanding interactions between individual
species (e.g., Wilbur, 1987; Morin, 1999). As a
result, to a large degree, we now know how giraffes
interact with trees, with other giraffes, with other
herbivores, with predators, and even with dung
beetles (Jankielsohn et al., 2000): a fairly complex
network of interactions.

However, the challenge of ecology is not to
understand only the giraffe’s role in the Serengeti
ecosystem: a complete ecological understanding of
the Serengeti would require that we understand the
rules regulating how each and every species in the
ecosystem, from bacteria to lions, interacts with
every other species and how each species interacts
with multiple environmental factors. Needless to
say, this is a complicated problem. It is made more
complicated by the fact that complex systems are
rarely the sum of their parts: emergent properties
lead to nonlinearities. Considering the complexity
of the problem, ecologists have made astonishing
inroads into understanding the natural world, al-
though some remain skeptical (e.g., O’Connor,
2000). Keep the metaphor of the giraffe in the
Serengeti in mind as we consider how examination
of another ‘species’ – the gene in its genomic eco-
system – may further accelerate breakthroughs in
ecology and genomics.

The metaphor extended: the genome as ecosystem

Although the pace of intellectual development has
been much more rapid in genomics, the parallels to
the development of ecology are unmistakable. Like
those legions of systematists identifying the indi-
vidual species in the ecosystem, geneticists made a
cottage industry of identifying single genes until the
advent of whole-genome sequencing (and bench
geneticists continue to make remarkable progress
in carefully reconciling predicted genes with actual
ones). In many ways, genomicists reintroduced
natural history to biology, albeit a molecular nat-
ural history, eschewing hypothesis-driven research

and proclaiming a new phase of ‘discovery-based’
inquiry (Ideker et al., 2001) with the argument that
the field needed to accumulate the basic informa-
tion upon which hypotheses could later be based.

Like ecologists in the Serengeti, the mainstay of
many modern molecular geneticists is attempting
to understand the function, the autoecology, of
each gene. For many pathways, we know how
genes interact with other genes, like we know how
giraffes interact with other giraffes or other ani-
mals. Molecular geneticists have long understood
how genes interact with the environment. Genes
live in an ecosystem like animals live in their eco-
system, and although the tools used to study genes
and giraffes are clearly different, the broad intel-
lectual approaches to understanding genes and
giraffes are not so different.

However, like ecology, the ultimate challenge
of genomics is to understand how each gene in the
genome interacts with every other gene (epistasis)
and how each gene interacts with multiple, envi-
ronmental factors. Gene networks are just as
complex as the ‘web’ that connects all the species
in an ecosystem (Tong et al., 2004). Again,
understanding that degree of complexity is a
complicated, multidimensional problem. What
emergent properties will arise from the complexi-
ties of the genome? Will understanding the func-
tion of every gene ever allow us to predict complex
phenotypes? How pervasive are epigenetic effects
(e.g., Waddington, 1942)?

If we see the genome as an ecosystem where
genes live, how much more progress will genomi-
cists make in understanding that ecosystem than
ecologists have made in understanding their eco-
systems? Regardless of the answer to that ques-
tion, ecology and genomics do have enough to
offer one another that the two disciplines may
reach their common goal with a healthy inter-
change of ideas.

What can ecology and genomics offer each other?

Certainly molecular geneticists have offered ecol-
ogists a myriad of tools to understand ecology and
in many ways those tools have revolutionized
ecology. However, what does ecology offer ge-
nomics? The most important thing ecology can
offer genomics is experience in simply thinking
about, and being trained in thinking about,
complex interactions. Most often, this training is
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manifested in being able to design experiments
that test for complex interactions with both the
environment and other individuals or species
(Hairston, 1989; Resetarits & Bernardo, 1998).

For example, both geneticists and ecologists
use manipulative ‘field’ experiments. Molecular
geneticists use knockout experiments (experimen-
tally excluding genes from a pathway with, for
example, targeted mutagenesis or RNAi) to
understand how genes interact within the genome
and ecologists often experimentally exclude a
species from an ecosystem (e.g., with a fence or
pesticide) in order to understand the role of that
species in the ecosystem. Since ecologists often
manipulate multiple species in a factorial fashion,
statistical and experimental approaches have been
developed that allow for the analysis and inter-
pretation of these data. Most molecular geneticists
have tested single mutant, double mutants, and
even triple mutants, but it gets exceedingly difficult
to examine the factorial effects of every possible
combination of four or more independent muta-
tions. Genomics allows the investigator the
opportunity to examine the global effects of mu-
tants, but the statistical interpretation of such
experiments often clouds the results. The ecolo-
gists’ experience in designing experiments with an
eye towards managing complexity will be directly
applicable to the analysis of complex genomic
datasets.

For example, many microarray experiments
suffer from simple but significant flaws in design
that make the data difficult to interpret (Tilstone,
2003). Technical problems arise that could be
addressed simply by borrowing concepts from
ecology. For example, the slides used for micro-
arrays can sag, causing an attenuation of signal
for those spots in the middle. Engineers have
worked to improve the physical properties of the
slides and computer scientists have worked to
account for the signal attenuation. However,
ecologists must always account for heterogeneity
in their field sites and use a variety of experi-
mental techniques to do so (Cochran & Cox,
1992; Scheiner & Gurevitch, 2001). The simplest
field technique, ‘spatial blocking,’ is easily applied
to a microarray (although at a cost of through-
put). Rather than apply 10,000 unique spots on a
chip, one could spot four replicates of each oli-
gonucleotide or mRNA in distinct spatial blocks
on a chip. A simple analysis of variance could

account for the variation due to physical hetero-
geneity on the slide, whatever the underlying
cause.

Beyond providing guidance in experimental
design, ecologists can contribute a nuanced ap-
proach to studying the interactions of genes with
the environment that goes beyond simple micro-
array gene expression studies done in a few differ-
ent environments. For example, an investigation of
mutant phenotypes performed under realistic eco-
logical conditions could be valuable in shedding
light on the ‘genetic uncertainty principle’ where a
reverse genetics approach has not yielded an
informative mutant phenotype (Tautz, 2000). The
failure of a gene knockout to produce a visible
phenotype could be due to genetic redundancy, but
it could also be masked by the permissive envi-
ronments in which most mutants are screened
(Gilliland et al., 1998; Meagher et al., 2000).

In addition to being an experimental science,
ecology is also a highly mathematical discipline.
While some cell and molecular biologists have
employed complex mathematics in their work,
there remains an enormous potential in the
synergy between the kind of datasets genomicists
generate and the mathematical approaches that
ecologists have refined over the last century.
Very simple mathematical models were derived
early in the history of ecology to predict popu-
lation growth (logistic equation) and to study
interactions among species (Lotka-Volterra
equation). Today, ecology has developed a firm
mathematical foundation (May 1976; Dieckmann
et al., 2000; May, 2001; Okubo & Levin, 2001;
Cushing et al., 2002). Mathematics is an essential
tool to understanding complex systems. Models
are used to generate hypotheses that can be
experimentally tested. For example, a model of a
complex network can be generated, along with a
predicted response to a perturbation. Perturba-
tion experiments can be performed and the ob-
served results compared with the model.
Mathematics will be essential to guide the course
of experimentation in genomics as the complex-
ity of systems increases. When applied to ge-
nomics, these models will focus in detail on the
specific molecular mechanisms of individual
genes and proteins and their interactions. Fur-
ther models could explicitly incorporate deter-
ministic environmental parameters as well as
environmental stochasticity.
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This approach has been recently advocated by
systems biologists who favor an applied mathe-
matics and computational approach to biology
(Hood & Galas, 2003). Further evidence of the
common path taken by ecology and genomics lies
in the recent establishment of systems biology as
an intellectual discipline. Systems biology has an
antecedent in systems ecology. Systems ecology is
a branch of ecology that attempts to understand
the structure and function of ecosystems by con-
centrating on energy inputs and outputs of the
system (Odum, 1983; Patten & Jørgensen, 1995).
Systems ecology was developed partly as a way to
confront the complexity of systems. The system
itself is a black box and the approach trades off the
ability to understand the details of the components
of the system for understanding the system as a
whole. Whether systems biologists embrace a deep
systems approach or if they simply apply mathe-
matics to molecular biology at a global scale
(Ideker et al., 2001), the path of modern biology
will be paved with mathematics; and ecologists
have been strolling that way for decades (May,
1976).

Ecologists clearly have something to offer to
genomics, but genomics will continue to be critical
to advances in ecology. Certainly, techniques cre-
ated for genomics have found application in ecol-
ogy. Craig Venter’s attempt to use sequencing to
identify every microbe in the Sargasso Sea is an
example of the power of genomics to identify all
the players in a complex ecosystem. And ecologists
have started using some of the tools of genomics in
their own work (Jackson et al., 2002). Neverthe-
less, genomics could have an even more profound
intellectual contribution to ecology. As physics
infused ecology in the 1970s, a focused interest on
the ecology of the genome may give great insight
into biological systems at higher levels of organi-
zation. For example, perhaps gene networks are,
at some level, fundamentally different from food
webs. The present research interest in genetic net-
works could have substantial application to ecol-
ogists’ work on species interactions (e.g., Barkai &
Leibler 1997; Bergman & Siegal 2003). Genetic
systems, like ecological systems, seem to be more
stable the more connected they are. Although this
result makes some intuitive sense in a genetic sys-
tem, it is unclear why it seems to be the case in
ecological systems. For many questions, modeling
the genome as an ecosystem will have direct

applications to understanding any complex sys-
tem, including ecosystems.

Final thoughts

In this paper, I have attempted to outline some of
the common approaches that genomics and ecol-
ogy have taken to addressing the outstanding
questions in their disciplines. I see unmistakable
similarities in these two seemingly disparate fields.
It strikes me that both ecology and genomics have
much to offer each other. And since genomics is
still in many ways establishing its paradigms, now
seems the appropriate time for each field to take
full advantage of the others’ strengths. Will the
infusion of ecological ideas into genomics help to
make more sense of genomes than we presently
have of ecosystems? Will a new synthesis of ecol-
ogy and genomics lead us into this new century of
biology? I do not know. But if I were a beginning
graduate student in genetics, I would look at the
course offerings in math. If I were a beginning
ecology or math graduate student, I would look
over at what the geneticists were doing. And if I
were hiring systems biologists, I would take a
careful look at ecologists.
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