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PREFACE

This six-volume work is an alphabetically organized compi-
lation of almost 300 articles that describe critical aspects of
medical devices and instrumentation.

It is comprehensive. The articles emphasize the contri-
butions of engineering, physics, and computers to each of the
general areas of anesthesiology, biomaterials, burns, cardi-
ology, clinical chemistry, clinical engineering, communica-
tive disorders, computers in medicine, critical care
medicine, dermatology, dentistry, ear, nose, and throat,
emergency medicine, endocrinology, gastroenterology,
genetics, geriatrics, gynecology, hematology, heptology,
internal medicine, medical physics, microbiology, nephrol-
ogy, neurology, nutrition, obstetrics, oncology, ophthalmol-
ogy, orthopedics, pain, pediatrics, peripheral vascular
disease, pharmacology, physical therapy, psychiatry, pul-
monary medicine, radiology, rehabilitation, surgery, tissue
engineering, transducers, and urology.

The discipline is defined through the synthesis of the core
knowledge from all the fields encompassed by the applica-
tion of engineering, physics, and computers to problems in
medicine. The articles focus not only on what is now useful
but also on what is likely to be useful in future medical
applications.

These volumes answer the question, “What are the
branches of medicine and how does technology assist each
of them?” rather than “What are the branches of technology
and how could each be used in medicine?” To keep this work
to a manageable length, the practice of medicine that is
unassisted by devices, such as the use of drugs to treat
disease, has been excluded.

The articles are accessible to the user; each benefits from
brevity of condensation instead of what could easily have
been a book-length work. The articles are designed not for
peers, but rather for workers from related fields who wish to
take a first look at what is important in the subject.

The articles are readable. They do not presume a detailed
background in the subject, but are designed for any person
with a scientific background and an interest in technology.
Rather than attempting to teach the basics of physiology or
Ohm’s law, the articles build on such basic concepts to show
how the worlds of life science and physical science meld to
produce improved systems. While the ideal reader might be
a person with a Master’s degree in biomedical engineering or
medical physics or an M.D. with a physical science under-
graduate degree, much of the material will be of value to
others with an interest in this growing field. High school
students and hospital patients can skip over more technical
areas and still gain much from the descriptive presentations.

XV

The Encyclopedia of Medical Devices and Instrumenta-
tion is excellent for browsing and searching for those new
divergent associations that may advance work in a periph-
eral field. While it can be used as a reference for facts, the
articles are long enough that they can serve as an educa-
tional instrument and provide genuine understanding of a
subject.

One can use this work just as one would use a dictionary,
since the articles are arranged alphabetically by topic. Cross
references assist the reader looking for subjects listed under
slightly different names. The index at the end leads the
reader to all articles containing pertinent information on
any subject. Listed on pages xxi to xxx are all the abbrevia-
tions and acronyms used in the Encyclopedia. Because of
the increasing use of SI units in all branches of science, these
units are provided throughout the Encyclopedia articles as
well as on pages xxxi to xxxv in the section on conversion
factors and unit symbols.

I owe a great debt to the many people who have con-
tributed to the creation of this work. At John Wiley & Sons,
Encyclopedia Editor George Telecki provided the idea and
guiding influence to launch the project. Sean Pidgeon was
Editorial Director of the project. Assistant Editors Roseann
Zappia, Sarah Harrington, and Surlan Murrell handled the
myriad details of communication between publisher, editor,
authors, and reviewers and stimulated authors and
reviewers to meet necessary deadlines.

My own background has been in the electrical aspects of
biomedical engineering. I was delighted to have the assis-
tance of the editorial board to develop a comprehensive
encyclopedia. David J. Beebe suggested cellular topics such
as microfluidics. Jerry M. Calkins assisted in defining the
chemically related subjects, such as anesthesiology.
Michael R. Neuman suggested subjects related to sensors,
such as in his own work—neonatology. Joon B. Park has
written extensively on biomaterials and suggested related
subjects. Edward S. Sternick provided many suggestions
from medical physics. The Editorial Board was instrumen-
tal both in defining the list of subjects and in suggesting
authors.

This second edition brings the field up to date. It is
available on the web at http://www.mrw.interscience.wiley.
com/emdi, where articles can be searched simultaneously to
provide rapid and comprehensive information on all aspects
of medical devices and instrumentation.

JOHN G. WEBSTER
University of Wisconsin, Madison
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Gas-bearing electrodynamometer

GC
GDT
GFR
GHb
GI
GLC
GMV
GNP
GPC
GPH
GPH-EW
GPO
GSC
GSR
GSWD
HA
HAM
Hb
HBE
HBO
HC
HCA
HCFA
HCL
hep
HCP
HDPE
HECS
HEMS

HEPA
HES
HETP
HF
HFCWO
HFER
HFJV
HFO
HFOV
HFPPV

HFV
HHS

HIBC
HIMA

HIP
HIS
HK
HL
HMBA
HMO
HMWPE
HOL
HP
HpD
HPLC
HPNS
HPS
HPX

Gas chromatography; Guanine-cytosine

Gas discharge tube

Glomerular filtration rate

Glycosylated hemoglobin

Gastrointestinal

Gas-liquid chromatography

General minimum variance

Gross national product

Giant papillary conjunctivitis

Gas-permeable hard

Gas-permeable hard lens extended wear

Government Printing Office

Gas-solid chromatography

Galvanic skin response

Generalized spike-wave discharge

Hydroxyapatite

Helical axis of motion

Hemoglobin

His bundle electrogram

Hyperbaric oxygenation

Head circumference

Hypothermic circulatory arrest

Health care financing administration

Harvard Cyclotron Laboratory

Hexagonal close-packed

Half cell potential

High density polyethylene

Hospital Equipment Control System

Hospital Engineering Management
System

High efficiency particulate air filter

Hydroxyethylstarch

Height equivalent to a theoretical plate

High-frequency; Heating factor

High-frequency chest wall oscillation

High-frequency electromagnetic radiation

High-frequency jet ventilation

High-frequency oscillator

High-frequency oscillatory ventilation

High-frequency positive pressure
ventilation

High-frequency ventilation

Department of Health and Human
Services

Health industry bar code

Health Industry Manufacturers
Association

Hydrostatic indifference point

Hospital information system

Hexokinase

Hearing level

Hexamethylene bisacetamide

Health maintenance organization

High-molecular-weight polyethylene

Higher-order languages

Heating factor; His-Purkinje

Hematoporphyrin derivative

High-performance liquid chromatography

High-pressure neurological syndrome

His-Purkinje system

High peroxidase activity



HR
HRNB

H/S
HSA
HSG
HTCA
HTLV
HU
HVL
HVR

IA

IABP
TAEA
TAIMS

IASP

IC
ICCE
ICD
ICDA
ICL
ICP

ICPA
ICRP

ICRU

ICU
ID
IDDM
IDE
IDI
LE
IEC

IEEE

IEP
BETS
IF
IFIP

IFMBE

IGFET
IgG
IgM
IHP
IHSS
II
IITES

IM
IMFET

Heart rate; High-resolution

Halstead-Reitan Neuropsychological
Battery

Hard/soft

Human serum albumin

Hysterosalpingogram

Human tumor cloning assay

Human T cell lymphotrophic virus

Heat unit; Houndsfield units; Hydroxyurea

Half value layer

Hypoxic ventilatory response

Half-value thickness

Image intensifier assembly; Inominate
artery

Intraaortic balloon pumping

International Atomic Energy Agency

Integrated Academic Information
Management System

International Association for the Study
of Pain

Inspiratory capacity; Integrated circuit

Intracapsular cataract extraction

Intracervical device

International classification of diagnoses

Ms-clip lens

Inductively coupled plasma;
Intracranial pressure

Intracranial pressure amplitude

International Commission on
Radiological Protection

International Commission on Radiological
Units and Measurements

Intensive care unit

Inside diameter

Insulin dependent diabetes mellitus

Investigational device exemption

Index of inspired gas distribution

Inspiratory: expiratory

International Electrotechnical
Commission; Ion-exchange
chromatography

Institute of Electrical and Electronics
Engineers

Individual educational program

Inelastic electron tunneling spectroscopy

Immunofluorescent

International Federation for Information
Processing

International Federation for Medical and
Biological Engineering

Insulated-gate field-effect transistor

Immunoglobulin G

Immunoglobulin M

Inner Helmholtz plane

Idiopathic hypertrophic subaortic stenosis

Image intensifier

Image intensifier input-exposure
sensitivity

Intramuscular

Immunologically sensitive field-effect
transistor

IMIA

IMS
IMV
INF
IOL
IPC
IPD
IPG
IPI
IPPB
IPTS
IR
IRB
IRBBB
IRPA

IRRAS

IRRS
IRS
IRV
IS

ISC
ISDA
ISE
ISFET
ISIT
ISO

ISS
IT
ITEP

ITEPI

ITLC
IUD
v
IvC
IVP
JCAH

JND
JRP

Kerma
KO
KPM
KRPB
LA
LAD

LAE
LAK
LAL
LAN
LAP
LAT
LBBB
LC
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International Medical Informatics
Association

Information management system

Intermittent mandatory ventilation

Interferon

Intraocular lens

Ion-pair chromatography

Intermittent peritoneal dialysis

Impedance plethysmography

Interpulse interval

Intermittent positive pressure breathing

International practical temperature scale

Polyisoprene rubber

Institutional Review Board

Incomplete right bundle branch block

International Radiation Protection
Association

Infrared reflection-absorption
spectroscopy

Infrared reflection spectroscopy

Internal reflection spectroscopy

Inspiratory reserve capacity

Image size; Ion-selective

Infant skin servo control

Instantaneous screw displacement axis

Ion-selective electrode

Ton-sensitive field effect transistor

Intensified silicon-intensified target tube

International Organization for
Standardization

Ton scattering spectroscopy

Intrathecal

Institute of Theoretical and Experimental
Physics

Instantaneous trailing edge pulse
impedance

Instant thin-layer chromatography

Intrauterine device

Intravenous

Inferior vena cava

Intraventricular pressure

Joint Commission on the Accreditation
of Hospitals

Just noticeable difference

Joint replacement prosthesis

Kent bundle

Kinetic energy released in unit mass

Knee orthosis

Kilopond meter

Krebs-Ringer physiological buffer

Left arm; Left atrium

Left anterior descending; Left axis
deviation

Left atrial enlargement

Lymphokine activated killer

Limulus amoebocyte lysate

Local area network

Left atrial pressure

Left anterior temporalis

Left bundle branch block

Left carotid; Liquid chromatography
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LCC
LCD
LDA
LDF
LDH
LDPE
LEBS
LED
LEED
LES
LESP
LET
LF
LH
LHT
LL
LLDPE
LLPC
LLW
LM
LNNB

LOS
LP
LPA
LPC
LPT
LPV
LRP
LS
LSC
LSI
LSV

LTI
LUC
LV
LVAD
LVDT
LVEP
LVET
LVH
LYMPH
MAA
MAC
MAN
MAP

MAST
MBA
MBV
MBX
MCA
MCG
MCI
MCMI
MCT
MCV
MDC
MDI
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Left coronary cusp

Liquid crystal display

Laser Doppler anemometry

Laser Doppler flowmetry

Lactate dehydrogenase

Low density polyethylene

Low-energy brief stimulus

Light-emitting diode

Low energy electron diffraction

Lower esophageal sphincter

Lower esophageal sphincter pressure

Linear energy transfer

Low frequency

Luteinizing hormone

Local hyperthermia

Left leg

Linear low density polyethylene

Liquid-liquid partition chromatography

Low-level waste

Left masseter

Luria-Nebraska Neuropsychological
Battery

Length of stay

Late potential; Lumboperitoneal

Left pulmonary artery

Linear predictive coding

Left posterior temporalis

Left pulmonary veins

Late receptor potential

Left subclavian

Liquid-solid adsorption chromatography

Large scale integrated

Low-amplitude shear-wave
viscoelastometry

Low temperature isotropic

Large unstained cells

Left ventricle

Left ventricular assist device

Linear variable differential transformer

Left ventricular ejection period

Left ventricular ejection time

Left ventricular hypertrophy

Lymphocyte

Macroaggregated albumin

Minimal auditory capabilities

Manubrium

Mean airway pressure; Mean arterial
pressure

Military assistance to safety and traffic

Monoclonal antibody

Maximum breathing ventilation

Monitoring branch exchange

Methyl cryanoacrylate

Magnetocardiogram

Motion Control Incorporated

Millon Clinical Multiaxial Inventory

Microcatheter transducer

Mean corpuscular volume

Medical diagnostic categories

Diphenylmethane diisocyanate;
Medical Database Informatics

MDP
MDR
MDS
ME
MED
MEDPAR
MEFV
MEG
MeSH
METS
MF
MFP
MGH
MHV
MI
MIC
MIFR
MINET
MIR
MIS

MIT
MIT/BIH

MMA
MMA
MMECT
MMFR
mm Hg
MMPI

MMSE
MO
MONO
MOSFET

MP
MPD
MR
MRG
MRI
MRS
MRT
MS
MSR
MTBF
MTF
MTTR
MTX
MUA
MUAP
MUAPT
MUMPI

MUMPS

MV
MVO,
MVTR
MVV
MW

Mean diastolic aortic pressure

Medical device reporting

Multidimensional scaling

Myoelectric

Minimum erythema dose

Medicare provider analysis and review

Maximal expiratory flow volume

Magnetoencephalography

Medline subject heading

Metabolic equivalents

Melamine-formaldehyde

Magnetic field potential

Massachusetts General Hospital

Magnetic heart vector

Myocardial infarction

Minimum inhibitory concentration

Maximum inspiratory flow rate

Medical Information Network

Mercury-in-rubber

Medical information system;
Metal-insulator-semiconductor

Massachusetts Institute of Technology

Massachusetts Institute of Technology/
Beth Israel Hospital

Manual metal arc welding

Methyl methacrylate

Multiple-monitored ECT

Maximum midexpiratory flow rate

Millimeters of mercury

Minnesota Multiphasic Personality
Inventory

Minimum mean square error

Membrane oxygenation

Monocyte

Metal oxide silicon field-effect
transistor

Mercaptopurine; Metacarpal-phalangeal

Maximal permissible dose

Magnetic resonance

Magnetoretinogram

Magnetic resonance imaging

Magnetic resonance spectroscopy

Mean residence time

Mild steel; Multiple sclerosis

Magnetically shielded room

Mean time between failure

Modulation transfer function

Mean time to repair

Methotroxate

Motor unit activity

Motor unit action potential

Motor unit action potential train

Missouri University Multi-Plane
Imager

Massachusetts General Hospital utility
multiuser programming system

Mitral valve

Maximal oxygen uptake

Moisture vapor transmission rate

Maximum voluntary ventilation

Molecular weight



NAA
NAD
NADH

NADP

NAF
NARM

NBB
NBD
N-BPC
NBS
NCC
NCCLS

NCRP
NCT
NEEP
NEMA

NEMR
NEQ
NET
NEUT
NFPA
NH
NHE
NHLBI
NIR
NIRS
NK
NMJ
NMOS
NMR
NMS
NPH
NPL
NR
NRC
NRZ
NTC
NTIS

NYHA
ob/gyn
OCR

oCcv
OD

ODC
oDT
ODU
OER
OFD

OHL
OHP
OIH

Neutron activation analysis

Nicotinamide adenine dinucleotide

Nicotinamide adenine dinucleotide,
reduced form

Nicotinamide adenine dinucleotide
phosphate

Neutrophil activating factor

Naturally occurring and accelerator-
produced radioactive materials

Normal buffer base

Neuromuscular blocking drugs

Normal bonded phase chromatography

National Bureau of Standards

Noncoronary cusp

National Committee for Clinical
Laboratory Standards; National
Committee on Clinical Laboratory
Standards

National Council on Radiation Protection

Neutron capture theory

Negative end-expiratory pressure

National Electrical Manufacturers
Association

Nonionizing electromagnetic radiation

Noise equivalent quanta

Norethisterone

Neutrophil

National Fire Protection Association

Neonatal hepatitis

Normal hydrogen electrode

National Heart, Lung, and Blood Institute

Nonionizing radiation

National Institute for Radiologic Science

Natural killer

Neuromuscular junction

N-type metal oxide silicon

Nuclear magnetic resonance

Neuromuscular stimulation

Normal pressure hydrocephalus

National Physical Laboratory

Natural rubber

Nuclear Regulatory Commission

Non-return-to-zero

Negative temperature coefficient

National Technical Information Service

Neutrons versus time

New York Heart Association

Obstetrics and gynecology

Off-center ratio; Optical character
recognition

Open circuit voltage

Optical density; Outside diameter

Oxyhemoglobin dissociation curve

Oxygen delivery truck

Optical density unit

Oxygen enhancement ratio

Object to film distance; Occiputo-frontal
diameter

Outer Helmholtz layer

Outer Helmholtz plane

Orthoiodohippurate

OoPG
OR
(O}
OoTC
ov
PA

PACS

PAD
PAM
PAN
PAP
PAR
PARFR

PARR
PAS
PASG
PBI
PBL
PBT
PC

PCA

PCG
PCI
PCL

PCR
PCRC
PCS
PCT
PCWP
PD

PDD

PDE
p.d.f.
PDL
PDM
PDMSX
PDS

PE
PEEP
PEFR
PEN
PEP
PEPPER

PET

PEU
PF
PFA
PFC
PFT
PG
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Ocular pneumoplethysmography

Operating room

Object of known size; Operating system

Over the counter

Offset voltage

Posterioanterior; Pulmonary artery;
Pulse amplitude

Picture archiving and communications
systems

Primary afferent depolarization

Pulse amplitude modulation

Polyacrylonitrile

Pulmonary artery pressure

Photoactivation ratio

Program for Applied Research on
Fertility Regulation

Poetanesthesia recovery room

Photoacoustic spectroscopy

Pneumatic antishock garment

Penile brachial index

Positive beam limitation

Polybutylene terephthalate

Paper chromatography; Personal
computer; Polycarbonate

Patient controlled analgesia; Principal
components factor analysis

Phonocardiogram

Physiological cost index

Polycaprolactone; Posterior chamber
lens

Percent regurgitation

Perinatal Clinical Research Center

Patient care system

Porphyria cutanea tarda

Pulmonary capillary wedge pressure

Peritoneal dialysis; Poly-p-dioxanone;
Potential difference; Proportional and
derivative

Percent depth dose; Perinatal Data
Directory

Pregelled disposable electrodes

Probability density function

Periodontal ligament

Pulse duration modulation

Polydimethyl siloxane

Polydioxanone

Polyethylene

Positive end-expiratory pressure

Peak expiratory now rate

Parenteral and enteral nutrition

Preegjection period

Programs examine phonetic find
phonological evaluation records

Polyethylene terephthalate;
Positron-emission tomography

Polyetherurethane

Platelet factor

Phosphonoformic add

Petrofluorochemical

Pulmonary function testing

Polyglycolide; Propylene glycol
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PGA
PHA

PHEMA
PI
PID

PIP

PL
PLA
PLATO

PLD
PLED
PLT
PM

PMA
p.m.f.
PMMA
PMOS
PMP

PMT
PO
P02
POBT
POM
POMC

POPRAS
PP

PPA
PPF
PPM
PPSFH

PR
PRBS
PRP
PRO
PROM
PS
PSA
PSF
PSI
PSP
PSR
PSS
PT
PTB
PTC

PTCA
PTFE

PTT
PUL
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Polyglycolic add

Phytohemagglutinin; Pulse-height
analyzer

Poly-2-hydroxyethyl methacrylate

Propidium iodide

Pelvic inflammatory disease;
Proportional/integral/derivative

Peak inspiratory pressure

Posterior leaflet

Polylactic acid

Program Logic for Automated Teaching
Operations

Potentially lethal damage

Periodic latoralized epileptiform discharge

Platelet

Papillary muscles; Preventive
maintenance

Polymethyl acrylate

Probability mass function

Polymethyl methacrylate

P-type metal oxide silicon

Patient management problem,;
Poly(4-methylpentane)

Photomultiplier tube

Per os

Partial pressure of oxygen

Polyoxybutylene terephthalate

Polyoxymethylene

Patient order management and
communication system

Problem Oriented Perinatal Risk
Assessment System

Perfusion pressure; Polyproplyene;
Postprandial (after meals)

Phonemic process analysis

Plasma protein fraction

Pulse position modulation

Polymerized phyridoxalated stroma-free
hemoglobin

Pattern recognition; Pulse rate

Pseudo-random binary signals

Pulse repetition frequency

Professional review organization

Programmable read only memory

Polystyrene

Pressure-sensitive adhesive

Point spread function

Primary skin irritation

Postsynaptic potential

Proton spin resonance

Progressive systemic sclerosis

Plasma thromboplastin

Patellar tendon bearing orthosis

Plasma thromboplastin component;
Positive temperature coefficient;
Pressurized personal transfer capsule

Percutaneous transluminal coronary
angioplasty

Polytetrafluoroethylene

Partial thromboplastin time

Percutaneous ultrasonic lithotripsy

PURA
PUVA

PV
PVC

PVI
PW

PXE

RB
RBBB
RBC
RBE
RBF
RBI
RCBD
rCBF
RCC
RCE
R&D
r.e.
RE
REM

REMATE

RES
RESNA

RF

RFI
RFP
RFQ
RH
RHE
RIA
RM
RMR
RMS
RN
RNCA
ROI
ROM
RP
RPA
RPP
RPT
RPV

RQ

Prolonged ultraviolet-A radiation

Psoralens and longwave ultraviolet light
photochemotherapy

Pressure/volume

Polyvinyl chloride; Premature ventricular
contraction

Pressure—volume index

Pulse wave; Pulse width

Pulse width modulation

Pseudo-xanthoma elasticum

Quality assurance

Quality control

Reverse bonded phase chromatography

Radiopaque-spherical

Respiratory amplitude; Right arm

Right axis deviation

Right atrial enlargement

Random access memory

Right atrial pressure

Right anterior temporalis

Right bundle

Right bundle branch block

Red blood cell

Relative biologic effectiveness

Rose bengal fecal excretion

Resting baseline impedance

Randomized complete block diagram

Regional cerebral blood flow

Right coronary cusp

Resistive contact electrode

Research and development

Random experiment

Reference electrode

Rapid eye movement; Return electrode
monitor

Remote access and telecommunication
system

Reticuloendothelial system

Rehabilitation Engineering Society of
North America

Radio frequency; Radiographic-
nuoroscopic

Radio-frequency interference

Request for proposal

Request for quotation

Relative humidity

Reversible hydrogen electrode

Radioimmunoassay

Repetition maximum; Right masseter

Resting metabolic rate

Root mean square

Radionuclide

Radionuclide cineagiogram

Regions of interest

Range of motion; Read only memory

Retinitis pigmentosa

Right pulmonary artery

Rate pressure product

Rapid pull-through technique

Right pulmonary veins

Respiratory quotient



RR
RRT

RT
RTD
RIT
r.v.
RV
RVH
RVOT
RZ

SA
SACH
SAD

SAINT

SAL

SALT

SAMI

SAP
SAR
SARA

SBE
SBR
SC
SCAP
SCE

SCI
SCRAD
SCS
SCUBA

SD
SDA
SDS
S&E
SE
SEC
SEM

SEP
SEXAFS

SF
SFD
SFH
SFTR
SG
SGF
SGG
SGOT
SGP

SHE
SI

Recovery room

Recovery room time; Right posterior
temporalis

Reaction time

Resistance temperature device

Revised token test

Random variable

Residual volume; Right ventricle

Right ventricular hypertrophy

Right ventricular outflow tract

Return-to-zero

Sinoatrial; Specific absorption

Solid-ankle-cushion-heel

Source-axis distance; Statistical
Analysis System

System analysis of integrated network
of tasks

Sterility assurance level; Surface
averaged lead

Systematic analysis of language
transcripts

Socially acceptable monitoring
instrument

Systemic arterial pressure

Scatter-air ratio; Specific absorption rate

System for anesthetic and respiratory
gas analysis

Subbacterial endocarditis

Styrene-butadiene rubbers

Stratum corneum; Subcommittees

Right scapula

Saturated calomel electrode; Sister
chromatid exchange

Spinal cord injury

Sub-Committee on Radiation Dosimetry

Spinal cord stimulation

Self-contained underwater breathing
apparatus

Standard deviation

Stepwise discriminant analysis

Sodium dodecyl sulfate

Safety and effectiveness

Standard error

Size exclusion chromatography

Scanning electron microscope; Standard
error of the mean

Somatosensory evoked potential

Surface extended X-ray absorption
fine structure

Surviving fraction

Source-film distance

Stroma-free hemoglobin

Sagittal frontal transverse rotational

Silica gel

Silica gel fraction

Spark gap generator

Serum glutamic oxaloacetic transaminase

Strain gage plethysmography;
Stress-generated potential

Standard hydrogen electrode

Le Systéme International d’Unités

SEBS
SID
SIMFU

SIMS

SISI
SL
SLD
SLE
SMA
SMAC

SMR
S/N
S:N/D
SNP
SNR
SOA
SOAP
SOBP
SP
SPECT

SPL
SPRINT
SPRT

SPSS
SQUID

SQV
SR
SRT
SS
SSB
SSD

SSE
SSEP
SSG
SSP
SSS
STD
STI
STP
STPD
SV
SvC
SW
TAA
TAC
TAD
TAG
TAH
TAR
TC
TCA
TCD
TCES
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Surgical isolation barrier system

Source to image reception distance

Scanned intensity modulated focused
ultrasound

Secondary ion mass spectroscopy; System
for isometric muscle strength

Short increment sensitivity index

Surgical lithotomy

Sublethal damage

Systemic lupus erythemotodes

Sequential multiple analyzer

Sequential multiple analyzer with
computer

Sensorimotor

Signal-to-noise

Signal-to-noise ratio per unit dose

Sodium nitroprusside

Signal-to-noise ratio

Sources of artifact

Subjective, objective, assessment, plan

Spread-out Bragg peak

Skin potential

Single photon emission computed
tomography

Sound pressure level

Single photon ring tomograph

Standard platinum resistance
thermometer

Statistical Package for the Social Sciences

Superconducting quantum interference
device

Square wave voltammetry

Polysulfide rubbers

Speech reception threshold

Stainless steel

Single strand breaks

Source-to-skin distance; Source-to-surface
distance

Stainless steel electrode

Somatosensory evoked potential

Solid state generator

Skin stretch potential

Sick sinus syndrome

Source-tray distance

Systolic time intervals

Standard temperature and pressure

Standard temperature pressure dry

Stroke volume

Superior vena cava

Standing wave

Tumor-associated antigens

Time-averaged concentration

Transverse abdominal diameter

Technical Advisory Group

Total artificial heart

Tissue-air ratio

Technical Committees

Tricarboxylic acid cycle

Thermal conductivity detector

Transcutaneous cranial electrical
stimulation
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TCP
TDD

TDM
TE
TEAM

TEM

TENS

TEP
TEPA
TF

TFE

TI
TICCIT

TLC

TLD
TMJ
TMR

TNF
TOF
TP
TPC
TPD
TPG
TPN
TR
tRNA
TSH
TSS
TTD
TTI
TTR
TTV
TTY
TUR
TURP

vV
TVER
™
TxB 2
TZ
UES
UpP
UfIS
UHMW
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Tricalcium phosphate

Telecommunication devices for the
deaf

Therapeutic drug monitoring

Test electrode; Thermoplastic elastomers

Technology evaluation and acquisition
methods

Transmission electron microscope;
Transverse electric and magnetic mode;
Transverse electromagnetic mode

Transcutaneous electrical nerve
stimulation

Tracheoesophageal puncture

Triethylenepho-sphoramide

Transmission factor

Tetrafluorethylene

Totally implantable

Time-shared Interaction Computer-
Controlled Information Television

Thin-layer chromatography; Total
lung capacity

Thermoluminescent dosimetry

Temporomandibular joint

Tissue maximum ratio; Topical
magnetic resonance

Tumor necrosis factor

Train-of-four

Thermal performance

Temperature pressure correction

Triphasic dissociation

Transvalvular pressure gradient

Total parenteral nutrition

Temperature rise

Transfer RNA

Thyroid stimulating hormone

Toxic shock syndrome

Telephone devices for the deaf

Tension time index

Transition temperature range

Trimming tip version

Teletypewriter

Transurethral resection

Transurethral resections of the
prostrate

Television; Tidal volume; Tricuspid valve

Transscleral visual evoked response

Traveling wave

Thrombozame B2

Transformation zone

Upper esophageal sphincter

Urea-formaldehyde

University Hospital Information System

Ultra high molecular weight

UHMWPE
UL
ULF
ULTI
UMN
Uuo
UPTD
UR
Us
USNC
USP
UTS
uv
UVR
V/F
VA
VAS
VBA
vC
VCO
VDT
VECG
VEP
VF
VOP
VP
VPA
VPB
VPR
VSD
VSWR
VT
VTG
VTS
Vv
WAIS-R

WAK
WAML
WBAR
WBC
WG
WHO

WLF
WMR
w/o
WORM
WPW
XPS
XR
YAG
ZPL

Ultra high molecular weight polyethylene

Underwriters Laboratory

Ultralow frequency

Ultralow temperature isotropic

Upper motor neuron

Urinary output

Unit pulmonary oxygen toxicity doses

Unconditioned response

Ultrasound; Unconditioned stimulus

United States National Committee

United States Pharmacopeia

Ultimate tensile strength

Ultraviolet; Umbilical vessel

Ultraviolet radiation

Voltage-to-frequency

Veterans Administration

Visual analog scale

Vaginal blood volume in arousal

Vital capacity

Voltage-controlled oscillator

Video display terminal

Vectorelectrocardiography

Visually evoked potential

Ventricular fibrillation

Venous occlusion plethysmography

Ventriculoperitoneal

Vaginal pressure pulse in arousal

Ventricular premature beat

Volume pressure response

Ventricular septal defect

Voltage standing wave ratio

Ventricular tachycardia

Vacuum tube generator

Viewscan text system

Variable version

Weschler Adult Intelligence
Scale-Revised

Wearable artificial kidney

Wide-angle mobility light

Whole-body autoradiography

White blood cell

Working Groups

World Health Organization; Wrist hand
orthosis

Williams-Landel-Ferry

Work metabolic rate

Weight percent

Write once, read many

Wolff-Parkinson-White

X-ray photon spectroscopy

Xeroradiograph

Yttrium aluminum garnet

Zero pressure level



CONVERSION FACTORS AND UNIT SYMBOLS

SI UNITS (ADOPTED 1960)

A new system of metric measurement, the International System of Units (abbreviated SI), is being implemented throughout

the world. This system is a modernized version of the MKSA (meter, kilogram, second, ampere) system, and its details are

published and controlled by an international treaty organization (The International Bureau of Weights and Measures).
SI units are divided into three classes:

Base Units

length meter’ (m)
masst kilogram (kg)
time second (s)
electric current ampere (A)
thermodynamic temperature$ kelvin (K)
amount of substance mole (mol)
luminous intensity candela (cd)

Supplementary Units
plane angle radian (rad)
solid angle steradian (sr)

Derived Units and Other Acceptable Units

These units are formed by combining base units, supplementary units, and other derived units. Those derived units having
special names and symbols are marked with an asterisk (*) in the list below:

Quantity Unit Symbol Acceptable equivalent
“absorbed dose gray Gy J/kg
acceleration meter per second squared m/s?
“activity (of ionizing radiation source) becquerel Bq 1/s
area square kilometer km?
square hectometer hm? ha (hectare)
square meter m?

"The spellings “metre” and “litre” are preferred by American Society for Testing and Materials (ASTM); however, “—er” will be
used in the Encyclopedia.

#Weight” is the commonly used term for “mass.”

§Wide use is made of “Celsius temperature” (¢) defined ¢ = T' — Ty where T is the thermodynamic temperature, expressed in
kelvins, and T = 273.15K by definition. A temperature interval may be expressed in degrees Celsius as well as in kelvins.

XXxi



CONVERSION FACTORS AND UNIT SYMBOLS

Quantity

equivalent

“capacitance

concentration (of amount of substance)

“conductance

current density

density, mass density

dipole moment (quantity)

“electric charge, quantity of electricity

electric charge density

electric field strength

electric flux density

“electric potential, potential difference,
electromotive force

“electric resistance

“energy, work, quantity of heat

energy density
“force

“frequency

heat capacity, entropy
heat capacity (specific), specific entropy
heat transfer coefficient

“illuminance

“inductance

linear density

luminance

“luminous flux

magnetic field strength

“magnetic flux

“magnetic flux density

molar energy

molar entropy, molar heat capacity
moment of force, torque
momentum

permeability

permittivity

“power, heat flow rate, radiant flux

power density, heat flux density,
irradiance

.

pressure, stress

sound level

specific energy
specific volume
surface tension
thermal conductivity
velocity

viscosity, dynamic

"This non-SI unit is recognized as having to be retained because of practical importance or use in specialized fields.

Unit

farad

mole per cubic meter
siemens

ampere per square meter
kilogram per cubic meter
coulomb meter

coulomb

coulomb per cubic meter
volt per meter

coulomb per square meter

volt

ohm

megajoule

kilojoule

joule

electron volt'

kilowatt hour!

joule per cubic meter

kilonewton

newton

megahertz

hertz

joule per kelvin

joule per kilogram kelvin

watt per square meter
kelvin

lux

henry

kilogram per meter

candela per square meter

lumen

ampere per meter

weber

tesla

joule per mole

joule per mole kelvin

newton meter

kilogram meter per second

henry per meter

farad per meter

kilowatt

watt

watt per square meter
megapascal

kilopascal

pascal

decibel

joule per kilogram
cubic meter per kilogram
newton per meter
watt per meter kelvin
meter per second
kilometer per hour
pascal second
millipascal second

C/m?

A%

Q

MJ

kJ

J

eV'
kW-h'
J/m3
kN

N

MHz
Hz

J/K
J/(kg-K)
W/(m?K)

Ix

H
kg/m
cd/m?
Im
A/m
Wb

T
J/mol
J/(mol-K)
N-m
kg:m/s
H/m
F/m
kW

W

W/m?
MPa
kPa
Pa

dB
J/kg
m®/kg
N/m
W/(m-K)
m/s
km/h
Pas
mPa-s

Acceptable
CvV

AN

g/L; mg/cm?

As

W/A
V/A

kg-m/s?

1/s

lm/m?
Whb/A

cd-sr

Vs
Wh/m?

J/s

N/m?
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Quantity Unit Symbol Acceptable equivalent
viscosity, kinematic square meter per second m?%/s
square millimeter per second mm?/s
cubic meter m?
cubic decimeter dm? L(liter)
cubic centimeter cm? mL
wave number 1 per meter m™?
1 per centimeter em™!
In addition, there are 16 prefixes used to indicate order of magnitude, as follows:
Multiplication factor Prefix Symbol Note
1018 exa E
1015 peta P
1012 tera T
10° giga G
108 mega M
10° kilo k
102 hecto h* “Although hecto, deka, deci, and centi are
10 deka da“” SI prefixes, their use should be avoided
107! deci d“ except for SI unit-multiples for area and
1072 centi c? volume and nontechnical use of
1073 milli m centimeter, as for body and clothing
1078 micro u measurement.
107° nano n
10712 pico p
10°1° femto f
10718 atto a

For a complete description of SI and its use the reader is referred to ASTM E 380.

CONVERSION FACTORS TO SI UNITS

A representative list of conversion factors from non-SI to SI units is presented herewith. Factors are given to four significant
figures. Exact relationships are followed by a dagger (). A more complete list is given in ASTM E 380-76 and ANSI Z210.

1-1976.

To convert from

acre

angstrom

are

astronomical unit
atmosphere

bar

barrel (42 U.S. liquid gallons)
Btu (International Table)
Btu (mean)

Bt (thermochemical)

bushel

calorie (International Table)
calorie (mean)

calorie (thermochemical)
centimeters of water (39.2 °F)
centipoise

centistokes

To

square meter (m?)
meter (m)

square meter (m?)
meter (m)

pascal (Pa)

pascal (Pa)

cubic meter (m?)
joule (J)

joule (J)

joule (J)

cubic meter (m®)
joule (J)

joule (J)

joule (J)

pascal (Pa)

pascal second (Pa-s)
square millimeter per second (mm?/s)

Multiply by
4.047 x 103
1.0 x 1010t
1.0 x 102
1.496 x 101!
1.013 x 105
1.0 x 105
0.1590
1.055 x 103
1.056 x 103
1.054 x 103
3.524 x 1072
4.187

4.190
4.184%
98.07

1.0 x 1073
1.0f
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To convert from

cfm (cubic foot per minute)
cubic inch

cubic foot

cubic yard

curie

debye

degree (angle)

denier (international)

dram (apothecaries’)
dram (avoirdupois)
dram (U.S. fluid)

dyne

dyne/cm

electron volt

erg

fathom

fluid ounce (U.S.)

foot

foot-pound force
foot-pound force
foot-pound force per second
footcandle

furlong

gal

gallon (U.S. dry)
gallon (U.S. liquid)
gilbert

gill (U.S.)

grad

grain

gram force per denier
hectare

horsepower (550 ft-1bf/s)
horsepower (boiler)
horsepower (electric)
hundredweight (long)
hundredweight (short)
inch

inch of mercury (32 °F)
inch of water (39.2 °F)
kilogram force
kilopond
kilopond-meter
kilopond-meter per second
kilopond-meter per min
kilowatt hour

kip

knot international
lambert

league (British nautical)
league (statute)

light year

liter (for fluids only)
maxwell

micron

mil

mile (U.S. nautical)
mile (statute)

mile per hour

To

cubic meter per second (m?/s)
cubic meter (m®)

cubic meter (m®)

cubic meter (m?)
becquerel (Bq)
coulomb-meter (C-m)
radian (rad)

kilogram per meter (kg/m)
tex

kilogram (kg)
kilogram (kg)

cubic meter (m®)
newton(N)

newton per meter (N/m)
joule (J)

joule (J)

meter (m)

cubic meter (m®)
meter (m)

joule (J)

newton meter (N-m)
watt(W)

lux (Ix)

meter (m)

meter per second squared (m/s?)
cubic meter (m®)

cubic meter (m®)
ampere (A)

cubic meter (m®)
radian

kilogram (kg)

newton per tex (N/tex)
square meter (m?)
watt(W)

watt(W)

watt(W)

kilogram (kg)
kilogram (kg)

meter (m)

pascal (Pa)

pascal (Pa)

newton (N)

newton (N)
newton-meter (N-m)
watt (W)

watt(W)

megajoule (MdJ)
newton (N)

meter per second (m/s)
candela per square meter (cd/m?)
meter (m)

meter (m)

meter (m)

cubic meter (m®)
weber (Wb)

meter (m)

meter (m)

meter (m)

meter (m)

meter per second (m/s)

Multiply by
472 x 1074
1.639 x 104
2.832 x 1072
0.7646

3.70 x 1010t
3.336 x 10730
1.745 x 102
1.111 x 1077
0.1111
3.888 x 1073
1.772 x 1073
3.697 x 107©
1.0 x 1076
1.00 x 1073t
1.602 x 10719
1.0 x 10°7
1.829

2.957 x 1075
0.3048"
1.356

1.356

1.356

10.76

2.012 x 102
1.0 x 1072
4.405 x 103
3.785 x 1073
0.7958
1.183 x 10~
1.571 x 102
6.480 x 1075
8.826 x 102
1.0 x 10*
7.457 x 102
9.810 x 103
7.46 x 102t
50.80

45.36

2.54 x 102
3.386 x 103
2.491 x 102
9.807

9.807

9.807

9.807
0.1635

3.6

4.448 x 102
0.5144
3.183 x 103
5.559 x 102
4.828 x 103
9.461 x 1015
1.0 x 1073
1.0 x 1078
1.0 x 106t
2.54 x 105t
1.852 x 103t
1.609 x 103
0.4470



To convert from

millibar

millimeter of mercury (0°C)
millimeter of water (39.2 °F)
minute (angular)
myriagram

myriameter

oersted

ounce (avoirdupois)
ounce (troy)

ounce (U.S. fluid)
ounce-force

peck (U.S.)

pennyweight

pint (U.S. dry)

pint (U.S. liquid)

poise (absolute viscosity)
pound (avoirdupois)
pound (troy)

poundal

pound-force

pound per square inch (psi)
quart (U.S. dry)

quart (U.S. liquid)
quintal

rad

rod

roentgen

second (angle)

section

slug

spherical candle power
square inch

square foot

square mile

square yard

store

stokes (kinematic viscosity)
tex

ton (long, 2240 pounds)
ton (metric)

ton (short, 2000 pounds)
torr

unit pole

yard

CONVERSION FACTORS AND UNIT SYMBOLS

To

pascal (Pa)

pascal (Pa)

pascal (Pa)

radian

kilogram (kg)
kilometer (km)
ampere per meter (A/m)
kilogram (kg)
kilogram (kg)

cubic meter (m?)
newton (N)

cubic meter (m®)
kilogram (kg)

cubic meter (m®)
cubic meter (m®)
pascal second (Pa-s)
kilogram (kg)
kilogram (kg)
newton (N)

newton (N)

pascal (Pa)

cubic meter (m®)
cubic meter (m®)
kilogram (kg)

gray (Gy)

meter (m)

coulomb per kilogram (C/kg)
radian (rad)

square meter (m?)
kilogram (kg)
lumen (Im)

square meter (m?)
square meter (m?)
square meter (m?)
square meter (m?)
cubic meter (m®)
square meter per second (m?/s)
kilogram per meter (kg/m)
kilogram (kg)
kilogram (kg)
kilogram (kg)
pascal (Pa)

weber (Wb)

meter (m)

Multiply by
1.0 x 102
1.333 x 102t
9.807

2.909 x 104
10

10

79.58

2.835 x 1072
3.110 x 102
2.957 x 1075
0.2780
8.810 x 1073
1.555 x 1073
5.506 x 1074
4.732 x 1074
0.10f

0.4536
0.3732
0.1383
4.448

6.895 x 103
1.101 x 1073
9.464 x 1074
1.0 x 10%f
1.0 x 102
5.029

2.58 x 104
4.848 x 1078
2.590 x 108
14.59

12.57

6.452 x 1074
9.290 x 102
2.590 x 106
0.8361

1.0

1.0 x 10~#f
1.0 x 106t
1.016 x 103
1.0 x 103t
9.072 x 102
1.333 x 102
1.257 x 1077
0.9144"
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RADIOTHERAPY, HEAVY IONS AND
ELECTRONS

F. D. BECCHETTI
University of Michigan
Ann Arbor, Michigan

INTRODUCTION

The use of subatomic particles to treat cancer and other
medical conditions can be traced back (1) to the discovery of
natural radioactivity by Bequerel in 1896. Marie Sklo-
dowska Curie and her husband Pierre Curie quickly iden-
tified the primary radiation emitted by radioactive
materials such as uranium and thorium as consisting of
three principal types: o, B, and y rays. Among these rays,
only vy rays, being high energy photons, are a form of
electromagnetic radiation. Therefore, they are similar to
lower energy photons and, in particular, X rays with regard
to their interaction in matter (2—4).

In contrast, the o and B rays were observed to be much
moreionizingthanyrays, and unlike y rayshad a finiterange
in materials. The latter feature is characteristic of energetic
subatomic particles and, indeed, the a.ray waslater identified
as an energetic4 Heion. Itisemitted via nuclear o decay from
heavy radioactive elements. Likewise, 3 rays were identified
as energetic electrons emitted via nuclear  decay from light
and heavy radioactive elements. Subsequently, the Curies
were able to identify one particular highly radioactive ele-
ment, radium. With considerable time and effort, they were
able to extract small but usable pure samples of this from
large amounts of uranium ore. As is also the case with X rays,
workers using strong radioactive sources, including the
Curies, often developed skin rashes and other symptoms
related to exposure to natural radiation from radioactive
materials. Medical doctors quickly realized that this radia-
tion also could be used in medical applications.

Thus, following closely on the work by Roentgen et al. on
the application of manmade radiation (i.e., X rays) to treat
cancer, the Curies and others used radium and other
natural radioactive sources to treat cancer tumors (Fig. 1)
(1). Although the a, B, and y rays emitted from nuclear
decay were emitted with a much higher energy (MeV vs
keV for X rays), the o and B particles had very short ranges
in tissue (e.g., a mm or less for o particles and a few cm for
B particles). Therefore, these sources, particularly includ-
ing the associated MeV gamma rays, primarily were used
to treat surface tumors (Fig. 1). An early form of bra-
cyatherapy using radioactive needles also was developed
to treat deeper tumors (1).

Figure 1. An early form of radiation treatment (ca. 1920) using
radioactive sources (1).

It would await the development of high energy particle
accelerators after WWII to provide o and B particles
(helium ions and electrons) with sufficient energy and
intensity to be effective in treating deep tumors (5). How-
ever, belatedly, in 1932, Chadwick discovered another
basic subatomic particle, the neutron. Being uncharged,
neutrons unlike o and B particles behave more like X rays
and y rays in tissue. The discovery of the neutron coincided
with the invention of the cyclotron by E. Lawrence, and an
early use of the cyclotron was to produce energetic neu-
trons (5-7). Stone et al. proposed to use neutrons for the
treatment of cancer and many treatments were performed
in the late 1930s.

The modern era of particle-beam radiotherapy begins
after WWII with the development of linear accelerators
(LINACS), betatrons, the synchro-cyclotron, and the syn-
chrotron (5-8) to provide electron, proton, o and heavy-ion
beams at energies sufficient to penetrate many centimeters
of tissue. Much of this work was pioneered at the Univer-
sity of California-Berkeley by E. Lawrence, his brother
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Table 1. Worldwide Charged Particle Patient Totals

January 2005 DATE RECENT DATE

WHO WHERE WHAT FIRST RX DATE LAST RX PATIENT TOTAL OF TOTAL

Berkeley 184 CA. USA p 1954 -1957 30

Berkeley CA. USA He 1957 -1992 2054

Uppsala (1) Sweden P 1957 —-1976 73

Harvard MA. USA P 1961 -2002 9116

Dubna (1) Russia P 1967 -1996 124

ITEP, Moscow Russia P 1969 3785 Dec-04

Los Alamos NM. USA o 1974 -1982 230

St. Petersburg Russia P 1975 1145 April-04

Berkeley CA. USA ion 1975 -1992 433

Chiba Japan P 1979 145 Apr-02

TRIUMF Canada T 1979 -1994 367

PSI (SIN) Switzerland e 1980 -1993 503

PMRC (1), Tsukuba Japan p 1983 —2000 700

PSI (72 MeV) Switzerland P 1984 4182 Dec-04

Uppsala (2) Sweden P 1989 418 Jan-04

Clatterbridge England P 1989 1372 Dec-04

Loma Linda CA, USA p 1990 9585 Nov-04

Louvain-la-Neuve Belgium p 1991 -1993 21

Nice France p 1991 2555 April-04

Orsay France P 1991 2805 Dec-03

iThemba LABS South Africa P 1993 468 Nov-04

MPRI (1) IN USA p 1993 -1999 34

UCSF - CNL CA USA P 1994 632 June-04

HIMAC, Chiba Japan C ion 1994 1796 Feb-04

TRIUMF Canada p 1995 89 Dec-03

PSI (200 MeV) Switzerland p 1996 209 Dec-04

G.S.I Darmstadt Germany C ion 1997 198 Dec-03

H.M.I, Berlin Germany p 1998 546 Dec-04

NCC, Kashiwa Japan P 1998 300 Oct-04

Dubna (2) Russia P 1999 296 Dec-04

HIBMC, Hyogo Japan P 2001 483 Dec-04

PMRC (2), Tsukuba Japan p 2001 492 July 04

NPTC, MGH MA USA p 2001 973 Dec-04

HIBMC, Hyogo Japan C ion 2002 30 Dec-02

INFN-LNS, Catania Italy P 2002 82 Oct-04

WERC Japan p 2002 19 Oct-04

Shizuoka Japan p 2003 100 Dec-04

MPRI (2) IN USA p 2004 21 July-04

Wanyjie, Zibo China P 2004 1 Dec-04

1100 pions
4511 ions
40801 protons
TOTAL 46412 all particles

Adopted from PTOG 35 Newsletter (Jan. 2005) (12).

John, a medical doctor, and C. Tobias. Using the 184 inch
synchro-cyclotron to accelerate high energy o particles, an
active radiation therapy program, as an adjunct to the
primary nuclear physics research program, was carried
out from 1954 to 1986 (Table 1) (9-12).

The justification for using a heavy, charged subatomic
particle such as a proton, o or heavier ion lies in the fact
that the main kinetic energy loss per path length in tissue
(AE/AX) occurs primarily via collisional losses i.e., via
many collisions with atomic electrons (2). Each collision
absorbs a small amount of energy with only minimal
scattering of the incident particle, which produces a
well-defined energy loss vs depth curve (linear-energy
transfer or LET) and hence range of the particle in tissue
or its near equaivalent, water (Fig. 2) (13). In medical

physics, LET is usually specified in keV/um or, alterna-
tively, keV/g/em? for a specific medium. Specifically, in a
given material, the LET for a charged, nonrelativistic
heavy particle of mass m and atomic number z moving
at a velocity v [hence, kinetic energy E = (1/2)mv?] has the
behavior (2-5)

LET

k22 /v?

Kz2/(E/m) W

where k& and K are constants that depend on the atomic
composition of the medium. Suitable integration of LET
from E = incident E (= E,) to E = 0 then gives the range,
R of the particle in the medium. Based on the above, we
would expect R to then be proportional to Ey" with n = 2,
which is approximately true but, because of various
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Figure 2. Depth-dose curves in water (which is similar to soft
tissue) for various types of photons and particles commonly used in
radiation therapy (arbitrary normalization; adapted from Ref. 13).

atomic effects (2-5), one typically has 1.4 < n < 2 depend-
ing on z and E.

Owing to the 1/E dependence of LET (Eq. 1, above),
protons, alphas, and heavier particles such as 12 C ions
exhibit a very high LET at the end of their range, resulting
in a sharp “Bragg peak” (Fig. 2). In cancer treatment, this
sharp LET peak is often then spread out using energy-loss
absorbers or other means to produce a spread-out Bragg
peak (SOBP) suitable for treating an extended tumor
(Fig. 3).

In the case of heavy particles, the biological dose will
depend on the LET as well as the relative biological effec-
tiveness (RBE) of the incident particle (2). The RBE may

Dose

Depth

S

_ﬁ_,

Figure 3. Illustration showing modification of a particle depth-
dose curve by means of a spread-out Bragg peak (SOBP; adapted
from Ref. 5).
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depend on m, z, E, and several other factors including the
LET. Although electrons, X rays, and y rays generally have
an RBE near unity, heavy particles (including neutrons)
can have much larger values viz. RBE = 4 or greater (5—
11,14,15). In addition, energetic heavy particles can lose
energy and even transmute into a different particle via
nuclear reactions and fragmentation (9-11,14-16), which
can extend the net LET beyond the range of the incident
particle due to atomic collisional losses alone and also
introduce scattering of the incident beam. These features
can become significant for heavier particles such as o
particles and 12 C ions.

In contrast, photons such as X rays and y rays lose
energy through several different mechanisms (2), which
normally only involve a few collisions for a particular
photon. Each collision usually produces a scattered, sec-
ondary electron that can carry away (and hence absorb)
significant energy from the photon as well as scatter the
photon. The energy loss of all the secondary electrons and
their RBE (near unity) yields the biological radiation dose
attributed to the photon. One can sum this dose over many
incident photons to generate a dose-distance curve for a
beam of photons (Fig. 2). However, no single X-ray or y-ray
photon has a well-defined energy-loss curve or range per se.
Instead, like visible-light photons, a beam of such radiation
primarily will be attenuated or scattered as it passes
through tissue and thus yield the dose—distance curves
shown in Fig. 2.

In contrast to charged particles, most of the dose for a
single photon beam thus occurs near the surface and
continues through the treatment area including the
exit region (Fig. 2). Treating deep-seated tumors while
sparing adjacent healthy tissue from a lethal dose requires
multiaxis beam treatment planning together with fractio-
nation of the dose (15-20), which can present a problem for
tumors near critical organs, such as the spinal cord, and
optical nerve, and, for such tumors, certain particle beams
can be advantageous.

Energetic electron beams exhibit characteristics of both
particle beams as well as X rays and y rays. Although the
primary energy loss is via collisions with atomic electrons,
owing to the incident mass also being that of an electron,
this energy loss is accompanied with significant scattering
of the primary electrons (2), which results in a complicated
dose-distance profile (Figs. 2 and 4) (21). In addition, the
electrons used in radiation therapy are at relativistic ener-
gies (i.e., Ey > 1 MeV) and their range, unlike that of
heavier particles, increases more slowly (2) with incident
energy (n =~ 1), but, due to scattering, the range along the
incident beam axis is not well defined. Hence, the large
penumbra exhibited (Fig. 4) can limit the usefulness of
electron beams in treating deep tumors. The application of
amagnetic field to reduce the penumbra has been proposed
and is under active study by several research groups (see
below).

Subatomic antimatter particles such as antiprotons and
positrons (antielectrons) have also been proposed for can-
cer therapy, which is based on past work (14—22) done at
the Los Alamos Meson Factory (LAMPF) using another
form of antimatter, the negative pi meson (negative pion).
Antimatter particles like the negative pion undergo a
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Measurement
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Figure 4. A 2D profile of a ca. 20 MeV electron beam incident on a
tissue-equivalent plastic phantom (21).

nuclear annihilation reaction when they stop near the
end of their range, which converts the mass of the
antiparticle and a related nuclear constituent into photon
energy, which produces additional radiation to enhance the
dose near the end of the range (and enhanced dose peak,
Fig. 5). The LAMPF, TRIUMF, and SIN nuclear research
laboratories had active negative pion radiation oncology
treatment programs from the early 1970s to the early
1990s (Table 1). However, owing to practical considerations
associated with the large accelerator needed, this type of
treatment is no longer in active use.

A characterization of the dose and LET of various
particle beams used in radiation oncology is displayed in
Fig. 6 (23). The features noted can help determine the type
of beam and treatment plan that may be optimal to treat a
specific type of tumor. Table 2 lists the various types of
particle-beam modalities, their characteristics, and the
type of cancers generally treated with each modality (24).

Until recently, excluding electrons, most particle-beam
cancer treatment facilities used accelerators primarily
designed and operated for nuclear physics research. Such
accelerators were generally not optimized for radiation

3 T T T T T T T T

Incident beam
65% Pions

25% Electrons
10% Muons

Depth of entrance dose ratio

1 -

Centimeters of water

Figure 5. Dose-depth curve for negative pions (a form of
antimatter) in water. Note the enhanced dose at the end of the
range due to annihilation radiation (adopted from Ref. 5).

1999
High Energy]}
Neutrons

=)

Dose distribution advantage ———>

High let advantage ———>

Figure 6. Characteristics of dose and LET for various forms of
radiotherapy beams (23).

therapy and were costly to operate and maintain. As an
example, nuclear research accelerators are often designed
for much higher beam intensities and beam energy than
needed for tumor treatment. Beam time also may be lim-
ited, which complicates treatment by requiring fractio-
nated doses, and the patient-related aspects in a
research laboratory are not ideal in most cases. Nonethe-
less, these facilities, many still in operation, demonstrated
the effectiveness of particle-beam therapy for certain types
of tumor treatment, which has lead to the construction (or
planning) of several dedicated particle-beam cancer treat-
ment facilities throughout the world. A listing of these,
together with some of the pioneering, older charged-par-
ticle facilities is given in Table 1.

In the following sections, we will describe in more detail
specific types of particle-beam treatments and related
apparatus. Additional information may be found in other
sections of this volume as well as in several review articles
(9-11,14).

In addition, several groups such as the Proton Therapy
Co-operative Group (PTCOG) (25) and the TERA Founda-
tion (26) issue newsletters and hold regular conferences
with proceedings covering recent advances in particle-
beam therapy.

Many of the techniques used in particle-beam radiation
therapy are similar to those used in more conventional
radiation therapy using photons, and extensive literature
for the latter exists (17-20, 27-30). Likewise, several
detailed references discuss the effect of radiation on cell
survival and, hence, RBE for particular types of radiation
including particle beams (2-5,7,15,31-35).

ELECTRON-BEAM RADIOTHERAPY

The most common type of particle-beam radiotherapy
involves the use of energetic electrons, either directly from
an electron accelerator (8,17,27,36) or as the ionizing
radiation in radio-isotope brachytherapy. Most hospital-
based radiation-oncology departments use an electron
LINAC, typically with electron beam energies from 5
MeV to 25 MeV. This beam produces, via bremstrahlung,
on a tungsten or similar target, the megavolt X rays
(i.e., high energy photons used for standard radiotherapy)
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Table 2. Summary of Present External Beam Radiotherapy Options for Malignant Tumors®

Particle Tumor Characteristics Energy deposition Bragg peak Radiation source Accelerator cost?

Photons Rapidly growing, Low LET No Cobalt 60; electron linac;microtron 1
oxygenated

Electrons Superficial Low LET No Electron Linac; microtron 1-2

Protons Early stage, near-critical Low LET Yes Synchroton; cyclotron 10-15
structures

Fast neutrons  Slow growing, hypoxic High LET No Proton linac; cyclotron; 8-10

Heavy ions Same as fast neutrons High LET Yes Synchrotron 40

Pions Same as fast neutrons High LET Yes Proton linac; cyclotron 3540

Slow neutrons  Glioblastoma; Very high LET No Low energy accelerator; 1-2
Some melanomas with BNCT nuclear reactor

“Adopted from Table 3 of Ref. 5.

bRelative cost not including building and clinical equipment costs. Assumes room-temperature magnets. Superconducting magnets can reduce accelerator cost

in some cases (e.g., see Ref. 24).

(Fig. 7) (8). The electron LINAC usually is used in con-
junction with an isocentric gantry (Fig. 8) (8) to permit
stereotactic treatment with minimal movement of the
patient.

In principle, with an electron beam of sufficient inten-
sity and energy, the direct beam also can be used for
radiotherapy. However, as noted, the large collisional
scattering of the electrons in tissue results in a large
angular spread (i.e., penumbra) (2) of the beam (Fig. 4),
which limits the usefulness of the direct beam for therapy
other than for treatment of skin cancer, other shallow
tumors, or for noncancerous skin diseases (Table 2). How-
ever, owing to their compactness, a gantry-mounted elec-
tron-beam system (Fig. 8) can also be used in an operating
room to directly irradiate an internal tumor (or surround-
ing area) made accessible via surgery. This technique,
interoperative electron-beam radiation therapy (IOERT),
may be particularly advantageous for treatment of certain
types of cancers when combined with more conventional
treatment (37).

It was once thought that higher energy electrons (£ > 25
MeV) and the corresponding high energy X rays produced
could have advantages in radiotherapy relative to the more
typical energies used (E < 25 MeV). These higher energy
electrons were typically produced using a special LINAC
or a compact race-track microtron (36) accelerator (Fig. 9)
with a separate gantry for the beam (Fig. 8). High energy
electrons possibly suitable for radiation therapy also
recently have been produced using high power compact
pulsed lasers (38).

At the higher electron energies, nuclear reactions and
significant bremstrahlung can take place and contribute
to the patient dose. Although the higher energy may
have some benefit, it is generally offset by the larger dose
imparted to surrounding healthy tissue because of the
longer range of the secondary electrons involved. Likewise,
improvements in radiotherapy techniques using lower
energy photons, such as intensity-modulated radiotherapy
(IMRT) and Monte-Carlo treatment planning (17,18), have
offset most of the advantages of higher energies. Thus, few
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facilities use electron beams or X rays with energies
greater than 25 MeV. However, it has been indicated by
theoretical calculations and by recent experiments with
phantoms (21,39-44) that high energy direct electron
beams confined by a high magnetic field potentially could
be useful for some cancer treatments (see below).

FAST AND SLOW NEUTRON RADIOTHERAPY

Fast Neutrons

As noted previously, it was realized shortly after their
discovery in 1932 by Chadwick that fast neutrons could
have advantages over X rays and vy rays in cancer therapy
(5-7,14) Unlike protons and o particles, neutrons being
massive, yet uncharged, can penetrate more easily into
tissue even at modest energies (e.g., 2040 MeV in kinetic
energy). Such neutron energies are readily available via
nuclear reactions such as 9Be (d, n) using conventional
cyclotrons, including many of those available during the

1930s (6). Hence, fast neutrons were used in cancer treat-
ment well before high energy protons, o, and other heavy
particles became available.

As a neutron therapy beam is produced as a secondary
beam from a nuclear reaction on a production target with a
primary charged-particle beam, the associated accelerator
generally must have a high primary beam current (e.g., a
proton or deuteron beam at the pA level). The accelerator
facility also must then have the necessary massive shield-
ing for fast neutrons. In some cases, the primary accel-
erator also can then be used to produce radioisotopes (such
as 18F and 11C) that can be used for positron emission
tomography (PET). Like other early cancer-therapy accel-
erators, most of the first-generation fast-neutron treatment
facilities were adjuncts to nuclear research facilities.
Recently, several new dedicated fast-neutron treatment
facilities have become available (6,23,45).

Neutrons in tissue (and other material) behave quite
differently than protons, o particles, or other heavy
charged particles. Specifically, being uncharged, the dose
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Figure 9. Compact race-track electron microtron used to produce high energy electrons; E > 25 MeV (36).

deposited along the path is not due to a large number of low
LET collisions with atomic electrons. Instead, large-LET
nuclear collisions play a dominant role with neutron-pro-
ton and neutron-nucleus collisions important in tissue
(2,6,7). The latter produce secondary ionization and biolo-
gical dose due to the recoil protons and other recoiling
tissue nuclei. In this sense, recoil protons (and other recoil
nuclei) play the role that the secondary electrons play in
X-ray and y-ray therapy. It, then, is not surprising that the
deposited dose curve due to fast neutrons looks similar to
that from X rays and vy rays (Fig. 2). However, the RBE for
neutrons is generally greater than that of the latter e.g.,
x 4 or larger (2,5-7,23,45).

Like X rays and vy rays, and unlike charged particles,
neutrons are attenuated and scattered in tissue and do not
have a well-defined range. Treatment of a localized tumor
requires either highly fractionated doses or stereotactic
treatment to spare healthy tissue, which, together with
uncertainties in the RBE for neutrons, was a major pro-
blem in early studies of fast-neutron cancer therapy. Many
patients were found to suffer long-term complications from
the treatment (7), and many of the early neutron treatment
facilities ceased operation until the latent effects of the
therapy were better understood.

Today, fast-neutron therapy is usually restricted to
treatment of special types of tumors (Table 2) where this
type of therapy has been shown to be advantageous, yet
without a high probability of long-term complications, or
where such complications may be justified (e.g., for older

patients), which includes cancers of the salivary glands,
prostate cancer, and several types of soft-tissue and inop-
erable cancers. Neutrons have been shown to be especially
advantageous (23,45) in treating radiation-resistant can-
cer cells.

A recent state-of-the-art dedicated fast-neutron treat-
ment facility is the one located at the Harper-Grace Hos-
pital in Detroit, Michigan (23,45), which uses an innovative
gantry-mounted, compact super-conducting cyclotron (45)
to produce a high intensity 48 MeV deuteron beam (Fig. 10)
(23). This beam then impinges on a beryllium target to
produce a range of MeV-energy neutrons for treatment.
Having the cyclotron mounted on the treatment gantry
minimizes the size of the facility. A special multipin colli-
mator is used to collimate the 2D profile of the treatment
beam. Treatments are generally fractionated and done in a
special prescribed sequence with X-ray therapy to enhance
destruction of radiation-resistant tumor cells that could
later metastasize. This type of treatment appears to sig-
nificantly enhance the long-term survival rate for certain
stages of prostate cancer (23,45).

Slow Neutrons and BNCT

As suggested by G. Locher in 1936, one method to increase
the localized dose from fast and slow neutrons is to tag
tumors with certain elements such as boron, which pre-
ferentially capture neutrons (46). Boron, specifically the
isotope 10B, which is about 20% of natural boron, has a
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Figure 10. Schematic of the Harper-Grace Hospital (Detroit)
gantry-mounted compact super-conducting cyclotron and treatment
area used for fast-neutron radiotherapy (23).

high cross section for the reaction 10B (n, ) and produces
(Fig. 11) (23) highly localized, low energy o particles
(1.47 MeV) and 7Li recoil ions (0.8 MeV), which quickly
stop, yielding a highly localized LET that greatly enhances
the local dose to a tumor. The boron is preferentially
attached to the tumor site using a tumor-specific boron-
loaded pharmaceutical (46,47). As this technique works
particularly well with slow neutrons (keV to MeV), it can be
used with slow or low energy neutrons produced from small
accelerators or from nuclear reactors, which is the basis for
boron-neutron capture therapy (BNCT), and a number of
clinical trials using BNCT are underway, primarily outside
of the United States.

Related to BNCT, the manmade isotope 252Cf, which
produces both energetic o particles (Fou = 6.1 MeV)
together with fission fragments and associated fission
neutrons (En ~ 2-3 MeV), has been proposed (46,47),
together with boron-loaded tumor-specific compounds, as
a special form of BNCT brychatherapy.

o (E=1.47 MeV)
—3> Q0 >0 —>/~—~»1(E=048MeV)
Slown 10B 11B*
7L(E = 0.48 MeV)
BNCT

Figure 11. Illustration of the nuclear processes involved in BNCT
(adopted from Ref. 23).

Proton-Beam Radiotherapy

Excluding electron beams, which, as noted, have limita-
tions for treatment of deep tumors, protons are presently
the primary beams used in particle-beam therapy. A num-
ber of cyclotrons, originally operated as nuclear research
facilities, have since been converted for use as medical
treatment facilities (Table 1). A conventional cyclotron
i.e., one that uses a fixed radio frequency (RF) accelerating
voltage and a single large conventional magnet (6) is
typically limited in proton beam energy to less than
80 MeV, which limits the penetration depth to less than
a few cm in tissue (Fig. 2). Hence, these facilities (about
one-third of all proton-beam therapy facilities) are gener-
ally limited to treatment of shallow tumors, especially eye
tumors, or for treatment of certain noncancerous condi-
tions such as age-induced macular degeneration (AMD)
(10,12,48,49). As many of these facilities are located in a
nuclear research laboratory rather than in or near a hos-
pital, certain treatments requiring fractionated doses or
treatment done in combination with other modalities can
be problematic.

Treatment of deep-seated tumors requires a proton
beam energy of 200 MeV or more (Fig. 2). At this energy,
the protons’ relativistic increase of mass with increasing
velocity requires the use of a large separated-sector cyclo-
tron or high field cyclotron, such as those in use at Indiana
University, Massachusetts General Hospital (Fig. 12) (49),
and elsewhere, or a “race track” synchrotron adapted from
high energy physics. An example of the latter is the syn-
chrotron at the Loma Linda proton-beam treatment facility
(49). Synchrotrons are also generally used to produce
heavier particles [e.g., 12C ions used for radiation treat-
ment (see below)].

A cyclotron produces a beam with a 100% macroscopic
duty cycle, although it still has a beam modulated by the
accelerating voltage RF, typically tens of MHz (6). The
synchrotron produces a beam modulated by the ramping
time of the variable-field accelerator magnets. The latter
can be on the order of seconds (6), which generally is not a
problem in radiation therapy and can be used as an advan-
tage in some treatments. A third type of accelerator, the
synchro-cyclotron, developed after WWII at LBL and used
at LBL for a-beam radiotherapy for many years, is pre-
sently only in limited use (Table 1).

Asthe direct proton beam in these accelerators is used for
therapy, only a modest beam intensity is required relative to
the beam intensities needed for a nuclear research accel-
erator or one used to produce neutrons or pions, viz. namps
vs pamps, which can simplify the accelerator design, the
building, and shielding required . However, in some cases, a
high intensity beam is desirable in order to produce radio-
isotopes used in PET and other imaging methods.

All types of proton facilities, owing to the high “mag-
netic-rigidity” of high energy protons, require a set of large
(and costly) beam-switching magnets and patient-treat-
ment gantries (Fig. 13) (49). Likewise, raster-scanning
the beam and varying the dose-depth required to treat a
particular tumor is not trivial, which can be done (Fig. 14)
(49) with electronic elements (active scanning) or with
shaped absorbers (passive modulation).
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Although the primary energy loss mechanism and,
hence, dose from high energy protons is still due to colli-
sions with atomic electrons (2), a significant fraction of the
incident beam can induce nuclear reactions in beam colli-
mators and in the patient, which, in the patient, can lead to
the production of neutrons or other reaction products
complicating the calculation of the biological dose. Some
of these reactions can be detected by observing the anni-
hilation radiation (i.e., emission of back-to-back 511 keV y
rays) from proton-rich positron-emitting nuclear reaction
products (9,10,50). This technique (based on PET) has been
adapted to image the dose profile of heavy-ion beams used
in radio therapy (see below) where the beam itself may
fragment (10,11,15,16) into positron-emitting nuclei.

Related to this technique, collimating an energetic pro-
ton beam and stopping it (including in a patient) can
produce copious amounts of fast neutrons. Although the
direct internal dose to the patient due to the neutrons may
be small, the facility itself may require extensive neutron
shielding for protection of the workers and surrounding
environment (Fig. 12), which results in a very large “foot-
print” for such a facility and a building cost that often
exceeds the cost of the accelerator and beam line them-
selves. As a result, only a few hospital-based proton-therapy
facilities presently exist. These facilities are generally

dedicated to the treatment of certain tumors (Table 2)
and for conditions that are otherwise inoperable or difficult
to treat with conventional radiotherapy. However, it is
estimated that, in the United States alone, over 10,000
patients/year could benefit from proton-beam radiotherapy
treatment (12).

As the advantages of proton therapy becomes better
documented for certain types of tumors, more medical
insurance companies will likely approve treatment, which
would justify the construction of more facilities. Nonethe-
less, the number of patients treated worldwide with pro-
tons has increased steadily, with over 40,000 treated
through 2004 (Table 1).

Heavy-lon Radiotherapy

Excluding antimatter particles, the particle beams with
the highest LET and, hence, dose rate per unit path length
(i.e., dose-depth profile) are heavy ions (HI) with z > 2. (Eq.
1), which leads to an extremely sharp Bragg peak and,
hence, localization of the dose near the end of the HIs’
range (2,10,11,14). Also, the biological dose is enhanced
over the HI LET alone owing to the large values of RBE
determined for HIs. The latter can be on the order of 10 or
more near the end of the HIs’ range (15).



As with proton therapy, in a typical treatment, the
sharp Bragg peak in the dose curve is spread out using
absorbers (or other means) to provide a suitable overlap
with the tumor (SOBP) (9—-11,14). Like protons, energetic
HIs, like those needed for therapy (typically a few hundred
MeV/nucleon), can also induce nuclear reactions. In the
case of HI therapy beams, these reactions, which are
primarily beam fragmentation, can transmute the incident
beam into other nuclear species (9-11,14-16), which
usually include lighter, lower z fragments, which can
extend the radiation dose well beyond the range of the
primary HI beam (16). Fortunately, many of the fragments
and residual nuclei produced in HI (or, as noted, proton)
beam-induced nuclear reactions are positron emitters and
their intensity and location can be imaged via the back-to-
back 511 keV vy rays emitted (PET) (9,10,50-52), which is
now being actively exploited in treatment planning at GSI
and elsewhere (see below).

It also has been suggested to specifically produce a
short-lived positron-emitting secondary beam such as 9C
for radiation treatment and, thus, facilitate direct imaging
of the treatment beam itself (51), however, while feasible, it
is not yet a practical option. Among other problems, such
beams are easily fragmented, and as a secondary beam,
production requires a high intensity primary HI beam
accelerator. Instead, like proton therapy, a direct, low
intensity HI beam is more practical for therapy (53-55).

Excluding the use of natural a-emitting radioactive
sources, the use of HIs in cancer therapy was pioneered
at the University of California, Berkeley, laboratory now
known as the Lawrence Berkeley Laboratory (LBL). The
Bevatron at LBL, which originally was contructed to dis-
cover the antiproton, was converted to accelerate HIs such
as 12C, 160, and 20Ne at energies up to several hundred
MeV/nucleon (9-11,14). These energies are those required
for cancer treatment of deep tumors. Over 400 patients
were treated from 1975 to 1992 at LBL with HIs.

As part of this program, many techniques were devel-
oped for controlling and monitoring the HI dose-depth
profiles, and providing a suitable SOBP when needed,
which included imaging positron-emitting HI beam frag-
ments (9—11,14) and reaction products, which, asnoted, is a
technique later adapted for proton and HI therapy at other
facilities.

More recently, the HI nuclear research facility at Darm-
stadt, Germany (GSI) has run a HI prototype cancer ther-
apy facility primarily using 12C beams at energies of
several hundred MeV/nucleon. They have implemented
the online PET imaging technique to deduce dose-depth
profiles (52) for clinical treatment planning and verifica-
tion (Fig. 15) (52). They, likewise, have done extensive
measurements and modeling to determine the RBE appro-
priate for HIs in tissue (15), which, as noted previously, can
be relatively large (x10 or more) and thus must be included
in treatment planning (51-56). (The latter also has impli-
cations for space travel and other activities involving
radiation from heavy particles in cosmic rays, etc.).

Many of the tumors treated at the GSI facility cannot be
optimally treated with conventional radiotherapy or sur-
gery due to the close proximity of the tumor to a critical
area (Fig. 15). As with other particle-beam therapies, most
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Figure 15. Example of a tumor treatment plan used for HI
radiotherapy at GSI (52).

HI treatments involve fractionated doses, and the HI ther-
apy is often used in conjunction with other treatment
modalities such as chemotherapy or photon therapy. Like
other pioneering particle-beam facilities, GSI is a nuclear
research facility and not a priori part of a hospital facility,
which can often limit patient throughput. Nonetheless,
several hundred patients have been treated since 1997
(Table 1). Based on the results demonstrated, the GSI
nuclear and biomedical research group together with a
hospital facility in Heidelberg, Germany is finishing the
constructing of a dedicated HI accelerator and HI treat-
ment facility. This facility is expected to become fully
operational in mid-2005 and will serve as a German
national treatment facility for the 3000 or more patients
identified as optimal for HI therapy each year in Germany.
A similar facility is under contruction in Italy (12).

At present (2005), the primary facilities built and dedi-
cated to HI cancer therapy are the HIBMC and HIMAC
facilities (53) in Japan (Fig. 16) (54). As at GSI, these
facilities primarily use 12C ions at energies of several
hundred MeV/nucleon. (HIBMC also has the capability
to use protons in radiotherapy). Several thousand patients
have been treated at HIBMC and HIMAC (Table 1). Like
proton therapy facilities, the large footprint (Fig. 16) and
costs associated with an HI accelerator and the associated
treatment facilities will generally limit their availability.
In countries with national health services, one, two, or at
most three HI facilities may accommodate those patients
who might benefit from HI therapy. The situation becomes
complicated in countries like the United States where
private insurers must approve treatment.

FUTURE DEVELOPMENTS

Magpnetically-Confined Electron Beams

It has been suggested, and recently demonstrated with
experiments, that one might use high energy electrons
(E < 100 MeV) for radiotherapy with suitable magnetic
fields applied to reduce (Fig. 17)(21) the pneumbra from
scattering (21, 31-44). Again, if the direct electron beam
is used, relatively low intensity beams can be used, which
simplifies the accelerator, beam handling, and shielding.
Most hospitals operate and maintain electron accelerators
(E = 10-25 MeV), mostly LINACs, for radiation therapy
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Figure 16. Layout of the HI-beam cancer treatment facility HIMAC in Chiba, Japan (adopted from Ref. 54).

and higher energy electrons (50-100 MeV) are readily
produced using expanded versions of LINACS (6) or table-
top race-track microtrons (36). Both are quite feasible for
operation at most hospital clinical oncology facilities.
Recent developments in super-conducting magnet tech-
nology including gantry-mounted systems and LHe-free
systems make such magnets technically feasible. These
magnets could be used in conjunction with a suitable
electron accelerator for cancer therapy for certain types
of tumors (soft tissue, etc.). A sample of a calculated
multibeam dose profile in a skull-tissue phantom using
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Figure 17. Measured and calculated 2D isodose profiles for a ca.
20 MeV electron beam incident on a tissue-equivalent phantom
with an applied 2 T longitudinal magnetic field. Compare with
Fig. 4 (adopted from Ref. 21).

35 MeV electrons confined with an axial (solenoidal) B = 6
T magnetic field (44) is shown in Fig. 18.

Superconducting Accelerators and Beam Gantries

One method to possibly reduce the footprint (and cost) of
proton and HI radiotherapy facilities is to use, more widely,
superconducting magnet technology for both the accelera-
tor and beam line components (24). However, extensive
radiation shielding may still be required.
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Figure 18. A simulated stereotatic dose profile in a head phantom
for a set of 35 MeV electron beams confined by a B = 6 T longi-
tudinal magnetic field (44).



Pulsed-Laser Accelerators

It is now possible to produce very high electric fields in
plasmas using compact ultra-fast pulsed lasers, which can
be used to accelerate electrons, protons, and other ions to
MeV energies (38). Although the particle-beam intensities
and, in some cases, energies demonstrated so far are less
than those needed for radiotherapy, such “table-top” accel-
erators may prove viable in the future.
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RADIOTHERAPY, INTRAOPERATIVE

PETER J. Bicas
Harvard Medical School
Boston, Massachusetts

INTRODUCTION

What Is Intraoperative Radiotherapy?

Intraoperative radiotherapy (IORT) is a technique that
combines radiation therapy with surgery to irradiate
tumors in situ, without delivering a significant dose to
surrounding normal, critical structures and is usually
performed using electron beams from linear accelerators.
This contrasts with external beam therapy using X-ray
beams where the dose that can safely be delivered to most
tumors is limited by the dose that is given consequentially
to normal, critical structures.

The practice of IORT began soon after X rays were used
therapeutically, almost 100 years ago. However, although
several investigators used this technique over the ensuing
years with various X-ray modalities, it was not until the
mid-1960s that intraoperative radiotherapy made a ser-
ious mark on the field of radiotherapy with the work of Abe
(1-4) in Japan using electron beams from linear accelera-
tors. This was rapidly followed in the mid-1970s by inves-
tigations in the United States, first at Howard University
(5), then at the Massachusetts General Hospital (MGH) (6),
followed by the National Cancer Institute (7), and then the
Mayo Clinic (8). The reason for this dramatic change was
due to the introduction of linear accelerators capable of
generating high energy electron beams.

In 1992, Coia and Hanks (9) reported on patterns of care
study, which indicated that of 1293 radiation oncology
facilities in the United States, 108 reported doing IORT,
of which 29 have two or more residents. Since there were
~ 88 training programs in existence at that time, roughly
one-third of hospitals or medical centers with residency
training programs were performing IORT. They did not
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indicate whether or not this list included only electron
beam IORT or other modalities.

Initially, IORT flourished in both the academic and
community hospital setting, but it is clear from informal
surveys and anecdotal evidence that fewer centers are now
performing IORT compared with 1992. The reasons for this
decline in interest are twofold. First, establishing the
usefulness of IORT as a beneficial adjunctive therapy
has been difficult. Second, IORT as practiced by the major-
ity of centers, those that do not have the luxury of a
dedicated or conventional mobile linear accelerator in
the operating room (OR), is technically difficult and
demands time on the part of a clinical staff that is under
great time constraints, brought on by the present reim-
bursement climate. Thus, this method taxes the interests
of all the parties after a number of years. The uphill battle
faced by proponents of intraoperative radiation therapy is
the high cost of a dedicated facility in the operating room. A
dedicated linear accelerator in an operating room is no
longer a cost-effective option for any hospital (10), due to
the cost of the machine as well as the radiation shielding.
The entry into the field of IORT of mobile linear accelera-
tors that can be used in existing OR rooms without requir-
ing additional shielding makes the cost and logistics of
setting up an IORT program much easier and therefore
provides a stimulus to the field. There are now three
manufacturers of such equipment and >30 units have been
installed in the United States and Europe.

In addition to using electron beams from linear accel-
erators, many other radiotherapy modalities can be classi-
fied as IORT. They all share the same principle that the
dose is delivered only locally, so that dose to the skin
uninvolved adjacent tissues and organs is minimized.
These include high dose rate brachytherapy that is deliv-
ered in an operative setting and stereotactic radiosurgery
using a 50 kV X-ray device. The Papillon technique (11)
was a technique whereby 50 kVp X rays were used to
irradiate lesions on the rectal wall by inserting the X-
ray tube into the dilated rectum. Orthovoltage X rays
are still used in one or two places (12), based on the issue
of lower cost, but there is a clinical price to pay since the dose
to any bone in the field is much greater than the prescribed
dose to tissue, and this can result in osteoradionecrosis.
However, this can be obviated to some extent by heavy
filtration of the beam at the cost of a lower dose rate.

General Description of the Treatment Apparatus

Historically, adapters were made to fit existing linear
accelerators so that the electron beam could be directed
onto the tumor while at the same time protecting normal
tissue. This was first achieved by having an applicator,
~30 cm long and generally circular in cross-section that
mates with another cylinder attached to the head of the
linear accelerator. This mating piece is centered with the
radiation beam and only slightly larger than the treatment
applicator. Thus, by adjusting couch movements very care-
fully, the treatment applicator can be slid into the mating
piece, even when the gantry is angled far from the vertical.
The greater the gap between the two pieces, the easier it is
to achieve docking, but the greater the possible degree of
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misalignment, meaning the beam is not aligned with the
applicator in the patient, so the beam, as delivered, will
have different dose characteristics from a perfectly aligned
system. Typically, the gap between the two cylindrical
pieces is ~0.2—0.3 mm. This method is known as the hard
dock technique (13). The advantage of this method is that
the system is self-aligning, within limits defined by the gap
between the two mating pieces, but the disadvantages are
that (1) the docking process can be lengthy, depending on
the gantry angle, (2) there is a potential safety issue if
either the couch or the gantry moves during the procedure,
and (3) the treatment field is no longer visible once the
docking process is complete. Hence, the hard dock proce-
dure requires a lock-out system for the drive motors during
the treatment when there is no one in the treatment room
and an optical system to view the field enclosed by the
applicator after the applicator has been docked. A cut-away
view of such an optical system is shown in Fig. 1. A photo-
graph of a completed hard dock process is shown in Fig. 2.
This photo shows that the docking or alignment process can
be a complex and time-consuming task in some situations.

The alternative method that avoids the problem of the
hard dock procedure is the soft dock procedure. In this
method, the treatment applicator is separated from the
head of the machine and thus the potential for patient
injury is greatly lessened and the treatment field can be

Surface

Figure 2. Example of electron beam alignment using the hard
docking process. The linear accelerator is a conventional machine
in the therapy department and the applicator was fabricated in-
house.



viewed even after the docking is complete. The disadvan-
tage of this method is that an alternative to the simple
mechanical alignment is needed. This need has been
answered by a variety of optical systems as explained below.
A description of two commercial alignment systems is given
below. A description of several noncommercial soft-docking
systems has been published by several authors (14-17).

The Clinical Rationale for IORT

To understand the rationale for intraoperative radiother-
apy, it is necessary to understand some of the basic prin-
ciples of radiotherapy. Patients are routinely treated for
cancer using fractionated radiation. This means that the
radiation is delivered in increments on a daily basis, 5 days
week ™! for up to 8 weeks, depending on the lesion under
treatment. The reason for doing this is that if one were to
deliver a tumoricidal amount of radiation to the tumor in
one or a few fractions, serious long-term side effects to
normal tissue and organs would result. By fractionating
the radiation, an equivalent tumoricidal dose can be given
to the tumor without serious long-term side effects. Frac-
tionation schemes currently in use have developed empiri-
cally over the history of radiotherapy going back to the use
of early X-ray tubes. The daily fraction dose is limited by
acute radiation effects. These effects, such as reddening of
the skin in the era of low energy X rays, bowel problems,
and so on, appear during the course of treatment, but will
generally resolve themselves without long-term conse-
quences after the radiation treatment has been completed.
This maximum radiation dose may produce acute effects in
a few patients, due to biological variation between indivi-
duals and, hence, their response to radiation. The prescrip-
tion dose or the maximum overall dose, which is the
number of daily fractions times the daily dose, is also
limited. This limit is due to normal tissue and organ
tolerance. Thus, for example, abdominal radiation for rec-
tal or colon cancer is limited to ~50 Gy because of small
bowel complications (Gy is the unit of absorbed dose and is
expressed in J-kg™1). The kidneys can tolerate a dose of no
more than ~15 Gy and treatment for lung cancer requires
keeping the dose to the spinal cord below ~45 Gy to avoid
transverse myelitis. Some organs, such as the liver, can
tolerate varying amounts of radiation, depending on the
fraction of liver that is irradiated. The smaller the fraction
of organ treated, the larger the dose that can be tolerated.
Excess dose to the whole lung can produce fibrosis, result-
ing in a nonfunctional lung. However, even with these dose
limits, local control rates, or control of the primary tumor
that is being irradiated is not 100%, so it would be highly
desirable to have a method for increasing the dose to the
tumor without increasing the dose to the surrounding
normal tissue. This is known as improving the therapeutic
ratio, which, for a given dose fractionation, is defined as

Therapeutic ratio
= tumor control probability /normal tissue
complication probability
Ideally, this ratio should be as high as possible. One

method to improve this ratio is through the use of intrao-
perative irradiation. In this technique, the area to be
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treated, whether a tumor or tumor bed, is exposed during
surgery and normal tissue (e.g., small bowel) is moved out
of the way by using an applicator though which the radia-
tion is delivered. By irradiating with electrons rather than
photons (see section below for comparison between ther-
apeutic photon and electron beams), the radiation can be
safely and effectively limited to the area of the tumor. It has
been firmly established using experiments on dogs (18,19)
that a safe upper limit for single fraction doses is ~20 Gy.
Doses delivered through IORT generally range between 7.5
and 20 Gy.

While IORT can increase the therapeutic ratio by
excluding normal tissue and organs from the radiation
field, it suffers from the fact that it is a single fraction
procedure, which, as noted above is limited and therefore,
by itself may not provide a curative dose of radiation for all
tumors. The reason for this is that such processes as repair
of sublethal damage, repopulation, redistribution, and
reoxygenation (20), which contribute to enhancing the
therapeutic ratio for fractionated radiation, are limited
in single-dose therapy. While the initial Japanese study
used IORT as the only source of treatment radiation, it has
been customary in the United States to use IORT as a boost
therapy. This means that the patient is treated using the
standard fractionation scheme using external radiation
and is given the IORT as an additional boost dose. Thus
the tumor dose has been increased with only a small
increase in dose to a fraction of the surrounding tissue.
Table 1 (21) shows the radiobiological equivalent fractio-
nated dose of single doses of radiation between 10 and 25
Gy. Assuming a conventional fractionation scheme for
external therapy of 2 Gy per fraction, a single dose of 10
Gy is equivalent to 17 Gy for tumors. For late effects in
normal tissue, this figure is much higher at 26 Gy, but is
considerably lower if the dose per fraction is only 50%.
Thus normal tissue toxicity determines the maximum dose
that can be delivered intraoperatively.

Historical Review of IORT

The first cases of IORT were reported by Beck as far back as
1907 (22) and again in 1909 (23). He used X rays (probably
50 kVp, see below) to treat several cases of stomach and
colon cancer. Several years later, Finsterer, in 1915 (24),
reported on the treatment of stomach and colon cancer. He
used doses between 2500 and 4500 R using X rays with
filtration that varied between none, variable thicknesses of

Table 1. Equivalent Dose of a Single Dose of Radiation in
Terms of the Fractionated Dose for Both Acute and Late
Normal Tissue Reactions

Equivalent Dose for Equivalent Dose

Tumor and Acute for Late
IORT Single Normal Tissue Normal Tissue
Dose, Gy Reactions” Reactions®
10 17 26
15 31 54
20 50 92
25 73 140

%2 Gy fractions.
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aluminum, or 0.25-0.45 mm Cu. The “R” stands for the
roentgen, which is a unit of radiation exposure; 1 Gy is
roughly equivalent to 87°R in air. Note that no external
radiation was given to these patients. The choice of filtra-
tion was dictated by the thickness of the lesion. It was
noted by Abe (25), in his historical review of the topic, that
the practice of IORT then was different from that of today;
however, it is different only in the sense that kilovoltage
radiation is exponentially attenuated and delivers its max-
imum dose at the surface, whereas electron beams have a
maximum dose below the surface and the dose falls sharply
beyond a given depth, depending on energy. Thus, the
intent then was the same as it is now, namely, to give
additional dose to the tumor and spare normal tissues,
even though there were more practical problems in dose
delivery and differences in beam quality. However, there
are photon beam modalities used in IORT that get around
the problems mentioned above with X rays. High dose
rate brachytherapy using radioactive °’Ir sources, for
example, is able to deliver a high tumor dose with a low
dose to nearby critical structures.

Barth (26) gives a long account of the technique he used
for many anatomical sites where he opened the skin and
treated the underlying tumor with 50 kVp X rays at 2 cm
SSD for very small field (~ 2.5 cm diameter) sizes. Many of
these sites were in the head and neck region, just below the
skin; more deep-seated tumors would have been hard to
treat with this technique. Interestingly, Goin and Hoffman
(27) describe instances, where IORT was delivered on more
than one occasion. He reports on 13 patients, all but 1 of
whom received IORT from 2 to 12 times, with overall doses
ranging from 500 to 30,672 R. Thus surprisingly, fractio-
nated IORT was practiced then, something that would not
be countenanced today.

Current Status of IORT Application (User Surveys)

A survey of current institutions practicing IORT in the
United States (28), whether using electron beams, ortho-
voltage X rays, the Photon RadioSurgery System (PRS)
device or by High Dose Rate (HDR) was conducted in 2003.
It was found that the number of institutions practicing
IORT by each technique is shown in Table 2.

It can be seen that ~55% of the institutions perform
IORT in the OR and 75% perform IORT with a dedicated
unit. One of the centers using orthovoltage X rays and
another using a dedicated linac in a shielded OR are
converting to mobile linear accelerators. Approximately

Table 2. Number of Institutions in the United States
Practicing the Various IORT Modalities (2003)

Type of IORT Practiced

Number of Institutions

Mobile linear accelerator 6 (15.8%)
Dedicated linac in shielded OR 4 (10.5%)
OR in radiotherapy department 8 (21.1%)
IORT by patient transport 9 (23.7%)
Orthovoltage X-rays 2 (5.3%)
Intrabeam (50 kV X ray) 5(13.2)

HDR 4 (10.5)

72% of the institutions above responded to the survey,
including all six with mobile units and all four dedicated
units in the OR. The remaining eight responders con-
sisted of six sites with an OR in the therapy department
and two that used patient transport. By comparison with
the 1992 survey, it was found that the greatest decline in
the number of centers involved with IORT was the group
performing IORT by patient transport, and these were
primarily community centers. Thus a higher proportion of
those sites still practicing IORT are academic centers. Of
the institutions using nonmobile units, the average date
inception of the program was 1986 (+4 years), whereas all
the mobile units were installed after 1998. The most
commonly used energy was 9 MeV, followed by 12 MeV.
This certainly justifies the choice of maximum energy
of the mobile units. Slightly more institutions use the
soft-docking (61%) rather than the hard-docking tech-
nique. The most commonly used field size is a 7 ecm
diameter applicator, followed by a 6 cm diameter appli-
cator. Finally, the average number of IORT treatments
performed by the reporting centers (72% of institutions
responded) is 500, whereas the number of treatments
performed in the last 12 months is 428. The respective
numbers per institution are 31.2 + 23.5 (range, 10-90)
and 26.8 + 22.7 (range, 0-70).

A similar survey was recently carried (29) out for Eur-
opean institutions and there are some similarities and
differences. Table 3 shows the number in institutions
performing each type of IORT.

The chief difference is that there are 40% more sites in
Europe than in the United States and that more than one-
half the European sites have mobile linear accelerators
compared with 16% in the United States. Moreover, >60%
of the treatments carried out are for breast cancer com-
pared with almost no cases in the United States. Also, the
average number of patients treated is in excess of 1000,
compared with 500 in the United States, noted above. Of
great importance is the fact that there are a number of
clinical trials underway in IORT in Europe, whereas there
are no trials in progress in the United States.

What the two continents have in common is the typical
applicator sizes and energies. This result is what one would
expect if each were treating the same distribution of dis-
ease sites. However, since those distributions are not the
same, this commonality is quite remarkable. Finally, one
other similarity is that a large percentage of institu-
tions are performing a few cases and a few institutions

Table 3. Number of Institutions in Europe Practicing the
Various IORT Modalities (2005)

Number of
Type of IORT Practiced Institutions
Linear accelerator in radiotherapy department 11 (31.6%)
Dedicated linac in shielded OR 5 (13.2%)
Mobile linear accelerator 21 (55.3)
Intraoperative interstitial brachytherapy 6 (15.8%)
Intraoperative HDR flaps 7 (18.4%)
Intrabeam (50 kV X ray) 2% (5.3%)

“This figure may be substantially higher.



(primarily academic centers in the case of the United
States) are performing a large number of cases.

IORT TECHNOLOGY

Early Technology

Radiotherapy prior to the 1960s used primarily X-ray
machines for the treatment of cancer patients, although
in the years just before that Cobalt-60 teletherapy units
were coming into widespread use. Schultz (30) describes in
great detail the history of the development of X-ray
machines of increasing energy. Thus, in the early days,
X-ray machines were the only modality to carry out IORT.
In the earliest applications of IORT, Practitioners used
50kV X rays with a focus-to-skin (F'SD) distance of ~2 cm
with a field size (diameter) of about the same dimension,
varying the filtration to achieve sufficient penetration.
Henschke and Henschke (31) provide considerable detail
on the practical application of this technique to the treat-
ment of large fields. They show that this can be accom-
plished either by increasing the FSD, primarily to increase
the percent depth dose, or by use of multiple, overlapping
fields at short FSD. Thus, until X-ray machines operating
at higher energies with adequate dose rates at larger
distances and covering larger fields became available,
the role of IORT was relatively limited. Beginning in the
late 1930s through the 1940s, such high energy units
became available. Eloesser (32) described the use of an
X-ray machine with filtrations between 0.25 and 0.5 mm
Cu. He notes that the filtration depends on the thickness of
the tumor being treated; the FSD was 30cm. In 1947,
Fairchild and Shorter (33) describe a technique using
250kV X rays with a half value layer (HVL) of 1.7 mm
Cu. At aFSD of 21.7 c¢m, a dose rate of 100 R-min ! could be
delivered over a 13 cm field diameter. Note that since these
high energy X-ray beams were not collimated, lead sheets
had to be placed around the surgical opening and internal
viscera to provide adequate radiation protection.
Whereas the difficulty of using low energy X-ray beams
is one of insufficient penetration, the problem with high
energy X-ray beams is that, although their intensity is
exponentially attenuated, tissues or organs beneath the
tumor to be treated can receive a considerable dose of
radiation. For this reason and many technical reasons
associated with using an X-ray machine in an OR, it is
clear that IORT could not have been anything other than
an experimental technique pursued by a few investigators.

Recent IORT Technology: Photons versus Electrons

In the 1960s, the first linear accelerators appeared in
clinical use for the treatment of cancer. One of the first
units in the United States was a 6 MV machine (Varian
Medical Associates, Palo Alto, CA), which produced a
bremsstrahlung X-ray beam from a beam of 6 MeV elec-
trons. However, it was not until the 1970s that linear
accelerators were capable of producing clinical electron
beams. Omitted from this historical review is a discussion
of the betatron. Designed and built in the early 1940s by
Donald Kerst, the first patient was treated with X rays in

RADIOTHERAPY, INTRAOPERATIVE 17

120
100 1

Percent depth dose
Iy D [ee)
o o o

N
o
1

o

60 80 100 120 140
Depth in water (mm)

Figure 3. Comparison between electron (6, 9, 12, 15, and 18 MeV)
and X ray (1.5 mm Cu X rays) percent depth dose curves.

1948; electron beams were a natural by product of this
machine, although the dose rates were quite low. However,
the betatron played no role in the field of IORT, and there
are no betatrons currently in clinical use in the United
States. Clinical electron beams are produced by passing the
electron beam exiting the linear accelerator’s waveguide
through high atomic number scatterers (34). The great
advantage of electron over X-ray beams is in the depth
dose curve. Figure 3 shows a comparison of the percent
depth dose curves, normalized to 100%, between electron
beams of various energies and a 1.5 mm Cu X-ray beam.
What is immediately apparent is that while the curve for
the X-ray beams fall off more or less exponentially with
distance beyond the depth of maximum dose, the curves for
electron beams show a very sharply falling dose and have a
finite range. This range is a function of the electron beam
energy, so the higher the energy the greater the range. A
rule of thumb is that for every 3 MeV of electron energy, the
depth of the 80% dose changes by 1 cm. There are currently
only one or two active IORT programs in the United States
using orthovoltage X rays.

Dedicated IORT Units

The IORT programs can use one of two approaches. In the
first approach, patients are transported from the OR to the
radiation therapy department and the IORT treatment is
delivered on one of the department’s linear accelerators
that normally treats outpatients with external beam ther-
apy. Thus IORT is blended in with the other treatments. In
the second approach, IORT treatments are delivered on a
dedicated machine. Dedicated linear accelerators are those
accelerators that are used exclusively for the treatment of
patients through the intraoperative technique. The word
dedicated is used here to mean that the linear accelerator,
conventional (X rays plus electrons or electron-only) or
mobile, is used exclusively for IORT. It is recognized here
that no more electron-only linear accelerators of the con-
ventional, non-mobile type, will be built in the future.
Dedicated linear accelerators may be located in the OR
itself or in a room in the radiotherapy department. If the
former, the room is basically an OR that also contains a
linear accelerator. If the latter, it is a radiotherapy room
that is equipped as an operating room. The former is
preferred since it is part of the total OR complex and the
patient does not have to be moved outside the room. In the
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latter case, the patient undergoes surgery far from the
hospital’s main OR and issues of maintaining sterility of
the operating area have to be addressed as well as the
problem of what to do if a surgical emergency arises for
which the satellite OR is not equipped to cope. There are
currently very few dedicated units in the OR in the United
States; there are slightly more located in the therapy
department. For the non-dedicated linear accelerator,
the need to transport the patient for each case from the
OR to the radiotherapy area is a disincentive to the IORT
program. For this reason, programs using nondedicated
linear accelerators have seen a decline in numbers (see
Fig. 4). It is highly unlikely that any more dedicated units
of the conventional or electron-only type will be installed in
the United States in the future for the reasons outlined
above. An example of a dedicated electron-only linear
accelerator located in the OR is shown in Fig. 4. The room
measures ~6.1 x 8.0m and the unit is mounted into the
wall at one end, ensuring an adequate space for surgery.

Experience has shown that centers with dedicated OR
suites or mobile systems perform more IORT procedures
than centers that use the patient transport technique.
Details of the shielding aspects of an OR-based IORT
machine have been published (13,35).

Mobile IORT Units

The cost of installing a dedicated linear accelerator in an
operating room along with the required shielding is very
high. A linear accelerator, even though it is run only in the
electron mode, has a price tag of ~$1.5-2 M and the
shielding costs for a room that is not located in a basement,
which is often the case, can be a substantial fraction of the
linear accelerator cost. Given that the number of patients
to be treated with an intraoperative machine is unlikely to
be >5 per week, it is clear that the economics for such a unit
are not altogether favorable (10). Since 1996, several
mobile linear accelerators have become commercially

Figure 4. Mevatron ME by Siemens
Medical Systems located in an OR.
Note that the machine is a conven-
tional accelerator whose gantry
(C-arm) support system is mounted
in the end wall. Since the room is
slightly oversize for an OR room at
this hospital, this still leaves ade-
quate room for surgery.

available. These are the Mobetron, produced by IntraOp
Medical (Santa Clara, CA), the Novac7 produced by
Hitesys (Aprilia, Italy) and the Liac produced by Info&Tech
(Udine, Italy). These are linear accelerators that have
special features, in addition to being mobile, that reduce
the need for extensive shielding in the adjacent walls,
ceiling, and floor. This means that they can be used for
treating patients in any OR room with little more than a
portable lead shield to protect personnel in the surround-
ing areas, as well as above and below. (However, note that
for commissioning and annual quality assurance purposes,
a well-shielded room is required because of the high beam-
on time needed for these tests.) This reduction in radiation
leakage has been achieved in several ways. The first is to
limit the maximum energy of the electrons that can be
accelerated so that photoneutrons are not generated; the
Mobetron has a maximum energy of 12 MeV, the Novac7
has a maximum energy of 9 MeV and the Liac has a
maximum energy of 10 MeV (Note that according to Eur-
opean law, energies >10MeV cannot be used in an OR
without special protective shielding in the walls and floor).
The second is to use an in-line beam, that is, the direction of
the electron beam in the waveguide is the same as the
direction of the beam that treats the patient. This avoids
the use of a heavy magnet. Thus avoids the use of a heavy
magnet. Conventional medium-to-high energy linear accel-
erators generally use a 270° bending magnet to bend the
electron beam from the horizontal direction in the wave-
guide toward the patient at isocenter (34). The reason is
that with the need to have a fully isocentric C-arm machine
with an acceptable isocenter height, (Fig. 4), typically ~125
cm above the floor, the waveguide cannot be pointing
toward the isocenter, given the length of the guide. This
reduction of leakage also means that the shielding around
the waveguide (usually lead or a tungsten alloy) is lower
than for a conventional therapy linear accelerator, so the
weight of the unit is reduced—essential for good mobility.
Thus the major advantage of a mobile electron linear



accelerator is that minimal, in-room shielding is required
for the unit so that it can be moved to any OR room,
provided mechanical access is possible. A comparison of
some of the other properties of these three mobile linear
accelerators is in order since their method of beam gen-
eration and delivery are different. Major differences are
that the Mobetron is a gantry-mounted unit that uses soft
docking for alignments, whereas the two Italian models
have the waveguide mounted on a robotic arm. Further-
more, the Mobetron waveguide operates in the X-band
mode (8-12 GHz) whereas the Italian models operate in
the conventional S-band mode (3 GHz). Note that the
length of the accelerator’s waveguide depends inversely
on the frequency, so, for the same final electron energy, the
X-band waveguide will be shorter.

Mobetron. The first Mobetron was installed and trea-
ted its first patient in 1997. There are currently 12 Mobe-
tron units installed worldwide, 7 operating in the United
States, 1in Japan, and 4 in Europe. This unit operates with
electron energies of 4, 6, 9, and 12 MeV. A view of this unit
is shown in Fig. 5. The unit is mounted on a gantry,
cantilevered with a beam stopper to intercept the X-ray
component of the primary beam after it has passed through
the patient. This ensures that the radiation exposure in the
room below is sufficiently low as to be within the limits set
for the general public and is the principal feature that
allows this unit to be used in any OR without additional
shielding. Although the unit is gantry mounted, the beam
direction is not limited to the plane of gantry rotation, as

Figure 5. Mobetron mobile linear accelerator by IntraOp Medical
Inc. Note that this unit has a gantry that also allows the linac head
to pivot in a direction orthogonal to the gantry rotation plane.
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with external beam linear accelerators, since the head can
tilt in and out of this plane. This increases its versatility in
setting up patients for treatment and reduces the amount
of time needed to align the radiation field with the appli-
cator. The beam stopper also moves in synchrony with this
gantry motion to ensure that the primary beam is always
intercepted.

A review of the salient mechanical properties and oper-
ating parameters of the machine is in order. The weights of
the treatment module and modulator are 1250 and 432 kg,
respectively. The Mobetron is moved around through the
use of a modified pallet jack. Thus the two units can be
moved with reasonable ease between different ORs. The
gantry can rotate off vertical by 45° in each direction, while
the head tilt has a range of +30°. Since the distance
between the machine target and the patient’s skin is
50cm, half that of a conventional linear accelerator,
the maximum dose rate is 10 Gy-min~!. Thus the maxi-
mum treatment time is ~2 min. For setting up the machine
to treat the patient, the unit has five degrees of freedom.
There are two orthogonal translational motions
whereby the stand can be moved relative to the base by
up to +£5 cm. There is also a translation motion of the head
along the axis of the waveguide and, finally, there are 2
rotational degrees of freedom of the head, one the gantry
rotation and the other tilt in and out of the gantry plane.

Meurk et al. (36) reviewed the physical properties of this
device and Mills et al. (37) and Daves and Mills (38) provide
a comprehensive review of the commissioning and shield-
ing requirements of a Mobetron accelerator.

Novac?. The first Novac7 unit was installed in Rome in
1997. To date, there are 20 Novac7 systems operating in
Italy, Germany, and Greece. The Novac7 operates with
electron energies of 3, 5, 7, and 9 MeV. Unlike most
conventional linear accelerators and the Mobetron, the
Novac7 is mounted on the end of a cantilevered robotic
arm, not a C-arm, has a total weight of 500 kg. Figure 6
shows the Novac7 unit as well as the beamstopper to
attenuate the forward directed X rays. The beamstopper
operates independently of the machine and must be put in
place by the medical physicist responsible for the IORT
procedure. In many situations, however, movable wall
barriers must also be used. The applicators have diameters
of4,5,6,7,8, and 10 cm with available bevel angles of 0, 15,
22.5, 30, and 45°. Note, however, that while the unit can be
adjusted mm by mm, the cylinder attached to the linac
cannot be moved coaxially with the applicator; instead,
movements are made through a combination of rotational
movements. By using a robotic arm, the unit has more
degrees of freedom available for aligning the electron beam
with the cone set up in the patient than a conventional
accelerator or the Mobetron. In addition to its movement
across the floor, it possesses four rotational degrees of
freedom, which provides flexibility in setting up the device
for treatment. Interestingly, the machine does not use
scattering foils to produce a broad, uniform beam, but,
instead, relies on electrons scattering in the air within
the tubes and from the walls of the tubes to produce the
desired, flattened fields. As a result, the length of the
applicator used depends on the applicator size selected.
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(b)

Figure 6. (a) Novac7 mobile linear accelerator by Hitesys; (b)
beam stopper for Novac7. Note that this unit is a robotic arm with
several degrees of freedom. It also uses the hard dock procedure.

Partly because of this, the dose rate varies between 6 and
26 Gy-min~?, significantly higher than most linear accel-
erators. At these dose rates, treatments typically last
<1min. The lower dose rate corresponds to the largest
applicator and lowest energy while the higher dose rate
corresponds to the smallest applicator and highest energy.

Figure 7. Liac mobile linear accelerator by Info&Tech. This unit
looks similar to the Novac7 in terms of its movements and clinical
set up, but there are differences in the design (see text for details).

These high dose rates result in substantial dosimetric
problems, which have been studied and quantified by
Piermattei et al. (39). A full technical description of the
Novac7 has been given (40) and a review of the physical and
dosimetric properties of the machine has been described by
Tosi and Ciocca (41).

Liac. The first Liac unit (prototype) was installed in
Milan in 2003. In its mechanical operation it is very similar
to the Novac7 unit (see Fig. 7), with the accelerator guide
mounted on a robotic arm. However, there are several
major differences between the two units. First of all, the
highest electron energy is now either 10 MeV (four energies
of 4, 6, 8, and 10 MeV) or, potentially, 12 MeV (four energies
of 6, 8, 10, and 12 MeV). This allows a greater penetration
of tissue by the radiation, so that more deeply seated
tumors can be treated. Second, the weight and dimensions
of the machine are both lower, so the unit can be moved
between rooms in the OR more readily, pass through doors
more easily and fit into an elevator. The applicator system
is the same as that of the Novac7, namely, it uses a hard
docking procedure with no scattering foils. However, the
applicator that defines the extent of the radiation field in
the patient is now 30 cm in length. This length is standard
for most commercial and noncommercial systems and
allows the radiation oncologist and surgeon to view the
radiation field directly, just before docking the applicator
with the machine.

The Liac has the same high instantaneous dose rates as
the Novac?7, in this case 1.5-13 Gy-min~? for the 10 MeV
version and 3-22 Gy-min~! for the 12 MeV version.



Table 4. Variation in the Depth of the 90% Dose with
Electron Beam Energy

Electron Beam Energy, MeV Depth of 90% Dose, cm®

6 1.7
9 2.6
12 3.7
15 4.5
18 5.1

“For a 7 cm diameter circular applicator that is commonly used in IORT;
note that in IORT, the dose is normally prescribed to 90% level, taking into
account that the surface dose is at or about that level.

Comparison between Conventional and Mobile Units

It is worthwhile comparing the pro’s and con’s of conven-
tional linear accelerators in the OR versus mobile linear
accelerators. The conventional machine has the advantage
that since it is fully shielded for the highest energy avail-
able, ~18 MeV or higher, tumors with a greater depth can
be treated. As a general rule, the depth of treatment
increases by ~1 em for every 3 MeV increase in energy
at the 80% dose. Table 4 shows the depth of the 90% dose for
one conventional unit.

However, the question arises as to how many treat-
ments are delivered at high energy versus low energy.
Figure 8 shows data from the MGH on the use of the
various electron energies. It can be seen that all but
15% of the treatments were at 12 MeV or less, indicating
that high energies are infrequently used. In contrast, the
disadvantages are the cost of the machine, generally
greater than for a mobile unit, and the shielding for
neutrons as well as photons. At MGH, this shielding
amounts to ~50 metric tons, which makes retrofitting
existing ORs all but impossible. Moreover, should the
machine malfunction, the OR becomes unavailable for
the duration of the repair. Another fundamental differ-
ence is that conventional machines use a 270° bending
magnet with momentum slits to focus the electrons onto
the scattering foil, whereas the mobile units have no
energy or momentum selection. While both units change
energy by adjusting radio frequency (rf) power, the con-
ventional units have the advantage of better energy selec-
tion. This leads to a higher surface dose and slower fall-off
in the depth dose curves for mobile units (48).

Mobile linear accelerators, on the other hand, have
distinct advantages over the conventional unit. First of
all, the units are mobile so that they can be moved to any
OR that has sufficient space. This is possible because the
units require almost no additional shielding to operate
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Figure 8. Fraction of treatments delivered at a given energy as a
function of the energies available. From this graph, one can see
that the majority of treatments are at 9 MeV or less and that <15%
or patients are treated with an energy >12 MeV.

safely. However, a beam stopper is required for the primary
beam in all mobile units. Whereas a dedicated unit is
limited to isocentric movement, all mobile units have more
degrees of freedom, allowing for greater flexibility in set-
ting up the patient.

A summary of the chief differences between the three
different modes of IORT is given in Table 5.

Treatment Applicators

There have been two types of applicators used in electron
beam IORT, those made from poly methyl methacrylate
(PMMA) and those made of metal, usually chrome-plated
brass. The supposed advantage of the PMMA applicators
was that one could see the tissues to be irradiated through
the walls, although this turned out to be largely not the
case. The disadvantage of using PMMA applicators is that
they have to be sufficiently thick so as to prevent radiation
penetrating through the walls and damaging normal tis-
sue; this minimum thickness is ~6 mm. Metal applicators,
on the other hand, do not have to be so thick because of
their greater density. Since the pelvis is a tight area,
anatomically, having a thick-walled applicator can restrict
the treatment area for a pelvic side wall lesion. Thus, metal
applicators are preferred, also because they can be flash
(steam) sterilized at the time of the procedure, whereas
applicators made from PMMA must be gas sterilized to
avoid heat-related deformities and this requires ~12 h.
Figure 9 shows examples of plastic applicators. Examples
of metal cones are shown in Fig. 10.

Table 5. Comparison among the Three Methods of IORT Using Linear Accelerators

Mode of IORT Advantages

Disadvantages

Linac in oncology
department (patient
transport)

Dedicated conventional
linac in OR

Mobile accelerator

Inexpensive; needs minimal
additional equipment

Available on full-time basis.

additional shielding required

Maximizes convenience for surgical staff
Can be used in almost any OR; minimal

For a busy outpatient machine, can do only
1-2 cases per week. Enthusiasm wanes due
to effort required

Requires expensive shielded suite with
low use factor

Limit on the maximum energy due to leakage
X rays and neutrons
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Figure 9. Examples of plastic applicators used in electron IORT.
From left to right are shown an elliptical, a circular with beveled
end, a circular, and a rectangular applicator.

Most manufacturers of dedicated linear accelerators
provide applicators with a range of dimensions, usually
circular in cross-section. A description of the design of
treatment applicators for an OR-based IORT unit has been
given by Hogstrom et al. (42)

Beam Alignment Devices

For nondocking machines, a system is required to align the
electron beam from the waveguide with the axis of the
treatment applicator in the patient (this is unnecessary
for hard-docking systems since alignment is guaranteed
with the tolerance between the two mating pieces). This
is usually achieved optically. In the case of one dedicated,
conventional linac (Siemens Mevatron ME, Concord, CA;
this unit is no longer manufactured), beams from two lasers
are split into four point sources and four line sources. When
the points converge with the lines on a particular radius,
then the distance is correct and the beam axis is correctly
angled with respect to the treatment applicator. A metal
disk with this radius drawn on it is placed on top of the
treatment applicator for this purpose. A view of how

Figure 10. Examples of metal cones used in electron IORT. From
left to right are shown a circular with bevel, a circular, an elliptical,
and a rectangular applicator.

Figure 11. Example of the optical alignment used on the
Mevatron ME linear accelerator. This test jig is used before
each procedure to check the alignment of the lasers. Alignment
is correct when the dots and lines (not easily seen here, but
overlapping the radial lines) cross on the circle.

the correct alignment should look is shown in Fig. 11
for the test jig. Clearly shown is the circle with four laser
dots at 90° intervals; the laser lines are in alignment with
the radial lines shown, but on a black/white image, they are
not visible. This system requires training to fully under-
stand what movements should be made with the couch and
gantry to align the treatment applicator with the beam
when the dots and lines are not aligned. A more sophisti-
cated system, that is simpler to use, is adopted with one of
the mobile linear accelerators (Mobetron by IntraOp Med-
ical, Inc.). This system also uses optical alignment, but
provides visual indicators as to how to adjust the gantry
to complete the alignment. As with the other system, laser
light is reflected off a mirror on top of the applicator and is
sensed by detectors in the head. This display is shown in Fig.
12, which shows the status of the alignment that is complete
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Figure 12. Display of the alignment system used with the
Mobetron mobile unit. (Photo courtesy of G. Ezzel, Mayo Clinic.)



when each of four parameters is indicated by a single yellow
bar either side of a green bar (colors not indicated). Para-
meters on the display are the gantry rotation, the docking or
distance between the head and the applicator, the tilt of the
head and the position of the stand (in-out and left-right).
The display shown indicates that the stand has to be moved
from in to out and from right to left to complete the docking.
When the alignment is complete, the alignment is accurate
to 2 mm along any one axis and 0.1° in angle.

IORT Treatment Logistics

Since the radiation is delivered through linear accele-
rators, there are several options for performing this
technique. The first is that the patient is transported from
the operating room (OR) to the radiation therapy depart-
ment and set up and treated on one of the linear accel-
erators usually used for treating cancer patients with
external beams. The second is to have a dedicated treat-
ment room in the OR. In this case, the patient has to be
moved only from one side of the room to the other where
the linear accelerator is located. The third option is a
mobile linear accelerator. A mobile linear accelerator is
one that can be moved from one OR to another. A fourth
option is a hybrid of the first and second methods in that a
linac in the radiation therapy suite serves also as an
operating room so that both the surgery and IORT are
carried out in the same room. The problem with this
option is that if this room is far from the other operating
rooms and if difficulties are encountered during the sur-
gery, assistance might be problematic, particularly if
specialized equipment is required.

There is a significant difference between the first option
and the other three options since the patient has to be
transported from the OR to the radiation therapy area. Once
there, the machine used for these treatments is sequestered
for the duration of the set-up and treatment. Additional time
is required before and after the IORT procedure to prepare
and clean up the room. Thus there are two negative effects,
one, the surgical procedure is lengthened because of the
transport and reset-up of the patient, and two, the therapy
department loses significant time on one of its linear accel-
erators. Clearly, a department having only one or two
machines with a busy outpatient workload could not readily
perform these procedures, or, at least, not more than once a
week. Finally, while the patient is being transported or in the
therapy area, the OR has to be held open for surgical closure
or additional surgery and this has an impact on a busy
surgical department and its resources.

IORT Dosimetry, Calibration, QA, and Radiation Safety Electron
Beam Calibration, Dosimetry, and Quality Assurance. Impor-
tant components of IORT dose delivery are the calibration
of the of the electron beam, dosimetry and routine quality
assurance. These three important areas of IORT will be
addressed separately. Electron beams are calibrated using
a recommended methodology (43) and according to
national protocols. In the United States and Canada, the
appropriate protocol has been established by the American
Association of Physicists in Medicine (AAPM) (44). This
protocol dictates that measurements be made using an
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ionization chamber in a water phantom under specific
conditions. The ionization chamber is typically a cylindri-
cal chamber having an air volume of 0.6 cm?, although the
protocol also recommends the use of plane parallel cham-
bers for low energies. The specific conditions relate to the
depth of measurement as a function of electron beam
quality and chamber dimensions. The protocol provides
factors to calculate the absolute dose from the measured
chamber exposure. The chamber is calibrated at an AAPM
certified laboratory whose calibration standards are, in
turn, referenced to the National Institute for Standards
and Technology (NIST). Thus users’ chambers around the
country have calibration factors that are traceable to NIST
so that 1 cGy in one institute is equal to 1 ¢cGy in any other
institute. The 20 uncertainty in the users’ calibration is
stated to be 1%.

Having calibrated the IORT electron beam under stan-
dard conditions, it is necessary to determine the dose deli-
vered to the patient under the most general conditions.
For this purpose, medical physicists perform a series of
measurements on the machine, including the variation of
dose with depth and applicator size. Using these measure-
ments, medical physicists can recommend the optimal
energy for treating a specific lesion given the depth of
the lesion and will then set the parameters on the accel-
erator to deliver the dose prescribed by the radiation
oncologist.

Quality assurance is a very important aspect of radia-
tion therapy, both external and IORT. In general, quality
assurance is mandated by state and federal agencies and
recommendations are made by the AAPM (45). These laws
and recommendations specify the types and frequency of
tests that must be carried out on linear accelerators used in
radiation therapy. For IORT, quality assurance is of par-
ticular importance since, unlike external radiation therapy
where up to 42 fractional doses may be given over an 8
week period, the dose is given in a single fraction. There-
fore, quality assurance tests must be particularly probing
to ensure that the probability of any error is as low as
possible (46). The AAPM has made specific recommenda-
tions for IORT (47,48) at the daily, monthly and annual
level. Table 6 shows the data taken from the latest AAPM
report (48).

In addition, additional, independent quality assurance
on electron beam output and percent depth dose is provided
by the Radiological Physics Center in Houston, using
mailable TLDs (49).

Radiation Safety Issues

All radiation-producing equipment is subject to state and
federal regulations. These regulations restrict the dose that
a member of the general public can receive to 1 mSv year '
or 0.02 mSv-week . There is also a further restriction that
such a person may receive no more than 0.02 mSv in any 1 h.
For controlled areas (not accessible to the general public),
the allowed limits are higher. Since many of the linear
accelerators are located/used in the operating room envir-
onment, regulations for the general public apply.

Asnoted above, radiation safety requirements for electron
beam IORT depend on the approach taken. For treatment
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Table 6. Quality Assurance Tests for Mobile Linear Accel-
erators

Frequency Parameter

Daily Output constancy

Energy constancy

Door interlocks

Mechanical motions

Docking system

Output constancy

Energy constancy

Flatness and symmetry constancy

Docking system

Emergency off buttons

Output calibration for reference conditions

Percent depth dose for standard applicator

Percent depth dose for selected applicators

Flatness and symmetry for standard applicator

Flatness and symmetry for selected applicators

Applicator output factors

Monitor chamber linearity

Output, percent depth dose and profile constancy
over the range of machine orientations

Inspection of all devices normally kept sterile

Monthly

Annual

“ AAPM task group 72.

with a linac in a radiotherapy department, the room is
already well shielded for any number of IORT treatments.
For a dedicated, conventional linear accelerator in the OR,
the shielding is usually designed for a specific number of
cases per week. A maximum number would be 10 cases per
week, based on the length of an average surgical procedure.
However, patient demographics and past IORT experience
indicate that thislimitisnever reached on a continuing basis.
However, the machine hastoundergo acceptance testing and
commissioning when first installed and extensive checks
every year by the medical physicists that require extensive
beam-on time (there are also daily and monthly checks, but
these require much less beam-on time). Therefore, this work
has to be carried out at night and over the weekend when
personnel are generally not present. For corridors in the OR
that are still in use, this may require installing temporary
barriers with appropriate radiation warning signs; rooms
above and below have to be checked to ensure that they are
not occupied. For mobile linear accelerators, it was noted
above that, due to their low leakage, considerably less shield-
ing is required for their use in the OR, apart from a primary
beam stopper. Lead shields placed strategically around the
patient provide secondary shielding. However, before any OR
can be used for treatment with a mobile linear accelerator,
extensive surveys have to be carried out to determine radia-
tion levels in the immediate vicinity with and without the
secondary shielding. Based on these readings, the number of
cases that can safely be performed on a weekly basis without
exceeding the maximum permissible dose can readily be
calculated. Clearly, this exercise has to be performed for
every OR in which IORT cases may be performed. As noted
above for the dedicated, conventional linear accelerator,
there are occasions when the medical physicist has to per-
form extensive testing of the equipment. This can also only be
done at night or on weekends, provided the occupancy of
nearby areas can be controlled. Ifthis cannot be done, the unit

has to be taken to a shielded area for testing, such as the
radiotherapy department. Issues relating to the radiation
safety aspects of mobile linear accelerators are fully covered
in the AAPMs report on mobile linear accelerators (48). In all
cases, consultation with the hospital’sradiation safety officer
is highly recommended.

OTHER IORT TECHNIQUES

INTRABEAM System for Intracranial Lesions

Another device that has come into use for the intraopera-
tive treatment of intracranial and other lesions is the
INTRABEAM System. This device was originally manu-
factured by Photoelectron Corporation, but is now mar-
keted by Care Zeiss Surgical GmbH, Germany. This system
is a 50 kV device that fits into a standard neurosurgical
stereotactic frame. Figure 13 shows the INTRABEAM
device; electrons are accelerated down a 10 cm long 3.2
mm diameter evacuated tube, striking a gold target at the
tip. The thicker section between this tube and the body of
the device contains coils to steer the electron beam. Built
into the body of the device is a scintillation detector that
detects backward emitted photons in a fixed geometry. This

_

Figure 13. INTRABEAM X-ray tube. The body of the device
contains the high voltage electronics, power for the steering coils
and the electron gun. It also contains the internal radiation monitor
for integrating the radiation output of the device, similar to the
internal ionization chambers in a linear accelerator. Electrons are
accelerated to the tip of the probe where they strike a gold target
and produce the X rays. The large diameter section contains the
steering coils.




Figure 14. The INTRABEAM device inserted into a stereotactic
head frame demonstrating how the device is used for the treatment
of intracranial lesions.

is known as the internal radiation monitor. Figure 14
shows the X-ray device inserted into a CRW neurosurgical
frame so that the probe tip can be placed at the location of
the stereotactic site to within an accuracy of better than
1 mm. Thus an intracranial lesion is first imaged using
Computerized tomography (CT) and the coordinates of the
center of the lesion determined so that, in addition to the
neurosurgeon performing a stereotactic biopsy, the tip of
the X-ray source, where the X rays are generated, can be
accurately located at this point and a tumoricidal dose of
radiation delivered. Figure 15 shows a series of isodose
curves generated using radiochromic film (Gafchromic
film, type MD-55, ISP Technologies Inc., Wayne NY).
The outline of the probe tip in the north—south direction

1000
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Figure 15. Isodose curves for the INTRABEAM X-ray device. It
can be seen that the tip of the probe is the center of the X-ray source
and that the source is nearly isotropic in intensity except in the
backward direction close to the tube.

can easily be identified as the source of the radiation. The
horizontal line and the line extending from the probe tip
represent cuts in the film. The dose depth curve for 50 kV
X rays in water is shown in Fig. 16. The dose rate from this
device is about 2 Gy-min~! at 1 cm from the probe tip in
water. The dose falls off as the inverse third power of the
distance and, hence, the dose delivered outside the tumor
drops very rapidly. At this dose rate and for this dose fall-
off, typical treatment times last from 15 to 30 min, depend-
ing on the treatment radius. A fuller description of the
apparatus and the clinical testing of the device has been
given by Beatty et al. (50). A Monte Carlo has been per-
formed (51) to predict both the spectrum and output of the
X-ray beam with good accuracy.

Although initially developed for intracranial lesions, the
INTRABEAM system is approved by the U.S. Food and
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Figure 16. Distance—dose curve for the INTRABEAM

device for 50 kVp X rays. The output falls off as the

inverse of the third power of the distance from the
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probe tip. In addition to inverse square, there is an
additional factor due to the attenuation of the X-ray
beam, which is significant at these energies.
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Drug Administration (FDA) for application to any location
in the body. To that end, a set of spherical applicators was
developed that could be used to treat meningiomas or
breast cancer, after surgical resection. For breast and other
extracranial treatments, the stereotactic frame is not used.
Instead, a stand developed by Zeiss is used to support the
INTRABEAM device. It can be set and locked into any
position so that it remains stationary during the procedure.
In Europe, the treatment of breast cancer is one of the
principle uses of this device. There are currently ~30 units
operating in the United States and Europe. Of note is the
fact that since this device delivers X rays at very low
energies, the shielding requirements are minimal. All
personnel, except for the operator and perhaps the
anesthesiologist, leave the room. A portable diagnostic
X-ray shield is used to protect the operator and anesthe-
siologist. All entry doors except one, beyond which all the
other OR personnel wait during the treatment, are locked.

High Dose Rate (HDR) Brachytherapy

Brachytherapy is a technique whereby sealed radioactive
sources are placed inside the body or in body cavities,
usually for a short duration of time or, in some cases,
permanently. Most of the sources for temporary implants
have activities such that the dose rate to an isodose line
surrounding the tumor is ~50 ¢Gy-h~!. With the typical
doses given in conventional, low dose brachytherapy, this
means that the treatment time is often several days and
the patient has to be hospitalized. However, by using a
HDR source (typically 10 Ci of °2Ir), the treatment time
can be shortened to minutes. Figure 17 shows an HDR
(Nucletron Microselectron HDR) with one catheter
inserted. The other end of the catheter is place in a well
counter, a chamber used by medical physicists to measure
the strength of the radioactive source. A total of 18 cathe-
ters can be attached to the unit and a computer control
system (not shown) guides the single source down each
catheter to a given position for a predetermined dwell time.
By varying the dwell time of the source at each location, the
dose distribution can be optimized for each treatment. In

Figure 17. View of the HDR system with one catheter hooked
up to a well chamber for calibration of the source by a medical
physicist.

Figure 18. Sample H.A.M. applicator. The catheters are embedded
in a 1cm thick silicone rubber mat. Note the clear identification
numbers on each catheter. The manufacturer supplies applicators
with varying numbers of catheters. (Photo courtesy of Felix Mick.)

this procedure, as many catheters as are required to cover
the tumor or tumor bed are inserted into the patient or
placed on the outside for skin treatments; a single source is
used and this is mechanically driven along each catheter,
programmed to dwell at preselected positions for lengths of
time determined by the treatment planning program. The
HDR treatments took some time to be accepted by the
medical community because it was initially thought that
dose rate effects in brachytherapy were crucial and that
HDR treatments would be less effective than those using
conventional, low dose rate techniques. Because of this
shortened treatment time, it became possible to perform
exploratory surgery in the OR, lay out the catheters in the
area of residual disease, treat the patient while still on the
operating room table and then close up the patient. Figure 18
shows a Harrison—Anderson-Mick (H.A.M.) applicator
for HDR-IORT. This applicator consists of a number of
catheters embedded in a 1cm thick silicone rubber mat.
The catheters are located mid-plane and therefore 0.5 cm
from each surface. Applicators are available with the
edges curved in a half circle (not shown here) to help
maintain a more uniform dose at the surface. Applicators
are available in sizes from 3-24 channels in groups of 3,
namely, 3, 6,9, and so on. Because this is a planar applica-
tion of 19%Ir sources, the depth of treatment is almost
always taken to be 1cm, that is, 0.5 cm from the surface
of the applicator, to avoid an excessively high dose at the
skin—applicator interface. This restricts the number of
applications for which this approach can be used, typically
lesions that have been resected with positive margins,
compared with electron beams, which, as shown above,
can penetrate much greater depths. Care must be exer-
cised in the planning dosimetry for these applications since
the dose depends on the curvature of the applicator (52)
and the lack of backscatter material (53). Figure 19 shows
an applicator in place in a patient prior to treatment. Note
the curvature of the applicator.

Shielding, in the form of concrete or lead is required in
the walls and floor it a significant number of patients are



Figure 19. View of a H.A.M. applicator inserted in a patient and
ready for treatment. (Photo courtesy of Dr. C. Willett.)

treated. The exact thicknesses will depend on the number
of cases treated per week.

At present, there are four institutions in the United
States performing HDR in the OR. Excellent technical
descriptions of the HDR technique applied in the operative
setting have been given by Harrison et al. (54) and Nag
et al. (21).

CLINICAL RESULTS

Disease sites that have been treated with IORT include
pelvic lesions such as pancreas, rectum, colon, retroper-
itoneal sarcoma, bladder, kidney, sacrum, liver, endome-
trium, cervix, and ovary. Extra-pelvic sites include head
and neck, breast, and distal limbs. At the MGH, the most
commonly treated disease sites include the pancreas, rec-
tum, colon, and retroperitoneal sarcoma. UCSF reported in
2003 that a majority of treatments had been in the area of
head and neck and thorax. A considerable number of
pediatric patients had also been treated in a few centers.
Thus the type of sites treated in different institutions
reflects the interests of the surgical and oncology depart-
ments of those institutions.

One of the problems encountered when comparing the
efficacy of IORT combined with external beam radiother-
apy (EBRT) with EBRT alone in terms of overall survival is
that distant metastases play a major role in many disease
sites. While it is true that IORT combined with EBRT
provides a result as good as any EBRT alone series, the
difference in survival is often not significant. Moreover,
due to the rapid progression of distant metastases, it is
often not possible to know the exact pathologic stage of each
patient under treatment, and so comparisons among dif-
ferent series is difficult. Data from MGH (unpublished)
shows that overall survival for patients with pancreatic
cancer depends on the field size of the treated field, the
smaller the field, the greater the survival. What this says is
that patients with bulkier disease will experience more
rapid development of distant metastases.

One of the success stories of IORT, however, is colorectal
cancer since the effect is statistically significant. Table 7
shows the results from MGH for primary and recurrent
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Table 7. Clinical Results for IORT Treatment of Primary
and Recurrent Rectal Cancer Using Electrons

Primary Colorectal Cancer

Survival, years

No. Pts Median (month) 2 3 5

EBRT 17 18 35% 24% 24%
EBRT+IORT 56 40 70% 55% 46%

Recurrent Colorectal Cancer

Survival, years

No. Pts Median (month) 2 3 5

No IOERT 64 17 26% 18% 1%
IORT+/-EBRT 42 30 62% 43% 19%

colorectal cancer. This was not a randomized trial, but a
comparison between EBRT with electron beam IORT and
historical controls, EBRT alone. In each case, the survival
is greater when IORT is used, even up to 5 years. While
this does not have the power of a randomized trial, the
difference in the results in each case is both statistically
significant and impressive. Moreover, similar results
have been observed at other institutions, for example,
the Mayo Clinic (55). Similar results have been obtained
with HDR-IORT.

Current results in the treatment of gastric cancer indi-
cate that while some benefits may accrue from IORT,
further studies are needed to demonstrate a significant
benefit. Interestingly, gastric cancer was one of the sites
first chosen by the Japanese for IORT, which is quite
understandable, given the high rate of incidence of that
disease in Japan. For locally advanced primary and recur-
rent gynecological malignancies IORT has shown that
results are comparable to historical results with standard
salvage therapy. In one of the rare randomized trials
involving IORT, a study of retroperitoneal sarcoma accu-
mulated 35 patients between two arms, EBRT and
EBRT-+IORT. With a minimum follow-up of 5 years and
a median follow-up of 8 years, a significant difference in
local control was found between the two groups (56).
However, as with studies for other diseases, there was
no difference in median survival between the two groups.
Two major centers, the Mayo Clinic and the Denver Chil-
dren’s Hospital, have been involved with pediatric malig-
nancies. They have shown that IORT is effective in local
control for locally advanced pediatric malignancies.
Interestingly, the Denver Children’s Hospital used only
IORT whereas the Mayo Clinic used combined IORT and
EBRT. In bladder cancer, IORT has been shown to be
effective in bladder preservation. Investigators found few
complications related to these treatments.

Perhaps the greatest thrust at the moment in the field of
IORT is the treatment of breast cancer. This is actively
being pursued in Europe, particularly Italy, followed by
Germany and the United Kingdom (UK), and, to a lesser
extent, in the United States. The drive for this is related to
the need to shorten the overall duration of the conventional
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external therapy treatment time. In this area, IORT is
competing with several other techniques, including partial
breast irradiation and temporary implants using °?Ir bra-
chytherapy seeds and the INTRABEAM system. The IORT
and the INTRABEAM systems would, of course, require
only a single fraction treatment. Although a large number of
breast cancer patients have been treated intraoperatively to
date, the follow-up time is too short to draw any conclusions.

At MGH, interstitial radiosurgery with the INTRA-
BEAM has been performed for intracerebral metastases,
primary malignant gliomas and as adjunct to resective
surgery in meningiomas. Local control of metastases was
possible in 80-85% of cases (n = 73), which is consistent
with other forms of external radiosurgery. In a handful of
cases with malignant gliomas, tumor recurred as expected
beyond the areas of high dose irradiation. In 12 parasa-
gittal meningiomas where residual tumor was left along
the sagittal sinus, there has been no evidence of local
recurrence with mean follow-up of 3 years, which is too
early to determine efficacy.

FUTURE DIRECTIONS

If one looks at the history of IORT, one sees that the
procedure has been practiced almost as long as there
have been X rays. One of the driving forces for IORT in
the early days was undoubtedly the need to overcome
the limitation in dose delivery due to skin desquamation,
a breakdown of the skin, resulting from the highest dose
being at the surface. Certainly, the conditions of using
X-ray equipment available at that time could not have
been conducive to ease of use in an OR setting. It is clear,
however, that the history of its practice has been punc-
tuated by the introduction of new technology, first the
change from low kilovoltage X rays (50 kV) through ortho-
voltage X rays to electrons. However, it was clearly the
introduction of linear accelerators with electron beams
that provided the greatest impetus over the last century,
although the technique was not universally adopted
because of cost, time, and many other factors. Indeed,
there was a decline after the 1990s associated with these
factors. It was not until the introduction of mobile linear
accelerators that the field regained its strength. Part of
the reason for this is the desire, for logistical reasons,
particularly in Europe, to speed up the radiation therapy
treatment process. Granted that this is also possible using
external beam techniques, such as partial breast irradia-
tion, but IORT certainly has a role to play in this change
in therapeutic practice. The increase in the number of
units attests to this: In 1997, the first unit was installed
and at the time of this writing, 33 have been installed
worldwide with units available from three manufac-
turers. This technology has enabled more centers to par-
ticipate in IORT procedures, allowing both surgeons
and radiation oncologists more convenient ways to treat
patients. Moreover, several photon modalities have come
into increasing use in IORT, including HDR-IORT and
the Zeiss INTRABEAM device. These are playing a
greater role in IORT, in part because the capital invest-
ment in these technologies is considerably less than a
dedicated mobile linear accelerator.

However, before the widespread acceptance of IORT is
possible, proponents need to demonstrate clearly that
IORT provides a therapeutic advantage for their patients.
While this has been shown for a subset of patients with
rectal cancer, based on retrospective studies, it is clear that
randomized trials are needed for other disease sites to
provide unequivocal evidence for IORTs benefit. This is
currently being done for breast cancer in Europe.

Thus, while the field is still small, it continues to grow,
thanks to better technology. More widespread use of IORT
will determine whether the procedure confers a benefit to
patients across a broad class of diseases.
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INTRODUCTION

The goal of radiation therapy is to deliver a sufficient dose of
radiation to a tumor site to control the disease while keeping
doses to uninvolved tissue within tolerable limits. In order to
achieve this goal, radiation beams are typically directed to
the tumor target from several directions. Consequently, mul-
tiple beams irradiate the target, but only a few beams irradi-
ate the uninvolved tissue surrounding the target, thus
reducing the dose to the uninvolved tissue. The portals used
to define the radiation fields are carefully shaped to fit the
target in order to further reduce the amount of radiation reach-
ing the tissue surrounding the target. In three-dimensional
conformal radiotherapy (3DCRT), the radiation dose distribu-
tion is designed to conform to the contours of a target volume.
The method by which the beam geometries and treatment
portals of 3DCRT are designed differentiates 3DCRT from
earlier methods of radiation treatment planning and delivery.

Prior to the 3DCRT era (mid-1990s), radiation treatment
planning was based on a small number of computed tomo-
graphy (CT) images of the patient and radiographic images
from a simulator, a diagnostic X-ray machine whose geo-
metries simulated the geometries of the radiation treatment
machine. Beam configurations were determined based on a
CT image of the patient in a single transverse plane, typi-
cally the plane containing the central axes of the radiation
beams. Treatment portals were determined from the simu-
lation radiographs; the design of these portals was based
primarily on bony landmarks that were visible on the radio-
graphs. Radiation doses were computed in the plane con-
taining the beam central axes, and plans were evaluated on
the basis of information displayed in that plane (1).

With the development of fast CT scanners and fast treatment
planning computers with inexpensive memory, radiation therapy
moved into the 3DCRT era. Whereas in the past, radiation
treatments were planned and evaluated on the basis of informa-
tion in a single or limited number of planes, radiation treatment
planning is now based on patient volume. Patient information is
acquired over a volume of the patient, treatment portals are
designed to irradiate a target volume, doses are calculated in
volumes of tissue, and treatment plans are evaluated based on
dose—volume considerations. The 3DCRT process currently used
in contemporary radiation therapy consists of the following
steps: (1) accurately imaging the tumor and normal tissue in
three dimensions, (2) precisely defining the target volumes,
(3) optimizing beam geometries and beam weights, (4)
translating the treatment plan to produce accurate delivery
of radiation according to the treatment plan, and (5) verify-
ing the accuracy of the delivery of radiation.

IMAGING FOR RADIATION ONCOLOGY

In the current state of practice in 3DCRT, treatment
planning is based on virtual (CT) simulation. A 3D CT

image data set of the patient is acquired with the patient in
the treatment position. Patients are typically positioned in
an immobilization device, and marks are placed on the
patient’s surface to assist in maintaining setup reproduci-
bility. The desired setup accuracy may vary from submil-
limeter accuracy for treatments in the head, where the
tumor may lie very close to highly critical, radiosensitive,
normal anatomic structures, to accuracies of 0.5—-1 cm in
areas of the thorax or abdomen.

Various types of CT scanners are used to acquire patient
information. The third generation CT scanner consists of a
single radiation source emitting X rays in a fan-shaped
radiation pattern, which is detected by a single array of
detectors. The gantry containing the radiation source
makes a single (whole or partial) rotation around the
patient with the detectors on the opposite side of the
patient. Following acquisition of projection data from a
single transverse slice, the table is indexed and another
slice is acquired. This procedure continues until the entire
region of interest is scanned.

Technologic developments in CT image acquisition
include helical, or spiral, CT. This technology combines
gantry rotation with table translation so that the path of
the radiation source with respect to the patient forms a
spiral trajectory. Image acquisition times using helical CT
are significantly faster than times using third generation
CT. Even faster is a new technology in which a multislice
X-ray detector is used. Typically, such detectors can acquire
from 4 to 16 image slices simultaneously. Multislice helical
CT has the potential for increased axial resolution as well as
scan times that can be as short as 3-5 s (2).

The ability to increase the axial resolution of CT image
data sets brings up the issue as to the desired axial resolu-
tion for planning 3DCRT. Prior to the SDCRT era, CT scans
were typically acquired at planar separations of ~10 mm.
This axial resolution should be compared with the typical
picture element (pixel) dimensions in each plane of
<1 mm?. The ideal axial resolution would be comparable
with the planar resolution; however, a submillimeter axial
resolution would result in a very large number of CT
images. Because the contours of tumors as well as those
of some normal anatomic structures have to be manually
delineated on the CT images for treatment-planning pur-
poses, requiring such delineation on so many CT images
would result in an extraordinarily time-consuming, labor-
intensive task. Consequently, axial resolutions presently
used in 3DCRT represent a compromise and are typically
in the vicinity of 3 mm.

A key component in CT simulation is the production and
display of digitally reconstructed radiographs (DRR). A
DRR is a radiographic image that models the transmission
of an X-ray beam through the patient (3). A DRR is
obtained by tracing the path of X rays from the location
of the radiation source through the 3D CT patient image
data set to a plane beyond the data set and calculating the
X-ray transmission through the CT data set. Generating a
DRR offers several advantages over obtaining radiographic
images from a conventional simulator. Whereas tumors are
sometime difficult to visualize on a conventional radio-
graph, they can often be visualized more easily on a CT
image. The contours delineating the tumor can be drawn on



Figure 1. A digitally reconstructed radiograph illustrating a
tumor in a patient’s right lung.

the CT image data set and projected onto the DRR. Treat-
ment portals are then designed based on the projected
contours. The design of a treatment portal based on the
volumetric extent of the tumor is a key component of the
3DCRT process. In addition, many soft-tissue anatomic
structures may also be difficult to visualize on a conven-
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tional radiograph. Contours delineating these structures
can be drawn on the CT image data set and projected onto
the DRR as well. Display of these projected contours can
assist the treatment planner in selecting radiation-beam
geometries that will irradiate the tumor while avoiding
critical anatomic structures. Finally, the DRR can be com-
pared with a radiographic image of the treatment field
acquired on the treatment machine to verify that the
patient is correctly set up on the treatment machine.
Figure 1 illustrates a DRR with a target volume drawn
on it.

Computed tomography image data sets are not the only
images used in planning the 3DCRT. They are the images
of choice for performing actual radiation-dose calculations
because the values of the CT volume elements (voxels) can
best be correlated to the extent of interactions of the X-ray
beam with the patient. However, other imaging modalities
may be more effective than CT in imaging the tumor. For
example, magnetic resonance (MR) imaging is often more
reliable for imaging soft tissue, especially for planning
radiation treatment of brain tumors. Positron emission
tomography (PET) is a very useful modality for imaging
tumor metabolism and often provides additional informa-
tion about the presence and extent of lung tumors. Figure 2
illustrates a CT image and a PET image illustrating the
differences in the information provided by the two imaging
modalities.

A major issue encountered in the use of multimodality
imaging for 3DCRT planning is that of image registration,
that is, the geometric correlation of information from the
various imaging modalities with that of the CT image data
set. The coordinate systems used in the acquisition of
images from various modalities are typically different,
requiring some sort of registration so that information
delineated on one image data set is correctly displayed
on the treatment-planning CT data set. Moreover, MR
images are sometimes subject to geometric distortion,

Figure 2. Coronal CT and PET images of a patient with lung cancer.
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Figure 3. A combination PET/CT scanner.

especially near the periphery of such images, making the
registration problem more complex. The PET and CT
images are very difficult to register manually, as the two
modalities image very different properties of the patient.
Registration of PET and CT image data sets is sometimes
accomplished by registering the CT image data set with a
transmission scan taken on the PET scanner and used to
make corrections in the PET scan for patient attenuation. A
new device, in which a PET and a CT scanner are mounted
together, has recently been introduced. An example of such
a device is shown in Fig. 3. Using this device, the patient
first undergoes a CT scan. With the patient immobilized, the
support table is translated into the PET scanner, and a PET
scan is obtained. In this manner, the geometries of the PET
scan and CT scan differ only by a known table translation,
making image registration a simple process.

DEFINITION OF TARGET VOLUMES

Because dose prescriptions used in 3DCRT are based on
irradiating volumes of tissue, more uniformity in terminol-
ogy has been required in the specification of dose prescrip-
tions. The International Commission on Radiation Units
(ICRU) has developed a series of documents that describe a
methodology for specification of target volumes (4,5). The
ICRU definitions constitute a methodology for reporting
radiation treatments in an unambiguous manner.

The ICRU defines the gross tumor volume (GTV) to be
the “gross demonstrable extent and location of the malig-
nant growth” (4). The GTV consists of the primary tumor,
involved lymph nodes, and metastatic disease that can be
visualized. The specific method of visualization is not
specified; the GTV might be identified and delineated on
clinical examination, radiographs, CT images, MR images,
or any other visualization method. Moreover, the extent of
the GTV may be different for different examinations,
depending on the method of visualization. One of the aims
of the radiation therapy is to deliver a tumoricidal dose to
the entire GTV. The patient may have several GTVs
depending on the nature of the malignant disease, and
each GTV may have a different therapeutic aim. In some

cases, in particular after surgical intervention, the GTV
may not exist.

In addition to clinically demonstrable disease, the
patient is likely to have subclinical disease that can only
be visualized under pathologic examination. This subcli-
nical disease must also be eliminated for the tumor to be
controlled. The combination of GTV and subclinical disease
constitutes the clinical target volume (CTV). The radiation
oncologist establishes the margin that defines the CTV on
the basis of clinical experience. In a few cases, such as
nonsmall cell lung tumors, pathology studies have helped
the radiation oncologist define the CTV margin. In the case
of surgical intervention, a CTV might exist without a GTV.
The existence of GTVs and CTVs are based on general
oncologic principles and are independent of any therapeu-
tic approach. The GTVs and CTVs can be identified and
delineated prior to the selection of the treatment modality
and the treatment-planning procedures.

Treatment planning for 3DCRT is typically based on
information obtained from a CT image data set acquired a
few days before treatment is scheduled to begin. An inher-
ent assumption in basing the treatment plan on the CT
data set is that the data set accurately models the patient
during the entire course of radiation therapy. In reality,
the patient moves, exhibiting intrafractional motion such
as respiratory and cardiac motion, as well as interfractional
motion such as bladder and rectum filling and tumor regres-
sion. In order to account for motion, an internal target
volume (ITV) is defined. The ITV is the CTV with an internal
margin (IM). In many cases, the ITV is assumed to be the
CTV with a uniform, isotropic IM, established from clinical
experience; but in some cases, the ITV is explicitly defined
from multiple CT image acquisition.

A final margin needs to be added to the ITV to account
for the fact that there is some degree of nonreproducibility
in the day-to-day setup of the patient for radiation treat-
ment. Consequently, a planning target volume (PTV) is
defined to include the ITV along with a setup margin (SM)
to account for these setup uncertainties. The PTV is thus
defined to be a region that, if irradiated to the prescription
dose, makes sure that the entire CTV will be irradiated to
the prescription dose, regardless of internal motion or
setup uncertainty. The extent of the SM is based on the
device used to immobilize the patient. When invasive
devices are used, the SM may be reduced to <1 mm;
typically, however, the SM is in the range 0.5-1.0 cm.
Figure 4 illustrates an axial CT image of a patient’s lung
with the GTV, CTV, and PTV identified.

In 3DCRT, a DRR with the delineated PTV is normally
displayed to the treatment planner. A radiation-treatment
portal is established to include the entire PTV along with
an additional 5-7 mm margin that accounts for the fact
that the edge of the radiation beam is fuzzy due to the finite
size of the radiation source as well as effects of scattered
radiation. Thus, a GTV is expanded by a margin to account
for microscopic disease to generate a CTV, which is
expanded by a margin to account for motion to generate
an ITV, which, in turn, is expanded by a margin for setup
uncertainty to generate a PTV.

In addition to identifying and delineating target
volumes, the 3DCRT planning process must also identify



and delineate organs at risk (OAR), which are defined to be
“Normal tissues whose radiation sensitivity may signifi-
cantly influence treatment planning and/or prescribed
dose” (5). For example, in planning the radiation treatment
of lung tumors, the OARs typically include the right and left
lung, heart, esophagus, and spinal cord, whereas in planning
the radiation treatment of prostate tumors, the OARs typi-
cally include the bladder, rectum, and femoral heads. Setup
uncertainty and OAR motion are accounted for in defining
the planning organ at risk volume (PRV), which contains the
OAR along with an internal margin and a setup margin (5).
Thus, in the planning of 3DCRT, the planner must determine
one or more beam geometries and treatment portals that will
adequately irradiate the PTV, while keeping doses to the
various PRVs within tolerable limits.

DOSE PRESCRIPTION

Prior to the development of 3DCRT, radiation-dose pre-
scriptions were generally based on point-dose methodol-
ogy. A dose prescription might have read, “66 Gy to the
isocenter”, where the isocenter was the point around which
the gantry of the radiation machine rotated. Another pre-
scription might have read, “72 Gy to the 95% isodose”,
where the 95% isodose represented the locus of those points
receiving 95% of the dose to isocenter. In both cases, the
dose prescriptions described doses to a single point, typi-
cally the point at isocenter.

In 3DCRT, one is concerned with doses delivered to
volumes, in particular, the target volumes. The goal of a
3DCRT treatment plan is to irradiate the entire CTV to the
prescription dose. Because the CTV may move anywhere
within the PTV, it would also be desirable for the entire
PTV to be irradiated to the prescription dose as well.
However, because the CTV does not lie in the entire
PTV for the entire treatment, one may allow a small
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Figure 4. An axial CT image of a patient’s
thorax, illustrating a GTV, CTV, and PTV.
The CTV is obtained by expanding the GTV by
a uniform 0.8 cm margin, and the PTV is
obtained by expanding the CTV by a uniform
1.5 cm margin.

amount of the PTV (typically 5%) to receive a dose less
than the prescription dose without adversely compromis-
ing the goals of the radiation treatment, especially if doing
so would significantly improve organ sparing. If <100% of
the CTV receives the prescription dose, the radiation
oncologist may have to address the potential consequences
that could occur if tumor cells do not receive a tumoricidal
dose. However, compromises in CTV dose may be necessary
to avoid excessive morbidity. In many cases, the SDCRT
planning process represents a compromise between the
dose needed for adequate tumor control and the dose that
would cause unacceptable side effects of the radiation.

BEAM DETERMINATION

Determination of radiation beam geometries for SDCRT
is, to an initial approximation, a trial-and-error process
based on class solutions. For example, a pair of parallel-
opposed beams delivers approximately a uniform dose to
the entire volume irradiated by the beams. Tumors, how-
ever, rarely extend completely through the patient; so in
3DCRT, more than two beams are likely to be used.
Placing two more beams at right angles to a parallel-
opposed pair of beams generates what traditionally has
been called a “four-field box”. This configuration delivers
~50% of the target dose to regions that are irradiated by
only two of the four beams. More complicated beam geo-
metries are sometimes used based on the need to avoid
irradiation of critical structures. Figure 5 illustrates a
multiple-field beam configuration used to treat prostate
cancer. Incorporating couch rotations resulting in beams
whose axes are noncoplanar can sometimes be used to
improve avoidance of critical structures. Wedge-shaped
metallic filters placed in the beam to generate dose gra-
dients can be used to compensate for dose nonuniformities
generated from certain beam configurations.
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Figure 5. A multiple field beam configuration used to treat
prostate cancer.

Treatment portals are determined for each beam geo-
metry and designed to encompass the PTV along with a
margin to allow for the fact that the beam does not end
abruptly at the geometric edge but rather the dose dis-
tribution has a finite slope at the beam edge. Caused both
by the fact that the radiation source is not a point source
and that radiation can scatter from the irradiated region
to the blocked region, this penumbra requires that the
treatment portal surround the PTV with a margin of
from 0.5 to 1 cm in order to deliver a high dose to the
PTV. The treatment planning typically designs the treat-
ment portal based on viewing the BEV projection of the
PTV on a DRR.

In addition to optimizing the beam geometries, the
planning often must also optimize the beam weights. Typi-
cally, this optimization consists of manual fine tuning of
the beam weights to deliver a more uniform dose across the
target volume, decrease the dose to specific critical struc-
tures, or both of these outcomes. However, if specific pre-
scription goals are established, such as desired doses to
target volumes and maximum allowed doses to critical
structures, various computer algorithms can be used to
optimize the beam weights. If additional conformality of
the dose distribution to the target volume is desired, tech-
niques exist for the planning and delivery of intensity-
modulated radiation therapy (IMRT). This technique is
particularly useful if the target volume is concave.

DOSE CALCULATION

In most current radiation treatment planning systems,
X-ray dose distributions are calculated using a convolution
algorithm (6,7). In this algorithm, the radiation dose is
obtained by convolving an incident fluence distribution
with a dose-spread array. The dose-spread array repre-
sents the distribution of radiation dose around a point in

which a unit amount of X-ray fluence is seen. Because the
dose-spread array is dependent solely on the X-ray energy
and distance from the point of fluence deposition, dose-
spread arrays, one for each energy, need only be computed
once, and then stored in the treatment-planning computer.
Thein-air fluence exiting the linear accelerator is determined
once for each linear accelerator and is modeled by a set of
parameters. The X-ray fluence is calculated by propagating
the in-air fluence through the CT model of the patient,
attenuating the fluence based on exponential attenuation,
characteristic of X-ray propagation through matter.

More accurate calculations of X-ray dose distributions in
the patient can be achieved by more accurate modeling of
the interactions that X rays undergo with the patient using
Monte Carlo techniques (8). Originally limited in applic-
ability by limitations in computing power, newer high
speed processors are making such calculations clinically
feasible.

CONFORMAL PARTICLE THERAPY

The 3DCRT can also be achieved using beams of charged-
particle radiation, such as electrons or protons. In some
respect, achieving 3DCRT is easier with charged-particle
beams than it is with X-ray beams. One feature that
differentiates the dose distribution from charged-particle
beams from that of X-ray beams is that the dose distribu-
tion from charged-particle beams, at least to a first approx-
imation, is constant from the patient surface to a depth
equal to the range of the charged particle, and then goes
rapidly to zero. This distribution results from the charged
particle’s property of depositing a fixed amount of energy
per interaction until the particle energy is exhausted;
beyond that depth, no energy is deposited. Consequently,
the lateral extent of a charged-particle beam can be shaped
based on the BEV projection of the PTV, just as are X-ray
beams, but the depth of penetration of a charged-particle
beam can be made to track the distal surface of the PTV by
spatially modulating the energy of the beam, which shifts
the range of the charged particles. A simple method for
range-shifting involves placing a sufficient amount of
attenuating material in the path of the beam to reduce
the local energy of the beam so that its range is slightly
greater than the depth of the distal surface of the PTV.
Alternatively, one could modify the spatial distribution of
the energy of the beam by modifications in the beam
transport in the head of the particle accelerator.

Particle therapy, on the other hand, has some limita-
tions. The margins of electron beam dose distributions are
not as sharp as those for X-ray beams because of multiple
scattering. In addition, heterogeneities and surface irre-
gularities cause significant perturbations in the electron
beam dose distributions. Widespread use of proton beams
may be limited because of the significantly higher cost of
production of therapeutically useful beams.

RADIATION DELIVERY

Once a 3DCRT treatment plan has been developed, it is
necessary to translate the treatment plan accurately to the



radiation-delivery system. Although this can be done
manually, the complexity of modern treatment plans
demands that plan information be transferred automati-
cally from the treatment-planning computer to a linear
accelerator. Because of the variety of treatment-planning
systems and linear accelerators, significant effort has been
expended to standardize the exchange of information
among the imaging systems, treatment planning compu-
ters, and treatment delivery systems.

VERIFICATION OF DELIVERY

The final step in 3DCRT is that of quality assurance,
verification that the radiation beams delivered to the
patient are consistent with those planned for delivery.
All components of the planning and delivery process need
to be reviewed as part of a quality assurance process,
including the validity of the treatment plan, the accuracy
of the machine settings, the validity of the transfer of data
from the planning system to the radiation machine, the
accuracy of the portal for delivery of the radiation beam,
the accuracy of the patient setup, and the accuracy of the
radiation delivery.

The first step in verification is that of verifying that the
treatment plan accurately reflects the radiation dose that
is actually designed to be delivered to the patient. This is
achieved by implementation of a quality assurance pro-
gram for the treatment planning system. In such a pro-
gram, one verifies that the treatment-planning system
accurately depicts the patient images, contours, and beams
that are provided as input into the dose calculations, and
that the beam models are accurate, so that the doses
calculated by the treatment planning system are accurate
9).

The next component of verification is that the machine
setting determined by the treatment-planning system will
deliver the correct dose to the target. Accuracy of machine
setting is verified initially when the beam model is first
commissioned and introduced into the treatment-planning
system and is verified for each dose calculation by and
independent calculation of radiation doses to individual
points within the patient.

Next, it is necessary to verify that the machine settings,
such as beam geometries, and monitor units are accurately
transferred from the treatment-planning system to the
machine. In many radiation oncology clinics, a record
and verify (R&V) system is used to record the machine
settings used to deliver the radiation beams to the patient,
ensuring that machine settings lie within clinically
accepted tolerances of the values established on the treat-
ment plan. A component of a comprehensive quality assur-
ance program verifies that the machine settings
determined by the treatment-planning system are accu-
rately transferred into the R&V system.

Another key step is to verify that the treatment field
actually delivered to the patient is identical to the treat-
ment portal as determined on the treatment plan. In order
to accomplish this task, a radiographic image of the deliv-
ered treatment portal is acquired. The portal image is then
compared to a DRR of the treatment field extracted from
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the treatment-planning system. Ideally, the geometric
relationship between the tumor target and the treatment
portal would be compared, but tumors are rarely visible on
portal images. Consequently, bony landmarks in the vici-
nity of the tumors are typically used as surrogates for the
tumors. Originally, the portal image was recorded on radio-
graphic film, but many radiation oncology clinics are
acquiring this information using an electronic portal ima-
ging device (EPID). The use of digital images produced by
EPIDs allows for rapid display of the portal images as well
as off-site review of the portal images. Figure 6 illustrates a
DRR and a portal image used to verify the accuracy of the
treatment portal.

One important issue regarding the use of portal images
for treatment portal verification is the substantial differ-
ence in image quality between simulation and portal
images. Simulation images are typically acquired in the
energy range of 50-100 keV. In this energy range, the
primary interaction between the incident X rays and the
patient results in absorption of the incident X rays. Con-
sequently, the only X rays that reach the detector are those
that are not absorbed in the patient. Moreover, in this
energy range, bone absorbs significantly more radiation
than soft tissue; hence, the contrast between bony anatomy
and the surrounding soft tissue anatomy results in clear,
sharp radiographic images. Portal images are acquired at
much higher X-ray energies, typically several megaelec-
tronvolts, the energies that are used in radiation therapy.
In this energy range, the difference in absorption of radia-
tion between bone and soft tissue is significantly less,
resulting in lower contrast. Moreover, the presence of
scattered radiation resulting from X-ray interactions
with the patient at these energies results in a signifi-
cant amount of radiation reaching the detector that gives
no indication of the point of origin, resulting in a noisy
image.

In addition to verifying the geometry of the treatment
portal, acquisition of a portal image is one of several
techniques used to verify that the patient has been set
up in a reproducible manner for each treatment. Because
the treatment field is often positioned adjacent to critical
uninvolved anatomic structures, accurate and reproduci-
ble patient positioning is essential so that these uninvolved
anatomic structures do not get unnecessarily irradiated.
Perhaps the simplest method of position verification is
through the use of external markings. Lasers in the walls
and ceilings are all directed to a particular point in space,
the machine isocenter, where the axis of gantry rotation
coincides with the axis of collimator rotation. In 3DCRT,
the patient is often positioned so that the isocenter lies in
the approximate center of the tumor volume. The points at
which the lasers intersect the patient surface are marked
and used on a daily basis to assist in ensuring that the
patient is set up reproducibly.

In conjunction with external markings, patients are
often placed in immobilization devices to assist in repro-
ducible positioning. Immobilization devices have many
forms. For example, invasive devices, such as stereotactic
head frames, which are screwed into the patient’s skull,
can achieve submillimeter reproducibility and are neces-
sary when the geometric tolerances are very small. When



36 RADIOTHERAPY, THREE-DIMENSIONAL CONFORMAL

=13l

-l

Figure 6. A DRR of an anterior pelvic treatment field compared with a portal image of the same
field used to verify that the patient is set up accurately and that the location and extent of the

irradiated region is as per plan.

submillimeter tolerance is not as crucial, less invasive
devices can be used, including thermoplastic masks, molds,
and vacuum bags.

Portal-imaging studies have demonstrated differences
between true setup errors and random uncertainties in
patient setup, which are a consequence of the degree of
patient immobilization, and have indicated guidelines as to
when and how to correct for setup inaccuracies. In the
treatment of some cancer sites, for example, the prostate,
daily variations in patient anatomy have led to the devel-
opment of more sophisticated methods of setup verification.
Differences in bladder and rectal filling on a daily basis
combined with the tight treatment margins typical of
3DCRT may cause one or more radiation beams to miss
part of the target volume. One technique that enables
correction for daily anatomic variations is to scan the
patient just prior to treatment using an ultrasound tech-
nique. Figure 7 illustrates an example of the unit used in
such an ultrasound process. The outlines of the target
volumes and anatomic structures, which are extracted
from the radiation treatment plan, are superimposed on
the ultrasound scan, and the patient is moved so that the
image of the target volume on the scan is superimposed on
the outline of the target volume on the treatment plan, thus
ensuring accurate delivery of radiation to the target
volume. Figure 8 illustrates the use of the ultrasound
images in realigning a patient.

Another promising technique involves placing a CT
scanner in the treatment room in a configuration that

allows both imaging and treatment on the same patient
couch. The patient is set up in the treatment position and
then scanned. It is then possible to compare the CT image
data set thus acquired with the data set from which the
treatment plan is based, allowing for the patient to be
repositioned or even replanned. Rather than allowing
the patient table to move through the CT scanner, as is
conventionally done, this device moves the CT scanner
while the patient remains stationary, hence the device is
referred to as “CT-on-rails”.

In addition to verifying that the radiation beams accu-
rately irradiate the target volume and spare surrounding
normal-tissue anatomy, it is essential to verify that the
radiation dose actually delivered to the target is identical to
the radiation dose prescribed on the treatment plan. This is
achieved by means of a thorough quality assurance system,
including a regular schedule of well-defined daily, monthly,
and annual evaluations of the output of the radiation
machine, including accurate measurements of the mag-
nitude of the radiation emitted from the linear accelerator
as well as the energy of the radiation (10). In addition,
techniques exist for measurement of doses to accessible
parts of the patient during treatment, using small radiation
detectors such as thermoluminescent dosimeters (TLD)
or diode detectors, which can be placed either on external
surfaces of the patient or in accessible cavities within the
patient. Current studies are underway to assess the safety
and accuracy of radiation detectors that can be implanted
into the tumor inside the patient.
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Figure 7. An ultrasound imaging device used to verify
reproducibility of patient position for radiation treatment of the
prostate. (Figure courtesy of NOMOS Radiation Oncology division
of North American Scientific.)

CLINICAL CONSEQUENCES OF 3DCRT

Finally, it is necessary to determine whether 3DCRT
represents an improvement in the treatment of cancer.

Before Adjustment

Captured Sagittal/Longitudinal Image
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Treatment-planning studies can readily demonstrate
that 3DCRT allows higher doses to be delivered to tar-
get volumes than was possible with conventional radia-
tion therapy. Higher radiation doses have been shown to
lead to increased rates of tumor control. An early study
comparing 3DCRT to conventional radiation therapy
in the treatment of prostate cancer was conducted by
Pollack (11) in the mid-1990s. In this study, patients
were randomly selected to receive radiation therapy
based on conventional treatment planning or a dose
~10% higher based on 3DCRT. Pollack demonstrated a
significant increase in freedom from failure for inter-
mediate-to-high risk patients, but with some increase in
rectal toxicity.

CONCLUSIONS

Three-dimensional conformal radiotherapy is a radiation
treatment planning and delivery technique in which the
design of the radiation-treatment portals is based on
images of the tumor target. Planning is based on high
resolution CT images that explicitly display the tumor
as well as provide a mathematical model for the patient.
Additional imaging modalities are often used to define the
extent of tumor involvement more clearly. Sophisticated
algorithms are used to calculate the magnitude of radiation
dose deposited in the patient, allowing the assessment of
the potential for tumor control as well as toxicity of the
treatment plan. In order to make certain that the radia-
tion is delivered to the tumor and not the surrounding
uninvolved tissue, as indicated in the treatment plan,
extensive quality assurance procedures are required that
verify the accuracy of the geometry as well as the radiation
dosimetry.

After Adjustment

Captured Saqgittal/Longitudinal Image

Sagittal tmage

Figure 8. Sagittal ultrasound images of a patient before and after realignment of the patient.
(Figure courtesy of Lei Dong, Ph.D., U. T. M. D. Anderson Cancer Center.)
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INTRODUCTION

Treatment of solid tumors typically involves some combi-
nation of surgery, chemotherapy, and radiation therapy.
With any of these approaches—indeed, as with so much of

medicine—the objective is to eradicate or control the dis-
ease without producing unacceptable side effects. Radia-
tion therapy, in particular, is used for one-half of all cancer
patients in the United States, and can frequently contri-
bute to the cure of a malignant tumor, or at least to a
significant improvement in quality of life.

Intense localized irradiation of the region of a solid
tumor can both incapacitate or kill cancer cells directly,
and strangle them through damage to tumor-bed micro-
vasculature. High doses of ionizing radiation will kill not
only the cells of tumors, however, but also those of healthy
tissues. So a successful treatment must target the tumor
accurately, with little radiation ending up elsewhere; it
would be of questionable benefit to eradicate a tumor of the
esophagus if this also led to severe functional complications
in the spinal cord.

Radiation therapy is therefore preceded by a careful,
and sometimes extensive, planning process, and a search
for a best treatment plan.

This article is based on material found in Ref. 1.

ASSESSING BENEFITS AND RISKS

Deciding upon a medical strategy, like most other activities
in life, involves an optimization process. In some situa-
tions, the proper approach is so obvious (Take two aspirin
and call me in the morning!) that one hardly gives thought
to the matter. In the treatment of cancer with radiation,
however, the decisions are usually much more difficult.
It may not even be clear, in fact, how the various
possible criteria should be balanced in choosing the best
treatment.

Ultimately, the desired result of radiotherapy is the
complete disappearance of the disease, or at least long-
term palliation, without the onset of unacceptable side
effects. For some types of cancer, such as carcinomas of
the skin, the malignant cells can be exposed directly to
radiation, with limited risk to any critical organs. Also,
they may be inherently more susceptible to radiation
damage than are the adjacent healthy tissues. The reasons
for this, while not completely understood, involve the
tendency of tumor cells to divide faster than healthy
ones—if both kinds are irradiated, a greater fraction of
the cancer cells will be undergoing division, during which
time they are more vulnerable to radiation damage, and
a greater fraction of them will die. They may also have
a diminished ability to repair radiation damage. In any
case, complete cure without complication is frequently
achievable.

For diseases in which the neoplastic (cancerous) cells
are relatively radioresistant or less accessible to irradia-
tion, however, the odds are greater that a curative dose of
radiation would cause extensive damage to surrounding
healthy tissues. The amount of radiation to be delivered to
the tumor region and the means of physically delivering it
must then be determined by assessing the likelihood of
effecting a cure or prolonged survival against that of
inducing unacceptable complications.

Thus any new patient presents the radiation oncologist,
in theory, with a fundamental, three-part problem. For



every reasonable treatment strategy (including the various
reasonable dose distributions and their timing), the phy-
sician has to

1. Estimate the probabilities of eradicating the disease,
on the one hand, and of inducing complications of a
range of severities, including death, on the other;
such numbers are, in general, not well known.

2. Assuming that they have somehow arrived at plau-
sible values for these probabilities, the physician and
staff must then assign a weight, or measure of the
seriousness or undesirableness, perhaps relative to
death by the disease, to all the possible complica-
tions; such an assignation cannot help but be highly
subjective.

3. Finally, they must combine the probability and unde-
sirability information for every strategy in such a
way as to arrive at a medically significant overall
figure of its merit; the treatment plan with the best
such score would then indicate the regimen of choice.
Unfortunately, there is no obvious or simple way of
doing this.

Thus the physician and patient must together decide
how much they would be willing to compromise the quality
of life in an attempt to preserve it. Unfortunately, the
currently available data on the probable outcomes of the
different therapeutic approaches are both sparse and
crude. The response of liver to non-uniform irradiation
has been studied, for example, but this kind of work is
still in an early stage (2,3). And even if the essential
statistical information were available, there is no unequi-
vocal way of weighting it with the necessary value judg-
ments on harm in a systematic treatment-selection process.
In other words, there is considerable art in treatment
planning, in addition to the science.

A PRELIMINARY EXAMPLE

Let us begin by considering some of the difficulties to be
found in even the simplest of idealized cases.

A hypothetical patient presents with pockets of lethal
disease within a single vital organ, and will die if either the
disease spreads or the organ fails. Suppose that it is
possible to irradiate this tumor-bearing organ uniformly
and without risk to other tissues. And finally, assume that
the dose-response characteristics both of the tumor and of
the organ itself have separately been determined, Fig. 1.

The probability that the patient will survive the ravages
of the disease, and that the tumor will be controlled,
Stumor(D), will improve with increasing dose, D, until every
viable tumor stem cell has been eliminated. On the other
hand, the odds that the patient will escape unaccept-
able (e.g., life-threatening) complications to the organ,
Sorgan(D), Will be a decreasing sigmoidal function of D.
(Either way, S is used to denote the probability of patient
Survival, or well being.) The parameters Siym.(D) and
Sorgan(D) are also known as the tumor control probability
(TCP) and normal tissue complication probability (NTCP),
respectively, and by other names as well.
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Figure 1. For this idealized, hypothetical example, the tumor is
spread throughout a single critical organ, and only that organ is
irradiated. The probability of the patient surviving the ravages of
the disease, Stumor(D), increases with dose, D, to the tumor volume.
Unfortunately, the likelihood of escaping an unacceptable
complication that might arise from the treatment, Siygan(D),
decreases with D. The compound odds of both eradicating or
controlling the disease and avoiding the complications is then
Stumor(D) X Sorgan(D). This overall survival probability, Spatient(D),
reaches its maximum for some optimal value of the dose, Dop;.

At any level of uniform dose, D, the overall likelihood of
uncomplicated survival, Spatient(D), is then given by the law
of multiplication of probabilities for independent events,

Spatient (D) = Stumor (D) X Sorgan (D) 1)

shown as the dashed line. At low doses, failure of the
treatment through continuing tumor growth is likely. At
high doses, an unacceptable complication in the organ is
liable to occur. But between these two extremes, the
patient may well survive both the disease and the effects
of the treatment. At some particular optimal value of the
dose, Dy, the probability of that happening is greatest,
and Spatient(D) passes through a maximum.

Figure 1 illustrates a case in which there is a fairly
broad range of dose over which the probability of uncom-
plicated cure is high, a situation said to be of good ther-
apeutic ratio. When this is not the case, radiation
treatment is a less promising option.

If the sole consideration in selecting D were the max-
imization of the probability of complication-free survival,
then the appropriate value would be D, This theoretical
criterion, however, is often difficult to apply in practice,
since it is generally accepted that the incidence of severe
complications must be kept to a “tolerable” level. Hence,
the dose actually chosen for treatment would normally be
somewhat < D, and the odds of its failure would likely be
correspondingly greater.

This example is highly idealized, of course, but it can
serve as a backdrop against which to contrast some of the
issues that arise in real cases:

1. Itisfrequently difficult to determine in 3D, even with
computerized tomography (CT), positron emession
tomography (PET), or magnetic resonance imaging
(MRI), the location and extent of a tumor; and it is
virtually impossible to track down nearby micro-
scopic clusters of neoplastic cells which, if untreated,
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might themselves grow into tumors. The temptation
is therefore to treat the region thought to harbor
disease with generous spatial margins of healthy
tissue; the risk of inducing complications, on the
other hand, will increase with the volume of healthy
tissue taken to high dose.

. Commonly in clinical practice, one standard (but not

necessarily optimal) treatment objective is to irradi-
ate the tumor as uniformly as possible (4—10). But it
would be better to sculpt a unique, patient-specific
distribution of dose, non-uniform within the region of
suspected disease, that takes into account the spatial
variations in the density and responsiveness of
tumor cells, the uncertainty in the physician’s esti-
mate of their whereabouts, and the sensitivity and
criticality of the infiltrated and surrounding healthy
tissues (4,5,9). The kinds of information necessary
are not readily obtainable.

. Equation 1 is meaningful only when any possible

complication is of a seriousness comparable to that
of death. The various complications that can arise in
practice, however, differ greatly in severity. (And
who is best able to assess the severity? The patient?
The doctor? The insurance companies?) In any case,
the gravity of any one acute or chronic complication
(not only its probability of occurrence) is likely to vary
with dose.

. Equation 1 is valid only so long as Siymo-(D) and

Sorgan(D) are completely independent of one another;
if the tumor reacted to intense irradiation by emit-
ting a toxin or other biochemical that compromises
the resistance of healthy organ tissue (or of the entire
person) to radiation damage, for example, then equa-
tion 1 would begin to break down. Likewise, a num-
ber of organs doubtless will be at least partially
irradiated in any real treatment, and some of these
might behave as coupled systems, affecting one
another’s radiation responses; here, too, the general-
ization of equation 1 becomes nontrivial.

. Even if one could apply equation 1 directly in some

situations, information on Syygan(D) is difficult to
obtain from patient or radiobiological data, and little
of it is yet available (11,12). Most healthy organs in a
patient undergoing treatment will be irradiated non-
uniformly, moreover, making the prediction of their
responses considerably more complex.

. The above points have concerned the spatial distri-

bution of dose. The timing of treatments is equally
important, adding yet another facet to the problem.
It has been found that healthy tissues fare better
than do tumor cells if the dose is fractionated, or
spread out over an extended period; they seem to
retain more ability to repair damage to DNA over
time. Since the normal tissue is irradiated hetero-
geneously, there may be, in addition to the cellular
repair between the irradiations, organ repair on a
macrolevel; that is, tissue rescuing units (cells
migrating from the healthier parts of the organ,
which received much lower doses) may help the organ
to reestablish some of its damaged functionality.

Treatment is therefore delivered typically in 20-30
smaller fractions, rather with a single shot.

These and other issues, together with patient-specific
factors, leave the radiation oncologist with a formidable,
multidimensional treatment-planning optimization pro-
blem. The usual solution in real clinical situations is to
sublimate most aspects of the probabilistic issues described
above, and employ empirically established, time-tested
protocols. It is in modifying these procedures, as warranted
by the condition and response of the individual patient,
that the acquired skills and informed judgment of a radia-
tion oncologist are essential.

THE TREATMENT PLANNING PROCESS

The objective of curative radiotherapy is to deliver a tumor-
icidal dose to a clinically determined target volume (i.e., the
volume of suspected gross disease plus a suitable margin),
while depositing safe doses in the neighboring healthy
tissues. The optimal strategy depends on the sensitivity
of the tumor to radiation and its accessibility to treatment,
and on the sensitivity and criticality of adjacent tissues
that will be unavoidably dosed in the treatment.

For a superficial, radiosensitive lesion, it is often appro-
priate to employ an electron beam from a linear accelera-
tor, which deposits most of the dose near the surface and
leaves the underlying tissues unaffected.

The most common means of treatment of a deep-seated
tumor in a modern medical setting is by means of highly
penetrating, high-energy photons from a linac. (This article
will use external photon-beam examples, but exactly the
same issues are of concern for any form of radiotherapy.)
Typically two to five X-ray beams cover a wide enough area
(tumor region plus a margin) in their cross-fire region to
eliminate any small clusters of cancer cells that may have
extended into tissues adjacent to the primary target. The
beams are arranged so as to deposit an adequate and
uniform dose to the lesion, but without exceeding the
tolerance levels in healthy tissues elsewhere. (It may often
be helpful later to add a local boost, with a smaller-field
photon or electron beam, or with brachytherapy, to increase
the dose locally in the immediate vicinity of the primary
tumor.) The resulting Compton (which predominate at
high energies in soft tissue) and photoelectric interactions
ionize the tissues they traverse. The production of free
radicals and other molecular instabilities leads to damage
to DNA and to the tissue microenvironment. That, in turn,
is intended to kill the tumor cells.

In the first step in the treatment planning process itself,
the radiation oncologist and treatment planning staff iden-
tify the tumor, through some combination of CT, MRI, PET,
or by other means, and also the healthy critical structures
to be avoided; multimodality imaging, in particular CT—
PET fusion, is playing an increasingly important role in
this. The oncologist then determines, based on experience
and generally accepted treatment protocols, the dose that
should be delivered to the tumor, and limits (to the known
tolerance levels) the doses to be allowed at the normal
tissues and critical organs. The radiation oncologist also



decides upon the fractionation schedule (the timing of the
treatments.)

After the position, size, and shape of the lesion are
determined, an isocenter (the single point at which the
central axes of all treatment fields intersect) is chosen
within it. Information on the patient’s external shape,
variations in tissue density, tumor geometry, and so on, is
entered into the treatment planning computer, and one or
more transverse planes are selected for the future display
of the organs and superimposed topographical isodose
map, with its contour lines of constant dose deposition.

The radiotherapy physicist and/or dosimetrist (a profes-
sional especially trained in treatment planning) then make
an educated guess as to the energy, number, orientations,
sizes, and weightings (the relative strengths, or relative
contributions to the total dose at isocenter) of the beams,
which can either be stationary or rotate through an are,
taking into account ways to block or otherwise modify parts
of each one.

The computer then draws upon previously stored data
to generate a representation of the spatial distribution of
dose imparted by each of these beams, correcting for the
patient’s body shape, the lower density of lung tissue, and
so on. Finally it sums, at each point of interest, the doses
delivered by all the beams together, thereby producing a
3D isodose map. Although some work remains to be done
for tissue inhomogeneities (especially lung and bone) for
both photon and electron beams, most of the necessary dose
calculation software has been developed. With our current
abilities to model the interaction of high energy photon
and charged particle beams with matter, and to localize
healthy and pathological body structures, the computer
can generate such maps with uncertainties in dose of less
than a few percent.

In all likelihood, the plan can be improved by changing
some of the beam parameters, so the process is repeated
iteratively several times with different treatment config-
urations until a good (or at least clinically acceptable)
dose distribution is obtained, as determined visually.
(Numerical information, such as that from dose-volume
histograms and the other approaches discussed below, is
also being used increasingly as a guide.) This may involve
the manipulation of a fair number of variables, and the
plan ultimately selected may be only locally, rather than
globally, optimal. Indeed, the limiting factors in the selec-
tion process may be the experience, creative skills,
patience, and available time of the staff. This process is
usually referred to as forward treatment planning.

The radiotherapy community has established a few
empirical ground rules for judging treatment plans:

1. The entire tumor and a small margin should all
receive at least the prescribed dose, and irradiation
of the target volume should be reasonably uniform, to
ensure the absence of any cold spots.

2. The highest dose isodose lines or surfaces should,
when superimposed upon a set of CT or MRI scans,
conform closely to the target volume.

3. The dose should decrease rapidly away from the
target. Although a fair amount of healthy tissue
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may have to be irradiated (and may thereafter
become nonfunctional), the volume of it taken to high
dose should be as small as possible, and dose falloff
within it should be as fast as possible.

4. Dose to most of the lung, to all of the spinal cord, and
so on, must be kept below their presumed tolerance
levels; the tolerance dose of a healthy organ, how-
ever, may depend on the fraction of it that is being
irradiated—although for some organs, such as the
spinal cord or some of the brain, the dose limit applies
to any small volume of tissue—which clearly compli-
cates matters.

In summary, dose throughout the target should achieve
the prescribed level, the volume of healthy tissues should
be minimized, and doses to critical structures should be
below their tolerance levels.

EXAMPLE OF PLAN OPTIMIZATION

A unique treatment plan of beam configurations must be
designed for each patient, based upon the specific clinical
situation and requirements. Figure 2, for example, pre-
sents three possible plans and dose distributions for treat-
ing an oblong tumor of the pancreas, following surgery. The
primary objectives are to take the entire tumor to a cura-
tive dose, typically 50-68 Gy, while making certain that the
normal tissues of concern, the kidneys, spinal cord, and
small bowel, remain functional. We shall examine a single-
field plan first, then a pair of parallel-opposed fields, and
finally a four-field plan.

For the single anterior field configuration, the dose
across the target region ranges from 125% to 80% of the
value at isocenter, taken to be at the center of the tumor,
Fig. 2a. The spinal cord is at ~ 65% of the treatment value,
which it can tolerate, and the maximum dose of 160% is
situated in the anterior subcutaneous tissue layer. The
lateral aspects of the kidneys are clear of any substantial
dose. But this plan is not satisfactory because of both
the cold area within the tumor and the anterior hot
region, even though it has good cord- and kidney-sparing
characteristics.

When a posterior beam is added to the anterior beam,
the dose uniformity improves greatly, Fig. 2b. The dose
gradient across the target region for this parallel-opposed
plan is of the order of 5%, and the kidneys are still okay.
The spinal cord now receives 105% of the target dose,
however, which is too high.

Figure 2¢ is a four-field “box” plan that shows dose
uniformity across the target and a high dose encompassing
it. The spinal cord gets 60% of the tumor dose, and the
kidneys and anterior bowel are spared reasonably well.

After going through such an analysis for a number of
potential plans, it is usually apparent which ones work best
for the patient. In the case of Fig. 2, an experienced
physicist or dosimetrist would know immediately to begin
with the box, but still would have to play with it to find the
best weights, or relative contributions, of the four fields.
For some more difficult cases, it takes considerable effort to
find a set of fields, and their settings, for which the ratio of
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Figure 2. As possible plans for treatment of the pancreas with
10 MV X-ray beams, the physicist and/or dosimetrist consider the
isodose maps for (a) a single AP field; (b) a pair of parallel-opposed
fields; (¢) a standard four-field box plan that covers the tumor
relatively uniformly, spares most healthy tissue, and does not
exceed the tolerance levels of either the kidney or the spinal cord.

dose in tumor to dose in the surrounding tissues is high;
tumor dose is reasonably uniform; relatively little normal
tissue is taken to high dose; and critical organs are not in
serious jeopardy.

THE NEED FOR QUANTITATIVE OPTIMIZATION TOOLS

At present, visual inspection is still the standard process
for optimizing isodose plans, as is done in this example,
but this can be highly time and energy consuming. Mean-
while, the patient population is growing rapidly as the
baby boomers reach older ages. Also, treatment strategies
are becoming significantly more complex and demanding,
especially so with the advent of intensity-modulated
radiation therapy (IMRT), in which the beam direction,
shape, intensity, and so on, may vary continuously over
time during irradiation. So efficiencies in treatment
planning that once were desirable are now becoming
essential.

A means of assigning reliable numerical scores to com-
peting plans would be of great value, not only in speeding
up the through-put of routine cases, but also in facilitating
decisions on the more complicated ones. Such scoring cap-
ability, moreover, forms the backbone of any computer-
based expert system developed for automated treatment
plan decision making. Much of the heavy mathematical
machinery to find a maximum in an objective function, or
Figure of Merit, is already available; the major problem,
rather, is to find clinically meaningful criteria by which
plans may be judged, and quantitative forms in which
these criteria can be expressed.

Two fundamentally different approaches have arisen to
the use of computers in judging treatment plans.

The first draws upon some of the physical and geome-
trical rules of thumb that are commonly adopted in visual
plan assessment. How constant is the dose throughout the
target volume, and does the prescribed-dose isodose sur-
face conform closely to its surface? How much dose is being
deposited in healthy tissues, and is the tolerance level of
any critical organ exceeded? Such criteria have the benefits
of being easily understood and clinically widely accepted,
and of being easy to implement in an automated optimiza-
tion system. On the downside, it is not clear that the plan
with the most uniform tumor dose is necessarily most likely
to effect a cure, or that the one with the lowest average dose
to healthy tissue will most probably avoid complications.
The obvious physically-based criteria, either individually
or in combination, do not necessarily reveal the strategy
most likely to work.

The second is somewhat more abstract, and more
removed from traditional clinical practice. It attempts to
draw upon various kinds of available dose-response infor-
mation on normal tissues to estimate the probabilities that
any particular dose distribution in an organ will lead to
complications (13-15). This biologically and probabilisti-
cally based mathematical modeling work is still in early
stages of development, and obtaining and interpreting the
necessary data on radiation damage is difficult. Nonethe-
less, some researchers feel that the approach has perhaps
greater potential for eventual success.



Either way, three aspects to the optimization process
must be addressed:

1. First, it is necessary to decide what would constitute
an ideal treatment. A plan judged to be nearly perfect
according to one criterion might well be far from it
according to another; the best overall optimization
criterion to be found might, indeed, be some balanced
amalgam of several others.

2. One must then find a quantitative measure of the
deviation of any computer-generated plan from the
ideal.

3. Finally, an algorithm is needed to search out quickly
the plan that deviates least from the ideal, as beam
weights, field sizes, and other parameters are varied.

OPTIMIZATION USING PHYSICAL/GEOMETRICAL
CRITERIA

Several traditional criteria for the visual optimization of
plans are in common use. One would like the prescription-
dose isodose surface to wrap as closely as possible around
the target volume. Also, some have argued, the dose
throughout the tumor should be uniform. It is desirable
to keep the amount of dose to healthy tissues to a mini-
mum, and doses to all critical structures must be main-
tained below their tolerance levels. All of these ideas, it
turns out, have been easy to incorporate into computer-
based optimization programs.

For all of what follows, we shall partition the region of
interest into J small voxels, all of volume Av, and assume
that a particular configuration of beams delivers the dose
D; to the jth such voxel. For simplicity, we shall also
consider situations in which all beam parameters have
already been chosen by the treatment planner, with the
exception of the best values of the relative weightings, wy,
of the K beams (w;, refers to the relative dose at isocenter
produced by the kth field).

For any possible treatment plan, the dose in the jth
voxel is now fixed completely by

K
Dj = dek wp, (2)
k

where w;, > 0. For each particular configuration of beams,
the matrix of elements dj;, determines the dose deposited at
the jth voxel by the kth field. A standard treatment plan-
ning program is designed to calculate such matrices. Chan-
ging the energy, orientation, blocking, and so on, of the
beams, however, will result in a revised matrix of dj
values.

Healthy Tissue Integral Dose

The simplest single measure of the irradiation of a block of
healthy tissue is the integral dose (ID). Integral dose is
defined through the function

J
fip = ZDj Av  (healthy tissue) (3a)
J
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where the sum is confined to healthy tissues outside the
target volume. Equation 3a serves as the objective function
that is to be minimized, by manipulating various beam
parameters, when integral dose is selected as the optimi-
zation criterion. Note that apart from a factor of JAv, the
integral dose is just the average voxel dose. By equation 2,
the integral dose may be expressed as

J K
fip = ZZdJ-k wy, Av  (healthy tissue) (3b)
j

It is intended, moreover, that the distribution deliver at
least a tumoricidal dose, Dpyescribeds

D; > Dprescribed (tumor) (43)

at previously selected points within the target volume.
Similar constraints,

Dy < Diglerance (pointl’in critical organ)  (4b)

protect any critical structure, such as the spinal cord.

The task now is to find those weights that deliver the
prescribed dose to the target volume, but minimize the
integral dose objective function, while keeping irradiation
of certain voxels below specified limits. The objective func-
tion is linear in the weights wy, the variables of interest,
and equations 3 and 4 define a routine linear programming
problem whose solution can be obtained in seconds with the
Simplex method.

Despite the mathematical attractiveness of the integral
dose objective function, its application does not necessarily
lead to results in accord with clinical experience. Taking an
entire organ to 30 Gy, for example, yields the same fip as
does taking half of it to 60 Gy; but the two irradiation
schemes could lead to vastly different results if the organ’s
tissues exhibit a response threshold at 45 Gy. This may
serve as a reminder of a fundamental, but sometimes
overlooked truth: The availability of powerful mathemati-
cal optimization algorithms does not ensure the clinical
value of an objective function upon which they can be
employed.

Optimal Point Doses

In perhaps the most widely explored and successful of the
physical-geometric approaches, the physician prescribes
the doses to be delivered at a designated set of points
within the patient; some of these, in the tumor and in
critical organs, act as rigid constraints. The treatment
planning system then uses available mathematical tech-
niques to find that plan (i.e., set of beam sizes, angles,
relative weightings, etc.) for which the calculated doses at
these points come closest, on the whole, to the prescribed
values. Points might be selected, for example, on the
tumor border, to force the prescribed-dose isodose surface
to envelope it closely, while also satisfying the constraint
requirements. Alternatively, they might be placed
throughout the target volume, to maximize tumor dose
uniformity.

Again, let the variable parameters be the relative beam
weightings, and now suppose that the objective is to max-
imize tumor dose uniformity (TDU). The M prescription
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points will be scattered throughout the tumor, and, by our
criterion, doses there should all be nearly the same. The
deviation of any plan from the ideal may be expressed as

M
fTDU = Z(Dm - Dav)2 )

m

where the D,, provided by equation 2 are functions of the w;
values, and D,, is the average dose for the selected points.

Similar objective functions can be devised to force the
prescribed isodose line to lie as near as possible to the
target volume boundary, or to cause certain discrete ana-
tomic regions to receive prescribed doses. Methods such as
quadratic programming and constrained least-squares
algorithms are available for rapidly finding extrema in
functions of the form of equation 5, subject to constraints
like equations 4. While optimization with such objective
functions may not alone yield clinically appropriate plans,
they can often provide starting points for further manual
searching.

Developments in computer-controlled radiation treat-
ment have stimulated renewed interest in such
approaches. Computers have long been employed to moni-
tor a linear accelerator’s treatment parameters, verifying
and recording every field’s gantry angle, jaw setting, dose
delivered, and so on. More recently, with the growing
adoption of IMRT systems, dedicated computers are con-
trolling variables such as collimator configuration, dose
rate, gantry angle, table movements in real time. While
such flexibility allows the implementation of highly refined
treatment plans, the associated planning process can be
very cumbersome and time consuming. The problem would
be totally unmanageable were it not for the availability of
various objective functions and search programs (known as
inverse planning algorithms) to help in finding suitable
time-dependent linac output parameters (16,17).

References that describe optimization by way of physi-
cal-geometric criteria may be found in Ref. 18.

BIOLOGICAL-PROBABILISTIC APPROACHES TO
TREATMENT PLAN OPTIMIZATION

The physical-geometric approaches just discussed could
perhaps best be called pragmatic. They reflect mathema-
tically some of the conventional clinical criteria for plan
optimization; as such, they can discriminate among plans
only as effectively as do the standard clinical guidelines
that they mimic. They cannot choose, for example, between
a treatment that irradiates a sizable portion of lung to a
dose near its tolerance level and another treatment that
takes even more lung to a somewhat lower dose, other
aspects of the case being equal.

The biological-probabilistic methods, admittedly in
their infancy, attempt to address directly the fundamental
question: How probable is it that some given spatial and
temporal distribution of dose will eradicate or control a
tumor, and do so without resulting in severe complications?
Asking this returns us to the thinking illustrated in Fig. 1.

Limited theoretical progress has been made on several
fronts. Among them, we can derive some dose-response
curves of the general form of Siymor and Sorgan from more

basic radiobiological principles. We have elementary ideas
on how to use such information to estimate the probability
of complications arising in a healthy organ irradiated non-
uniformly, and we can crudely model the radiation
response of a tumor.

Shape of a Tumor Dose-Response Curve, Siymor

Of an initial cluster of n(0) of any kind of cells, only n(D) of
them will remain viable after receiving an initial dose of D
Gy; the rest will die before or while attempting to divide. If
an incremental dose, AD, soon follows (before repair or
repopulation occurs), the number of surviving cells
diminishes by an additional

An = —c(D)n(D)AD (6a)
equivalently,
¢(D) = —An/n(D)AD (6Db)

is the probability per unit dose of inactivating a cell that has
already been given D. There is no physics or real biology in
the picture yet—everything so far is just bookkeeping.

For the purposes of this article, the discussion will be
greatly simplified by restricting the biophysics being
considered. Although low Linear Energy Transfer (LET)
radiations, namely high-energy photons and electrons, are
almost always employed in practice, here the treatment is
by way of a beam of energetic, heavy charged particles,
such as cyclotron-produced protons.Every proton leaves a
dense trail of ionization in a cell it traverses, and damage to
any DNA molecule it passes sufficiently close to is likely to
involve irreparable breaks in both sugar—phosphate
strands (19). Cells in which this occurs will probably be
completely inactivated by a single hit of an incident par-
ticle; most cells more distant from its track, on the other
hand, will be oblivious to its passage. Cell killing in this
situation is thus an all-or-nothing affair. Surviving cells
retain no memory of earlier irradiations, and ¢(D) becomes
a constant, commonly called 1/D,, independent of dose.

In addition, it is assumed that the tumor cells of concern
do not communicate with one another in any significant
way; that is, radiation damage in one voxel does not notably
affect (by releasing toxins, cutting off the influx of nutri-
ents, etc., as in “bystander” phenomena) the dose-response
characteristics of an adjacent voxel.

After replacing ¢(D) in equation 6 with 1/D,, the asso-
ciated differential equation

dn/dD = —(1/Dgy)n(D) (7a)
can be integrated to yield
n(D)/n(0) = P/Po (7b)

This is the fraction of cells, either in the tumor or in any
small part of it, that survives irradiation to dose D. It may
be viewed equally well as the survival probability for an
individual tumor cell. Expressing n(0) as the product (pV),
where p is the tumor cell density and V is the tumor
volume, this becomes

n(D) = n(0)e P/Po = (pV)e~L/Po (Te)



This is the number of cells statistically expected to survive
when the entire tumor receives a dose of D. All the
relevant radiobiology and radiation physics reside within
Dy, which can be a complex function of any number of
interesting parameters that may, or may not, be under-
stood. (With X rays or electrons, single-strand DNA
breaks occur; some degree of repair can take place, and
¢(D) is not independent of D. Integration of equation 7a
then leads to a cell survival curve with a shoulder, rather
than equation 7c.)

It is believed that a tumor can repopulate from a single
clonogenic cell. The desired outcome of a curative treat-
ment must therefore be the total eradication of all tumor
cells. That is, the probability that no cells survive must be
high. Poisson (or binomial) statistics provides a way of
assessing that probability: if the average number of times
some event takes place in a situation of interest is x, then
the probability of exactly zero such events occurring, P, (0),
ise ™,

P,(0) =e™* (u = average number of events) (8a)

In the present case, the average number of cells expected
still to be clonogenic after an irradiation of D is given by
equation 7c. From equation 8a, then, the probability, Pp(0),
that there will be no tumor cells left viable is

Stumor(D) = Pp(0) = e~ PV (8b)

This can be rewritten in terms of the geometrical char-
acteristics of the curve, namely Dsq the dose resulting in
50% probability of complication, Soygan 0.5 (see also Ref.
20), and slope, vs50:

Stamor(D) = (4)° 7" (80
This fits clinical data sufficiently well (21,22); indeed, a
number of tumor cell populations characterized by differ-
ent parameter values result in almost indistinguishable
sets of dose response curves, in part because of strong
correlations between the parameters. The D5y and ysg
values for a number of sites have been published (21).

Equations 8b and 8c provide, and Fig. 1 displays, one
particular form for the probability, Siumor(D) of equation 1,
that the patient will survive the disease. It increases
sigmoidally with dose, as certainly expected. It also
decreases exponentially with tumor size; equation 8b
indicates that the doses required to eradicate (with
equal probabilities of success) two otherwise identical
tumors that differ only in pre-irradiation volume are
related as

Dy =D +Dyln (Vy/V7) (8d)

This model is simple but, not too surprisingly, it agrees
with the clinical finding that larger tumors require more
dose to achieve a cure than do smaller tumors of the same
histological type.

Equation 8 describe the irradiation characteristics of a
tumor exposed uniformly. The result is of legitimate clin-
ical interest since it is common practice to attempt to
impart a fairly flat dose across the target volume. In the
case of non-uniform irradiation, the tumor can be viewed as
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consisting of JJ voxels that receive doses D;, with control
probabilities of s(D;), again assuming their statistical inde-
pendence. The parameter S mor is then given by

J
Stumor = HS(Dj) (89)
J

One of the main characteristics of a tumor is its compara-
tively fast repopulation rate. To account for this in con-
junction with the Poisson (or binomial) distribution,
several authors in the 1980s proposed setting the initial
number of clonogens to n(0), after which n() = n(0)e™,
where \ and ¢ are the rate constant and repopulation time,
respectively (23-26). This approach predicts a Siumor(?)
that always tends to zero for large post-treatment times,
which is incorrect. Later, taking clonogen repopulation
between fractions (27-30) into account lead to the Zai-
der—Minerbo model (31) of Siumor(t), which is applicable
for any temporal treatment protocol. An expression for
Stumor(®) Wwith different time intervals between consecutive
irradiation fractions and with varying cell survival prob-
ability per fraction was obtained by Stavreva et al. (32)
based on the Zaider—Minerbo approach. Animal experi-
ments support the validity of the Zaider—Minerbo approach
(32).

Other approaches to the determination of Sy m.r are
discussed in the literature (33-36).

Integral Response for a Healthy Organ

Several ways have been devised to address the non-uni-
form irradiation of healthy tissues. One of these is an
extension of the integral dose idea, introduced in equations
3 and 4. It does not focus on the spatially varying dose
distribution within a tissue per se, as do the physical—
geometric approaches, but rather on the local biological
response that the dose elicits. Variation on the approach, of
a range of levels of complexity, have been discussed by a
number of researchers (18,37—41).

Imagine an organ or biological compartment that pro-
duces some physiologically important substance (such as a
critical enzyme or hormone) or that performs an important
task (like phagocytosis or gas exchange). If too many of its
cells are inactivated by irradiation, then the organ cannot
do its job adequately, and the organism runs into trouble.
As before, mathematically partition the organ into JJ small
volume elements of size Av, and assume that the radiation
response of any such voxel (or of the cells within it) is nearly
independent of its neighbor’s response. If, moreover, high
LET radiation is again involved, the dose-response rela-
tionship is of the form of equation 7b, where D, contains all
the important biophysics.

Of the entire organ, only the fraction

v = (l/JAv)ie’Df/DO Av (9a)
J

of its tissue will remain functional, where (JAv) is its
volume. (The parameter (1 — v) thus provides a direct
measure of the amount of radiation damage to the organ.)
For the case of nearly uniform irradiation to the level D,
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v reduces to the
n(D)/n(0) = P/P (9b)

of equation 7b. This observation, along with the form of
equation 9a, suggests that v be viewed as a generalized, or
spatially averaged, dose-response parameter, prompting
adoption of the name “integral response” (18,34).

The probability that the patient will escape serious
complications, Sorgan, is @ nondecreasing function of the
relative amount of organ that remains intact,

Sorgan = Sorgan (v) (9¢)

the shape of which must be obtained experimentally or by
other means (39,40). The parameter Soygan(®) and equa-
tions 2 and 9a together define the integral response (IR)
objective function, fig, and the optimization problem is
bound by the constraints of equations 3 and 4.

If @ radiobiologically independent organs are irra-
diated, and if the possible complications are all of compar-
able severity, then the overall survival probability may be
given by the product

Q
SQ organs — Hsorganq (9d)
q

Automated treatment plan optimization may then be car-
ried out, in principle, with a combination of equations 2, 4,
and 9.

Another possible method of handling non-uniform irra-
diation of such an organ is based on its N-step dose—volume
histogram. The idea is to reduce it in such a fashion as to
yield a revised histogram that corresponds to the same
complication probability, but that contains only an (N — 1)
steps; this calculation is repeated (N — 1) times, until there
is left a single-step histogram, the Sy;gan of which can be
obtained from experiment or clinical observation.

Several algorithms have been proposed for carrying out
the histogram-reduction process (42-47).

Healthy Organ Composed of Separately Critical Voxels

The integral response objective function is based on the
effectiveness of operation of a healthy organ taken as a unit
(48). A radically different approach is needed for an organ,
such as the spinal cord or certain regions of the brain, that
behaves like a chain or computer program, in which serious
complications in any single small part can spell disaster for
the whole.

Once again, consider an organ made up of J radiobio-
logically independent voxels. Let s(D;) refer to the prob-
ability that the organ will suffer no serious complications
when the jth voxel is taken to dose level D; and the rest is
left unirradiated. If the entire organ is to escape damage,
each of its J parts must do so separately, and

J
Sorgan = Hs(D ) (10a)
J

If the small-volume tolerance dose is exceeded in even
a single voxel, then the objective function Sgygan can
become perilously low. If the organ is irradiated uniformly,

incidentally, equation 10a reduces to
Sorgan = [s(D))Y (10b)

The methods just described for dealing with nonuniform
irradiation make use of the assumption of the radiobio-
logical independence of adjacent voxels. While this
assumption clearly is not valid for most organs, nor per-
haps for tumors, it may apply to some (e.g., the blood pool).
More importantly, models built upon it may serve as
jumping-off points for the development of more realistic
pictures.

Other approaches to the determination of Sy gan are
discussed in the literature (49-52).

CONCLUSION

The radiation response of a tissue depends in an extremely
complex way on a number of parameters, some of which the
radiation oncologist can control directly, some indirectly,
and some not at all. One can choose the modality (X rays,
electrons, gamma-rays, protons, neutrons); the volume to
be irradiated; the dose per fraction and number of frac-
tions; the administration of response-modifying drugs; and
the spatial dose distribution in healthy tissues. Some of the
generally uncontrollable (or weakly controllable) para-
meters are radiosensitivity differences of different consti-
tuent parts of a tissue; tissue concentrations of oxygen,
drugs, toxins, and other compounds; numbers of cells in
each portion of the mitotic cycle; differential cell population
kinetics; and repair of radiation-induced cellular injury.
Manipulation of directly controllable variables may lead to
changes in others: reoxygenation; differential cell cycle
phase redistribution; differential recruitment of prolifera-
tive cells; and differential repair.

In view of this complexity, it is not clear how effective
empirical or ab initio mathematical modeling can be in
providing clinically useful descriptions of processes as
intricate as the kinetics of irradiated tissues. At the pre-
sent time, the subject is largely of academic interest. But
itis to be expected that over the next several decades,
computer-based expert systems will continue to spread
throughout all of medicine. This development, together
with the increasing automation of radiation delivery sys-
tems, will doubtless cause the search for quantitative
methods of treatment plan optimization to expand.
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INTRODUCTION

Graphic recorders, as considered here, are essentially
measuring instruments that produce in real-time graphic
representations of biomedical signals, in the form of a
permanent document intended for visual inspection.
Recorded data are thus fixed on a two-dimensional (2D)
medium which can simply be called “paper” (although the
material applied may differ from ordinary writing paper);
A so-called hard copy of the information is generated.
Equivalent names are paper recorder, direct writing recor-
der, plotter, chart recorder, and strip chart recorder (if long
strips of paper are used); In some cases, the more general
term hard-copy unit is also applied. The nomenclature
oscillograph is sometimes used (in correspondence with
the other display instrument, the oscilloscope). By the
aspect of visual inspection the graphic recorder is distin-
guished from other data storage devices (e.g., magnetic or
optical disk, solid-state memory), whereas in the property
of permanence graphic recording differs from visual mon-
itoring as realized by the oscilloscope or the computer
screen. Real-time paper recordings have the benefit of
direct visual access to signal information, allow immediate
examination (and re-examination) of trends (as long strips
of paper can be used), present better graphic quality than

most screens and can be used as a document for scientific
evidence.

The graphic records are inspected through the human
visual waveform recognition abilities; Moreover, discrete
parameter values can be derived that are further evalu-
ated. For the latter purpose, the measuring ruler still
continues to be an intensively used instrument. Values
for the physical variables presented, including time, can be
derived, usually by comparing different related biomedical
signals that were simultaneously recorded. For this pur-
pose most biomedical recorders are multichannel recor-
ders, which are able to process a set of signals. As the
information has to be stored, the content of the records
cannot be limited to the naked signal tracings; It is
obviously essential that additional information concerning
the recorded signals (identification, calibration, etc.) and
the experimental circumstances (date, subject, experiment
description, stimulus type, etc.) be kept in file, by prefer-
ence directly on the recorded charts.

Two primary aspects describing the performance of the
graphic recorder are (1) the properties of the instrument as
a recorder of information, that is, measuring accuracy and
the ability to display additional information, and (2) the
quality of graphics, implying the clearness of the tracings
and the overall graphiclayout (e.g., including identification
of the curves by color difference) in relation to ergonomics
in visual examination. Also, the stability in time (perma-
nence) of these graphic qualities can be catalogued under
item 2. Secondary aspects (but not necessarily less impor-
tant to the user) are ease of control of the apparatus
(adjustments, calibration, adding alphanumeric informa-
tion, remote control, computer connection and communica-
tion possibilities, paper loading), input amplification and
signal conditioning facilities, unavoidable maintenance
(ink, pens, mechanical parts), costs (the cost not only of
the apparatus, but also of maintenance and, not negligibly,
paper), and service life.

In early physiological experiments on mechanical func-
tioning, such as muscle contraction, recording was per-
formed with the aid of a directly coupled writing stylus;
Suspended with minimal weight and friction, the stylus
arm was applied as a cantilever, one end connected to the
contracting muscle, the other end provided with a tip
writing on a rotating drum. A directly coupled method is
found in the spirograph: The low weight air cavity of the
spirometer, which moves up and down as the subject
expires and inspires, is mechanically linked to a pen writ-
ing on calibrated paper that moves at constant velocity,
thus generating a trace of the course of lung volume versus
time. Nevertheless, most recorders use a transducer that
converts electrical information (signal voltage or current)
into mechanical data, more specifically, position on the
paper. This can be achieved by moving the writing element
to the specific position (analog transducers) or by activat-
ing the correct point in a large array of stationary, equally
spaced writing elements (digital transducers).

At present, sophisticated graphic recorders that offer a
broad variety of possibilities to the operator are available.
The measuring quality of transducers has continuously
been improved and, as digital techniques have been
applied, the possibilities of automatic control and addition



of alphanumeric information have been largely extended. A
typical example is automatic recording of standard ECG
derivations (frontal bipolar and unipolar, and precordial
derivations) with calibration, identification of the curves,
and determination of typical parameters (such as the
duration of specific electrocardiographic intervals) and
generation of diagnostics. Nowadays, the borderline
between graphic recorders, digital oscilloscopes, data-
acquisition systems, and PC-based virtual measuring
instruments become less clear. There is a decreasing inter-
est in analog recorders except for the multipen recorders
having the benefit of simplicity, low price, and excellent
identifiability of curves by the use of different colors. They
are used in laboratory applications (and process monitor-
ing) and handle slow varying signals. Digital recorders are
generally provided with an LCD screen allowing monitor-
ing with different colored tracings. Moreover, signal pro-
cessing and data extraction, storage of data (and replay of
original or processed signals), computer connection for
handling data and control of recording settings are possi-
ble. Measurements where immediate visualization of the
tracings on a long strip of paper is not required and data are
to be digitally analyzed and stored, can be performed by PC
with virtual instrument software and printer; Nowadays
the majority of data collection is accomplished using digital
PC approaches.

In giving an overview of graphic recorder function, one
inevitably refers to technology of transducers. Especially in
analog recorders the capacities and the limitations of the
transducer is of major importance to the quality of the
complete recorder. A number of mechanisms were applied
in commercially available devices, but in many applica-
tions the analog types have been replaced by the digital
type or by the PC system. Recorders can be called special
purpose when built within a complete measuring system
[e.g., an electrocardiograph (ECG), an electroencephalo-
graph (EEG)], or they can be general purpose. The latter
may be provided with specific signal conditioning modules
to be connected to biophysical sensors (e.g., manometers for
blood pressure measurements, Doppler probes for blood
velocity assessment, thermal sensors for temperature
recording) or, even more generally, to standard amplifiers
allowing amplification levels, direct current (dc) adjust-
ment, filtering, and so on. In most applications the graphic
transducer, not the electronic signal conditioning hard-
ware, is the crucial stage in the measuring chain. This
article is intended to cover primarily the essentials of
graphic recording, focusing on the principal aspects men-
tioned before: recording of information and graphic quality.
For extensive practical details on recorders and signal
conditioning modules, waveform monitoring, digital sto-
rage, processing and communication facilities, the manu-
facturers’ data sheets should be consulted.

FUNDAMENTAL ASPECTS OF GRAPHIC RECORDING

Graphics: Images or Tracings

As the paper used for graphic recording is a 2D medium,
two coordinates, x and y, can be defined: y represents the
ordinate corresponding to paper width; x is the abscissa,
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corresponds to paper length. If an exception is made for
the strip chart recorder, the distinction between x and y is
merely a matter of definition. In the most general case an
image can be presented on the paper: At each point (x,y) a
gray scale or color scale value is displayed. For example,
in speech analysis, the so-called spectrograph displays
amplitude in the form of a gray scale value versus fre-
quency (y) and time (x). Such types are image recorders.
Nevertheless, in most biomedical recordings the content
of z is limited to some discrete values, sometimes two
(black and white or, more generally, marked and not
marked), or more, in case different colors or marking
intensities are applied. As such, the image is reduced to
a set of tracings. This implies that for each value of x a set
of y values is marked. Marking intensity (gray or color
scale) and line thickness are insignificant with respect
to signal representation and can be beneficially used
for trace distinction and identification in relation to the
quality of graphic layout.

In most applications, x corresponds to time and y to the
physical magnitudes recorded (a ¢~y recorder or y—¢ recor-
der). Most attention will be paid to these types. The number
of y magnitudes then stands for the number of channels
(signal inputs) of the recorder. If the recorder is designed
for an arbitrary abscissa input, the indication x—y recorder
is used. The ideal multichannel ¢t~y recorder produces a
graphic representation of a set of time signals (Fig. 1). The
effect of time is generally originated by pulling a strip of
paper at constant velocity; A site has to be marked to
indicate the time reference. Sensitivities and reference
(e.g., zero) levels have to be known for each channel. Paper
velocity, time reference, sensitivities, and reference levels
are important scale factors that, apart from a few excep-
tions, are absolutely necessary when tracings are exam-
ined. Indeed, in specific applications some of these
parameters are not required as they carry no information.
A typical example is the zero level in electrophysiological
measurements using skin electrodes, such as ECG and
EEG. In these signals, the dc level is not significant as it
is not generated by the physiological source (the heart in
ECG, the brain in EEG); Moreover, they are usually
high pass filtered to eliminate baseline disturbance from
electrode-tissue interface potentials. Evidently, the same
does not apply for such information as blood pressure and
blood velocity, where the zero level is indispensable for
evaluation. An accurate time reference is required only if
the recorded signal is of the evoked type, that is, a response
to a specific stimulus. For the ideal apparatus the recording
parameters are constants; Obviously, this is but an approx-
imation for the real recorder and its quality as a measuring
instrument is determined by the constraints imposed on
the deviations of the parameters with respect to their
nominal values.

Analog and Digital Recorders

Depending on the transducing device applied, two cate-
gories of recorders can be considered: analog and digital. In
analog recorders, a physical displacement occurs: Position-
ing (y) of the pen (or ink jet, light beam or other), toward the
site on the paper to be marked. In digital recorders, as
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Figure 1. Time signals and graphic representation. On the left, two time signal examples are given:
ECG (bipolar lead II) and aortic blood pressure. On the right, the #—y recording is sketched as
executed by galvanometric rectilinear pen-writing devices on calibrated paper. For ECG and blood
pressure the recording sensitivities have to be known. This is accomplished by recording a
calibration pulse: 1mV for ECG, 100 mmHg (0.133 kPa) for pressure. For pressure the zero level
is obviously necessary. The time effect is generated by pulling a paper supplied from a paper roll over
the writing table. Remark: Nowadays these types of signals are mostly recorded with a digital

recorder (thermal array) or a PC application.

considered here, no moving parts are present. The writing
device consists of a linear array of stationary writing styli,
positioned at equal distances. The array is directed accord-
ing to the y-axis and covers the complete width of the paper.
The location y to be marked is identified by giving the
address of the point in the array situated at the correspond-
ing location.

Three elementary functions can be considered: x posi-
tioning, y positioning, and intensity control of the writing
process. The most striking difference between analog and
digital recorders is that in digital transducers the y posi-
tioning does not exist, as the function of indicating the y
value to be marked is carried out by the intensity control on
the stationary styli in the writing array. Analog recorders
are capable of drawing continuous lines; digital recorders
essentially put separate dots on the paper at discrete y
levels corresponding to the positions of styli in the array
and at discrete x values according to the incremental steps
at the x input. Besides the continuous mode, analog trans-
ducers can be used in a discontinuous mode (scanning
mode). In this case, the x drive is essentially similar to
the one used for digital systems (a progression with equal
steps) and at each step the transducer scans the paper
width at high speed, putting dots (or dashes) at locations
corresponding to the different signal values. As such, the
digital transducers construct tracings by setting dots,
the analog transducers used in the scanning mode generate
tracings by setting dots or dashes directed according to the
y axis. Only the analog transducer in continuous
mode behaves as a real curve tracer, implying that the
device is unable to generate images.

Digital transducers as well as analog transducers in the
scanning mode can produce images that are composed as
indicated (dots or lines). Applied as waveform recorders,
both instruments have the special advantage that a single

transducer can handle a set of signals, the number being
limited only by properties of resolution (dependent on the
number of writing points of the digital transducer and on
the recording width) and of identifiability of possibly over-
lapping curves. In the continuous mode a separate analog
transducer is required for each channel to be recorded. To
complete the discussion of analog and digital transducers,
note that analog types can be used in a digital way, when
positioning is bound to equal incremental steps, as applied
in printers and plotters for computer graphic output. More-
over, analog recorders may be used in connection with
digital systems, provided the necessary digital-to-analog
conversion facilities are present. In such cases, simple
digital transducers may be added to the apparatus design.
A typical example is the analog apparatus equipped with
printing heads for adding alphanumeric information to
each tracing.

With these technological possibilities in mind, the pro-
blem of reporting the recording parameters (sensitivities,
reference levels, paper velocity, timing reference) can be
further discussed. Transducers capable of handling more
than one signal (analog transducers in scanning mode and
digital transducers) may draw calibration lines as well
(ordinate and abscissa). The same is not possible for analog
transducers in continuous mode. For example, for drawing
a zero-level line an additional transducer would be neces-
sary. It is obvious that this solution would be expensive.
Moreover, it does not feature the benefits of accuracy as in
the method where signals and calibration lines are gen-
erated by the same transducer. The problem is solved by
using calibrated paper. Nevertheless, in some apparatus a
separate timing marker is provided, writing small dashes
that indicate time divisions (e.g., each second), or an event
marker can be used to identify the start of an experiment
(e.g., the stimulus if applied). Such timing devices are



evidently low cost, low performance elements and cannot
be used as measuring instruments.

In the case of analog transducers and calibrated paper a
zero line and a level corresponding to a standard value of the
physical magnitude can be drawn before recording signal
information (Fig. 1). For example, in the ECG the 1mV
pulse is commonly used. Ideally, this kind of calibration
should cover the complete measuring chain: The zero line
and standard level are to be applied at the biophysical
sensor input. This can easily be performed in electrophy-
siological measurements, but for other physical magnitudes
it is quite problematic, as it requires the continuous avail-
ability of a calibration setup (e.g., blood pressure measure-
ments). In these cases one uses previously calibrated
transducers and electrical calibrations corresponding to
zero and standard levels of the physical magnitude are then
simply provided at the recorder input (Fig. 1). Alternatively,
one can draw a piece of zero line and keep the sensitivity
values (physical unit/paper division) in file (written on the
record). Evidently, both methods, with and without
self-generation of coordinate lines, will feature different
recording accuracy properties.

In the technique of analog transducing there are essen-
tially two methods. In the direct method, the transducer
generates a positioning directly determined by the electri-
cal input. In the second method, the actual position of the
writing device is measured by a sensor system and the
result is compared with the recorder input value. The
difference between both values is (following amplification
and signal conditioning) fed to the transducer, which ori-
ginates a movement tending to zero the position deviation.
This second type is called the feedback, compensation, or
servo method and corresponds to the well-known null
detection technique in general measurement theory.
Both methods, direct and feedback, are applied in analog
recorders.

Chart Abscissa Generation

An essential feature of the graphic recorder is the ability of
making recordings in real time. The time effect is gener-
ated by pulling a strip of paper at constant velocity and the
name ¢—y recorder is applicable (Fig. 1). In digital recorders
chart abscissa generation is performed essentially in small
identical increments with the aid of a stepping motor that
is controlled by a stable stepping frequency. In analog
recorders, a continuous movement is envisaged and differ-
ent types of motors are applied in the apparatus design
(synchronous, direct current and also stepping motors).
The motor can be combined with a tachometer: In this
case, the actual velocity is measured through the tach-
ometer, and with the result the motor velocity is corrected
to the desired reference velocity value via a feedback circuit
(null detection technique).

Paper can be fed in Z-fold or on a roll. The pulling of the
paper can be achieved by sprocket wheels operating within
equally spaced perforations at both sides of the paper. This
method is seen mostly in low paper speed applications. At
higher speeds, the paper is pressed between two rollers
driven by the motor system (Fig. 1). In most cases as a
result of the pulling force, the paper is pulled to the writing
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table (e.g., pen writing) or to the writing head (e.g., digital
systems), which is essential for thorough graphic record-
ing. If necessary, additional pressing facilities are pro-
vided to ensure optimal contact with the writing device.
Evidently the use of graphic recorders is not limited to
real-time applications of the time signals. Delayed and
time-expanded or compressed recordings can be realized if
computing and memory facilities are provided (for digital
as well as for analog recorders). For example, signals with
a higher frequency spectrum in comparison with the
bandwidth of the transducer, which thus fail to be plotted
in real time without considerable distortion, can be recorded
in this way: Data are stored at high speed in memory and are
released afterward (off-line) at low speed to the recorder
input.

Recorders equipped with identical input hardware for
both x and y coordinates are called x—y recorders. In this
case, the chart is stationary during recording. It can be
supplied as separate sheets or from a roll. Different meth-
ods are used to stabilize the paper during recording (e.g.,
mechanical clamps, magnetic parts on an iron plate writing
table), but electrostatic attraction to the writing table
seems to be the most elegant method of fixation. An x—y
recorder can also be used in the t~y mode by applying a
linearly increasing voltage to the x input.

Recording Accuracy

Recording accuracy is the first principal quality of the
graphic recorder to be discussed. This quality comprises
the recorder’s performance as a measuring instrument and
its ability to display additional information concerning the
measured tracings or images. With respect to measuring
performance, the larger part of the discussion can be for-
mulated as for other measuring instruments (1-3). Such
aspects as accuracy, precision, resolution, static linearity,
noise content (including drift), dead zone and hysteresis,
dynamic behavior comprising frequency domain and time
domain responses, and sampling and digitization effects
are typical performance indicators. Parameters for both x
and y axes have to be considered. It is known that energy
transducing devices usually represent the most delicate
functions in the chain. This is valid for biophysical sensors
and it applies equally to electromechanical recording
transducers. Moreover, the power amplifier driving the
transducer may be critical (e.g., with respect to saturation
effects). Signal amplification and conditioning modules
generally play no limiting role in the overall performance.
Properties of the biophysical sensors are not discussed, as
this subject falls outside the scope of this article. Analog
recording transducers suffer from the limitations and
errors typical of analog systems, which are excluded from
digital systems. In the latter case, limitations are deter-
mined by sampling (sampling frequency) and digitization
(number of bits).

Accuracy is an overall parameter defined as the differ-
ence between the recorded and the true value, divided by
the true value, regardless of the sources of error involved.
In digital systems a number of error sources are excluded.
Moreover, accuracy is largely dependent on how calibra-
tion is performed and how the recording parameters are



52 RECORDERS, GRAPHIC

reported. It is evident that the recording method in which
the transducer itself generates the coordinate lines (x and
y) as well as the signal tracings is less subject to error
effects than the method using precalibrated paper. In the
first type, accuracy is simply related to the correctness of
the coordinate values generated; In the second type, there
are found a number of additional error sources caused by
the mechanical positioning of the writing device (inherent
to the analog electrical-to-mechanical conversion) and also
the paper positioning. Two methods of analog transducing
have been mentioned: It is known that higher accuracy can
be achieved with the feedback type (null detection) than
with the direct type. The same applies for the accuracy of
paper velocity.

Precision of the graphic recording is related to the
preciseness with which a value can be read on a tracing.
It is thus dependent on the line thickness (a sharp line
implies a high precision) and the paper width covered by
the tracing (maximal deflection in the y direction) and,
additionally, paper velocity (with respect to time readings,
in the x direction).

Resolution, being the smallest incremental quantity
that can be measured, is determined by the digitizing step
in digital systems and the dead zone in analog systems. The
dead zone wusually originates as a consequence of
static friction (e.g., in the case of moving, paper-contacting
devices, such as pens, the friction between the paper and
the writing element) or backlash in mechanical moving
parts. The phenomenon also gives rise to hysteresis: A
curve recorded in continuously increasing coordinates will
not exactly fit the same curve recorded in continuously
decreasing coordinates.

Error sources can be found in the instability of the
recording parameters (sensitivity and reference level).
There can be small alterations comparable to electronic
noise. If the alterations occur very slowly they are called
“drift”. Drift can result from temperature variations. Digi-
tal transducers are not subject to drift. Nevertheless, a
mechanical source of drift on the reference levels can be the
shifting of the paper along the y axis. Also, the paper
velocity might not be stable as a consequence of motor
speed variations or paper jitter from the mechanical pull-
ing system. It is obvious that such errors have minimal
effect if the transducer itself generates the coordinate lines.
This applies for drifts of the sensitivities as well as the
reference levels. Noise due to electric mains interference
can occur with poor channel isolation and/or poor ground-
ing techniques. Gain and phase distortion due to impe-
dance loading can occur if transducers are driving multiple
data collection systems (i.e., chart recorder, medical moni-
tor, VHS tape recorder, computer). As for any instrumen-
tation system the use of appropriate preamplification may
help to avoid these inconveniences.

Furthermore, the recording sensitivities may be slightly
dependent on the values of the signals processed, implying
that there is a deviation from strict static linearity. A
specific nonlinearity problem arises in the case of galvano-
metric transducers where rotation has to be converted into
translation. In digital transducers, linearity is determined
by the accuracy of the construction of the array of sta-
tionary writing styli. Moreover, nonlinear effects are less

inconvenient if the transducer generates its coordinate
lines, as these are consequently subject to the same non-
linearity as the signals. Note that in transducers with
moving parts a specific nonlinearity is introduced for safety
purposes. By electrical means (saturation levels) or by
mechanical stops the deflection of the moving part is limi-
ted (e.g., in multichannel galvanometric pen recorders).

The dynamic behavior of the recorder refers to its
response to sine waves or to transients (pulses or step
functions). For analog transducers, one describes the fre-
quency dependence of the sensitivities; A general discus-
sion can be found in linear system theory (1-3). Some
typical properties of linear systems can be mentioned.
For example, a sine wave finds itself, in any case, repro-
duced as a sine wave at the output of the system, possibly
with altered amplitude and phase. Another typical feature
is that the spectral bandwidth of the system is independent
of the signal amplitude; likewise the sensitivity in the
bandwidth. Most linear analog recording transducers act
as low pass systems: Frequencies from 0 Hz (dc) up to a
certain cutoff frequency (the bandwidth) are about equally
recorded. Beyond the cutoff frequency, amplitudes are
progressively attenuated as frequency increases. When a
step input is applied, the recorder will not exactly follow:
There will be some delay, a limited rise time, and possibly
an overshoot with respect to the steady-state level. These
parameters (cutoff frequency, delay, rise time, overshoot)
are significant in characterizing the dynamic behavior of
the analog recorder. Real analog transducers behave as a
linear system only within restricted limits (of deflection,
slew rate, and also acceleration). Nevertheless, their per-
formance is characterized by the same parameters. Lim-
itations and errors are due mostly to the electromechanical
transducer itself and possibly to the driving power ampli-
fier. As for any measurement system, insufficient band-
width will give rise to gain and phase distortion, delay and
decreased slew rate. In digital transducers, where no mov-
ing parts are present, there are no errors connected to
electromechanical positioning, moreover, coordinate lines
are easily reproduced. In this case, limitations are deter-
mined primarily by the act of sampling and digitization.
The phenomenon of overshoot is nonexistent. Delay and
rise time correspond to the interval between two writing
(printing) actions (the writing (printing) period). The
bandwidth in analog systems determined by the —3 dB
frequency (the frequency at which the sensitivity is
reduced to 70% of the static sensitivity), is seen in another
way: It depends on the number of samples one finds neces-
sary to represent a complete sine wave period. If 10 is the
approved number of samples for a complete period, the
bandwidth is restricted to one-tenth of the writing fre-
quency (in real-time applications). With respect to band-
width considerations one must keep in mind that the
result, the graphic record, is intended for visual inspection
and that paper velocity is limited. For example, with a
100 Hz sine wave to be recorded, at high paper velocity,
such as 100mms !, a full sine wave period covers only
1mm, implying a poor recognizability. If the latter is
essential, memory recording has to be used.

The ability to display additional information is com-
plementary to the measuring performance. Recording



parameters (sensitivities, reference levels, time refer-
ences, paper velocity) are, as already indicated in relation
to accuracy, best reported in the form of calibration lines.
Alphanumeric information for identification of signals
and calibration lines, on the one hand, and data concern-
ing the circumstances of the experiment (patient or sub-
ject name, date, experiment identification, stimulus type,
etc.), on the other hand, are indispensable for off-line exam-
ination. They either must be manually added to the record
or, preferably, must be added through the recorder itself.
Digitally controlled recorders (using digital as well as analog
transducers) may allow the operator to introduce the alpha-
numeric data together with tracings, provided the device is
able to do it. In the case of digital transducers this is only a
matter of appropriate hardware and software (to be supplied
in the recorder) and/or interfacing with a computer.
Whereas in digital transducers recording is essentially
based on intensity control, in analog transducers this aspect
is not necessarily provided.

Reading stored paper tracings by using waveform tra-
cing techniques in order to be able to process data in digital
format may be interesting for a number of studies. Never-
theless, attention has to be paid to the recording accuracy
of older tracings and the experimental procedures used.

Graphic Quality

As mentioned in the introduction, the second of the two
principal recording properties is the quality of graphics.
The correctness of locating the point to be marked is part of
the performance of a measuring instrument. In this sec-
tion, the quality of the apparatus in producing a graphic
hard copy is discussed. The clearness of the individual
tracings is the first quality. Sharp and clean tracings on
a bright background give the best impression. Vague or
blurred lines and dirty background are not wanted.
Furthermore, curves should be easily identified: Ease
and speed in examination are thus improved and the risk
of misinterpretation is considerably decreased. Although
the use of different colors seems most appropriate, other
techniques may be applied if color differences are techno-
logically excluded, for example, writing intensity (gray
scale) or even line thickness. Also, the impression of con-
tinuous lines can assist in curve examination; Adequate
interpolation between sample points is thus a specific
problem to be handled in the case of digital and discontin-
uous analog recorders (Fig. 2).

In the graphic process, two steps are involved. First,
the act of writing (putting a visual mark on the paper at the
located point). Second, the act of fixation (to maintain
the mark for a long time). This evidently has to do with
the aspects of visual inspection and permanence in the
definition of graphic recorders. Graphic quality also relates
to the aspect of permanence. For example, depending on the
fixation process, photographic records may be affected by
environmental light in the form of a darkened background.

Attention should be paid to the fact that the flow of
marking matter (ink, heat, light, etc.) is to be adapted to
the writing velocity in order to have optimal line thickness
and grayness. In analog transducers the writing velocity
is determined by the paper velocity (in the x direction) and
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Figure 2. Graphic quality. (a) Artificial signal to be recorded. (b)
Record from a pen-writing system, showing the effect of deflection
velocity on line thickness. (c) Record from an analog scanning
system. Interpolation is performed by vertical dashes drawn
between previous and present signal values at each writing act.
The effect of the writing frequency is visible in comparing (c1)
and (c2) (doubled writing frequency). (d) Record from a digital
system with similar interpolation. The effect of resolution is visible
in comparing (d1) and (d2) (halved distance between writing points,
i.e., one added to the number of bits, and doubled writing frequency).

the deflection velocity of the writing device (in the y
direction). In digital recorders, only the paper velocity
is involved. Adapting the marking flow is evidently a
matter of intensity control (ink pressure, heating power,
light intensity, etc.). In low cost apparatus, manual inter-
vention is necessary. Adaptation might not even be pos-
sible. In more sophisticated apparatus, writing matter
flow is automatically adjusted in relation to paper velo-
city. In the steady state, then only alterations in intensity
and line thickness are discernible in the case of variations
of deflection velocity (Fig. 2). This explains why, in typical
ECG pen recordings, the baseline appears much heavier
compared with the slopes in the QRS complex. One could
say that this side phenomenon has a beneficial effect on
waveform recognizability since information on the signal
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time derivative is also included in the graph. Evidently,
this statement may be subjective. Some apparatus are
even equipped with an intensity control that continuously
adapts the writing flow to the total writing velocity. The
latter is possible only if the response of the writing system
is fast enough. A good example is the thermal system with
a pen-tip writing device. Because of the small size of the
heating resistance in the tip of the pen, the thermal time
constant can be reduced to a few milliseconds and fast
heating flow adaptation is possible. In the thermal edge
writing device, the resistance producing the heat is much
larger. The thermal time constant is then ~1 s so that
the latter may even result in a nonnegligible waste of
paper when the instrument is started at high speed paper
velocity.

When ink is used, the paper can be marked by a con-
tacting device, a pen, or by a noncontacting device, an ink
jet. Pens can be designed as capillary tubes connected to a
pressurized ink reservoir. They can be fiber-tip pens or
ballpoint pens (disposable pens) and ink can be supplied
from a common container or from (disposable) cartridges
connected to each pen. In the case of ink jets, there is no
contact with the paper. Ink is squirted as a very thin jet
from a fine nozzle directed toward the paper. Fixation
occurs as the ink is absorbed and dries. Ordinary paper
can be used, satisfying the needs of absorbency quality and
surface smoothness (in the case of contacting pens). A
disadvantage with ink systems is the possibility of ink
stains and smears, as fixation (absorbency and drying)
does not occur instantaneously. A practical problem is that
pens may clog or “bleed.”

The following methods require special paper types.
These can be composed of an appropriate paper base coated
with a special layer functional with respect to the writing
process (e.g., thermochemical). In the case of the burning
method, an electric current from a stylus tip in contact
with the paper is passed through the electrically conduc-
tive paper to the metal support on which the paper is
mounted. The current gives rise to paper burn and thus
blackening. The density of the burned mark depends on the
current magnitude. Thus, a gray scale effect can be
obtained. As burning is irreversible, the graphics remain
fixed. This method finds application in the previously
mentioned sound spectrograph. Furthermore, marking
can be executed by heat on thermosensitive paper. The
writing effect can be originated by thermally melting off a
white coating from the chart paper and thus exposing the
black underlayer. In another process, the base paper layer
is covered with a thermochemical layer that irreversibly
changes color after exposure to heat. In thermal writing,
the color is usually black, but other colors can be generated.
The shelf life of thermal chart recordings can vary on
paper, transducer, and user storage techniques; Thermal
recordings may be degraded by exposure to heat, light,
friction, solvents, and so on.

In both electrostatic and photographic methods, the
writing act comprises two phases. First, a latent invisible
image is transferred to the paper. Second, the image is
developed and thus made visible. In the electrostatic
method, paper coated with a special dielectric layer is
locally charged (the latent image) with electrical charges.

These charges attract, in a second step, ink particles from a
toner supply (fluid or dry) after the excess toner is removed
only ink is left at the electrically charged sites. Fixation is
then achieved by drying (in the case of toner fluid with ink
particles in suspension) or heating. In the photographic
method, which uses photosensitive paper (the most expen-
sive type), a light beam (generally ultraviolet, UV) acti-
vates the photolayer, leaving a latent image. Graphics are
then visualized and fixed according to the photographic
process used by exposure to visible light (environmental
light or an additional light source specially provided) or by
heating. Dependent on the process used, long exposure to
environmental light may degrade the quality of the record
after the examination by darkening the background. A
darkened background may also appear in the electrostatic
writing process if the apparatus is not optimally adjusted
(e.g., if not all of the excess toner is removed). The photo-
graphic method is best fit for the production of images, but
it has also been used for tracings.

Some commonly used writing techniques have thus
been described. Acts of marking and fixing are typical
technological problems and this area continues to evolve.
The method used in a specific apparatus depends on dif-
ferent factors. With respect to the application envisaged
and the type of transducer used, specific writing techniques
may appear advantageous, but the manufacturers’ patents
also play an important role in apparatus design. The paper
cost is certainly not to be neglected (e.g., in long-term
recordings). Electrostatic and photographic writing have
lost interest in modern chart recorder design.

A remark has to be added with respect to graphic quality
as well as precision. As already mentioned, recorded tra-
cings should be optimally identifiable, especially when they
cross each other on the record. The use of different colors is
obviously beneficial. In this respect, the paper width and
the usable range for one channel are important. Traces can
be limited within separate ranges or can cover the complete
paper width. Precision is maximal in the latter case, but
there are problems involved. Some transducers, more spe-
cifically galvanometric devices, produce only limited deflec-
tions. Furthermore, there is a problem with contacting
devices (pens). Since it is physically impossible that they
cross each other, they are spatially shifted with respect to
the abscissa of the paper, which corresponds to a desyn-
chronization on the records. If the complete paper width
is covered, precision is maximal, but identifiability is
decreased, especially when the use of different colors is
excluded as in those devices where the color is not deter-
mined by the writing element, but by the paper properties.
The latter applies to all devices other than ink-writing
devices.

Another remark concerns immediate visibility of real-
time recorded tracings. Although the recording may be
preferably in real time, the visibility may not have the
same benefit: More specifically, tracings can be seen after a
small time delay. This is the case if the writing device is
positioned within the recorders housing; The time delay is
then dependent on the distance to the visual part of the
paper and, evidently, of the paper velocity. Digital trans-
ducers have this shortcoming: pen recorders do not, except
in the multipen recorder with dislocated pens (allowing



overlapping graphs). In this case, a pen offset compensa-
tion may be used to synchronize recorded tracings, also
causing a time delay.

In this Paragraph a number of technological aspects
were just mentioned. Some of these concepts have lost
interest with respect to new design, but may still be found
in older apparatus.

ANALOG RECORDERS

An analog recorder has been defined as a recorder that
applies an analog electromechanical transducing principle.
The electrical magnitude is transduced into a translational
value, that is, positioning of a movable part, such as a pen,
toward the site to be marked. Although analog recorders
are used mostly for signals in analog form, they may also be
applied to digital signals and consequently to computer
output, provided digital-to-analog conversion facilities and
appropriate control access (paper velocity, intensity con-
trol) are available.

For the description of the transducer, analog system
theory is applicable (1-3). Two typical measurement prin-
ciples are commonly used in transducer design. In the
direct method, the electrical magnitude is directly trans-
duced into a displacement magnitude. In the feedback
method, corresponding to the null detection technique,
the actual position of the marking device is measured with
an accurate sensor. The difference (the error) between
the measured and the input value is, after appropriate
conditioning, fed back to the transducer, which generates a
movement tending to zero the position error. In the latter
case, the accuracy of the transducing system depends on
the quality of the position sensor. It is known that with this
method higher accuracies and more stable transducing
properties can be achieved. Furthermore, an analog trans-
ducer can be applied in the continuous mode or the dis-
continuous mode. In the first case, a single continuous
tracing is generated by each transducer; The number of
channels is equal to the number of transducers provided in
the multichannel recorder. Production of an image is
excluded. In the second case, the writing device is repeat-
edly swept over the complete paper width, setting dots or
dashes at sites corresponding to the signal values (the
scanning mode). A single transducer can thus handle a
set of signals. It is obvious that what is gained by the ability
to process different signals is lost with respect to the
writing speed of the system.

Positioning of the writing device can be caused by
a transducer that causes a rotation (the galvanometric
transducer) or a translation (the translational servosys-
tem). The translational servotransducer evidently makes
use of a feedback mechanism. The galvanometric trans-
ducer, originally strictly built as a direct device, has also
been designed according to the feedback principle.

Whereas two decades ago a number of analog transducer
techniques were applied in apparatus design for biomedical
signal recording, mostly for obtaining different bandwidths
and image recordings (as for echocardiography), only a few of
them are still used. The galvanometric recorder and, more
importantly, the translational servorecorder.
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Galvanometric Recorders

Galvanometric recorders make use of transducers that are
essentially rotational transducers, making use of the
d’Arsonval movement as applied in ordinary galvan-
ometers (4). A positioning, more specifically a rotation over
a certain angle, is obtained as a result of an equilibrium
between two torques, the first an electromagnetic torque,
proportional to current, the second a mechanical torque,
proportional to positioning (a rotation angle). A coil wound
in a rectangular form is suspended within the air gap
between the two poles of a permanent magnet and a
stationary iron core. A current flowing through the coil
gives rise to an electromagnetic torque that tends to rotate
the coil. To position at a specific angle 6, there must be a
restoring torque, essentially proportional to the angle, for
example, a torsional spring characterized by its rotational
stiffness. The signal to be recorded is fed to a current
amplifier that drives the coil. As such, there is direct
proportionality between the angle and the signal. This
principle corresponds to the direct transducing method.

In a discussion of dynamic behavior, not only stiffness,
but also damping (viscous friction) and inertial moment (of
the coil and the attached mechanical parts, e.g., the pen)
must be taken into account. As a first approximation the
device acts as a second-order linear system, characterized
by a resonant frequency and a damping factor. The reso-
nant frequency depends on the ratio of stiffness divided by
inertia. The resonant frequency and the damping factor
determine the bandwidth of the system (with respect to
sine wave response) and the time delay, rise time, and
overshoot (with respect to step input transient response).
For frequencies sufficiently above the resonant frequency,
the corresponding amplitudes are attenuated proportional
to the square of the frequency. A second-order system can
show resonant phenomena, depending on the value of the
damping factor. If this factor is <1, the response of the
transducer to a step input shows a ringing effect, implying
that an overshoot exceeding the steady-state value has
occurred. The smaller the damping, the smaller the rise
time, but the higher the overshoot. At critical damping
(damping factor = 1) no overshoot is present. Such an
overshoot is considered inconvenient as it gives an erro-
neous impression of the waveform (especially if sudden
alterations in the signal occur). With the damping factor in
the proximity of 0.7 a good compromise is obtained between
the overshoot (4%) and the rise time (3) (Fig. 3). The useful
bandwidth of the recorder is thus determined by the reso-
nant frequency and thus by the ratio of stiffness to inertia.
To obtain a sufficient damping factor, extra damping must
be applied within the galvanometer (mechanical or elec-
tromagnetic). In the case of paper-contacting devices, the
damping should exceed the effect of the static friction of the
writing element (e.g., the pen) on the paper (as this effect is
unreliable and consequently is not allowed to affect the
measuring performance).

The feedback technique has also been used. According
to the general idea, the actual angle is measured by a
position-sensing device, delivering an output proportional
to the angle, which, after amplification and waveform
conditioning, is negatively fed back to the input of the
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Figure 3. Characteristics describing dynamic galvanometric transducer responses. (a—c) Linear
system behavior; Damping factor 0.7. (d) Nonlinear behavior. Coordinates are given in generalized
form (time = f,¢; frequency = f/f,) (f, = the transducer resonant frequency). (a) Time response to a
unit step input. Delay, rise time, and overshoot are visible. (b) Amplitude frequency response (sine
waves) in linear coordinates. (c) Amplitude frequency response in logarithmic coordinates. (d)
Typical amplitude frequency responses (50 and 5 mm deflection) for a nonlinearly behaving system.
The bandwidth appears to depend on the tracing amplitude (displayed: inversely proportional to the

square root of the amplitude).

current amplifier driving the galvanometer. In case the
position signal simply undergoes amplification, the effect
of the negative feedback is a restoring torque propor-
tional to the angle, thus resembling the effect of a rota-
tional spring in an apparent stiffness. An equilibrium is
reached when the coil angle (as measured) corresponds to
the value at the input of the system. At equilibrium, the
current through the coil equals zero (provided one does
not take into account the effect of an additional mechan-
ical spring). This is advantageous with respect to the
current amplifier.

A real galvanometer usually does not feature constant
linear system properties, such as stiffness (mechanical or
apparent, as generated by feedback) and damping, inde-
pendent on deflection, deflection velocity, and acceleration.
Particularly with the feedback system, nonlinear effects
can appear as a result of current saturation. In a linear
system, the bandwidth is independent of the signal ampli-
tude; In a real galvanometer, the same usually does not
apply. For larger sine wave amplitudes, the useful band-
width appears decreased and sine wave distortion occurs at
frequencies in the vicinity of the apparent resonant fre-
quency. A bandwidth inversely proportional to the sine
wave amplitude to the power of m, with the exponent m
approximately between 0.5 and 1, is obtained (Fig. 3).

Apart from nonlinearity in dynamic behavior, a problem
with respect to static linearity arises. The galvanometric
recorder essentially generates a rotation, not a translation,
as one would expect for a graphic recorder. If a pen is
connected to the coil of the galvanometer, the tip of the pen
rotates with a radius equal to the pen arm length. Such a
recording is curvilinear. It has been used on paper with
curvilinear coordinate lines. Rectilinear recording is
obtained with special techniques. Whereas in curvilinear
recording mostly ink pens are used (a low cost solution),
there are different methods for obtaining rectilinear
records: pen methods (long-arm pens, knife edge recording,
mechanical rectilinearization), ink jet method and light
beam method) (Fig. 4). Curvilinear errors can be kept small
if the radius is large, which is the case with long-arm pens.
Knife edge recording is the simplest real rectilinear record-
ing. The chart paper is pulled over a sharp edge, accurately
directed according to the y-axis, and the writing stylus
moves over and presses on it. The impression is thus made
at the site of the edge and thus rectilinear. In this case, the
marking method applied is thermal. It should be remarked
that in this method a large part of the stylus has to be
heated (as compared to the thermal point writing), giving
rise to large thermal time constants (order of magnitude
1s). This is inconvenient for high paper speeds as, when
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the instrument is started, a significant amount of thermo-
sensitive paper may be wasted. Instead of a hot stylus, a
carbon ribbon with an ordinary stylus pressing on it has
been used. In this case, ordinary paper can be used, but an
additional mechanical device linked with the paper velocity
equipment for driving the carbon ribbon is necessary.
Rectilinear recordings can also be generated via mechan-
ical linkages that compensate for the normal curvilinear
movement of the pen and convert the rotary motion of the
coil into an (approximately) straight-line motion of the pen
tip. In the case of ink jet recorders, the writing device does
not make physical contact with the paper. In this case, a
fine ink jet is produced by pumping ink through a nozzle
connected to and thus rotated by the galvanometer toward
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Pen

Figure 4. Galvanometric pen-recording
assemblies. An artificial recording is shown
corresponding to a zero level, abrupt tran-
sition to maximal positive, holding, and
finally abrupt transition to maximal
negative deflection. Errors resulting from
dynamicbehavior are not considered in this
figure. (a) Curvilinear recording. (b) The
long-arm pen recording is curvilinear but,
as a consequence of restricted angle deflec-
tion, approximates rectilinear recording.
(c) Knife edge recording. Rectilinear record-
ing as the writing essentially occurs at the
site of the knife edge, where the pen presses
on the paper. For thermal writing, the black
end of the pen represents the part to be
heated (minimal length indicated by the
dashed lines). (d) Mechanical linkage for
rectilinearization. The pen arm (length R5)
is connected to a pulley (diameter dy), which
is allowed torotate at an axis at the end of the
galvanometer arm (length R;). A metallic
belt attached at a point of the pulley is also
fixed at a stationary circular part (diameter
dy) at the galvanometer frame. As the
galvanometer arm rotates, the pen arm is
subjected to a corresponding rotation depen-
dent on the diameter ratio: B = (di/dy)a.
When = ¢, the pen arm is moved parallel
to the zero position and the pen point moves
Pen in the same curvilinear direction as the
end of the galvanometer arm. Thus fp must
Writing be larger than o, and more specifically
table so that the rotation through the angle
(B — o) the curvilinear abscissa error of
the galvanometer arm end is corrected
for. A power series expansion shows
that this is obtained when R;/Ry =

[(d1—d2)/ds]>.

the paper. The recording is rectilinear at the intersecting
line of the paper plane and the plane of the rotating ink jet.
The same holds for the optical method, where a sharp light
beam is reflected by a small mirror connected to the rotat-
ing coil of the galvanometer. In this case (expensive),
photosensitive paper has to be used.

The principal difference in the abilities of these types of
galvanometers is in the achievable bandwidth. Galvano-
metric pen-writing systems have to produce a considerable
torque, as the pen, being pressed to the paper for graph
production, must be moved easily without interference
from the static friction in the recorder performance. This
implies a large driving current and, for a defined angle, a
large stiffness. This stiffness, together with the amount of
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inertia, determines the resonant frequency and thus the
bandwidth. A typical bandwidth value for a galvanometric
pen system is 100 Hz. Theoretically, a higher bandwidth
could be obtained for the same inertia, but this would imply
alarger stiffness and thus a larger current, the latter being
limited by its heating effect on the coil. As this paper-
contacting problem is nonexistent in ink jet and light beam
galvanometric recorders, current and stiffness can be
lower. Moreover, the coil assembly can be made with such
low inertia that, not withstanding the lower stiffness, a
much higher resonant frequency can be obtained. An order
of magnitude for ink jets is 1000 Hz. For optical systems,
10kHz has been reached.

The static friction in the case of paper-contacting wri-
ters give rise to a dead zone: A zone in which input voltage
can be altered without causing any pen movement. It thus
determines the resolution of the pen recorder. Hysteresis
phenomena can consequently be observed. A curve
recorded in continuously increasing coordinates will not
exactly fit the same curve recorded in continuously
decreasing coordinates.

The paper width covered by galvanometric pen writers
is usually small (40-80 mm) as a result of the angle limita-
tion (with respect to linearity) and pen arm length restric-
tion (with respect to inertia and consequently bandwidth).
Moreover, as overlap of tracings is physically impossible
(the pens might strike each other) in multichannel recor-
ders, a limited part of the paper is assigned to each channel.

As already mentioned, galvanometric recorders have
lost interest. Pen recorders (e.g., edge recorders) can still
be found on the market, but the types with higher band-
width (ink jet and light beam) have been replaced by digital
(memory) recorders.

Translational Servorecorders

In the translational servorecorder, the writing device
(usually an ink pen) undergoes a real translation as it
finds itself bound to mechanical straight-line guidance.
The translation is generated by a motor and an appropriate
mechanical linkage composed of a wheel and closed-loop
wire system (Fig. 5). It is essentially a feedback method. A
position sensor supplies a voltage directly proportional to
the position of the pen, that is, the distance with respect to
its zero position. In most apparatus, this sensor is a recti-
linear potentiometer; This explains the use of the alter-
native nomenclature (potentiometric recorder) for this
type. A further description of its function agrees with
the general feedback principle. The input signal is com-
pared with the pen position value and the amplified and
conditioned difference voltage drives the servomotor, caus-
ing the pen to move (rectilinear) until the position value
equilibrates with the input signal. The ink pens used are
capillaries, fiber tips, or ballpoint types, generally supplied
with ink cartridges. Evidently different colors can be used
for optimal signal discrimination. In modern designs, digi-
tal servodevices are being used, with position reading by
optical or ultrasonic means.

The static linearity of the recording is determined by
the linearity of the position sensor. Noise can result from
problems with the sliding contact on the potentiometer
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Figure 5. Translational servo {—y recorder. Two channels are
shown. Pens (1 and 2) undergo real translations as they are
connected to carriages that slide along guide bars. To be able to
cover the complete paper width the pens are mechanically
staggered with respect to the paper abscissa.

resistance. Hysteresis can be caused by the properties of
the servosystem (e.g., static friction) and the mechanical
backlash between the pen tip (the real location) and the
wiper on the potentiometer (the location processed in the
feedback loop). As for dynamic behavior, one can state that
the servorecorder generally does not behave as a linear
system (except for small amplitudes). It is characterized by
a limited slewing velocity (order of magnitude: 0.5-2m- s 1)
dependent on the type of motor and mechanical linkage.
Also, the acceleration of the moving parts is subject to
limitations (order of magnitude: 50 m-s~2). If one of these
limits is reached, the device ceases to act as a linear system
and, as described for galvanometric recorders in the feed-
back mode, the bandwidth depends on the tracing ampli-
tude (order of magnitude of the cutoff frequency: 1-5Hz).
As such, these recorders are fit for slowly varying para-
meters (temperature, heart rate, mean blood pressure,
respiration, etc.). They are generally applied for higher
precision: The common paper width is 200 or 250 mm. A
writing control is normally provided in the form of a pen lift
(on-off functioning) by electromagnetic and/or by manual
means.

Servorecorders are used as strip chart recorders (t—y
recorders) and also as x—y recorders. In the latter case, two
servosystems are assembled. The x system drives a long
carriage, directed parallel to the y axis and covering the
complete width of the paper in the y direction. Hereon, the
second servosystem y, which eventually positions the pen,
is mounted. Paper is fixed on the writing table (preferably
by electrostatic means). Driven by computer output these
x—y recorders can plot arbitrary graphs (plotters). When
addition, alphanumeric information and coordinate lines
can be added if the pen lift control is used. Some x—y
recorders also have the built-in facility of t—y recording
(with a ramp signal at the x input).

In the case of the t—y recorder, several channels (1, 2, 4,
8, 12 channels) can be assembled, all of them covering the



complete paper width, provided the pens are mechanically
shifted with respect to their abscissa position (Fig. 5). This
mechanical offset, evidently corresponding to a shift in
time on the graph, may be inconvenient if values of differ-
ent signals at a specific time instant have to be compared.
To overcome this disadvantage, most servorecorders can be
supplied with a pen position compensation unit. All chan-
nels, except one corresponding to the first positioned pen
along the time axis, are digitized and stored in memory.
Data are released, converted to analog, and supplied to
their corresponding channels with a time delay equal to the
distance from the pen to the first pen divided by the paper
velocity. This compensation is evidently beneficial for
examination afterward, but can be inconvenient at the
time the experiment is executed as the information is
plotted only after a time lag dependent on the paper
velocity (except for the first pen).

Some modern recorders have data-acquisition facilities.
Data (signals and instrument settings) are digitally pro-
cessed and can be stored, for example, on floppy disk or on a
memory card. Communication with computers can be done
via standard interfacing (GP-IB, RS-232C, IEEE-488). In
some apparatus, a display is provided allowing visualiza-
tion of recorder settings. As slowly varying signals are
envisaged, sampling frequencies used range from 100 to
400 Hz.

DIGITAL RECORDERS

A digital recorder has been defined as a recorder that uses a
digital transducer. In this case, no moving parts are pre-
sent and the transducer consists of a stationary straight-
line array of equally spaced writing styli covering the
complete chart width (Fig. 6). As such, the nomenclature
array recorders can also be used. Progression along the x
axis is essentially discontinuous. The paper is held sta-
tionary during the writing act. At a given x position, a set of
writing points is activated. The paper is marked with dots
at the sites in intimate contact with these points. The
resolution with respect to the y axis depends on the density
of writing points. The resolution in time (x axis) depends on
the writing (printing) frequency (the inverse of the writing

Thermal array

)
Paper T

-~ Paper drive __o

Paper roll Thermal .array
(bottom view)
Figure 6. Thermal array recorder. The thermosensitive paper is
pressed to and pulled over the thermal array by the paper driving
roll.
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interval) and on the paper speed. Signals are thus repro-
duced as discrete values at discrete times. Analog as well as
digital signals can be processed. In the analog case, sam-
pling and digitization are part of the recording process.

At present, the borderline between digital graphic recor-
ders, digital oscilloscopes, and data-acquisition systems
becomes unclear as a number of the latter instruments
are also provided with graphic recording facilities with
strip charts. Some digital recorder designs primarily focus
on fast acquisition of data and storage in memory for
reproduction afterward. These are indicated as memory
recorders and generally their real-time properties do not
match the fast graphical recording types. Digital graphic
recorders have a number of properties regarding data-
acquisition, monitoring, storage, and communication with
computers.

The act of writing of the digital recorder is generally
thermal on thermosensitive paper. Also, an electrostatic
method has been used. The writing transducer is essen-
tially a rectilinear array of equidistal writing points cover-
ing the total width of the paper. These writing styli consist
of miniature electrical resistances that are activated, that
is heated, by a current pulse of short duration. Typical
resolutions are 8 or 12 dots-mm ™" according to the y direc-
tion. Static linearity of the recorder thus depends on the
quality of the construction of the array. Inconveniences
resulting from mechanical moving parts are not present.
There is no overshoot. Delay and rise time are equal to one
writing interval. All processing occurs in digital form and
recording is a matter of generating the correct addresses of
writing points to be activated.

Evidently, the dynamic thermal properties of the resis-
tances in close contact with the chart paper and the shape
of the electric current pulse set a limit to the writing
frequency. A typical value for the writing frequency is
1.6 kHz. In a memory recorder, it may be lower. Local
heating of the thermosensitive paper results in a black
dot with a good long-term stability, dependent on the paper
quality. Evidently, thermal paper is sensitive to heat, but
also care has to be taken with pressure, light, solvents,
glue, and so on, in order to prevent detoriation of the
graph. Generally, the heating pulse is controlled with
respect to chart velocity in order to obtain an appropriate
blackness and line thickness at different velocities. Never-
theless, at the highest velocities the print may become less
black and sharp. Although possible within a limited range,
blackness and thickness of tracings are seldom used for the
purpose of trace identification.

Whereas the resolution according to the y axis is deter-
mined by the thermal dot array, the x-resolution is limited
by the dynamic properties of the array, and thus by the
paper velocity. At low velocities, generally 32 dots-mm ™!
(exceptionally 64 dots-mm™!) are applied. At the highest
velocities used (100mm-s~!, in some apparatus 200 and
500 mm-s~ 1), the number of dots printed is determined by
the writing frequency (e.g., 1600 Hz results in 8 dots-mm ™!
at 200 mm-s ).

Data acquisition is determined by the sampling fre-
quency, expressed per channel recorded. According to
the sampling theorema this should be at least twice the
highest signal frequency in order to prevent aliasing
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effects, but for obtaining a graph with minimal graphic
quality at least 10 points are needed for a sine wave period.
On the other hand, sampling frequency should be limited
in order to prevent an excess of data stored in memory (if
applicable). Sampling frequencies used are typical 100 or
200 kHz (exceptionally 500 kHz and 1 MHz). A basic com-
ponent of the digital recorder is RAM memory in order to
create high quality graphs. The sampling frequency is
generally higher then the writing frequency. If the sample
frequency equals the writing frequency, the recorder
prints all dots between the former and the present value.
In fact, curves composed only of points are difficult to
examine and interpolation improves the impression of
smoothness of the sampled curves. If the sample fre-
quency is higher than the writing frequency, the recorder
prints all the dots between the smallest and the largest
values (including the former value within the writing
interval). As such at each writing act vertical lines are
drawn. In this way, fast transients, disregarded by the
ordinary interpolation between former and present value,
are also captured in the graph. Although the form of the
transient cannot be interpreted, the graph provides evi-
dence of its presence. A signal having a frequency larger
than the writing frequency is consequently displayed as a
continuous black band.

Typical digitization levels are 8 or 12 bits, exceptionally
16 bits. Widths of thermal arrays range from 100 to
400 mm. With a resolution of 12dots-mm™?, the largest
number of dots full scale is then 4800. In case 16 bits are
used, a signal with a large dc offset can be reproduced with
excellent graphic quality as the offset can digitally be
removed and the scale adapted.

Coordinate lines (with identification) can be generated
and precalibrated paper is unnecessary. Errors resulting
from paper shifting are thus eliminated. Tracings can cover
the full width of the paper. Tracing identification in alpha-
numerical form and comment on experiments performed
can be easily added through an internal or external key-
board. Signals can be calibrated and real physical values
and units can be printed at the calibration lines. Simple
mathematical calculations can be performed on signals in
real time and results recorded in virtual channels. In most
performant recorders a screen, mostly color LCD, is pro-
vided, allowing display of tracings in different colors and
settings of recording parameters. Monitoring signals cer-
tainly has advantages. In real-time recording signals are
not directly visible as a result of a delay corresponding to
the distance between the internal thermal array and the
visible part of the paper, but can be observed without delay
on the monitor. Recording parameters (gain, offset, ...) can
be set using the monitor and thus avoiding paper spoiling.
Signals stored in memory can be viewed before recording
on paper. Cursors on the display can be used for reproduc-
tion of selected parts of signals. Some recorders have a
built-in display (up to 18 in., 45.72 cm). Others can be
connected with an external display.

Digital recorders, especially memory recorders, are able
to store recorded data and apparatus setting. Besides RAM
for fast storage, recorders may have a built-in hard disk,
floppy, magnetooptical or ZIP disk drive and a slot for a
memory card. Connections may be provided for external

memory media. Signals can thus be reproduced from mem-
ory, processed and recorded on chart. Time compression or
expansion is obviously possible. As data can be sampled at
a high rate, stored in memory, and then recorded as they
are released at a reduced rate, a bandwidth higher than
that determined by the writing frequency can be achieved.
In this way, fast transients that cannot be handled on-line
can be accurately reproduced. Data capture and/or graphic
recording (with an appropriate speed) can be controlled by
trigger functions (external or derived from recorded sig-
nals); Pre- and posttrigger may be chosen. Via memory x—y
plots can be obtained. When appropriate software is avail-
able, FFT plots can be made.

Digital recorders can have analog and logic channels.
Typical numbers of analog channels are 4, 8, 16 (and
exceptionally 32 and 64). General monopolar or differential
amplifiers or signal conditioners with analog antialiasing
filters can be plugged-in, as well as special purpose ampli-
fiers for biomedical purposes. Furthermore interfaces can
be provided for computer connection (RS-232C, IEEE-488,
GPIB, Ethernet, USB, SCSI) or external hardware. Soft-
ware can be provided for control, data transfer and con-
version of data to formats for popular data analysis
software programs.

EVALUATION

Table 1 shows a list of manufacturers of recorders, website
addresses and typical products. Analogue recorders with a
rotating pen arm, analog recorders with a translating pen
and digital thermal array recorders. Evidently, the list is
incomplete and continuously changing. For extensive prac-
tical details on recorders, signal conditioning modules,
displays, data storage and processing, computer interfa-
cing, and so on, the manufacturers’ data sheets should be
consulted.

Analog recorders are characterized by their specific
technological limitations: the bandwidth, restricted mostly
by the inertia of the moving parts, imposing constraints on
the frequency content of the signal; the paper width cov-
ered by a trace, the number of channels, and the trace
overlap (including pen dislocation); the stability of the
recording parameters (including shifting of calibrated
paper) and the difficulties of adding coordinate lines and
alphanumeric identification to the records. The use of
auxiliary devices (timing marker, printing head, pen posi-
tion compensation, etc.) has been shown to overcome some
of the limitations. The bandwidth is considered one of
the most important limitations and thus the signal’s
spectral content determines the choice of the recorder
type. Galvanometric pen recorder types (100 Hz band-
width) have lost interest but some types can still be
purchased. A number of mechanisms have been applied
in commercially available devices, but in many applica-
tions analog types have been replaced by digital types or
PC set-ups. Translational servorecorders have kept their
position in their specific domain; They can be used for
slowly varying signals with a signal spectrum up to 5 Hz
(body temperature, heart rate, mean blood pressure,
laboratory applications, etc.).



Table 1. List of Manufacturers of Graphic Recorders with Websites and Products®
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Manufacturer Rotating Pen Translating Pen Thermal Array
Astro-Med, Inc. Model 7 (ink) Dash 18
http://www.astromed.com Dash 2EZ
Dash 8X
Everest
Western Graphtec, Inc WR3310 (tp) WX3000/ WR300
http://www.westerngraphtec.com WR7200 (tp) WX4000 (dig) WR1000
(xcy/ty) WR8500
DMS1000
Hugo Sachs Elektronik — Harvard Mark VII-c (tp) R-60
Apparatus GmbH
http://www.hugo-sachs.de
LDS Test and Measurement LLC TA11
http://www.gouldmedical.com TA240
TA6000
WindoGraf
Yokogawa Electric Corporation 3057 OR100E/
http://www.yokogawa.com/ LR4100E/ OR300E
dag/dag-products.htm LR4200E/ DL708E/
LR8100E/ DL716 (ds)
LR12000E (dig) DL750 (ds)
3023/3024 (xy/ty)
3025 (xy/ty)
Hioki USA Corporation 8826 (m)
http://www.hiokiusa.com 8835-01 (m)
8841 (m)
8842 (m)
Kipp&Zonen BD11/12 SE 520/540
http://www kippzonen.com SE 102/122 SE 570
SE 110/111/112
SE 124
BD300 (dig)
SE790 (xy/ty)
Soltec MCR 560 TA200-938
http://www.solteccorp.com DCR 520 (dig) TA200-3304
DCR 540 (dig) TA220-1200
TA220-
3216/3208
TA220-3424
TA220-3608

Omega Engineering, Inc
http://www.omega.com

Linseis
http://www.linseis.net

142

156
555/585/595
640
RD45A/46A
RD1101
RD1201/1202
RD2000
RD3720 (dig)
RD6100
RD6110
RD6112
600A (xy/ty)
790/791(xy/ty)
RD3020 (xy/ty)

L.120/200/250
1651411

L70051I
LY141001I (xy/ty)
LY151001I (xy/ty)

“Recorders with analogue transducers with rotating pen and with translating pen (servo) and recorders with digital transducer (thermal dot array). ink: inkpen;
tp: thermal pen; ds: digitals scope with chart recorder; m: memory recorder; xy: x—y recorder; xy/ty: x—y and t—y recorder; dig: digital signal processing.
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Digital recorders are characterized by the typical
features of sampling and digitization in waveform repro-
duction. Although the writing frequency is limited by
the thermal time constant of the thermal dots, with
respect to bandwidth, it does not impose a constraint
on the signal frequency spectrum, because, by the use of
facilities inherent to digital apparatus (including a high
sampling frequency), the problem can be solved by off-
line recording. Signals that vary too fast for on-line
recording can be stored in memory and reproduced at
a speed the recorder is able to handle. Moreover by
the specific writing method where vertical dotted lines
are printed varying from the minimal to the maximal
value sampled within the writing interval, fast transients,
disregarded by ordinary interpolation, are also captured
in the graph. Although the form of the transient cannot
be interpreted, the graph provides evidence of its presence.
In digital recording, the addition of coordinate lines and
alphanumeric information to the record presents no diffi-
culty for the transducer, as there is no essential difference
compared to recording signal tracings. As connections to
computing devices are possible, processed data can also be
recorded, reducing the work of visual inspection of the
record. Also, in some translational servorecorders signals
are processed completely digitally, but in this equipment
typical transducer limitations still exist and the domain of
applications (i.e., the slow varying signals) remains the
same.

As digital recorders are generally sophisticated, one has
to pay the price for the flexibility provided. In addition to
low price, analog recording has the advantage that differ-
ent-colored inks can be used, which is important in multi-
channel recorders with overlapping (full range) curves.
Available digital recorders allow only one color, thereby
reducing identifiability. As the digital writing array is
inside the apparatus there is a small latency between
writing and appearing of the tracings. In overlapping
multipen devices pens are physically dislocated and appli-
cation of the pen offset compensation also creates a time
delay. In digital recorders, displays are added to provide
immediate visibility and easy setting of the recorder para-
meters. Control of the analog recorder is generally limited
and accordingly simple to perform. Digital recorders pro-
vide more facilities, implying the need of training and
experience to install instrument settings for the applica-
tion envisaged.

Analog and digital systems thus have their specific
limitations and benefits. The choice of the equipment for
a specific application is a matter of performance, operating
flexibility, and price. Measurements where immediate
visualization of the tracings on a long strip of paper is
not required and data are to be digitally analyzed and
stored, can be performed by PC with virtual instrument
software and printer. Nowadays the majority of data col-
lection is accomplished using digital PC approaches. As
previously stated, besides the measuring properties, the
graphic quality is extremely important, as it assists visual
examination of the records. In this case the general rule is
applicable. Before one chooses an apparatus, one should
see it in operation, that is, making graphic representations
of the data.
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INTRODUCTION

There is a growing need in clinical medicine to validate the
quantitative outcomes of an applied therapy. In addition,
the measurement of muscle function is an essential com-
ponent of many neurological and physical exams. Muscle
strength is correlated to function, work productivity, and
general quality of life. Muscle function becomes compro-
mised: (1) as we age, (2) when associated with a skeletal
impairment, and/or (3) as a secondary consequence of
many disease processes. Therefore, assessing muscle func-
tion is an important clinical skill that is routinely used by
neurologists, orthopedists, general practitioners, anesthe-
siologists, and occupational and physical therapists. Eva-
luation of muscle strength is used for differential diagnosis,
to determine if an impairment or disability is present, to
decide if a patient qualifies for treatment, and or to track
the effectiveness of a treatment.

In a research setting, the measurement of muscle func-
tion is used to further our understanding of the normal and
potentially impaired neuromuscular system in human and/
or animal experiments. In such research, muscle function
can be assessed at the intact individual level (in vivo), in
chronic and acute animal models (in situ), within isolated



muscle strips or even within single myofibrils (in vitro),
and/or at the molecular—biochemical level. In this article,
only whole muscle testing (in vivo and in situ) is discussed.

There are several components of muscle performance.
The American Physical Therapy Association uses various
definitions to explain the characteristics of muscle function
(1). Muscle performance is the capacity of a muscle to do
work. Muscle strength is the force exerted by a muscle or
group of muscles to overcome a resistance in one maximal
effort. Instantaneous muscle power is the mechanical
power produced by the muscle (muscle force times muscle
velocity). Muscle endurance is the ability to contract a
muscle repeatedly over time. Of these performance indi-
cators, muscle strength is the one most commonly mea-
sured when assessing the muscle function of intact
humans.

In assessing muscle strength, the conditions under
which the muscle contracts must be specified so that the
muscle test data can be interpreted properly. The following
conditions are relevant: “Isometric contraction”: the mus-
cle contracts while at a fixed length; “Isotonic contraction”:
the muscle contracts while working against a fixed load,
for example, a hanging weight; “Isokinetic contraction”:
the muscle contracts while moving at a constant velocity;
(generally, isokinetic contractions are only possible with
the limb strapped into a special machine that imposes
the constant velocity condition); “Eccentric contraction”: the
muscle contracts against a load that is greater than the
force produced by the muscle so that the muscle lengthens
while contracting; and “Concentric contraction”: the mus-
cle contracts against a load that is less than the force
produced by the muscle so that the muscle shortens while
contracting.

Isometric muscle tests are the most common as they are
the simplest to perform and reproduce and, because the
test conditions are well defined, they are the most appro-
priate for comparing results within a population. Two
considerations are important when testing muscle under
isometric conditions. First, because muscle force varies
with muscle length, the length of the muscle must be
specified when planning and reporting a muscle test. For
example the manual muscle test has strict and well-defined
rules for the subject’s posture and joint positions that must
be followed if one is to make clinical decisions based on the
test (2).

Second, all isometric muscle tests of intact human mus-
cle are conducted with the limb either held in a fixed
position by the examiner, or with the limb fixed to a brace
or jig (see the Stimulated Muscle Force Assessment sec-
tion). While these methods hold the limb in a fixed position,
the muscle will not be strictly isometric because of tendon
stretch. The mismatch between limb condition and muscle
condition only causes problems when trying to infer details
about muscle dynamics, such as rise time or contraction
speed from externally measured forces. Even if the whole
muscle could be fixed at proximal and distal ends, during a
twitch, the distance between z lines in the myofibril will
shorten, which means the sarcomeres are shortening due
to internal muscle elasticity. This is why the length tension
and dynamic properties of whole muscle deviate somewhat
from those of the isolated sarcomere. Nevertheless, length
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Figure 1. Muscles wrap around joints. Muscle force is related to
external force produced by a limb through skeletal geometry of
joints and attachment points.

tension or ankle—angle/isometric—torque analyses can be
done in vivo (3,4).

Testing of intact human muscle requires that muscle
output be measured external to the body and, as a result,
muscle force is never measured directly. As shown in Fig. 1,
muscles wrap around joints and attach to limbs at the
proximal and distal ends. There is a kinematic relationship
between the measured force and the actual muscle force
that depends on the details of muscle attachment and
varies with joint angle. Therefore, to ultimately solve the
kinematic relationship, one will require information about
muscle attachment location, the geometry of the joint, and
the joint angle. Such geometric information can be readily
obtained from a magnetic resonance imaging (MRI) scan or
a more generic geometry can be assumed, for example,
obtained dimensions gathered from cadaver studies (5,6).

While often reported as a force, external testing of
muscles more correctly should be reported as a torque.
Figure 2 illustrates how force varies with location of the
resistive load along the limb, while torque does not. Report-
ing muscle strength as torque about a joint eliminates this
difficulty. If force is reported, the distance between the

T=torque =4

F=force =2 F=force =1

Figure 2. A torque of 4 is produced about a joint. It takes an
opposing force of 2 to balance the torque if the opposing force is
applied at arrow 1. If the opposing force is applied at arrow 2 it only
takes a force of 1 to balance the torque. Thus, the perceived torque,
and therefore the scoring of muscle strength, depends on where
along the limb the examiner places his/her hand.
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joint and the resistive load point should be measured to
permit conversion to torque.

External measurement of torque about a limb joint
means that all of the forces acting on that joint are mea-
sured, and that the contribution of the muscle or muscle
group under study cannot be easily separated out. In other
words, there are confounding forces generated by syner-
gistic muscles. For example, when testing foot plantar
flexion to determine gastrocnemius strength, the soleus
may also be contributing to the measured torque about the
ankle. Yet, another complicating factor may be undesired
activations of antagonist muscles. One example is when
you “flex your arm muscles”. In general, the resulting
torque from the biceps and triceps are in balance, the
arm does not move, and no external torque will be mea-
sured even though the muscles are contracting actively.

MANUAL MUSCLE TEST

The simplest and most common method of assessing mus-
cle strength is the manual muscle test (MMT). Manual
muscle testing is a procedure for evaluating strength and
function of an individual muscle or a muscle group in which
the patient voluntarily contracts the muscle against grav-
ity load or manual resistance (2,7). It is quick, efficient, and
easy to learn, however, it requires total cooperation from
the patient and learned response levels by the assessor.

The procedures for conducting the MMT have been
standardized to assure, as much as possible, that results
from the test will be reliable (2,7,8). The specific muscle or
muscle group must be determined and the examiner must
be aware of, and control for, common substitution patterns
where the patient voluntarily or involuntarily uses a dif-
ferent muscle to compensate for a weak muscle being
tested.

To conduct a MMT, the patient is positioned in a posture
appropriate for the muscle being tested, which generally
entails isolating the muscle and positioning so that the
muscle works against gravity (Fig. 3). The body part prox-
imal to the joint acted on by the muscle is stabilized. A
screening test is performed by asking the patient to move
the body part through the full available range of motion

Figure 3. Manual muscle test of the iliopsoas.

Table 1. Manual Muscle Test Scores®

Score Description

0 No palpable or observable muscle contraction

1 Palpable or observable contraction, but no motion

1+  Moves limb without gravity loading less than one-half
available ROM?

2—  Moves without gravity loading more than one-half ROM®

2 Moves without gravity loading over the full ROM?

2+  Moves against gravity less than one-half ROM?

3—  Moves against gravity greater than one-half ROM?

3 Moves against gravity less over the full ROM?

3+  Moves against gravity and moderate resistance less
than one-half ROM®

4—  Moves against gravity and moderate resistance
more than one-half ROM?

4 Moves against gravity and moderate resistance
over the full ROM?

5 Moves against gravity and maximal resistance

over the full ROM?

“Adapted from Ref. 2
®ROM = range of motion.

(ROM). The main test is then performed either unloaded,
against a gravity load, or against manual resistance, and a
grade is assigned to indicate the relative muscle strength.

Manual grading of muscle strength is based on palpa-
tion or observation of muscle contraction, ability to move
the limb through its available ROM against or without
gravity, and ability to move the limb through its ROM
against manual resistance by the examiner. Manual resis-
tance is applied by the examiner using one hand with the
other hand stabilizing the joint. Exact locations for apply-
ing resistive force are specified and must be followed
exactly to obtain accurate MMT results (2). A slow, repea-
table velocity is used to take the limb through its ROM,
applying a resistive force just under the force that stops-
motion. The instructions to the patient are, use all of your
strength to move the limb as far as possible against the
resistance. For weaker muscles that can move the limb, but
not against gravity, the patient is repositioned so that the
motion is done in the horizontal plane with no gravity.

Grades are assigned on a 0-5 scale with + modifiers
(1 = trace score, 2 = poor, 3 = fair, 4 = good, 5 = normal)
(Table 1). Grades > 1 demonstrate motion, and grades >3
are against manual resistance. Other comparable scoring
scales exist (7).

As noted above, importantly, the assignment of scores is
based on clinical judgment and the experience of the
examiner. The amount of resistance (moderate, maximal)
applied by the examiner is also based on clinical experience
and is adjusted to match the muscle being tested as well as
the patient’s age, gender and/or body type.

A common alternative to motion-based MMT is the
isometric MMT in which the limb is held in a fixed position
while the examiner gradually applies an increasing resis-
tance force. The instructions to the patient are, Don’t let me
move you. The amount of force it takes to “break” the
patient is used to assign a score. Scoring norms for iso-
metric MMT are provided in Table 2. While the MMT is the
most widely used method to assess muscle function, its
reliability and accuracy can be questionable (9,10). The MMT



Table 2. Grading of Isometric Manual Muscle Test”

Score Description

3 Maintains position against gravity

3+ Maintains position against gravity and minimal
resistance

4— Maintains position against gravity and less than
moderate resistance

4 Maintains position against gravity and moderate
resistance

5 Maintains position against gravity and maximal
resistance

“Adapted from Ref. 2.

scores are least accurate for higher force levels (9,11,12).
Interrater reliability for MMT is not high, suggesting that
the same examiner should perform multiple tests on one
subject or across subjects (2). While not entirely accurate,
MMT scores do correlate well with results from handheld
dynamometers (13), implying that both are valid measures
of muscle strength. However, as explained in a later sec-
tion, all tests based on voluntary activation of a muscle are
prone to artifact because of patient motivation and exam-
iner encouragement.

APPARATUS

The appeal of the MMT is that it can be performed simply
with the patient, an examiner, and a bench or table. This
makes it ideal for the routine clinical environment where
specialized equipment is unavailable and time is short.
It is also suited for situations in which testing must be
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performed away from the clinic, for example, in nursing
homes, rural areas, or remote emergency settings.

When greater accuracy of results is needed, instruments
are available that provide precise readouts of the resistive
force the muscle works against (14). One example is a hand-
held dynamometer, such as the one shown in Fig. 4. This
instrument can be sandwiched between the examiner’s
hand and the patient’s limb, and provides a “readout” of
force. The interrater reliability for handheld dynam-
ometers is good when used with a standard procedure
(15-17), as is the test-retest reliability (13).

Other products have been developed for specific tests of
muscle strength, for example, the hand dynamometer and
pinch grip devices shown in Fig. 5. These are easy to use
and common for diagnostic tests of the hand. Despite their
quantitative nature, readings between different types and
brands of dynamometers can vary (18,19).

Computer-controlled dynamometers offer a variety of
loading conditions for muscle testing and for strengthen-
ing treatments (20,21) (Fig. 6). Along with isometric and
isotonic loading, dynamometer machines provide isoki-
netic conditions in which the muscle group acts against
a computer-controlled resistance that moves the limb at a
constant angular velocity.

ADVANCED MUSCLE ASSESSMENT METHODS

Measuring Muscle Dynamics

Muscle is a complex actuator whose external properties
of force and motion result from the action of thousands of
muscle fibers which, in turn, result from the action of

Figure 4. Handheld dynamometer.
Pictured is the Lafayette manual
muscle test system from Lafayette
instrument company (Lafayette, IN).

Figure 5. The Jamar hand dynamometer is
pictured on the left (NexGen Ergonomics, Quebec,
Canada), and the B & L Pinch Gauge is shown on the
right (B & L Engineering, Tustin, CA).
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SYSTEM&d

Figure 6. Biodex dynamometer for computer-controlled muscle
testing (Biodex Medical Systems, Shirley, NY).

millions of structural and active proteins whose interaction
is triggered by biochemical events. While most muscle
testing focuses on the overall strength of a muscle or
muscle group, more sophisticated assessment can be useful
for in-depth examination of muscle function, including its
dynamic, kinematic and fatigue properties.

The approach used to measure muscle function in more
detail involves developing a mathematical model of muscle
activity and then using experiments to identify the para-
meters of the model. Overviews of these methods are
provided in Zajac and Winters (22), Durfee (23), Zahalak
(24), Crago (25), and Kearney and Kirsch (26). The modeler
must first choose the appropriate complexity of the math-
ematical model. The optimum choice is a model that is
sufficiently complex to reveal the behavior of interest, but
not so complex that parameters cannot be identified. Gen-
erally, Hill-type input—output models (27,28) are a good
balance, as they capture key force—velocity, force—length,
and activation dynamics at a whole muscle level (Fig. 7).

Model parameters can be identified one at a time, using
the approach followed by Hill (27), or all at once using
modern system identification techniques (23,26). Electrical
activation of the muscle is a particularly convenient means
for excitation because, unlike voluntary activation, there is
control over the input, an essential component for an
effective system identification method. Testing can be done

Contractile Series
element element
CE SE
*— —e
Parallel
element
PE

Figure 7. Hill muscle model. The contractile element (CE)
contains the active element with dynamics, force—velocity and
force—length properties. The series element (SE) is the inherent
internal elastic elements, and the parallel element (PE) represents
passive connective tissue.

under isometric conditions for determining recruitment
and twitch dynamic characteristics, or under arbitrary
loading to find active and passive force-length and force-
velocity properties.

Identification of muscle properties is most easily
accomplished using isolated muscle in acute animal model
studies. Here the muscle is unencumbered by joint
attachments and extraneous passive tissue. Muscle tendon
can be directly attached to a force sensor and placed in a
computer-controlled servo mechanism to apply known
length and velocity trajectories, all while being stimulated.
For example, the isometric recruitment curve, the relation-
ship between muscle force and stimulus strength, can be
identified using either point-at-a-time or swept amplitude
methods, the latter being efficient in implementation (29).
Using the model shown in Fig. 8, active and passive force—
length and force—velocity properties can be estimated using
brief bouts of controlled, random length perturbations, and
then verified through additional trials where both stimula-
tion and length are varied randomly (23,30) (Fig. 9). Simul-
taneous identification of active and passive muscle
properties for intact human muscles is more challenging
and represents an ongoing area of research (26).

Electromyogram

Contracting skeletal muscle emits an electrical signal, the
electromyogram (EMGQG). Electrical recording of the EMG
using needle or surface electrodes is an important diagnos-
tic indicator used in clinical neurology to diagnose neuro-
muscular disorders including peripheral neuropathies,
neuromuscular junction diseases, and muscular dystro-
phies. The EMG is also used in research as an estimator
of muscle activity for biomechanics and motor control
experiments. The reader is referred to Merletti and Parker
(31) and Basmajian and DeLuca (32) for a comprehensive
discussion of surface and needle EMG used in research
applications, and to Preston and Shapiro (33), Kimura
(34), and Gnatz (35) for an introduction to clinical EMG.
Nevertheless, these assessment approaches require voli-
tional activation of the patient’s musculature under
investigation.

STIMULATED MUSCLE FORCE ASSESSMENT

As described above, most devices used clinically to quanti-
tate force and increase objectivity still rely on voluntary
effort,which can be problematic. Pain, corticospinal tract
lesions, systemic illness, and inconsistent motivation can
significantly affect voluntarily activated muscle force. In
addition, some neurologically impaired patients have dif-
ficulty maintaining a constant velocity of limb movement,
and some very weak patients are unable to complete a full
range of motion in voluntary force assessment tasks
(36,37). As a specific example, monitoring muscle function
in patients confined to the intensive care unit is a difficult
challenge. Often such patients are on potent pain medica-
tions (e.g., morphine) and/or are sedated, or may have
significant alterations in levels of consciousness due to
critical illness (38,39). Thus, it can be extremely difficult
to ask such patients to provide reproducible voluntary
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efforts. Even when cooperation is good, most measures of
force assessment are qualitative, similar to using a hand-
held unit for testing neuromuscular blockade.
Stimulated muscle force assessment is a versatile
approach for quantitative involuntary muscle torque in
humans. A muscle is activated by noninvasive nerve or
motor point stimulation. A rigid apparatus is used to secure
the appropriate portion of the subject’s body in a predeter-
mined position that confines movement to a specific direc-
tion, for example, ankle dorsiflexion, thumb adduction, arm
flexion, or neck flexion (3,4,40,41) (Figs. 10 and 11). The
innervating nerves or the motor points of the muscle are
stimulated using surface electrodes, with either a single
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Figure 9. Results from an isolated muscle experiment where
muscle active and passive properties were identified, then the
resulting model was verified against experiment data. Data were
generated while the muscle underwent simultaneous, random,
computercontrolled stimulation and length perturbations (30).
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Force

Figure 8. A model that can be used
for muscle property identification.
The active element has recruitment
and twitch dynamics that multipli-
catively combine with active force—
length and force—velocity properties
and sum with passive force-length
and force—velocity properties to pro-
duce overall muscle force. (For details,
see Refs. 23 and 30). IRC = isometric
recruitment curve; CE = contractile
element; PE = parallel element.

stimulus to generate a twitch contraction or with short
trains of stimuli to produce tetanic contractions (e.g., 5 ms
interpulse intervals) (3,4). Incorporated strain gauges are
used to measure isometric torque and, via acquisition soft-
ware, all data are immediately displayed and on-line ana-
lyses are performed. Various parameters of the obtained
isometric contractions are measured, for example, time
between stimulus and torque onset, peak rate of torque
development, time to peak torque, half-relaxation time,
and other observed changes (Fig. 12; Table 3).

Such information is predicted to correlate with under-
lying physiological conditions and/or the presence of a
myopathic or neuropathic disorder. To date, the average
torque generated by healthy control subjects varies by <5%
with repeated testing for contractions elicited from the
various muscle groups studied (4,40,41). Thus, this assess-
ment approach has potential utility in a number of
research arenas, both clinical and nonclinical. Specifically,
it has added clinical value in diagnosing a neuromuscular
disorder, tracking weakness due to disease progression,
and/or quantitatively evaluating the efficacy of a therapy
(37,42—45). Compared to current assessment methods, we
consider that monitoring isometric muscle torque gener-
ated by stimulation improves objectivity, reliability, and
quantitative capabilities, and increases the type of patients
that can be studied, including those under sedation (39)
(Fig. 10). Stimulated muscle force assessment may be of
particular utility in studying patients with a known under-
lying genetic disorder, for it could then provide important
information as to genotype—phenotype associations (37).

The general configuration of the measurement system
consists of the following main components: a stabilizing
device that holds either the subject’s arm or leg in a
defined position; a force transducer that detects the
evoked torque produced by a specific muscle group; hard-
ware devices for nerve stimulation, signal amplification,
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Figure 10. Muscle force assessment system to
determine involuntary isometric torque of the
human dorsiflexor muscles. It is comprised of the
following main components: (1) a stabilizing frame
with knee supports; (2) the torque plate with
mounted boot to fix the foot which can be rotated
between —40° and 40°; (3) a strain gauge system
(Wheatstone bridge circuit) that detects the evoked
torque; (4) a stimulator—amplifier unit that can
supply variable stimulus pulse amplitudes and
pulse durations and can amplify the voltage
changes from the Wheatstone bridge circuit; and
(5) a computer with data acquisition hardware and
software for recording, analyzing and displaying all
signals. (Modified from Ref. 39.)

Stimulator
amplifier
Unit

and signal conditioning; a computer for stimulus delivery;
and data acquisition software for recording, analyzing,
and displaying all signals simultaneously (torque, EMG,

applied stimulus) (Figs. 10-12).
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The stabilizing device system currently used to study
the dorsiflexors is a modification of a previously described
apparatus (3). This device can be configured to maintain
the subject’s leg in a stable position while allowing access

(b)

Figure 11. Various applications of
stimulated muscle force assessment: (a)
dorsiflexor muscles in a seated individual
with stimulation of the common peroneal
nerve lateral to the fibular head; (b)
adductor pollicus muscle following ulnar
nerve stimulation; (c) activated biceps
force with motor point stimulation; and
(d) head stabilizing/force system to study
sternocleidomastoid  muscle function
following motor point stimulation. (See
also Refs. 4, 40, and 41.)

(c)

(d)
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Figure 12. An example of a typical
data display available to the inves-

for stimulation of the common peroneal nerve lateral to the
fibular head (Fig. 11a). The torque about the ankle joint,
produced by the dorsiflexor muscles (i.e., primarily gener-
ated by the tibialis anterior with contributions from the
peroneus tertius and extensor digitorum muscles), is then
quantified. One or two padded adjustable clamps can be
used to maintain stability of the leg (knee slightly flexed in
a supine position or flexed at 90° while seated). Modified
in-line skate boots of varying sizes are affixed to the torque
plate and adapted for either the right or left foot. The foot
and ankle can be rotated within a 40° range while secured
in the skate boot. This device can also be used for subjects
in a supine position, in which case the support frame is
secured to the upper leg proximal to the knee (Fig. 10)
(39,45). To emphasize the extreme versatility of this meth-
odology, note that a specialized version of this device was
constructed and used to study dorsiflexor torques in hiber-
nating black bears, Ursus Americanus, in the Rocky Moun-
tains (46).

Briefly, the arm and hand stabilizing apparatus, used to
measure muscle torque of the adductor pollicis, is easily
attached to the main stabilizing frame (Fig. 11b). Using

Table 3. Contractile Parameters that Can Easily be Quantified
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normal, healthy subject.

straps, the forearm can be secured to the arm stabilizing
unit, which can be adjusted for varying arm lengths. The
digits (2-5) are placed in the hand well, and the thumb is
secured to the constructed thumb bar attached to the
torque plate. Shown in Fig. 11c is the configuration that
is used to record force generated by the biceps muscle. As
for the aforementioned muscles, force can be produced by
peripheral nerve stimulation or by voluntary effort. In
addition, we have successfully employed motor point sti-
mulation of the muscle itself with large surface electrodes
(40). The forces of the isometric muscle contractions are
obtained as changes in torque applied to the instrument
torque plate. Finally, we recently reported the optimization
of an approach to study forces in the sternocleidomastoid
muscle in the anterior neck (Fig. 11d), and plan to use these
methodologies to study the effect of therapy in patients
with cervical dystonia.

To date, this assessment approach has been used to
study patients with a wide variety of disorders including:
amyotrophic lateral scoliosis, Brody’s disease, chronic
inflammatory demyelinating polyneuropathy, malignant
hyperthermia, muscular dystrophy, myotonia, periodic

Maximum amount of torque developed
Time from onset of torque to time of peak torque (e.g., calculated at 90% of peak)
Time from peak torque to time when torque decays to half of peak torque

Parameter Units® Definition
Peak torque N'm

Contraction time S

Half-relaxation time S

Peak rate of development N-m/s

Peak rate of decay N-m/s

Time to peak development S

Time to peak decay S

Half-maximal duration S

Latency to onset S

Maximum rate of torque development

Maximum rate of torque decay

Time from onset of torque to the peak rate of development
Time from peak rate of development to peak rate of decay

Time when the generated torque is maintained at a level of half of the peak torque

Time from the stimulus to the onset of torque development

“N-m = newton meters.
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paralysis, and nerve conduction blocks. The new insights
to be gained by employing this approach in a variety of
healthcare situations will further our clinical understand-
ing of the underlying pathophysiologies, and provide us an
accurate means to determine clinical outcomes. Recently,
we employed this approach to evaluate athletes with poten-
tial overtraining syndrome (47), thus the applications for
these methodologies could be considered quite limitless.

SUMMARY

The assessment of a patient’s muscle strength is one of the
most important vital functions that is typically monitored.
Specifically, strength assessment is necessary for deter-
mining distribution of weakness, disease progression, and/
or treatment efficacy. The particular assessment approach
will be, in part, dictated by the clinical circumstance or
severity of illness. Several assessment techniques and tools
are currently available to the healthcare provider and/or
researcher, yet each has its unique attributes. Neverthe-
less, as outcomes-based medical practice becomes the
norm, the need for quantitative outcomes assessment of
muscle strength will become even more important.
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INTRODUCTION

The aim of this chapter is to provide an overview of current
issues involving the use of computers in cognitive rehabili-
tation. The chapter begins with a brief historical review of
computer use with a variety of disabilities including brain
injury, learning disability, psychiatric disorders, and demen-
tias. It continues to address selected research findings on
the use of virtual reality for rehabilitation of impairments
in attention, memory, and functional daily living activities.
Finally, the chapter ends with conclusions and ethical reflec-
tions on using computersin research and direct care practice.

Impairments in cognitive function frequently occur as a
result of acquired brain injury (i.e., trauma, cerebrovascular
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accidents, anoxic encephalopathy, meningitis), specific
learning disabilities, mental illness, Alzheimer’s disease
and other causes of dementia, and as a result of the natural
aging process. These cognitive impairments can include, but
are not necessarily limited to, decreased attention/concen-
tration, memory, problem-solving and decision-making,
planning, and sequencing. These impairments can nega-
tively impact learning and skill acquisition, interfere with
the ability to engage in everyday activities, preclude parti-
cipation in social engagements, and hinder quality of life.

Cicerone et al. (1) and Giaquinto and Fioro (2) have
defined cognitive rehabilitation as the systematic applica-
tion of interventions to remediate or compensate for cog-
nitive deficits and improve abilities in daily living skills
and problem-solving. Cognitive rehabilitation interven-
tions teach an individual to appropriately attend to, select,
understand, remember relevant information, and apply
the information appropriately in order to engage in mean-
ingful daily activities and solve problems that occur in our
complex society. Successfully completing daily activities
and solving novel problems supports participation in
meaningful societal roles such as breadwinner, husband,
wife, and parent. Cognitive rehabilitation is generally
carried out as part of a service delivery system that is
interdisciplinary in nature (3). Services delivered are
tailored to individual needs, are relevant to the person
receiving the services, and bring about change that impacts
daily functioning (1,2).

Over the past three decades, the personal computer has
been employed as a tool to deliver interventions to remedi-
ate or compensate for cognitive deficits. Computers offer a
number of advantages over traditional methods of cogni-
tive remediation (i.e., flexibility, data collection, accessi-
bility, portability, and cost), and, while not a treatment
approach in and of themselves, computers can be a power-
ful tool to enhance the efforts of educators and clinicians.

COGNITIVE TRAINING FOR PERSONS WITH BRAIN INJURY

Computer-assisted cognitive retraining (CACR) for per-
sons with acquired brain injury (ABI) began with the
use of standard video games as an adjunct to traditional
approaches to address deficits in attention/concentration,
visual scanning, information processing speed, and divided
attention (4). Lynch (4) reported that the initial use of video
games for cognitive retraining was appealing to both clin-
icians and ABI survivors, as the games were inexpensive
and widely available, and were interesting and motivating
to the user. However, despite improvements on neuropsy-
chological measures of basic cognitive skills reported in
early single subject and small group pre-post design experi-
ments using CACR (4,5), little carry over into everyday
activities occurred. Other limitations existed as well, such
as the inability to modify computer games for individual
use and score user performance in a consistent and mean-
ingful way (6). For these reasons, computer games gave
way to educational programs that were developed for drills
and practice of basic academic skills (i.e., vocabulary, math
skills, and simple problem-solving/decision-making). How-
ever, the commercially produced educational software was



72 REHABILITATION, COMPUTERS IN COGNITIVE

not without limitations, primarily the inability to easily
modify the program to meet specific needs of an individual
user or clinician. By the mid-to-late 1980s, specific compu-
ter software was developed for CACR with the ABI popula-
tion. Some software programs addressed a number of
cognitive skills (such as attention, memory, and sequen-
cing) in a “package” (2,7). These programs allowed the
clinician to vary levels of task complexity and individualize
treatment by adjusting the speed of stimulus presentation,
the delivery of cues/prompts, establishing reinforcement
schedules, and so on. Results of studies using CACR to
address specific deficits in attention/concentration (8,9),
memory (10), visual processing (11), and visual scanning
(12) also appeared in the literature.

Today, computers are used as assistive devices to help
persons with cognitive deficits complete essential daily
activities such a remembering appointments and items
on a to-do list, and to overcome specific limitations such
as difficulty speaking (voice synthesizer). Virtual environ-
ments also allow persons to practice skills in a safe, simu-
lated environment (13,14). Weiss et al. (13) used a PC-
based VR system to train stroke patients with unilateral
spatial neglect to practice crossing a typical city street
safely. Zhang et al. (14) developed a PC-based virtual
kitchen allowing persons with acquired brain injury to
practice cooking a meal. The computer program provided
prompts as needed to assist the user to sequence and
complete the task correctly. The use of virtual reality in
cognitive rehabilitation is discussed in greater depth later
on in the chapter.

COGNITIVE TRAINING FOR STUDENTS WITH LEARNING
DISABILITIES

Personal computers appeared in the classroom in the late
1970s and early 1980s (15). Computer-assisted instruction
(CAI) presented information in the three primary modal-
ities: drill and practice, simulation, and tutorials. Drill and
practice programs provided a single question or problem
and elicited a response from the student. The student’s
answers were met with feedback from the computer pro-
gram, followed by another question or problem. Simulation
programs were more complex, requiring the student to
process information on more than one level simultaneously
and engage in a decision-making process. The computer
program provided cues and feedback to assist the student
in reaching the correct answer. Tutorial programs simu-
lated the traditional style of classroom education delivered
by most teachers. The information or content material was
presented to the student. The computer program asked
questions of the student, provided cues, prompts, and feed-
back as needed until the material was mastered. For some
teachers and administrators, computers were thought to
be the answer to problems associated with traditional
approaches to instruction, particularly for educating chal-
lenging students. Teachers struggled with providing
appropriate levels of instruction for students with a variety
of learning styles, aptitudes, and in some cases, disabil-
ities. With PCs in the classroom, gifted and talented stu-
dents would be able to receive additional or more

challenging assignments, while ensuring additional drill
and practice and self-paced learning for students who
required more individualized assistance. Those who
embraced early computer technology in the classroom
experienced the PC as inexpensive, portable, and a way
to provide challenging but nonthreatening instruction.
Some viewed the computer as a “fashion statement,”
whereas others were afraid of the technology and resisted
its use in the classroom. The greatest limitation of early
computer technology for the classroom was memory capa-
city. Also, with pressure from parents and the booming PC
industry, CAI programs for the classroom were introduced
before being adequately assessed. Finally, it was difficult to
measure the effectiveness of CAI as compared with tradi-
tional methods of instruction due to the number of vari-
ables that must be controlled in the classroom setting.

Over the past two decades, computer usage has
increased, primarily due to the increased memory capacity
available in today’s computers. Special applications have
been developed for the special education populations and
for students with specific learning disabilities. Multimedia
and hypermedia (i.e., presentation of information in text,
graphics, sound, animation, and video) are now used with
special populations to enhance writing skills (16) and
mathematics and problem-solving skills (17). PCs are
now used to overcome physical disabilities and language
difficulties (i.e., problems understanding or using spoken
or written language) of students participating in special
education curriculums and continue to be used for drill and
practice of basic academic skills. Research is mixed with
regard to the impact of computer-assisted instruction on
student’s academic performance, primarily due to research
design flaws in two critical areas: (1) inclusion of adequate
controls and (2) holding instructional variables constant.
However, a common theme emerging from most published
studies is that technology cannot take the place of good
teacher instruction. Use of computers in educational set-
tings must include effective instruction from teachers,
proper social organization of the classroom, and meaning-
ful assignments.

COGNITIVE TRAINING FOR PERSONS WITH PSYCHIATRIC
DISORDERS

Early use of computers in psychiatry and psychotherapy
borrowed successes of the technology in educational set-
tings and rehabilitation of persons with acquired brain
injury (18,19). Mentally ill patients often demonstrate
cognitive deficits similar to individuals with learning dis-
abilities and traumatic brain injury, including decreased
attention/concentration, memory, planning and problem-
solving, and judgment/decision-making (18,19).

In the area of psychiatry, reports of computer-assisted
interventions began to appear in the literature in the late
1980s. Computers were used as interviewing and assess-
ment devices (e.g., diagnostic interviews) and for self-
administered rating scales for depression and other mental
illnesses (20—22). Computers were thought to have some
advantage over a professional conducting a clinical inter-
view, as some psychiatric patients were more willing to



disclose sensitive information to a computer rather than to
a person (22).

Later, studies appeared in the psychiatric literature
using computers to treat specific cognitive deficits, such
as decreased attention and psychomotor speed in persons
with schizophrenia (23,24).

Greater memory capacity and improved graphics
allowed the development of multimedia presentations for
patient education and specific data collection. In one study,
Morss et al. (25) used a multimedia computer program to
assess and evaluate the side effects of antipsychotic med-
ication in persons with schizophrenia.

Finally, computers have been used in long-term psy-
chiatric settings to teach high level vocational skills and to
remediate educational disabilities. Brieff (26) reported use
of computers to teach advanced computer applications
(such as database development for accounting and inven-
tory, desktop printing and publishing, installing and
upgrading software, and teaching staff word processing
and spreadsheet skills), and to remediate deficits in math-
ematical abilities, reading comprehension, and vocabulary
in persons with chronic mental illness. Brieff (26) and Perr
et al. (19) have cited numerous advantages of computer use
with this population. Persons with chronic mental illness
can learn to use computers and appear motivated to use the
technology. Computers can be more engaging and provide
for self-paced learning, making computer use more attrac-
tive than traditional classroom settings. Computer pro-
grams can be easily modified or individualized. Many
patients demonstrate enhanced self-esteem as they master
specific skills or become productive. Some other benefits of
computer use with this population included increased
attention/concentration and decreased frustration.

Computer technology has also been applied to the use of
psychotherapy. Like psychiatry, computers have been used
to aid in diagnostics, patient education and computer-
assisted instruction, and cognitive rehabilitation (27).
Computers have also been used in some forms of psy-
chotherapy. With the advent of the PC, reports of the
application of computer technology immediately began to
appear in the literature in the late 1970s and early 1980s.
Computers were used to desensitize anxious test-takers
(28), in the treatment of agoraphobia (29), in the treatment
of obesity (30), and in the treatment of sexual dysfunction
in individuals and couples (31). Later, applications
appeared in the field of behavioral health using computers
for promoting smoking cessation and substance use/abuse
(32).

In addition to numerous self-help applications, compu-
ters have been used in brief psychotherapy for presenting
straightforward information or feedback (33).

Studies using computers in psychotherapy have shown
that the technology is widely accepted and most people find
computers to be a reliable source of information (databases,
Internet, etc.). Similar to reports in the psychiatric litera-
ture, some persons find it easier to share sensitive infor-
mation with a computer as opposed to a person. Rialle et al.
(27) cite a number of advantages of computer-mediated
psychotherapy services. First, regarding ethical consid-
erations, it is highly unlikely that exploitation, abuse, or
boundary issues will occur in a relationship between
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a computer and persons receiving computer-assisted
psychotherapy services. With continued increases in
health-care costs, computers can be cost-effective and
provide greater access to growing demands for mental
health services. It is unlikely that computers, at least in
the near future, will replace human psychotherapists
given the complexity of the interaction that takes place
in the course of intensive and long-term psychotherapy.
The relationship between the person and the therapist is
where the work of psychotherapy occurs, and computers
cannot replace the warmth, empathy, and genuineness
responsible for change in the therapeutic relationship.

COGNITIVE TRAINING FOR PERSONS WITH DEMENTIA

Reports of computer-assisted instruction and cognitive
rehabilitation with the elderly have appeared in the nur-
sing (34), geriatric (35), and psychology (36) literature over
the past 15 years. PCs have been used in the treatment of
age-related cognitive decline (37), Alzheimer’s disease
(AD), and other dementias (38). Computers have also been
used for instruction, entertainment, and socialization of
otherwise healthy elderly people without self-reported
cognitive decline (39).

In the treatment of age-related cognitive decline,
Gunther et al. (37) demonstrated that a 14 week computer-
assisted cognitive rehabilitation program resulted in
improved memory, information processing speed, learning,
and interference tendency for 19 elderly participants who
showed age-related cognitive decline without dementia.
Follow-up five months after the completion of the cognitive
rehabilitation program showed that information proces-
sing speed, learning, and interference tendency were main-
tained. The study also listed a number of advantages of
computer use with this population, including the compu-
ter’s value to motivate the elderly to learn, the computer’s
ability to directly measure success, it’s flexibility, and the
ability to provide immediate and totally value-free feed-
back.

Computer-based interactive programs have been used
to treat mild to moderate AD. Hoffman et al. (38) reported
results from a pilot study of 10 AD patients. Although no
evidence of general cognitive improvement or transfer of
skills to real-life settings was noted, most participants in
the study showed increased speed of computer use,
required less assistance to use the computer program,
and 8 of 10 made fewer mistakes. Mahendra (40) pointed
out that many of the principles that facilitate learning in
patients with AD or vascular dementia are easily incorpo-
rated into computer programs. For instance, repetition,
active involvement in learning (i.e., interactive programs),
cueing, feedback, and reinforcement of correct responses
can easily be built into computer-assisted cognitive reha-
bilitation programs.

In areview article, Hendrix (39) reported on a number of
studies that revealed computer usage by otherwise healthy
elderly individuals resulted in improved self-esteem (i.e.,
from a sense of accomplishment or productivity), increased
attention to task, and greater social interaction. Computer
usage also provided entertainment and mental stimulation
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in the form of games, puzzles, and the like. Many of the
sensory (i.e., visual and hearing) and motor deficits asso-
ciated with aging were overcome by the use of a PC. For
example, increasing font size to at least 18 made text more
readable. External speakers (for amplification) or visual
indicators on the screen compensated for poor hearing.
Touch screens, voice-activated typing programs, and key-
board guards were among other modifications that allowed
the elderly to use computers for entertainment, research,
and contact with friends and family.

Finally, computers and computer programs have
recently been developed as a screening tool to identify
mild cognitive impairment in early dementia patients
(41). Future trends in the use of computers with the
elderly will be aimed at preventing cognitive loss.
“Geroprophylaxis” (37) or preventive therapies for the
elderly may incorporate the use of computers in everyday
activities, and probably at a younger age (for example, just
after retirement) in an effort to prevent cognitive decline.

Although all these implementations present the con-
ventional use of computers in cognitive rehabilitation,
which have followed ever since the advent of computers
in rehabilitation, VR technology, a more recent computer-
based intervention in cognitive training, is increasing
gaining attention. The technology offers a safe appendage
to clinical interventions and is therefore just beginning to
gain a therapeutic appeal in the area of rehabilitation. The
following section discusses a few studies that have imple-
mented the VR technology in cognitive rehabilitation.

VIRTUAL REALITY AS A COMPUTER-GENERATED
TECHNOLOGY FOR REHABILITATION

VR provides a natural and intuitive interaction with a
simulated environment because of the enhanced kines-
thetic feedback gained by using various haptic devices.
It provides the capability to display a 3D computer-
generated environment, which allow individuals to inter-
act and become immersed in the simulation as if they were
in a naturalistic setting (42,43). Immersion or presence is
achieved by a variety of projection systems ranging from
basic flat-screen systems to projection walls and rooms
known as CAVES (www.evl.uic.edu/pape/CAVE/). These
projection systems produce virtual or mixed environments
where real and simulated representations of objects and
people can be used for evaluation and training of individual
skills (44).

Specialized devices such as head-mounted displays
(HMDs) combined with tracking systems, earphones, ges-
ture-sensing gloves, and haptic feedback also facilitate the
sense of immersion in the virtual environment (45). How-
ever, the VR headsets may produce deficits of binocular
function after a period as short as 10 min (46,47). HMDs
contribute to ocular discomfort, headaches, and motion
sickness (48). Many factors may contribute to the symp-
toms when using HMDs, including the weight and fitting
of the HMDs, the postural demands of the equipment, low
illumination and spatial resolution, as well as the sensory
conflict between the visual, vestibular, and nonvestibular
proprioceptive system (48). Although some studies report

minimal risk or rapid dissipation of side effects when using
VR technology, additional research is needed to determine
the duration and severity of the symptoms (45,48).

Computer graphics techniques are used to create a
virtual setting, complete with images and sound, that
corresponds to what the user would experience in a real
environment. The VR headset and a tracking system sense
the position of the user’s head and communicate the infor-
mation to the computer that uses this spatial information
to immerse and orient the user in the virtual setting.

Therefore, the user can navigate and interact with
objects in the virtual environment using other VR devices
such as data gloves, joy sticks, or even the natural hand
(45,49). In other words, these collections of 3D computer-
generated images can generate a continuum of high fidelity
virtual environments. The VR devices and displays range
from “virtual world objects” to “mixed reality” in which the
real world and the virtual world objects are presented
together within a single display (49,50).

The VR technology seems to offer many opportunities
for evaluation and training of healthy and disabled popu-
lations. Successful reports include the U.S. National Aero-
nautics and Space Administration’s use of VR training for
astronauts to repair the Hubble telescope in space (51) and
use of VR in the rehabilitation of people with intellectual
disabilities (52).

VR FOR COGNITIVE TRAINING

This section will focus on the potential of VR for cognitive
training. Persons who suffer from central nervous system
damage may experience profound and pervasive difficul-
ties with cognition. The beneficial aspects and limitations
of VR for cognitive impairments will be discussed from the
impairment and functional disability perspective. This
model represents the continuum of the health-care services
at the body and functional levels. VR training in cognitive
rehabilitation has been divided into attention training and
memory training.

VR FOR ATTENTION ASSESSMENT AND TRAINING

The brain allows individuals to constantly scan the envir-
onment for stimuli. Arousal, orientation, and focus are
regulated in the brain. The reticular activating systems,
the superior colliculus and the parietal cortex, and the
lateral pulvinar nucleus in the thalamus are active pro-
cessors of attention. All these brain structures in connec-
tion with the frontal lobes allow the individual to establish
and maintain stimulus control and observe features in the
environment. Attention is a multicomponent behavior and
can be impaired in many neurological conditions. VR has
been used for attention training. Some of the theories about
the perception of reality in the virtual experience are, in
fact, attributed to the three dimensions of attention (53).
The three attention dimensions are (1) the focus of atten-
tion between presence and absence of reality; (2) the locus
of attention between the virtual and physical world; and (3)
the “sensus” of attention between arousal and the users
internal physiological responses (53).



In general, attention is the ability to focus on critical
aspects of the stimulus in the environment. VR technology
can provide a controlled stimulus environment in which
cognitive distractions can be presented, monitored,
manipulated, and recorded using various levels of atten-
tion, including (1) focused attention (to perceive and
respond to specific information/stimuli), (2) sustained
attention (to maintain consistent concentration or vigi-
lance on performing a task), (3) selective attention (to
avoid distractions or competing stimuli), (4) alternating
attention (to shift or alternate the focus of attention
between tasks), and (5) divided attention (to respond
to multiple stimuli or to give two or more responses simul-
taneously) (45,54). Several studies have supported the
potential use of VR for the assessment and training of
attention skills. In 2001, Rizzo et al. (55) reported on a
virtual classroom environment, and in 2002, Lengenfelder
et al. (42) reported on a driving course.

Divided attention specifically requires the ability to
respond to multiple tasks at the same time or give two
responses simultaneously. Lengenfelder et al. (42) used a
VR driving course environment displayed on a computer
screen to study divided attention of VR drivers with and
without traumatic brain injury (TBI). The task required
driving while identifying a four-digit number appearing in
the same or random locations on the vehicle’s windshield.
The preliminary results showed no differences in relative
speed between VR drivers with and without TBI on any of
the four attention conditions used but rather the rate of the
stimulus presentation seemed to influence the driving
performance. In addition, the VR drivers with TBI showed
a greater number of errors on the secondary task (number
recall) performed while driving. Spearman’s correlations
between the VR performance of divided attention and
neuropsychological measures of divided attention indi-
cated that the more errors that were made during the
VR divided attention task, the lower the number of correct
responses on neuropsychological measures of divided
attention. The findings suggest that VR may provide a
way to measure divided attention and its impact on
driving.

Other researchers have designed VR classrooms to
examine children with attention deficit hyperactivity
disorder (ADHD) during the control and manipulation of
visual and auditory distracters (41,56). The preliminary
results showed that children with ADHD had significantly
more omission errors in the distracting conditions than
the children without ADHD (56). Cho et al. (41) developed
and studied two virtual cognitive training courses, VR
classroom environment and a comparison computer cog-
nitive training. The VR head-mounted display was used to
validate the possibility of attention enhancement on 30
teenagers who had been isolated in a reformatory facility.
The participants were assigned into three groups: VR
group, nonVR (cognitive training) group, and control
group (no special treatment). The interventions took eight
sessions over two weeks. The results showed that the VR
group was the most improved in attention training. These
studies support the use of VR for attention impairment
training. VR also has potential for memory impairment
training.
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An important feature of cognitive rehabilitation is neurop-
sychological assessment in order to determine the areas of
impairment and function to use for training and compen-
sation (45). Conventional standardized memory assess-
ments have been criticized for lacking in ecological
validity (57). VR may be able to increase the ecological
validity that many conventional standardized memory
assessments are lacking (57). VR can be designed for
assessment and training of memory impairments after
disability. Memory is a multifaceted process of brain func-
tion. Although many types of memory exist that activate a
complex network of structures in the nervous system,
memory requires attention to the information, encoding
and maintaining information in short-term memory, fol-
lowed by storing information in long-term memory, and
finally, consolidating the information for retrieval as
needed (54). At the cellular level, memory can be conceived
as a specific neuronal association pattern that remains as a
permanent pattern in the brain after the original informa-
tion stimulus has ceased to exist (58).

Many brain structures are involved in memory function.
Many areas are located anatomically beneath the cingu-
lated cortex, and include the thalamus, fornix, mammillary
bodies, hippocampus, amygdala, basal forebrain, and pre-
frontal cortex (59).

Some exploratory studies indicate that VR has potential
for memory remediation in people with memory impair-
ments. It has been found that VR can promote procedural
learning and transfer to improved real-world performance
(57). Burgess et al. (60) investigated four types of recogni-
tion memory in a VR town environment. Thirteen healthy
young male volunteers explored the VR town until they felt
confident they could find their way around. They were then
asked four types of forced choice recognition memory ques-
tions about person, place, object, and the width of the
object. Event-related functional magnetic resonance ima-
ging (efMRI) was performed while participants answered
the questions. The results revealed that no significant
difference in performance existed between the memory
for person and the memory for place. The performance
on the memory for object was significantly better. By
combining fMRI with VR technology, the investigators
were able to investigate spatial memory in simulated
life-like events. The results suggested that the retrieval
of VR spatial events (place, location) activated medial
temporal, parietal, and prefrontal systems in the brain.

In another study, Hoffman et al. (61) explored remem-
bering real, virtual, and false memories using a Virtual-
Real Memory Characteristic Questionnaire (VRMCQ). As
people can differentiate between memories of real and
imagined events, VR environments offer a new source of
memories for events. The authors explored how accurately
people can distinguish reality from VR in memory via a
source identification test. Participants were exposed to real
and virtual objects and, one week later, took an identifica-
tion test in which they determined whether the object had
been real, virtual, or new. They then rated the qualities
and associated with each memory using the (VRMCQ).
Clear differences in the qualities associated with real
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and VR objects were found. The real objects were more
likely than VR objects to be associated with perceptual cues
(61,62).

A wide variety of exploratory studies have been
reviewed by Brooks and Rose (57) indicating that VR
can enable a more comprehensive and controlled assess-
ment of prospective memory than is possible with paper-
pencil standardized tests. Brooks and colleagues further
investigated the differences between active and passive
participation in the nonimpaired participants.

Phobias have been treated using VR to desensitize
patients to heights (acrophobias) (63), public speaking
(agoraphobia) (64), small spaces (claustrophobia) (65),
and flying (66).

VR FOR ACTIVITIES OF DAILY LIVING ASSESSMENT
AND TRAINING

VR Kitchen Environments

Effective VR assessment and training of activities of daily
living have been reported in a variety of areas including a
virtual kitchen (14,67-70). Our research team developed
an HMD virtual kitchen environment designed to assess
persons with brain injury on their ability to perform a 30
step meal preparation task (68). The prototype was tested
using a sample of 30 persons with traumatic brain injury.
The pilot results showed the stability of performance
estimated using intraclass correlation coefficient (ICCs)
of 0.73. When three items with low variance were
removed, the ICC improved to 0.81. Little evidence of
vestibular optical side effects was noted in the subjects
tested. In 2001, our research team used the same virtual
kitchen environment to assess selected cognitive func-
tions of 30 patients with brain injury and 30 volunteers
without brain injury to process and sequence information
(70). The results showed that persons with brain injuries
consistently demonstrated a significant decrease in the
ability to process information identify logical sequencing
and complete the overall assessment compared with
volunteers without brain injury. The response speed
was also significantly different. Our team’s VR third pilot
was designed to test the stability and validity of the
information collected in the VR environment from 54
consecutive patients with TBI (14). The subjects com-
pleted meal preparation both in a virtual kitchen and
in an actual kitchen twice over a three week period.
The results showed an ICC value of 0.76. Construct valid-
ity of the VR environment was demonstrated. Multiple
regression analysis revealed that the VR kitchen test was
a good predictor for the actual kitchen assessment. Our
investigations demonstrated adequate reliability and
validity of the VR system as a method of assessment in
persons with brain injury.

Exercising in VR environments offers the potential for
gains in cognitive and motor functions (71-73). Refer to
Fig. 1 for examples of a VR software program that has been
used for cognition and motor skills training. Grealy et al.
(71) supported the impact of exercise and VR on the cog-
nitive rehabilitation of persons with traumatic brain injury
in a study that provided a four week VR intervention and

compared it with control patients of similar age, severity,
and time post injury. They found the patients performed
significantly better than controls on the tests of psycho-
motor speed, and on verbal and visual learning. Significant
improvements were observed following a single session of
VR exercise.

VR Mobility Environments

VR environments have been developed to train aspects of
mobility including street crossing, wheelchair mobility,
and use of public transportation and driving. Strickland
et al. (74) found that children with autism were able to
accept and wear VR helmets. McComas et al. (75) also
investigated the effectiveness of VR for pedestrian safety in
healthy children. Their results showed that significant
change in performance occurred after three trials with
VR intervention. Children learned safe street crossing in
a desktop VR program. Their crossing skills were trans-
ferred to real behaviors in the suburban school group but
not in the urban school group. The investigators provided
no explanation for the difference noted.

VR environments have been developed for detection of
driving impairment in persons with cognitive disability in
persons with TBI and persons with driving and flying
phobias (76,77). As stated before, impairments in divided
attention has an impact on driving skills; therefore, atten-
tion training is promoted for driving skills training.

CONCLUSION

The fast data recording and processing capabilities have
stimulated the application of computers in cognitive reha-
bilitation since the mid-1970s. It was first used in the
treatment of persons with traumatic brain injury and
learning disability. The technology was later applied to
persons with mental illness and, most recently, in the
treatment of adults with Alzheimer’s and other dementias.
In all applications, computers have been found to be inter-
esting and motivating to the users, an efficient stimulus
presentation, and an excellent data collection system.
Today’s computers are portable, fast, and software can
be customized to meet specific needs of an individual user,
teacher, or therapist.

A growing body of research continues to accumulate
investigating the potential of computer technology to
improve impairments, functional performance, and socie-
tal participation in persons with disabilities. It is clear that
some evidence exists to support computer-based interven-
tions as an adjunct to clinician-guided treatment (78).
However, sole reliance on repeated exposure and practice
on computer-based tasks without some involvement and
intervention by the therapists is not recommended for
cognitive rehabilitation (78).

Computer technology can provide valuable opportu-
nities to health-care providers, educators, and researchers.
Computer technology training is not a simple or single
solution, and although it can promote knowledge and
solutions, we also need to address other implications for
cognitive rehabilitation. For example, access to computer
technology is needed for personal assistance and to provide
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Figure 1. Examples of virtual reality environments. Image of the IREX™ system used with per-
mission of GestureTek Inc™ - World Leaders in Gesture Recognition Technology www. gesturetek.com.

access to education, employment, and social opportunities.
However, because of the expense that limits technology
access because of constraints in institutions budgets, per-
sonal income limits, and funding inadequacies and con-
straints, only a limited number of persons with disabilities
can access computer technology (79).

Finally, ethical considerations of computer technology,
including VR, require mentioning. Several areas need to be
considered, including (1) the patient or user must share the
control and responsibility of the computer technology
experience with the therapist, educator, or researcher;
(2) careful care and monitoring is required for patients
with certain psychopathology for potential user difficulties
that may be encountered through the computer technology

experience; (3) research participants must not be deceived
into believing that they are experiencing real-life events;
and (4) the patient or user must not be deprived of real-life
experiences.

The application of computer technology is promising.
However, substantial work needs to be conducted to iden-
tify and improve best practices through this medium. An
important question is whether the improvement in the
individual who used computer technology training is
transient or sustained. Cognitive rehabilitation needs to
promote generalization to everyday functioning and every-
day activities. We need more rigorous research activities
geared toward establishing a body of evidence that sup-
ports the effectiveness of computer-based technology.
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INTRODUCTION

Paralysis

Muscle weakness resulting from various forms of paralysis
is the major type of disability treated with orthotic devices.
Paralysis may be acute or chronic to varying degrees
depending on the state of the disease causing paralysis.
The degree of paralysis or paresis can change with time as
recovery is accomplished through therapy or healing of the
physiological cause. Thus, the orthotic need for support,
control of joint motion, and so forth, may change with time
for many of these patients. Orthotic devices in general are
designed for long-term use because many of the designs
were developed for chronic applications to polio patients in
the late 1940s and 1950s. With many new applications and
new materials, a variety of devices have been developed
that are ideal for short-term applications to more acute
conditions, for example, stroke, head injury, spinal cord
injury, and fractures.

Neuromuscular Control

Patients who suffer loss of neuromuscular control in the
form of spasticity, paralysis of isolated muscle groups, and/
or recovery of neuromuscular function resulting from
regeneration of neural tissue, which requires relearning
of coordination, are often helped with orthotic devices.
Although most of these applications are short term, a
few are chronic, such as in cerebral palsy, established
spinal cord injury, and head injury.

Deformity

Another common use of orthotics in a growing number of
cases is for musculoskeletal deformity. The first type of
deformity is related to mechanical instability of the limbs
or spine. Mechanical instability can result from soft tissue
or skeletal injury or from degenerative joint diseases that
cause chronic and progressive instability of the musculos-
keletal system. One form of soft-tissue injury relating to
the instability of the skeleton is caused by surgical recon-
struction of the joints. Therefore, many orthotic devices are
used for stabilization postoperatively when the spine or
upper or lower limb joints have been reconstructed. The
surgery often causes necessary damage to the stabilizing
soft-tissue structures that often adds to instability of pros-
thetic components that require bone healing for final sta-
bilization. The second type of deformity is due to the growth
or remodeling disturbances in the skeleton. Orthotic appli-
cations are both acute and chronic in problems relating to
musculoskeletal deformity. Most chronic applications or
orthotics are in progressive deformities resulting from
degenerative joint diseases such as rheumatoid arthritis,
osteoarthritis, hemophilia, and diabetes. Orthoses gener-
ally are applied in these instances to prevent progressive
deformity and any resultant’ mechanical instability in the

skeleton that it may cause. In realigning limb mechanics,
orthoses may also prevent some of the disabling pain of
degenerative joint diseases. Acute applications of orthoses
for deformities include the treatment of fractures and soft-
tissue injuries about the joints and postoperative protec-
tion for fracture stabilization or joint reconstructive or
arthrodesis procedures.

DEVICES

Orthoses have an almost infinite variety of materials,
designs, and constructions. Many factors contribute to this
variety: (1) performance criteria, (2) available materials,
(3) skills of the orthotist, and (4) desires of the patient,
surgeon, and therapist.

Performance Criteria

As mentioned, many devices are used in chronic appli-
cations with significant loading and require great

Figure 1. (a) This KAFO is designed for chronic use. It has metal
uprights connected to metal bands covered with leather and padding
and a “caliper” type of stirrup that attaches to the shank of an
orthopedic shoe. All parts are custom fit from mostly prefabricated
components. (b) The other KAFO is designed for short-term use and
has a thermoplastic thigh and leg interface with the soft tissue,
connected to a plastic knee hinge suspended with a plastic posterior
shoe insert. All parts are prefabricated in standard sizes. Reprinted
with permission from Maramed Orthopaedic Systems.
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Figure 2. Splints that are used for short-term or long-term immobilization of joints are typically of
a simple design and can be prefabricated as in (a) WHOs (reprinted with permission from Maramed
Orthopaedic Systems) or custom fabricated as in (¢c) KAFO or (e) TLSO. Orthoses for similar parts of
the anatomy with much more complex control criteria have typically more complex designs as in the
WHO in (b), which provides a tenodesis action to close the fingers with wrist extension, and the
complex reciprocator, bilateral HKAFO in (d), which provides stability for the knee and ankle while
providing assistance to hip flexion.

fatigue resistance. In other instances, the loading con-
ditions are slight, but the application is long term;
thus, the primary requirement is good compatibility
with the skin. Applications for very short-term use
under either heavy or light loading conditions are much

less demanding on the materials and design of the
device (Figs. 1-3).

Many devices simply act as a splint to immobilize mus-
culoskeletal structures for a short time (Figs. 2 and 7); the
design for such a device is thus relatively simple. Other
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Figure 3. Many material options can accomplish the same performance criteria for a particular
orthotic prescription. In this example, a tibial fracture orthosis (AFO) is constructed by three
different techniques to accomplish the same end result. Plaster can be molded directly to the
patient’s limb and attached to a prefabricated ankle joint (a), an isoprene thermoplastic material can
be molded directly to the patient’s limb attached to a metal ankle joint incorporated into a stirrup
permanently attached to the shoe (b), or prefabricated components can be applied with hand
trimming and assembly (c). Reprinted with permission from Maramed Orthopaedic Systems.

Figure 4. Typical fabrication tech-
niques for orthoses include the use of
metal uprights connected by metal
bands with leather and padding for
covering and skin interface (a), or
custom laminated thermosetting
plastic with fiber-glass or fabric rein-
forcement incorporating prefabri-
cated joints (b), or custom molded
thermoplastic sleeves incorporat-
ing prefabricated joints (c).

(b)
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Figure 5. Various combinations of prefabricated and custom-fabricated components can be
used to accomplish a particular prescription criterion as in this series of examples of AFOs.
Prefabricated components are used for the stirrup connection to the shoe and the modular
dorsiflexion assist ankle joint that are attached to custom-formed metal bands, and custom-
fabricated leather cuffs and medial T-strap (a). These thermoplastic, posterior leaf AFOs (b)
demonstrate totally prefabricated design (left, reprinted with permission from Maramed
Orthopaedic Systems) for dorsiflexion assist, custom fabrication with complete limitation, or
ankle motion (right). The patellar tendon bearing orthosis (PTB) is designed to transmit axial
loads as well as to control ankle and subtalar motion. This example uses a custom-molded
thermoplastic soft-tissue interface with the calf, incorporating metal uprights into modular,
prefabricated limited motion-ankle joints connected to a stirrup custom formed from
prefabricated components incorporated into a “UCB”-type shoe insert custom molded from a
thermoplastic (c¢). A similar type of PTB orthosis uses totally custom-fabricated thermoplastic
sleeves with a posterior leaf-limited-motion ankle control attached to a shoe insert (d). The
CAM walker, which is totally prefabricated, provides a “roll over” sole to accommodate
ambulation with an immobilized ankle, (e, reprinted with permission from Aircast, Inc.).
This plantarfasciitis AFO is also completely prefabricated (f, reprinted with permission
from Sky Medical, Inc.).

83
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devices have complex prescription criteria if used for
assisting, resisting, or holding motion of joints under a
variety of temporal and spatial conditions; such designs
might be complex (Fig. 2d).

Materials

The choice of material varies according to durability,
strength, stiffness, skin compatibility, and fabrication
requirements. For short-term applications, prefabricated
devices that can be produced by sophisticated manu-
facturing techniques are often used. Thus, most any
commonly available material may be used for short-term
custom applications; materials that can be applied
directly to the patient will often be used (Figs. 3 and
9-11). Four basic forms of such material exist: plaster,
fabric reinforced, fiberglass reinforced, and solid sheets.
Some are thermosetting materials activated by promo-
tors or moisture; some are thermoplastics. Devices for
long-term use tend to be custom fabricated from materi-
als that are formed to measurements or molds of the
patient. The materials are typically thermoplastic, lami-
nated thermosetting materials with carbon fiber, fiber-
glass or fabric reinforcement, leather, fabric, aluminum,
stainless steel, steel, and foam plastics and elastomers
(Figs. 1-13).

Description of Conventional Devices

Tables 1-3 describe in a general nature the types of com-
ponents that make up conventional orthoses and the func-
tional controls and typical materials used. In general, the
soft-tissue interfacing components tend to be custom fab-
ricated, the structural members tend to be prefabricated,
and the joint mechanisms tend to be prefabricated and
modular. It is possible, however, to find prefabricated
components and preassembled prefabricated devices in
each of these areas. It is also common to find orthotic
devices constructed completely from custom-fabricated
components integrated together in a totally custom device
for a given patient (Figs. 1-3, 5, 7, and 10).

Under functional controls, the word “feedback” is used
to indicate that certain proprioceptive feedback signals
may be incorporated into these components to give infor-
mation to the patient regarding the load on the device
and/or the position of the device in space. This is some-
times helpful to supplement loss of normal propriocep-
tion in the limb. It is possible for feedback mechanisms;
EMG-, load-, OR microprocessor-activated locks; and/or
resistive or assistive mechanisms at all of these joints to
be applied; however, the tables simply reflect those
applications that are used in relatively common practice
in the field of orthotics. Applications not listed here, to
the knowledge of the authors, are simply research

Figure 6. Many types of devices use components that are similar to classic orthoses, but at this
time are considered by the authors not to be “classic” orthoses because they are not fabricated or
applied by orthotists. An example is this acutely applied air splint for first aid or emergency,
designed to control edema and limit motion at the ankle joint for short-term use (a). Orthotic-like
devices are used to supplement various therapeutic regimens in the rehabilitation of patients
post-injury and post-surgery. This example provides continuous passive motion to the joints
through powered systems attached to orthotic-like components (b, reprinted with permission
from Orthomed Medizintechnik, GmbH), and the other one provides a corrective force to
gradually regain motion in joints with contractures, (c, reprinted with permission from Joint

Active Systems, Inc.).



applications not in common use. The description of typi-
cal design types and materials also reflects the opinion of
the authors on the systems commonly used in orthotics
today. Many sophisticated designs and materials are
being used in research and may be commonly applied
in the future.

Some conventional devices do not strictly meet the
nomenclature system because they do not cross a joint or
control a joint. They simply are a sleeve that compresses
soft tissue to stabilize a fracture or protect a limb with
soft-tissue injuries. These devices are only for short-time
use until in injury can heal. Examples are shown in
Fig. 14.

REHABILITATION, ORTHOTICS IN 85

Figure 7. Most KOs are designed
for the prevention or protection of
knee injuries. Simple soft devices to
limit knee motion (a), splints to
immobilize the knee temporarily (b),
custom orthoses with knee mechan-
isms to control motion and provide
support to the knee (c), and orthoses
that provide adjustable corrective
forces or moments to the knee to alter
knee mechanics (d), reprinted with
permission from Generation IT USA,
Inc.), and even powered knee mech-
anisms with microprocessor controls,
(e), reprinted with permission from
Becker Orthopedic, Inc.).

FUNCTIONAL EVALUATION

Evaluation of musculoskeletal function is the key to ade-
quate prescription criteria or performance criteria, for
conventional orthoses. Communication of this evaluation
by the orthopedic surgeon to the orthotist is an important
step in obtaining agreement on, and optimum use of,
orthoses in the rehabilitation of the patient. To this end,
the Committee on Prosthetics and Orthotics of the Amer-
ican Academy of Orthopedic Surgeons has devised
the technical analysis form that is used for recording the
functional evaluation of the patient, documenting the
abilities and disabilities of the patient, and forming a



86 REHABILITATION, ORTHOTICS IN

(a)

(c)

Figure 8. HKAFOs are generally used for the control of deformities. Axial rotation alignment of the
lower limbs can be controlled with an HKAFO commonly called a twister brace (a), which uses a
flexible cable to provide free motion at the knee and ankle in all degrees of freedom while applying a
constant axial torque for rotation correction. An HKAFO for control of valgus at the knee provides
three-point support through the soft-tissue interfacing sleeves with as little restriction to ankle and
hip flexion and extension as possible (b). An HO is often used after total hip replacement to provide
an abduction resistance to the hip during flexion to help prevent hip dislocation until the soft-tissue
healing is completed (c, reprinted with permission from Sky Medical, Inc.).

Figure 9. WHOs can be of static (a) or
dynamic (b) variety to control, support,
resist, or assist motion of the fingers,
hand, and/or wrist. These examples are
made of low-temperature thermoplastics
that can be applied directly to the patient.




Figure 10. EWHOs are most typically of the custom-fabricated
type (a), but they are also available in prefabricated forms (b,
reprinted with permission from Maramed Orthopaedic Systems),
as shown in these examples of devices for the treatment of Colles’
fractures.

recommendation for the orthosis. In a uniform, simplified
system, these details can be communicated to the orthotist
for construction and fitting of the device and rehabilitation
of the patient. Evaluation of each segment of the muscu-
loskeletal system is divided into parts as described in Fig.
14, which shows a typical evaluation form. Note that the
range of motion of each joint is indicated on the background
of the normal range of motion for that joint and there are
places for recording the static position of each joint and
part of the skeleton and the deformities that exist in the
skeletal structures. The first page of the technical analysis
form contains didactic information on the impairments and
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Figure 12. TLSOs are used in a wide variety of forms, most
typically a custom-fabricated thermoplastic design for control of
spinal deformities, such as this low-profile scoliosis TLSO for
control of spinal curvature (a). This anterior closing TLSO is
used for instability of the low back or low back pain (b).

Figure 11. EOs typically are of the custom-fabricated type with prefabricated components for the
control of elbow flexion and extension during rehabilitation post-injury (a) or elbow reconstruction, but
many are totally prefabricated designs (b, reprinted with permission from Aircast, Inc.).
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Figure 13. This CTLSO is designed to provide corrective forces
for spinal curvature with thermoplastic skin interfacing components
for the pelvis and chin and prefabricated, metal uprights (a) This
halo orthosis is designed to protect the cervical spine after acute
injury and after spinal fusion (b). The skull pins in the proximal

portion of the orthosis are percutaneous components that anchor
into the skull through the skin for positive control of head position.

Table 1. Lower Limb Orthotic Devices

anomenclature system for their description on the physical
evaluation form. A legend for description of fixed deformi-
ties, alterations of range of motion, and description of
skeletal as well as muscular abnormalities is provided in
Fig. 16 for use in the boxes in Fig. 15 for description of the
physical examination. On the reverse side of this form, the
treatment objectives are outlined and the orthotic recom-
mendation includes a description of the controls for each
part of the musculoskeletal system that are recommended
as performance criteria for the orthosis. The orthotist is
then given the choice of how to accomplish these recom-
mendations in orthotic design and materials. The recom-
mendation form is completed with standard nomenclature
describing the control of the joints and musculoskeletal
structures: F designates free motion, A assistance, R resis-
tance, S stop, H hold, and L lock controls on motion. A “v”
accompanying any of these designations will recommend a
variable control of the type described for that degree of
freedom (Fig. 17). The degrees of freedom are described
across the top of the table for flexion, extension, abduction,
adduction, internal and external rotation, and axial load-
ing on the skeletal parts. Also note that a standard nomen-
clature system is developed to describe the joints that are
encompassed by the orthosis. Thus, FO designates an
orthosis that controls the foot; AFO describes an orthosis
that controls the ankle and the foot, and so forth. In
addition to the designations shown on the orthotic recom-
mendation table, it is possible to have a device that simply

Functional control

Component Passive Active Typical Design Types Typical Materials
Soft-tissue Alignment to Feedback Wraparound or Fabric, leather, hand laminates,
interface structural members load/position interlocking shells; thermoplastics, foam or
and joints adjustable pads and straps elastomer polymers
Structural Alignment to joints and  Feedback Modular uprights; reinforced Metals, hand laminates,
members soft tissue interfaces, load/position shell; extension of joints and prepregs, thermoplastics
extension blocks bands; single axis; I or
2 DOF, cam or drop lock
Hip joint Lock, stop, free, assistive, Manual-activated Single axis; 1 or 2 DOF; Metals, reinforced
resistive motions lock cam or drop lock polymers, thermoplastics
Knee joint Lock, stop, free, assistive, Feedback position, Single- or multiaxis; Metals, reinforced polymers,
resistive motions, load-, manual-, or 1 DOF; variable stop; cam, thermoplastics
adjustable varus/valgus EMG-activated link, or drop lock; friction
corrective force lock or resistance resistance; elastic assistance;
single lateral or posterior
upright; medial-lateral upright
Ankle joint Lock, stop, free, assistive, Feedback position, Single- or multiaxis; 1 DOF Metals, reinforced polymers,
resistive motions load-, manual-, or variable stop; cam; friction thermoplastics
EMG-activated resistance; elastic assistance;
lock or resistance single lateral or posterior
upright; medial-lateral upright
Foot Alignment Shoe insert: caliper or stirrup Metals, reinforced polymers,
attached to shoe with shank thermoplastics
FES Electrode placement Microprocessor, load- Implantable: electrodes, Silicone-coated silver-braided
orstimulation or EMG-activated self-contained power and steel, silver-impregnated

stimulus

control module, stimulator

module RF to external power
External: electrodes,

stimulator, and controls

silicone, SS electrodes,
epoxy- or silicone-
encapsulated
electronic components

“For examples, see Figs. 1-5, 7, and 8. DOF, degree(s) of freedom; FES, functional electrical stimulation.
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Functional control

Component Passive Active Typical Design Types Typical Materials
Soft-tissue Alignment to joints F feedback Wraparound or interlocking Fabric, leather, hand
interface and structural load/position shells; adjustable padding laminates, thermoplastics,
members and straps foam or elastomer polymers
Structural- Alignment to soft F feedback Modular reinforced shells; Metals, hand laminates,
members tissue interfaces load/position extension of joints prepregs, thermoplastics
and joints, and bands
extension blocks
Shoulder joint Lock, stop, free, Manual-or Single axis; 1 or 2 DOF; Metals and reinforced
assistive, motions EMG-activated electrical or pneumatic polymers
lock or assistance motor; manual or
elastic assistance
Elbow joint Lock, stop, free, Manual-or Single- or multiaxis; Metals and reinforced
assistive, motions EMG-activated 1 DOF; electrical polymers
lock or assistance or pneumatic motor;
manual or elastic assistance;
drop or cam lock, extension
or mechanical joint
Wrist joint Lock, stop, free, Manual-or Single- or multiaxis; Metals and reinforced
assistive, motions EMG-activated 1 or 2 DOF; electrical polymers
lock or assistance or pneumatic motor;
manual or elastic assistance;
drop or cam lock, extension
or mechanical joint
Hand Lock, stop, Manual-or Single- or multiaxis; Metals and reinforced
free, assistive, EMG-activated 1 or more joints; polymers
motions lock or assistance 1 DOF; electrical
or pneumatic motor;
manual or elastic
assistance; drop
or cam lock, extension
or mechanical
joint stop in 1
or more DOF
FES Electrode Microprocessor-, Implantable: electrodes, Silicone-coated
orstimulation placement load- or EMG- self contained power silver-braided steel,

activated stimulus

and control module,
stimulator module RF
to external power
External: electrodes,
stimulator, and controls

silver-impregnated
silicone, SS electrodes,
epoxy- or
silicone-encapsulated
electronic components

“For examples, see Figs. 2 and 9-11. DOF, degree(s) of freedom.

Table 3. Spinal Orthotic Devices

Component

Functional control

Passive

Active

Typical design types

Typical materials

Soft-tissue
interface

Structural
members

Electrical
stimulation

Alignment to
structural members

Alignment to soft
tissue interfaces

Electrode placement

F feedback load

Wraparound or interlocking

shells; adjustable pads and straps

F feedback load

Upright adjustable superstructures;

reinforced shells; percutaneous
pins and belts

Microprocessor-
activated
stimulus

Implantable: electrodes,
self contained power and control
module, stimulator module RF

to external power
External: electrodes, stimulator,
and controls

Fabric, leather, hand
laminates, thermoplastics,
foam or elastomer polymers

Metals, hand laminates,
thermoplastics

Silicone-coated silver-braided steel,
silver-impregnated silicone,
SS electrodes, epoxy- or
silicone-encapsulated electronic
components

“For examples, see Figs. 2, 12, and 13.
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Figure 14. Fracture orthoses that do not span a joint are used for selected humeral fractures (a)
and selected isolated ulnar fractures and some soft-tissue injuries (b, reprinted with permission
from Sky Medical, Inc.).

controls one joint and does not include

For example, an orthosis that encompasses and controls
only the knee joint is termed a “KO”. A similar nomencla-
ture system is shown for the upper limb and for the spine in
Figs. 18 and 19, which show the orthotic recommendation

Figure 15. This portion of the technical
analysis form for the lower limb demon-
strates the graphic manner in which a
complete passive and active evaluation
of the extremity is recorded to document
both normal and abnormal behavior
Reproduced by permission from the
American Academy of Orthopaedic Sur-
geons, Atlas of Orthotics, 2nd ed., St.
Louis, C. V. Mosby, 1985.

all joints distal to it.

and treatment objective portions of the technical analysis
form for each of those applications. For examples of
orthoses fitting each nomenclature descriptor, see the fig-
ures associated with each table. Many orthotic facilities
and surgeons have created their own forms for orthotic

= Direction of Translatory
Motion
e——
= Abnormal Degree of
\go>  Rotary Motion
= Fixed Position
300
#

LEGEND
Volitional Force (V) Proprioception (P)
N = Normal N = Normal
G = Good I = Impaired
F = Fair A = Absent
P = Poor
T = Trace D = Local Distension or
Z = Zero Enlargement

Hypertonic Muscle (H) .
N = Normal H = Pssudarthrosis

M = Mild
ﬁ? = Absence of Segment

Mo = Moderate
S = Severe
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ORTHOTIC RECOMMENDATION
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UPPER LIMB FLEX EXT ABD ADD int. Ext. LOAD
SEWHO Shoulder
EWHO  Humerus
Elbow
Forearm (Pron.) tSup.}
WHO Wrist (RD) {uD}
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SPINE

LATERAL FLEXION

ROTATION

FLEX EXT R

L

R

L

AXIAL
LOAD

CTLSO Cervical

TLSO Thoracic

LSO Lumbar
{Lumbo sacral
SI0 Sacroiliac

Figure 16. The legend for the technical
analysis form uses standard descriptors
for qualitative and quantitative docu-
mentation of the physical examination.
Reproduced by permission from the
American Academy of Orthopaedic
Surgeons, Atlas of Orthotics, 2nd ed.,
St. Louis, C. V. Mosby, 1985.

Figure 17. The orthotic recommend-
ation portion of the lower limb techni-
cal analysis form provides for
description of the treatment objective
as well as a prescription recommenda-
tion for control of musculoskeletal
system by the orthosis. Reproduced
by permission from the American
Academy of Orthopaedic Surgeons,
Atlas of Orthotics, 2nd ed., St. Louis,
C. V. Mosby, 1985.

Figure 18. The upper limb technical
analysis form provides for description of
treatment objectives and orthotic pre-
scription with the standard nomencla-
ture system. Reproduced by permission
from the American Academy of Ortho-
paedic Surgeons, Atlas of Orthotics, 2nd
ed., St. Louis, C. V. Mosby, 1985.
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prescription, but they include similar features to those in
the accepted standards shown here.

OUTCOME

Orthotic devices are designed to improve the function of
persons with musculoskeletal disabilities. The goals of treat-
ment are outlined on the technical analysis form for each
application. The optimal outcome is obviously achievement of
these goals. In many instances, achievement of these goals is
related to the provision of functional independence for many
persons who would otherwise be partially or totally depen-
dent. Where total or partial functional independence is not
feasible, the goal is to provide a better quality of life. When
orthoses are applied acutely for temporary stabilization or
temporary protection until healing or recovery from a dis-
abling injury can occur, the goal is often an uneventful
recovery. In many instances, the patient returns to employ-
ment or functional independence, or function is completely
restored before the injury heals. After sufficient healing, the
orthosis is usually discontinued. In some cases, orthotic care
allows the patient to be discharged from the hospital or
transferred to a less expensive support system earlier, redu-
cing the cost of medical care. In most short-term applications
of orthotic devices, patients are relatively compliant and
cooperative and use the orthoses well. Most long-term appli-
cations of orthoses are well accepted by patients, but in a
higher percentage of chronic (compared with acute) applica-
tions, patients use orthoses for limited activities or periods of
time and choose to alter the original treatment goals. Such
behavior is also not unusual for the users of many external
prosthetic devices. Such patients often develop compensatory
means of function (i.e., retraining of the contralateral limb) or
use other assistive devices (like wheelchairs) to accomplish
their personal goals.

For acute applications of orthoses, there is a strong
trend toward the greater use of totally prefabricated
systems. For chronic applications, very few prefabricated
systems have proved to be adequate; the trend here is
to use more thermoplastic materials. Patients find
these materials more lightweight, cosmetic, and comforta-
ble.

Another trend helping to facilitate these changes is
the increased use of central fabrication facilities. Tradi-
tionally, orthotists have measured the patient, designed
the orthosis, and completely fabricated the orthosis
before fitting and training the patient in its use. Today,
orthotists are being trained to devote more attention to the
measurement, fitting, and training of patients and less
attention to the fabrication of devices. This is because most
types of devices can be fabricated in a factory with highly
skilled technicians using the prescription criteria and
the measurements of the orthotist. This trend helps to
reduce costs; if the orthotist spends most of his or her time
evaluating, fitting, and training the patients, and
the technicians fabricate the devices, the orthotist can care
for a much greater number of patients and the consistency
of fabrication of the devices is improved considerably.
Fabrication of a replacement device for a patient
already under the care of an orthotist is often

simplified with the availability of a central fabrication
facility.

FUTURE

Historically, developments in orthotics have followed
developments in the field of external prosthetics. If this
continues to hold true, one can anticipate that in the
immediate future, orthotics will make increased use of
proprioceptive feedback systems, composite materials,
microprocessor controls for the dynamics of the orthosis,
automation of production facilities and improvements in
the design of skin interfacing components, and tempor-
ary use of standardized devices for patient training
before fabrication and fitting. Also, because orthotic
devices are increasingly used for many new applications
and means for increasing the number of skilled orthotists
needed to meet the demands are not available, there will
probably be major increases in the use of prefabricated
systems, central fabrication facilities, and/or simplified
systems for specific applications that can be handled by
other paramedical personnel. There is a growing trend
toward greater use of functional electrical stimulation
for even the most complex neuromuscular disabilities
using microprocessor-controlled multichannel systems
to control coordinated muscular activity in limbs with
paralysis or severe paresis. Recent advances in electrode
design, miniaturized microprocessor systems, and
knowledge of musculoskeletal functions are continually
producing breakthroughs in research. CAD/CAM meth-
ods for automated measurement, modification, and fab-
rication of custom devices are developing also. The
orthotist will find continuing advances in orthotic sys-
tems for preventive medicine in sports and the work
environment. The rehabilitation team, of which the
orthotist is an important member, will include new spe-
cialists for biofeedback, rehabilitation engineering, and
new branches of therapy and physicians and surgeons
from specialties that previously were not involved in
rehabilitation.

DEFINITIONS
1. Ortho. From the Greed orthos, meaning straight or
to correct.

2. Orthosis. Orthopedic appliance used to straighten,
correct, protect, support, or prevent musculoskeletal
deformities.

3. Orthotics (orthetics). Field of knowledge relating to
the use of orthoses to protect, restore, or improve
musculoskeletal function. (Note: This field overlaps
the field of mobility devices, including wheelchairs,
crutches, and special vehicles, for transportation of
persons with musculoskeletal disabilities. Mobility
aids will not be discussed in this article.)

4. Orthotist (Orthetist). A person practicing or apply-
ing orthotics to individual patients.



5. Custom versus prefabricated orthoses. Custom-fab-
ricated orthoses are devices that have components
that are molded specifically to the contours of the
musculoskeletal structures of a patient. This fabrica-
tion can be accomplished by making molds, tracings,
or careful measurements of the patient’s anatomy for
custom shaping in the fabrication of the device. Pre-
fabricated orthoses are made completely from pre-
fabricated components that are fit to the patient in
standard sizes. Some systems are preassembled, and
some are not. Prefabricated components may be used
in custom-fabricated devices along with custom-fab-
ricated components to provide a custom orthosis.

6. Modular component. A component that can be assem-
bled from prefabricated parts and can be disassembled
and reassembled in different combinations.

7. Nomenclature. A standard set of abbreviations for
an orthosis related to the anatomic parts that are to
be controlled by the orthosis (see Figs. 14-18); for
example, AFO is ankle-foot orthosis.

8. Free motion. No alteration or obstruction to normal
range of motion of an anatomic joint.

9. Assistance. Application of an external force for the
purpose of increasing the range, velocity, or force of
motion of an anatomic joint.

10. Resistance. Application of an external force for the
purpose of decreasing the velocity or force of motion
of an anatomic joint.

11. Stop. Inclusion of a static unit to deter an undesired
motion in a particular degree of freedom of an ana-
tomic joint. Variable control parameter that can have
multiple adjustments without making a structural
change.

12. Hold. Elimination of all motion in a prescribed
degree of freedom of an anatomic joint or anatomic
structure.

13. Lock. A device that has an optional mode of holding
a particular anatomic joint from motion and that can
be released to allow motion when desired.

14. Paralysis. Loss or impairment of motor function
(paresis, incomplete paralysis).

15. Volitional force. Voluntarily controlled muscle activity.

16. Hypertonicity. High resistance for muscle to pas-
sive stretching.

17. EMG. Electromyography is a measure of electrical
potential changes caused by muscle contraction/
relaxation.

See also CARTILAGE AND MENISCUS, PROPERTIES OF; JOINTS, BIOMECHA-
NICS OF; LIGAMENT AND TENDON, PROPERTIES OF.
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INTRODUCTION

Composite dental restorative filling materials are syn-
thetic resins that have had a revolutionary impact on
dental practice. No other dental materials have stimulated
such rapid change in an inarguably short period of time.
The advent of resin-based composite occurred during the
“Golden Age of Dentistry” and mirrored the overall effect
that high technology had on society. Virtually everyone has
been made aware of “bonding” or “cosmetic dentistry” by
the mass media. The success of “bonding” or “cosmetic
dentistry” depended on the development of esthetic dental
restorative (filling) materials such as resin-based
composites and to the advent of dental adhesives, which
allowed for the successful placement of the new esthetic
materials.

Composite resins have replaced the previous dental
restorative materials for anterior teeth, silicate cements,
and unfilled acrylic resins, because of superior physical
properties. The overall improvement in physical properties
has encouraged a great increase in the clinical use of
composite resins. Composite resins are now used in vir-
tually all aspects of dentistry. Their application was first
limited to simple cavities in anterior teeth (incisors) or the
repair of a broken tooth. However, composite resins are
now used to cement orthodontic brackets onto teeth, seal
pits and fissures in molars and premolars, splint period-
ontally or traumatically loosened teeth together for stabi-
lity, repair not just broken teeth, but also porcelain
restorations, revitalize and enhance the esthetic quality
of discolored or misshapen teeth. Certainly, no other dental
material systems offers such a broad range of applications
or greater opportunities for the improvement of dental
care. Researchers are working diligently to develop newer
resins that possess all the necessary qualities required of an
ideal dental restorative material, esthetic by nature
and resistant to all the deleterious effects of the oral
environment.

FABRICATION

Unfilled Acrylic Resins

The autopolymerizable, unfilled acrylic resin was one of the
precursors to the development of composite resin materi-
als. The composite resins were introduced to overcome the
problems associated with the clinical use of the unfilled
resins. The unfilled acrylic resins were supplied as powder
and liquid preparations. The powder consisted of the
polymer, polymethylmethacrylate and an initiator, ben-
zoylperoxide (1). The monomer consisted mostly of methyl
methacrylate, a cross- linking agent (ethylene dimethacry-
late), a tertiary amine, and an inhibitor (methylhydroqui-
none). Although the unfilled resins were considered to be
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Acronym

Organic compounds

BisGMA

Figure 1. Bis-GMA.

polishable and esthetically acceptable, numerous problems
were reported clinically. Pulpal irritation and sensitivity
were noted and probably related to microleakage. The
microleakage was undoubtably due to the high degree of
polymerization shrinkage and the higher coefficient of
thermal expansion of unfilled resins to tooth structure.
The expansion and contraction of the unfilled resin restora-
tion would “percolate” deleterious salivary contents lead-
ing to pulpal sensitivity, marginal discoloration and
secondary caries.

Resin Based Composite

Dentistry has long recognized the need for an esthetic
anterior restorative material. The unfilled acrylic resins
and the silicate cements were generally considered to be
clinical failures and inadequate for many situations com-
monly seen in dental patients (veneering of discolored
teeth, repair of badly fractured teeth, etc.) The composite
principle, using filler particles with a proper index of
refraction, thermal expansion coefficient similar to
enamel and a resin adhesion capability was advocated
in 1953 by Paffenbarger et al. (2) The term composite may
be defined as a three-dimensional (3D) combination of at
least two different materials with a distinct interface (3).
A composite resin restorative material consists of three
phases: the organic phase (matrix), the interfacial phase
(coupling agents), and the dispersed phase (filler parti-
cles).

Matrix Phase

One of the main components of all composites is the addi-
tion reaction product of bis(4-hydroxyphenol), dimethyl-
methane, and glycidylmethacrylate known as “Bis-GMA”
(4). Bis(4-hydroxyphenol) is an oligimer with a fairly high
molecular weight. Figure 1 shows its generalized struc-
tural formula.

Other aromatic dimethacrylates are also used in com-
posite resin materials (5). These oligimers include Bis-MA
(2,2-bis[4-(2-methacryloyloxyphenol] propane), Bis-EMA
(2,2-bis [4-(3-methacryloyloxyphenol] propane) and Bis-
PMA (2,2-bis[4-(3-methyacryloyloxypropoxy) phenol] pro-
pane. To decrease the high viscosity of the Bis-GMA resin
systems, low viscosity liquids, such as TEGDMA (triethy-
leneglycol dimethacrylate) and EGDMA (ethyleneglycol
dimethacrylate) are used. Figure 2 shows the structural
formula for TEGDMA.

Inhibitors are necessary to prevent the premature poly-
merization of the dimethacrylate oligimers and viscosity
controllers. An example of an inhibitor would be BHT
(2,4,6- tritertiarybutylphenol). Autopolymerizable compo-

Bisphenol-o-glycidyl methacrylate
CHj OH

CHs OH
Hzc)’ﬁ(o\)\/o O\)\/Oj(&cm
CHj
o) o)

CH3

site resins (paste mixed with paste or powder mixed with
liquid two component systems) utilized a thermochemical
initiator, most commonly, benzoylperoxide. The decompo-
sition of benzoyl peroxide results in free radicals that
initiate polymerization. The initiator would be present in
only one portion of the two-component system. The other
portion would contain the accelerator, such as, a tertiary
aromatic amine. When the two components of an autopo-
lymerizable composite resin are mixed, the tertiary aro-
matic amine (e.g., N,N-dimethyl p-toluidine) interacts
with benzoyl peroxide to produce free radicals necessary
to initiate the matrix polymerization (6). The main
disadvantage of auto-cure resin-based composites was
the inability of the clinician to control the setting time.
Once mixed, the material would irreversibly begin to poly-
merize whether the clinician was totally prepared or not.

The ability to initiate the polymerization reaction when
most desired has been achieved by the introduction of
photochemically initiated composites. The first photoche-
mically initiated composite resins used in dentistry
required ultraviolet (UV) radiation (7). The UV radiation
source employed a high pressure mercury arc and provided
a simple mechanical shutter to mask off the radiation when
not in use. The UV radiation was emitted through a light
guide to expose the composite resin. The effective wave-
length was between 364 and to 367 nm. An organic com-
pound that generates free radicals when exposed to 365-nm
wavelength electromagnetic radiation, such as, benzoin
alkyl ether, was added to composite resins in place of the
thermochemical initiator (benzoyl peroxide). Visible light
initiated composite resins depend on a diketone (e.g., cam-
phoroquinone) and an organic amine (e.g., N,N- dimethyla-
minoethylmethacrylate) to produce free radicals that result
with polymerization initiation. The diketone absorbs elec-
tromagnetic radiation in the 420-450 nm wavelength range.
The unit that provides the electromagnetic radiation (dental
curing light unit) usually consists of a light source, a filter
that selects the range of transmitted wavelength and a light
tube that directs the light beam to the composite. The
units generally emit wavelength in the 400550 nm range.
There is some concern over the potential of damage to
the eyes of dental operators (8). Indeed, health concerns

CH, o}

HzC)\H/O\/\O/\/O\/\O)kaHZ
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CH3
TEGDMA Triethyleneglycol dimethacrylate

Figure 2. TEGDMA.



over the use of UV radiation for polymerization initiation
initially encouraged the investigation into using “visible”
light instead.

Dispersed Phase

Inorganic filler particles were added to dental resins as
early as 1951. It was a number of years, however, before
composite materials were generally utilized by dentists.
The research of Bowen (4) improved the mechanical prop-
erties of filled resins. Bowen treated silica powder with
1.0% aqueous solution of tris(2-methoxyethoxy) vinyl
silane to which sodium hydroxide was added and the
resultant slurry dried at 125°C. Peroxide was added in
an acetone solution and the solvent evaporated. This treat-
ment resulted with an organophilic silica powder. The first
dental composites utilized fillers, such as E-glass fibers,
synthetic calcium phosphate, fused silica, soda-lime glass
beads, and other glass formulations (9). The commonly
used filler particles currently used as reinforcing materials
are quartz, colloidal silica, lithium aluminum silicate, and
silica glasses containing either strontium or barium (10).
Quartz was the most successful of the commercial fillers
due to its index of refraction and inert nature, however, its
hardness and large particle size made polishing difficult
resulting with the transition to softer glass fillers (11). In
addition to being radiopaque, the softer glass fillers facil-
itate easier polishing of the set composite resin and the
production of fine filler particles for incorporation into the
matrix. There is, however, a potential toxicity problem
with barium glasses and the radiopaque glasses may be
susceptible to degradation in water (12). Chemical pro-
cesses may also be used to synthesize filler particles, such
as the colloidal silicon dioxide pyrogenic particles (13). The
colloidal silicon dioxide particles may be fabricated by
burning silicon tetrachloride in the presence of an hydro-
gen and oxygen gas mixture. Particles ranging from 0.007
to 0.14 um result. The small size of the colloidal silicon
dioxide filler particle, when incorporated in the dispersed
phase, allows the polishing of a resin-based composite to a
smooth finish. However, the small filler particle size pre-
vents high filler loading. This tends to decrease the filler
fraction of resin-based composites manufactured with a
colloidal silicon dioxide dispersed phase (Table 1).
Hydroxyapatite and amorphous calcium phosphate fil-
ler particles have been advocated for resin-based compo-
sites (15,16). The reported advantage of these fillers is the
potential for reminerializing adjacent tooth structure.

Filler-Matrix Interface

Transfer of stress from the dispersed-phase filler particles
through the ductile matrix phase should occur to improve
mechanical properties. The bond between the dispersed
filler phase and the organic matrix may be achieved by
two different methods, chemically or mechanically. The
mechanical retention of the dispersed phase is achieved
by sintering particles or fibers together, or by etching away
a phase of a glass filler particle leaving a porous surface.
Monomer may then flow into the porous surface creating a
mechanical interlocking. Chemical bonding to the dispersed
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phase may be achieved by using coupling agents, such as an
epoxy silane (17). Two of the silane agents are y-glycidox-
ypropyltrimethoxysilane and y-methacryloxypropyltri-
methoxysilane.

Silane coupling may involve hydrolysis of the methoxy
groups with bound surface water on the dispersed phase-
filler particle or with aluminol or silanol groups of the
dispersed phase filler particle. During polymerization of
the composite resin, the unsaturated carbon double bonds
are available to react with the matrix. In vitro tests sug-
gest, that a general rule, as filler volume is increased, wear
is reduced regardless of filler treatment (18).

PHYSICAL AND MECHANICAL PROPERTIES

Physical Properties

Wettability partially determines the marginal microleak-
age and surface staining of a composite. Wettability may be
determined by the contact angle formed by a drop of water
on the resin-based composite surface. Composite resins are
considered hydrophilic because the advancing contact
angle of water on composite surface is ~65°. The water
sorption value is 0.6 mg/cm? and water uptake of compo-
sites is a function of polar groups in the polymer structure.
The thermal conductivity of composites closely matches
that of dentin and enamel. The coefficient of thermal expan-
sion usually averages 26—40 x 10 ®cm/cm per°C for the
range of 0-60°C, and recently marketed composite resins
even more closely match the values normally obtained for
tooth structure. A composite resin with a thermal coeffi-
cient of expansion similar to tooth structure (10 x 10~ 5cm/
cm per°C) would theoretically suffer from less margin
microleakage. When there is a difference in the values,
composite resin restorations may expand or contract more
than tooth structure during temperature changes resulting
with gap formation between the two substances. Margin
microleakage may then occur. Polymerization contraction
(% by volume) for the typical composite resin averages 3.2—
3.8%. The amount of contraction due to polymerization is
effected by the types of oligimers used in the matrix phase
and the filler volume. As the composite resin shrinks, it
pulls away from the walls of the cavity preparation in
the tooth. This polymerization contraction encourages
the ingress of salivary contaminants and bacteria (micro-
leakage). Not all studies have shown a statistical correla-
tion between polymerization shrinkage and microleakage
(19).

Methods have been employed to reduce the stresses
associated with polymerization shrinkage. Pulse or two-
step light activation for polymerization initiation has been
recommended (20,21). Other methods include incremental
filling, directed shrinkage, void incorporation, filler and
matrix alteration.

Mechanical Properties

Virtually all composite resin manufacturer’s spend consid-
erable resources on testing their own and competitor’s
products for mechanical properties. Dentists are continually
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Table 1. List of Materials and Percentage of Fillers by Weight Determined by Ashing in Air®

Material Classification® Manufacturer Batch and Shade % Fillers by Weight
Aeliteflo VLC Hyb Flow CS Bisco, Inc Itasca, IL, USA 039317 (A3) 54.9
Amelogen VLC Hyb Univ CS Ultradent products, UT, USA 2CPM (A2) 72.9
Arabesk VLC Hyb Univ CS Voco, Cuxhaven, Germany 70500 (A3) 71.6
Arabesk-Flow VLC Hyb Flow CS Voco, Cuxhaven, Germany 82777 (A3) 61.8
Arabesk-Top VLC Hyb Univ CS Voco, Cuxhaven, Germany 81594 (A3) 715
Ariston-pHc VLC ‘Smart Material’ Vivadent, Schaan, Liechtenstein A00001 (—) 74.8
Brilliant-Dentin VLC Hyb Univ CS Colténe, Whaledent, Switzerland GE931 (A3) 75.6
Brilliant-Enamel VLC Hyb Univ CS Colténe, Whaledent, Switzerland GE902 (A3) 75.4
Charisma-F VLC Hyb Univ CS Heraeus Kulzer, Wehrheim, Germany 23 (A20) 76.4
Charisma-PPF CC Hyb Univ CS Heraeus Kulzer, Wehrheim, Germany 2 (A10) 68.3
Clearfil Photo Post VLC Hyb Univ CS Kuraray, Osaka, Japan 0035A (UL) 84.7
Clearfil Photo Ant. VLC Hyb Univ CS Kuraray, Osaka, Japan 0024C (A3) 59.9
Colténe-SE VLC Hyb Univ CS Colténe, Whaledent, Switzerland FBJOI1 (A3) 71.3
Concise CC Conventional CS 3M, St. Paul, MN, USA 19970303(U) 80.2
Dyract-Flow VLC Flow CM Dentsply De Trey, Konstanz, Germany 9809000103 (A2) 55.4
Elan VLC CM Sybron/Kerr, Orange, USA 805872 (A3,5) 71.2
EXI-119 (Z-250)° VLC Hyb Univ CS 3M, St. Paul, MN, USA 030998 (A3.5) 77.4
EXI-120 (P-60)° VLC Hyb Pack CS 3M, St. Paul, MN, USA 030998 (A3,5) 78.9
F-2000 VLC CM 3M, St. Paul, MN, USA 19970905 (A3) 80.5
Glacier VLC Hyb Univ CS Southern Dental Industries, Australia 60506 (B3) 78.2
Metafil-CX VLC Microfine CS Sun Medical, Shiga, Japan 71201 (A3,5) 41.7
Pertac-11 VLC Hyb Univ CS Espe, Seefeld, Germany 00634764 (A3) 70.0
Polofil-Molar VLC Hyb Univ CS Voco, Cuxhaven, Germany 63596(1U) 78.5
Quadrant Anterior VLC Microfine CS Cavex Haarlem, Holland 22C (A2) 58.6
Quadrant Posterior VLC Hyb Pack CS Cavex Haarlem, Holland 30C (A2) 65.2
Revolution VLC Hyb Flow CS Sybron/Kerr, Orange, USA 710669 (A3) 53.9
Silux-Plus VLC Microfine CS 3M, St. Paul, MN, USA 6DH (U) 54.8
Solitaire VLC Hyb Pack CS Heraeus Kulzer, Wehrheim, Germany 26 (A30) 64.3
Spectrum VLC Hyb Univ CS Dentsply De Trey, Konstanz, Germany 9608244 (A3) 75.3
Surefil VLC Hyb Pack CS Dentsply De Trey, Konstanz, Germany 980818 (A2) 79.4
Tetic-Ceram VLC Hyb Univ CS Vivadent, Schaan, Liechtenstein 900513 (A3) 75.7
Tetric-Flow VLC Hyb Flow CS Vivadent, Schaan, Liechtenstein 901232 (A3) 64.0
Wave VLC Hyb Flow CS Southern Dental Industries, Australia 80608 (A3) 60.7
Z-100 VLC Hyb Univ CS 3M, St. Paul, MN, USA 19960229 (UD) 79.6

“Reprinted with permission from Ref. 14.
bVisible light cured = VLC, chemically cured = CC, composite = CS, compomer = CM, flowable = Flow, packable = Pack, universal = Univ, hybrid = Hyb.
“The P-60 (Posterior composite) and the Z-250 (Antero-Posterior composite), marketed by 3M were included in this study as experimental composites EXI-120

and EXI-119.

bombarded with advertisements touting a composite resin’s
“compressive strength”. It cannot be denied that mechanical
properties are important for consideration. On the other
hand, it is quite evident that clinical success may not be
solely correlated with laboratory results or easily predict-
able. The oral environment is rather hostile to inorganic or
foreign materials. Corrosion or degradation occurs with
most metals and resins used by dentists. Composite resins
demonstrate a change in roughness of the surface with
laboratory aging suggesting degradation (22). Mechanical
properties of the composite resins have improved consider-
ably the last decade. Unfortunately, the exact relationship
between mechanical properties and clinical success has yet
to be determined.

The compressive strength of composite resins is greatly
superior to their tensile strength. The clinical significance
of this is unclear. It may be assumed that tensile strength is
of major concern when placing composite resins in poster-
ior teeth as a sliding tooth cusp will cause shear stresses
(23). Many manufacturers claim that the compressive
strength of their composite resins equal silver amalgam
(silver filling material). However, the clinical relevance of

this high compressive strength is not known due to a lack of
data demonstrating the minimum strength required to
resist the forces of occlusion and mastication. The modulus
of elasticity is an important factor to consider when a
composite resin is used on a stress bearing area. A compo-
site resin with a very low modulus will deform under
occlusal stress and increase microleakage or transfer the
stress to the supporting tooth. This does not mean that low
modulus composites cannot be used when well supported
by adjacent tooth structure (14).

Composite resins may be classified by the component
materials that comprise each of the three phases. The
matrix phase may be described as being either hydrophilic
or, as in the case of some experimental resins, hydrophobic.
The interfacial phase is not as amenable as the matrix
phase to classification. It is possible to describe the cou-
pling mechanism as being chemical (either polymeric or
silane treated) or mechanical. However, the most appro-
priate basis for classification would appear to be the size
and chemical composition of the dispersed phase (24).
Composite resins may be classified into five main cate-
gories: traditional hybrid, microfill (pyrogenic silica),



microhybrid, packable, and flowable (25). Hybrid resin
composites have an average particle size of 1-3 p and
are 70-77% filled by volume. They present with good
physical properties compared to the microfilled resin com-
posites. Some composite resins used softer, radiopaque
glass fillers averaging 1-5 um (26). Microhybrid resin
composites have an average particle size of 0.4-0.8 p
and are 56—66% filled by volume. Microhybrid resin-based
composites generally have good physical properties,
improved wear resistance, and relatively high polishabil-
ity. Microfill composite resins utilize pyrogenic silicon
dioxide with an average particle size of 0.04—0.1 p, but
due to the increase in viscosity associated with an unac-
ceptably low filler fraction ( 35-50% by volume), a modified
method of manufacture was developed. Microfiller-based
complexes consists of prepolymerized particles (pyrogenic
silicon dioxide mixed with resin matrix and cured) and
resin matrix with a equal concentration of dispersed micro-
filler (pyrogenic silicon dioxide) as was in the prepolymer-
ized particles. This formulation allows for an increased
filler fraction without the difficulty in manipulation due to
high viscosity. The microfiller composite resins exhibit
high polishability (27). The smoother the surface of the
composite resin, the less that surface wear occurs and
plaque accumulates (28,29). Packable composites have
an average particle size of 0.7-20 . and are 48-65% filled
by volume. Their higher viscosity is considered desirable in
establishing interproximal contacts and is the result of a
higher percentage of irregular, fibrous, or porous filler in
the resin matrix. Flowable composites have an average
filler particle size of 0.04—-1 p and are 44 -54% filled by
volume. Their reduced filler volume decreases viscosity to
ease placement in thin increments or small cavity prepara-
tions. They are also more flexible, with a decreased mod-
ulus of elasticity, to absorb stress in certain applications
(Table 2).

CLINICAL APPLICATION

Bonding is a general term that is used to describe the
joining, uniting, or attaching of adhesives to an adherend
(6). Bonding describes the attachment of two materials, but
not the mechanism by which the bonding occurred. A
bonded assembly may be attached together by mechanical
means or by physical and chemical forces. The bond that
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occurs between composite resin and tooth enamel is
mechanical and is achieved by the process of acid etching.
The acid-etch technique was developed by Buonocore in
1955 for use in dentistry (31). An 85% phosphoric acid
solution was applied to the teeth of volunteer subjects and
greatly enhanced the bond strength of an unfilled acrylic
resin to the enamel surface. Retief demonstrated the effec-
tiveness of a 50% phosphoric acid pretreatment of enamel
for bonding and also the reversibility of the process by the
saliva’s remineralization of the enamel (32-35). Bonding is
now universally accepted by the dental profession.

Enamel bonding ushered in the age of cosmetic dentis-
try and popularized the use of composite resins. It was also
desirable to develop materials that would adhere to the
second layer of tooth structure, the dentin. This is espe-
cially applicable in situations where the available enamel
for bonding is minimal. Commercially available dentin
bonding systems have recently been developed. Bonding
may occur by two different means, micromechanically or
chemically. Adhesion may be chemically established to
either the inorganic or organic portions of dentin. The
dentin bonding systems have improved considerably in a
short period of time showing great promise for reducing
margin microleakage and increasing restoration retention.
Composite resins have rapidly established themselves as
an important segment of a dentist’s restorative armamen-
tarium. Composite resins were initially used solely as a
replacement for the unfilled acrylic resins and silicate
cements. Use was limited to the incisors where esthetics
were of paramount importance. Even then, many dentists
considered all resins to be strictly temporary at best.

The patient was often advised to consider a permanent
restoration that was metallic, such as a gold foil (placed by
compaction of overlapping gold increments directly into the
prepared cavity of a tooth). The failure rate of the early
resins was considered unacceptable by many dentists and
composite resins had to prove themselves “worthy”.

The introduction of “bonding” reduced the severity and
occurrence of microleakage with the composite resin
restorations. Bonding also provided a conservative means
to retain a composite resin restoration without substantial
sacrifice of tooth structure (by cutting undercut areas into
the tooth). Composite resins soon became useful in restor-
ing traumatically fractured teeth (34-38). Malformed or
hypoplastic teeth were reconstructed using composite
resins and bonding (39,40). The pigments incorporated

Table 2. Classification and Physical Properties of Resin-Based Composites®

Physical Properties®

Composite Type Average Particle Size (Micrometers) Filler Percentage (Vol %)? Wear Resistance Fracture Toughness Polishability

Microfill 0.04-0.1 35-50 E F E
Hybrid 1-3 70-77 FesCe E G
Microhybrid 0.4-0.8 5666 E E G
Packable 0.7-20 48-65 P—Ge P—E? P
Flowable 0.04-1 44-54 P P N

“Reprinted with permission from Ref. 30.

®Sources: Kugel,*” Wakefield and Kofford®® and Leinfelder and colleagues®.
°E: Excellent; G: good; F: fair; P: poor.

4Varying among the same type of resin-based composite.
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into the composite resin matrix provide a wide range of
natural shades. Additional tinted and opaquing resins are
available that enable the dentist to achieve a life-like result
closely mimicking enamel. The bonding of composite resins
as a thin veneer to enamel was advocated for an aesthetic
technique of restoring discolored teeth. Young discolored or
malformed teeth could be given a natural appearance by
covering the enamel surface with a thin “veneer” of the
appropriately shaded composite resin (41,42). The public
eventually became aware of dentistry’s newest advance-
ment and “cosmetic bonding” was “born”.

Preventive dentistry benefited by the development and
introduction of pit and fissure sealants. A pit and fissure
sealant material is a BIS-GMA based resin that is intro-
duced into the caries susceptible pits and fissures of teeth
forming a barrier against the action of decay producing
bacteria. Pit and fissure sealant resin is retained or
bonded to the enamel surface of the teeth by the acid-etch
technique. In the 1980s, a conservative cavity preparation
that utilizes composite resins and bonding had been pro-
posed by Simonsen (43). This technique involves the
removal of only decayed tooth structure with the compo-
site resin restoration bonded to the enamel surface sealing
the pits and fissures from future decay. Simonsen termed
this technique the “Preventive Resin Restoration” (43).
Composite resins are also utilized as cementing or as
luting agents.

Acrylic preformed laminate veneers were bonded with
composite resins to discolored teeth as aesthetic restora-
tions (44). Porcelain veneers have been bonded to disco-
lored teeth with composite resins since 1983 (45).
Composite resins have also been used to bond orthodontic
brackets, and fixed partial dentures (Maryland Bridges) to
teeth (46). Splints to stabilize periodontally or traumati-
cally loosened teeth are constructed of composite resin.
Restorations of decayed posterior teeth (molars) are more
and more done with composite resins and bonding (47). A
number of dentists and patients are reportedly concerned
over the potential toxic effect of mercury, one of the con-
stituents of silver amalgam filling material (48). Studies
have shown that dentists with the highest exposure to
silver amalgam also have the highest urinary mercury
levels (49). The concern about mercury toxicity may yet
be the necessary impetus to finally develop an ideal com-
posite resin (50).

New low shrink composite resins consist of a bis-GMA
matrix with a strontium glass filler of an average size of
1.1 p. The composite is 86.5% filled by weight and has a
compressive strength of 267.5 MPa. The composite has a
volumetric shrinkage of 1.4%, which reduces the shrinkage
stresses induced by polymerization. Also recently intro-
duced have been the no-rinse conditioners ( self -etching
primers). No rinse conditioners are very convenient for the
dentist and are very useful in patients with severe “gag”
reflex (51).

The self-etching primer consist of a penetrating, poly-
merizable monomer and an acidic component. The pH of
the self-etching primer is between 0.6 and 2, which is acidic
enough to etch cut or prepared enamel (52). Several self-
etching primers currently available will not etch unpre-
pared enamel leaving resin extensions improperly bonded

(53). Self-etching primers that leave an acidic intermixed
zone will demonstrate osmotic blistering (54). Osmotic
blistering is the separation of the intermixed zone due to
water penetrating the hydrophilic primers. Water is pulled
from the dentin because of the high concentration of ionic
species retained in the primer when no-rinse conditioners
are used. The osmotic gradient from the ionic species and
acid monomers creates pockets or blisters of water between
the adhesive and composite resin. In addition, both the
filler and the resin matrix may suffer degradation from the
free acid radicals if the intermixed zone is left unbuffered.
The shear bond strength of resin-based composite or sea-
lants is reportedly less with the self-etching primers than
the “total etch” technique, a pretreatment of both enamel
and dentin with 32-40% phosphoric acid solution or gel
(55). Immobilization of an antibacterial component into the
resin matrix has also been achieved creating antibacterial
composite resins. A new monomer, MDPB, has been pro-
duced by combining a quaternary ammonium with a
methacryloyl group and incorporating it into the resin
matrix for copolymerization with other monomers. The
antibacterial effect is on contact only and does not dissipate
by dissolution into the saliva (56).
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RESPIRATORY MECHANICS AND GAS
EXCHANGE
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INTRODUCTION

Respiratory mechanics applies the principles of solid and
fluid mechanics to pressure, flow, and volume measure-
ments obtained from the respiratory system. The utility of
the resulting mathematical models depends on how well
they guide clinical decisions and prove consistent with the
results of new experiments. Although very sophisticated
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models of respiratory system structure and function exist,
our focus here is on simple concepts used for pulmonary
function testing and mechanical ventilation.

RESPIRATORY SYSTEM STRUCTURE

The airways, or bronchial tree, conduct air to the small air
sacs, or alveoli, which comprise the lung parenchyma. The
upper, larger airways are lined with ciliated epithelium
and mucus secreting cells to warm, humidify, and filter
small particles from the inhaled gas. The heated and
humidified air is ultimately exhaled, resulting in a water
loss from the body of ~ 1 L - day~'. When the upper airways
are bypassed by tracheostomy or by intubation for mechanical
ventilation, drying of the respiratory tract can result in inspis-
sation of secretions and obstruction of the airways. Extracor-
poreal humidification of the compressed, zero-humidity gases
used in mechanical ventilation is a necessity (1).

The cross-sectional area of the trachea is roughly the
size of a United States quarter dollar (0.25¢). Alveolar
surface area is about the size of a tennis court, so that
over a very short distance the airways branch repeatedly to
bring inhaled gases into contact with a large surface area
for diffusion into the blood. The branching is generally
dichotomous and asymmetric. The number of branches
from the trachea to an alveolus varies from 6 to 30. Small
nerve fibers coursing through the walls of airways cause
glandular secretion and determine muscle tone. The blood
vessels bringing venous blood to the alveoli for gas
exchange follow a similar branching structure so that air
and blood flow are closely matched for efficient exchange of
gases (2).

The last generation of bronchioles ends in sprays of
alveolar ducts and sacs. There are some 300 million alveoli,
each ~300 um in diameter at full inflation, forming a
network of interconnecting membranes. Within those
membranes pass the smallest vessels, the alveolar capil-
laries. Microscopic studies show that the membrane con-
sists of two parallel tissue sheets separated by a series of
tissue posts, much like the deck of a parking garage. Red
blood cells spend <1 s in this structure, and diffusion of
respired gases occurs across the 0.3-3.0 um barrier between
air space and red cells in the capillaries. At low intravas-
cular pressures, some parts of this network remain col-
lapsed, yet can be recruited if the pressure in the
pulmonary vessels increases. In addition, lymphatics also
drain the interstitial space and follow the structure of the
bronchial tree. They are capable of removing large volumes
of extravasated fluid if necessary.

A thin membrane, the pleura, covers the outer surface of
the lungs and is reflected to line the inside surface of the
thoracic cavity. Between these two pleural surfaces is a
space 6—-30 um in thickness. A very small amount of fluid is
normally present, providing lubrication that allows the
lungs to slide freely over the interior of the chest wall (3).

The thoracic cage itself consists of the spine, sternum,
ribs, and associated muscles of the chest wall. The dia-
phragm separates the abdominal cavity from the thoracic
cavity and is the major muscle effecting resting ventilation
(4). As muscular contraction expands the thoracic cavity,

the lungs follow, filling with air. When the subject is at rest
exhalation is passive. The muscles relax, the thoracic
cavity decreases in volume, and air flows out of the lung.

In addition to the solid mechanics of these structures,
analyses of fluid flows are important. The behavior of fluids
spans many regimes: convection-dominated flows in the
large airways, gaseous diffusion at the alveolar level,
interphase diffusion through the capillary walls into the
blood, and viscous flows in the alveolar ducts, capillary
spaces, and intrapleural space.

STATIC MECHANICS OF THE RESPIRATORY SYSTEM

The simplest test of respiratory system behavior is to ask a
subject to inhale or exhale to different lung volumes
(Fig. 1). The tidal volume, V7, is the volume of air that
moves in and out of the lungs in a normal breath. At the end
of a normal exhalation all the muscles of respiration are
relaxed. With the glottis open, no forces are exerted on the
respiratory system and atmospheric pressure exists both in
the alveolar spaces and on the body surface. The lung
volume under those conditions is called the functional
residual capacity, or FRC. One can exhale beyond FRC
by forcing more air out of the lung. The amount that can be
forced out is called the expiratory reserve volume (ERV).
Even at that point, there is still residual air in the lungs:
the residual volume (RV). If one inhales maximally, the
volume of air in the lung is the total lung capacity, or TLC.
Similar to ERV, there is an inspiratory reserve available to
us beyond our usual tidal volume: the inspiratory reserve
volume, or IRV. The total amount of air that could be
inhaled from FRC is called the inspiratory capacity, and
the total amount that could be exhaled from TLC is called
the vital capacity (VC). Figure 1 shows that quantities
labeled “capacity” are the sum of two or more quantities
labeled “volume”. Together with statistical tables relating
normal values to gender, age, and size, this data provides
one measure of any muscular weakness or structural
impairment that might limit the ability to move air into
or out of the respiratory system.

A

Figure 1. Lung volumes and capacities.



Beyond simply measuring these volumes, one can ask
how much force is required to change the volume by a
certain amount. These experiments have been performed
upon excised lungs and intact animals and subjects.

Parenchyma

Experiments that applied static pressure to an excised, air-
filled lung supported in air showed that the relationship
between lung volume and the applied transpulmonary
pressure difference, that is, airway pressure minus pres-
sure at the pleural surface, is dependent on the volume
history of recent expansion (Fig. 2). To achieve any given
volume, the required pressure difference is greater for
inflation than for deflation. A large part of this behavior
is due to surface tension at the gas-liquid interface in the
alveoli and smallest airways (5,6). When the lung is
degassed and then filled with and surrounded by saline,
inflation pressures are reduced and much of the hysteresis
is eliminated (Fig. 2). The surface-active agent, or surfac-
tant, responsible for most of the hysteresis consists of a
phospholipid protein complex secreted by certain cells
found in the alveolar epithelium. Surface tension—area
data from experimental systems utilizing films of surfac-
tant indicate that surface tension varies over the range of
2-50 dyn - em™?, decreasing markedly as the surface area of
the film decreases, and is independent of cycling frequency.
Surfactant lowers the surface tension below that for a pure
water—air interface, and therefore decreases the pressure
necessary to inflate the lungs and keeps alveoli from
collapsing during exhalation. Infants born prematurely
can lack surfactant, making respiration difficult. The
development of an artificial surface-active agent delivered
by aerosol was an important advance in neonatal care (7).

Because one often deals with changes about a specified
lung volume, the elastic behavior of the lung is routinely
described in terms of the tangent to the pressure—volume
curve at that point, referred to as the local compliance (Cy)
of the lung,

Cr, =dV/dP (1)

TLC Saline

Air

Volume

Applied pressure difference

Figure 2. Pressure—volume curves for excised lungs filled with
air and saline.
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where P is the transpulmonary pressure (alveolar minus
pleural surface pressure). Because of the nonlinear nature
of the pressure—volume relationship, the compliance varies
with lung volume. Thus the simplest model of lung elas-
ticity is a single parameter derived from the transpulmon-
ary pressure—volume curve of the liquid- or air-filled lung.
The compliance for an air-filled lung will reflect both the
mechanical properties of the tissue and the effects of
surfactant.

Intrapleural Space

For spontaneously breathing subjects, the stresses gener-
ated by muscle contraction cause thoracic cavity expansion
and are transmitted to the lungs through the intrapleural
space. The thin fluid layer present between the membrane
lining the lung (the visceral pleura) and the membrane
lining the inside of the thoracic cavity (the parietal pleura)
must in some way transmit those forces. Early models of
this coupling postulated the concept of an intrapleural
pressure (8). Because the minimal volume attainable at
zero distending pressure for an excised lung (V) is below
the residual volume of the intact subject, and because
functional residual capacity is less than the volume of
the thoracic cavity when the lungs are removed, the sim-
plest model was that there must be a negative pressure,
that is, a pressure less than atmospheric pressure in the
pleural space (Fig. 3). In mechanical terms, any shear
stresses in the minute amount of pleural fluid were
neglected and the mechanics were modeled as a normal
stress, the intrapleural pressure (Py)).

Measurements of intrapleural pressure in intact ani-
mals or human subjects were traditionally made by placing

AP,

Figure 3. Lung—chest wall model. See text for details.
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a catheter tipped with a small latex balloon into the thor-
acic esophagus. The balloon was partially inflated, but not
stretched. The theory is that both the balloon and the
esophageal wall are flaccid structures, and so pressure
changes measured by this manometry system would reflect
changes in intrathoracic pressure (9). These measure-
ments were undertaken in intact animals and subjects
to try to separate the mechanics of the chest wall from
the properties of the lung itself.

Thoracic Cage

In a manner similar to the parenchyma, the chest wall was
conceived of as an elastic structure and the slope of the
pressure—volume curve for the relaxed chest wall was
called the chest wall compliance. The active forces exerted
by the muscles (AP,,) are conceived of as a normal force
applied to change the intrapleural pressure. During inha-
lation, expansive chest wall forces decrease the intra-
pleural pressure, causing expansion of the lung. If the
subject forcefully exhaled, or used the muscles to exhale
to a volume below functional residual capacity, the intra-
pleural pressure would increase.

These were the simplest models for the static mechanics
of the respiratory system. Pressure differences at various
points in the system are related to volume changes, and the
tissue properties were modeled as a simple elasticity
although the compliance could be dependent on lung
volume.

DYNAMIC EVENTS IN THE RESPIRATORY SYSTEM

Respiration requires the flow of gases into and out of the
lungs. Many studies investigated the nature of the fluid
flow, but early attention focused on a very simple model:
that of a “resistance” to air flow. If a subject inhales to total
lung capacity and then exhales to residual volume, the
volume exhaled is the vital capacity. However, if performed
with maximal expiratory effort, this experiment is called
the forced vital capacity (FVC) maneuver (10). Mathema-
tical analysis of the resulting data showed that the volume
exhaled was almost exponentially related to time:

V =FVC(1 —e ") 2)

Where FVC was the volume eventually exhaled, ¢ is time,
and k& was the constant in the exponential. Investigators
acquainted with electrical analogues were quick to point
out that this resembled the discharge of a capacitor C
through a resistor R, with the time constant

k=1/RC (3)

The obvious analog was to equate C with the compliance
of the respiratory system and R with the resistance to air
flow. The pressure drop between the airway opening and
the pleural surface was the driving force, so that the simple
model for exhalation became:

Pao — Py = RAVJdt +1/CV (4)

Where d/dt represents the time derivative, V the volume
change of the lung, and C the compliance. The convention is

Exhalation
flow rate

Increasing expiratory effort

Exhaled volume

Figure 4. Maximum expiratory flow-volume maneuver at
different degrees of effort.

that dV/dt < 0 represents exhalation. This equation fit
conveniently with the classification of respiratory diseases
into those that were restrictive and those that were
obstructive. Restrictive diseases, such as muscle weakness,
deformities of the chest wall, neurologic illnesses, and
fibrosis of the lungs, were those that altered lung volumes
and/or respiratory system compliance. Obstructive dis-
eases such as asthma and bronchitis were those that
interfered with the ability to quickly move air into, or
especially out of, the lungs, leading to a high resistance.
Further support for these concepts came from the Max-
imal Expiratory Flow—Volume (MEFV) maneuver in which
a subject performs the FVC maneuver while exhaling
through a pneumotachograph. A plot of flow versus its
integral (Fig. 4) has a straight-line portion, consistent with
an exponential relationship, because if the pressure differ-
ence is constant the time derivative of equation 2 gives

dVidt = kV (5)

that is, a linear relationship between volume and flow rate.
Once again, normal values are a function of race, gender,
age, and size (11).

Equal Pressure Point Concept. Equation 4 would suggest
that as the applied pressure difference is increased, the
flow rate will increase indefinitely. However, the linear
portion of the MEFV curve is relatively independent of
effort. Beyond a certain point, trying to exhale more vigor-
ously has no effect on increasing the expiratory flow. The
idea of an “equal pressure point” was proposed to explain
this flow limitation (12) (Fig. 5). If the subject closes
the glottis, the pressure at the glottis will be equal to that
in the alveoli because no flow occurs. Equation 4 shows that
the pressure measured at the airway opening, or in this case
just below the closed glottis, will be equal to the intrapleural
pressure plus V/C. The quantity V/C is the elastic recoil
force due to stretch in the alveolar walls. If the subject
then performs a forced exhalation, intrapleural pressure



Figure 5. Equal pressure point concept. See text for details.

will be greater than atmospheric pressure and alveolar
pressure is greater than this by V/C. Yet atmospheric
pressure exists at the airway opening, so that at some
point between the alveoli and the airway opening the
pressure in the airway is equal to intrapleural pressure.
This is the equal pressure point: The transmural pressure
across the airway wall is zero, and if the EPP occurs in
smaller airways unsupported by cartilage, they can col-
lapse, impeding the flow. The model postulates that this
occurs in such a fashion that the harder one tries to
exhale, the more the airways are compressed, so that flow
is limited. At a constant intrapleural pressure, as lung
volume decreases during exhalation the equal pressure
point moves toward the alveoli. Although the exact mechan-
ism for flow limitation is undoubtedly much more complex
(13,14), this model served as a simple explanation for the
observed phenomenon. It also explained why flows would be
reduced in patients with diseases such as emphysema,
where airway obstruction from mucous and inflammation
is not a major factor. In emphysema, fewer alveolar walls
mean less elastic recoil, and so the equal pressure point
occurs in smaller airways earlier in the exhalation.

MORE COMPLEX MODELS

These simple models underlie much of pulmonary function
testing and mechanical ventilation. However, there is an
extensive literature presenting more sophisticated ana-
lyses. Some of these are multicompartment versions of
the simple models in that they postulate differing com-
pliances and resistances in different regions of the lungs.
Others propose nonlinear resistance and compliance ele-
ments, for example, a variable resistance representing the
smaller, collapsible airways and a constant resistance for
the more rigid upper airways (15). Some models are more
consistent with physics in that they apply the principles of
continuum mechanics, namely, conservation of mass,
momentum, and energy, to the respiratory system. To do
so, investigators have often had to restrict both the scope of
the experiments and the portions of the respiratory system
they model. Others have chosen to formulate input—output
analyses without attempting to model the physical system
(16). To date, none of these models has achieved wide
acceptance or clinical utility.
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THE PULMONARY VASCULATURE

Analyses of blood flow and mechanical changes in the
pulmonary vasculature began with a concept analogous
to airway resistance: the vascular resistance. The right
ventricle pumps blood to the lungs, and the pulmonary
veins return the blood to the left atrium. Measurements of
mean pulmonary artery pressure (MPAP) and estimates of
pressure in the left atrium (LAP) together with the deter-
mination of cardiac output (CO) allow the calculation of
resistance as pressure drop is divided by flow:

PVR = (MPAP — LAP)/CO (6)

This is the clinically used model. Analyses of the “sheet
flow” concept (17) have been used to explain the mechanics
of blood flow through the lungs, but once again clinical
applicability has been limited.

GAS TRANSPORT AND EXCHANGE

Although understanding the mechanical behavior of the
respiratory system is important, ultimately one must both
understand normal gas transfer, and then account for the
effects of diseases on gas exchange. These concepts are
among the most difficult to master in all of physiology.
They bear detailed discussion because in practice physi-
cians use the results of gas-exchange measurements to
infer changes in mechanics rather than measure such
changes directly. Once again, simpler concepts are used
clinically although more complex and physically correct
models do exist.

Respiratory control centers in the brain sense the
partial pressures of carbon dioxide and oxygen in the
blood and drive the respiratory muscles to move air into
and out of the lungs. The amount of air that must move to
the gas-exchanging alveolar surfaces each minute is
known as alveolar minute ventilation, V5. Some of the
inhaled gas resides in the larger airways, where no gas
exchange can occur. The volume of these airways is known
as the anatomic dead space, Vp. If the gas were to flow in
and out of the airways with no mixing, a concept known as
“plug flow”, the total amount of air that is inhaled is
composed of that which reaches the alveoli and that which
is wasted in that it never reaches a gas-exchanging sur-
face,

Vmin =Va +f VD (7)

Where f is the respiratory rate. Unless oxygen tensions
are very low, carbon dioxide is the major driving force for
respiratory effort. The partial pressure of carbon dioxide
in the blood for normal people is ~ 40 Torr (5.320 kPa) and
is closely regulated near that level.

The structure of the airways and blood vessels is such
that local air flow and blood flow are closely matched: for
the normal lung the ratio of ventilation to perfusion for
any portion of the lung is nearly uniform even though
different areas of the lung receive markedly different
amounts of air and blood. The pulmonary vessels are
capable of constriction in response to low oxygen tension,
a process known as “hypoxic pulmonary vasoconstriction”.
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This process tends to keep local blood flow well matched to
local air flow (18). So, for the purposes of estimating
gas transfer, one can lump all 300 million alveoli together
and treat the normal lungs as if there were only one
large alveolus receiving all the blood flow and all the air
flow. One can then estimate (1) what level of alveolar
ventilation would be required to maintain a normal partial
pressure of carbon dioxide, and (2) what level of blood
oxygenation would be expected for a given inhaled oxygen
concentration.

Partial Pressures of Gases Related to Volume and Composition

It is molecules of gas that flow in the respiratory system,
not volumes of gas. Pressure, volume, and the number of
molecules are related by the equation of state:

PV = nRT (8)

Where P is the pressure, Vis the volume, n is the number of
moles of gas, T is the temperature, and R is the gas
constant. When physiologists speak of volume rather than
moles, they must specify the pressure, temperature, and
humidity at which that volume is measured. Two sets of
conditions are used in respiratory physiology. The first is
BTPS, or body temperature and pressure, saturated (with
water vapor). Volumes given as BTPS are those that the
gases would occupy if they were at 37 °C, standard atmo-
spheric pressure (760 Torr or 101.080 kPa), and fully
saturated with water vapor. The partial pressure of water
vapor at 37 °C, the normal human body temperature, is 47
Torr or 6.266 kPa. Volumes given as STPD are standard
temperature and pressure, dry, that is, at 0 °C, standard
atmospheric pressure, with all the water vapor removed.
The equation of state can be used to convert between
conditions.

As an example, consider what would occur if an 80 kg
human were to use glucose as the only fuel. A moderately ill
person requires ~25 cal - kg~! - day~! (104.6 J). The meta-
bolism of glucose generates roughly 4 cal - g1 (16.75 J) and
consumes an amount of oxygen equal to the carbon dioxide
produced:

CgH1206 + 605 < 6COy + 6Hy0 (9)

To generate 2000 cal (8373.6 J) would require use of 500 g, or
2.8 mol, of glucose/day. This would in turn use 16.8 mol of
oxygen and generate 16.8 mol of carbon dioxide.

Using the equation of state, or remembering Boyle’s law,
we know that 1 mol of gas at STPD occupies 22.4 L. During
a day, our patient would use 376 L of oxygen and generate
an equal amount of carbon dioxide. On a per-minute basis,
oxygen consumption and carbon dioxide production would
be

Vo, = Vco, = 260mL - min !

These are volumes at STPD. What would the volumes be at
BTPS? At STPD,

ng, = (760 Torr)(260mL)/R (273 °C) (10)

These same molecules heated to body temperature and
humidified would occupy a larger volume. Under these

new conditions, the pressure due to the dry gases is lower
and the temperature is higher.

no, = (760 — 47)V/R(310°C) (11)

The number of molecules is the same, so equating 9 and 10
yields

V = (760  260/273) * (310)/(760 — 47) = 314mL  (12)

For these calculations, glucose was the sole fuel used to
meet the daily energy requirement. However, normally fat
forms part of the fuel supply and because the units of a
fatty acid chain lack the oxygen atom:

— CHy — or, if there is a double bond,= CH —

fat as an energy source consumes more oxygen per carbon
dioxide produced, and therefore lowers the respiratory
quotient (RQ). We generally estimate

RQ = V¢o,/Vo, = 0.8
when performing calculations, so that if
Vo, = 310mL - min~'BTPS
Then,
Voo, = 250 mL - min " 'BTPS

Alveolar Minute Ventilation

With each breath, we inhale surrounding air with 21%
oxygen. We do not use all of it (only about a quarter) and
exhale the remainder. The amount of air we need each
minute is usually determined by the need to rid ourselves
of carbon dioxide. What volume of gas would have to reach
the alveoli each minute to remove 250 mL - min~" of carbon
dioxide while keeping blood, and hence alveolar, carbon
dioxide tension at 40 Torr?

The fraction of alveolar gas that is carbon dioxide must

be
FAco, = Vco,/Va (13)

But partial pressures are related to the proportion of the
gas in the total mixture:

PAco, = FAco, (Patm — Pn,0) (14)
Combining 12 and 13,
PAco, = Vco,/Va(Patm — 47) (15)

Some textbooks show PAcp, multiplied by a constant,
0.863, in this equation. In those books, CO; production
is given at STPD and V, is at BTPS. The constant
results from using the equation of state to convert Vg,
to BTPS.

Substituting standard atmospheric pressure of 760
Torr or 101.325 kPa, a desired alveolar CO, tension of
40 Torr (5.332 kPa), and CO; production of 250
mL - min~! leads to the conclusion that alveolar ventila-
tion must be

Vs = 4.45L - min 'BTPS



If the inhaled oxygen is 21% of the respired gases and
oxygen utilization is 310 mL min~!, less than a one-third
of the inhaled oxygen is consumed and the rest is exhaled.
Alveolar minute ventilation is therefore usually deter-
mined by the need to exhale the carbon dioxide produced.

Expected Oxygen Tension

We next ask what degree of blood oxygenation we would
expect if all the alveoli had the same ventilation/perfusion
ratio, that is, if our assumption that the normal lung can be
modeled as a single alveolus is correct. Consider the steps
involved in inhalation:

1. Gas is brought into the nose and upper airways,
heated to body temperature, and humidified.
The gases we inhale are almost completely com-
posed of nitrogen and oxygen at the local barometric
pressure. When water vapor is introduced, the par-
tial pressure of oxygen is the fraction of oxygen
inhaled times the sum of the partial pressures of
the dry gases, which is barometric pressure minus
the water vapor pressure:

Plo, = (Patm — 47)F1, (16)

Where the subscript I denotes inhaled.

2. This gas reaches the alveoli, where a certain amount
of oxygen is taken up and carbon dioxide is added.
Although not strictly true (the correction is relatively
minor), the simplest approach is to consider how
much oxygen is used compared to carbon dioxide
delivered. The respiratory quotient can be used

Vo, = Vco,/RQ (17)

and an estimate of how much the alveolar P, falls
compared to the inhaled P, becomes

Po, = PAco,/RQ
giving
PAo, = Plo, — PAco,/RQ
or
PAg, = (Patm — 47) * Flg, — PAgo,/RQ (18)

For an RQ of 0.8, normal CO, tension, and breathing
room air (21% Oy) this gives

PAgp, = 100 Torr or 13.300kPa

Note that the calculations of alveolar minute ventilation
and expected alveolar oxygen tension were based upon the
hypothesis that for a normal lung, ventilation and perfu-
sion are closely matched. Some 300 million alveoli were
modeled as a single unit in terms of gas exchange. Mir-
aculously, for the normal lung this turns out to work quite
well. The difference between measured arterial oxygen
tension (PAco,) and calculated alveolar oxygen tension
(PAco,) is known as the alveolar—arterial oxygen gradient,
or A—a gradient. In young normal subjects it is usually
<10 Torr (1.330 kPa).
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The Role of the Cardiovascular System

Blood delivered by the heart brings carbon dioxide to the
lungs for elimination and oxygen to the cells of the body.
Figure 6 shows the relationship between the partial pres-
sures of the gases and the amounts of those gases in the
blood. For simplicity’s sake, these are shown as single
curves although the amount of one gas present does affect
the carrying capacity for the other somewhat (the Bohr and
Haldane effects). The curves are very different. That for
carbon dioxide is almost linear, while that for oxygen is
sigmoid shaped. This difference is crucially important.
Together with the fact that the major regulator of alveolar
ventilation, is carbon dioxide, mismatches in the distribu-
tion of ventilation and perfusion caused by acute lung
injuries will have less effect on carbon dioxide tension in
the blood than they will on oxygenation, as we shall see
below.

The cardiac output is ~5 L - min~'. Blood with a hemo-
globin content of 14 g - dL. ! exposed in the lungs to 100 Torr
(13.330 kPa) partial pressure of oxygen will contain
~195mL of Oy per liter of blood. Therefore, 965 mL of
oxygen will be pumped to the body every minute. If oxygen
consumption is 310 mL - min~!, 655 mL of oxygen will
return through the venous circulation unused. This trans-
lates to a venous hemoglobin saturation of ~ 70% with a
venous blood oxygen tension of 40 Torr (5.320 kPa).

The carbon dioxide tension of arterial blood is regulated
near 40 Torr (5.320 kPa). The arterial blood content of
carbon dioxide is therefore ~350 mL - L', If carbon diox-
ide production is 250 mL - min~! and cardiac output is
5 L - min~!, ~50 mL of carbon dioxide will be added to each
liter of blood, so that venous partial pressure of carbon
dioxide is ~46 Torr (6.118 kPa).

During light to moderate exercise, or with a moderate
illness, the normal response to increased oxygen utilization
and carbon dioxide production is an increase in alveolar
minute ventilation and an increase in cardiac output
rather than an increase in oxygen extraction at constant

Carbon dioxide

Oxygen

Content of
gas in blood

Partial pressure of gas to which
blood is exposed

Figure 6. Carrying capacity of blood for carbon dioxide and
oxygen.
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cardiac output. If the cardiovascular system is impaired,
oxygen extraction will increase.

RESPIRATORY MECHANICS IN DISEASE STATES

Several observations of mechanical behavior of the lung
show that when diseases occur, the simple resistance-
compliance model of the lung may cease to apply. The
first concept relating to disease is that of dynamic com-
pliance.

If a simple resistance-capacitor circuit is driven by a
sinusoidal voltage, an analysis of voltage and current
waveforms will give the same value for resistance and
capacitance independent of the frequency of the sinusoid.
However, attempts to calculate compliance from a diseased
subject while varying the breathing frequency appeared to
give a value for compliance that was dependent on the
respiratory rate. This became known as “dynamic compli-
ance”. The reason for this is that disease processes are
seldom homogeneous. The inhomogeneity leads to varying
mechanical properties, and a more appropriate model is
then a sinusoidal driving force applied to several resistors
and capacitors in parallel. In this case,

Psinwt =R1dV;/dt+1/C1 V1 =RadVa/dt +1/CoVy = ---
(19)

Adding the equations above would give

aPsinot = (R1dV1/dt + RodVy/dt + - - )
+(V1/C1+V3/Co +--)

where a is the number of parallel components. However,
one measures only the total flow and total volume exhaled.
Analyzing data obtained from an inhomogeneous lung
using equation 4 would make the resulting R and C func-
tions of all the resistances and compliances in addition to
how the total volume and flow were distributed within the
system, which itself would be a function of frequency. The
term dynamic compliance is a misnomer: The existence of
dynamic compliance is an indicator that a simple one-
compartment model does not apply (19).

And as one would then expect, the MEFV curves from
many subjects with obstructive lung diseases show that not
only are the magnitudes of flows reduced, but the portion of
the curve that was almost linear in normal subjects now
has a definite curvature. This could result from having
several compartments of different mechanical properties
emptying at different rates.

These concepts fit well with observations of patients’
breathing patterns. If increased airway resistance seems to
be the issue, the patients breathe more slowly with a
greater tidal volume, which might allow enough time for
the slow compartments to empty. Equation 1 shows that
complete emptying will require a time more than three
time constants (RC). If retention of air is a problem because
of loss of elasticity, such as in patients with emphysema
and high FRC or with structural abnormalities lowering
TLC, patients may breathe more rapidly with a smaller
tidal volume. In addition, at times of increased airway
resistance, some patients purse their lips while exhaling.

According to the Equal Pressure Point concept, creating a
sharp pressure drop at the lips would raise the pressure
throughout the airway system, moving the equal pressure
point into larger airways that might not be so collapsible,
and possibly allowing an increased expiratory flow rate.
These patterns seem to be set by the respiratory controller
in the brain in a way that may minimize the work and
discomfort of breathing (20,21).

The simple dynamic models applicable to the normal lung
have been extended in many ways to attempt to model the
effects of disease processes. For example, investigators rea-
lized that at higher frequencies, such as those employed with
jet ventilators or forced oscillatory ventilation in infants,
the inertia of the fluid would play a role. They introduced
the electrical analog of inertia, an inductance I, into their
models. The models became more complex as investigators
attempted to assign various components of the respiratory
system their own electrical analog properties, and to allow
these properties to vary in different areas of the lungs.
However, measurements of lung volumes, compliance, and
flows remain the mainstay of clinical pulmonary function
testing and are based upon the simple concepts presented
above.

EFFECTS OF DISEASE ON GAS TRANSPORT

In acute illnesses or acute exacerbations of chronic lung
diseases, formal mechanical testing is usually not per-
formed except in cases such as asthma, where abrupt and
dramatic increases in airway resistance markedly
reduce the expiratory flows. Clinicians draw conclusions
about changes in mechanics from changes in arterial
oxygen or carbon dioxide tensions. Understanding these
changes is important for both assessing acute decom-
pensations in ambulatory patients and for providing
effective mechanical ventilation. These changes are per-
haps the most misunderstood aspect of respiratory patho-
physiology.

For the normal lung, ventilation and perfusion are
matched to assure efficient gas transport. The elimination
of carbon dioxide is the usual determinant of alveolar
minute ventilation. Diseases affecting the respiratory sys-
tem can decrease the total amount of air or blood delivered
or disturb this matching. Although there are many differ-
ent disease, the mechanisms are few. First, the membranes
responsible for gas transport can be destroyed leaving
fewer alveoli to do the job of gas transport, but without
significantly affecting the matching. Second, the airways
and/or the small blood vessels can become inflamed or
blocked, either partially or completely, in a way that
interferes with the normal matching of air and blood flows.
This results in areas of the lungs with widely varying
ventilation /perfusion ratios. Third, problems with the
nervous system, with the musculature, or with the struc-
ture of the chest wall itself can limit alveolar ventilation.
Interpreting the changes in blood gas tension using the
simple model for the normal lung may lead to erroneous
interpretations.

For example, consider what would happen if 50% of the
blood flow went to alveoli, which were fluid filled or
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Figure 7. Effect of a 50% shunt on oxygen delivery and partial
pressures of carbon dioxide. See text for details.

collapsed (Fig. 7). In the normal person, cardiac output is
~ 5 L - min~'. Venous oxygen tension is ~ 40 Torr (5.320
kPa), and at that pressure the hemoglobin is ~ 70% satu-
rated. Venous carbon dioxide tension is ~ 46 Torr (6.118
kPa). Normally, the lungs would deliver oxygen, remove
carbon dioxide, and the arterial blood would have a Pag, of
100 Torr (13.330 kPa) and a Pcg, of 40 Torr (5.333 kPa).
Because respiration is driven by the carbon dioxide ten-
sion, the brain would try to keep arterial Pcg, at 40 Torr
(5.320 kPa). But one-half of the blood passing through the
lung would maintain its venous content of carbon dioxide,
which has a venous partial pressure of 46 Torr (6.118
kPa). This means that the respiratory controller would
increase alveolar minute ventilation to the functional
alveoli, and alveolar partial pressure of carbon dioxide
in those alveoli would fall to something like 32 Torr (4.256
kPa). If one measured the increase in alveolar minute
ventilation, it would amount to some 10-15% increase. If
one attempted to interpret this according to the one-
compartment model, which applied to normal lungs,
one might conclude that some of the alveolar ventilation
was wasted, that is, that it went to areas of the lung that
did not participate in gas exchange (that there was an
increase in physiologic dead space). However, that is not
what the figure above shows: It shows that blood flow goes
to unventilated areas of the lung, not that ventilation goes
to unperfused areas of the lung. The true situation is a
shunt, whereas the model would predict an increase in
dead space.

What would happen to oxygenation? The venous blood
would not pick up any oxygen in the unventilated alveoli.
Because of the shape of the oxyhemoglobin dissociation
curve, very little extra oxygen could be delivered to the
blood flowing through the functional alveoli even if the
inspired oxygen concentration were increased to 100%.
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Note the implications of this. Any condition that causes
a mismatch between the amount of blood flow to given
alveoli and the amount of air flow will affect oxygenation
much more profoundly than it will affect carbon dioxide
elimination. There are two major reasons for this: (1)
chemosensors are very sensitive to increases in CO; ten-
sion and will increase alveolar ventilation to compensate;
and (2) this compensation is possible for CO5 and not for O,
because of the different shapes of the gas content: partial
pressure curves for the two gases.

MECHANICAL VENTILATION

The mechanisms by which diseases affect gas transport
can be used to understand mechanical ventilation.
Because the primary determinant of carbon dioxide ten-
sion is alveolar ventilation, adjustments in respiratory
rate and tidal volume will allow control of carbon dioxide
levels. Because oxygenation is dependent on the fraction
of inspired oxygen AND upon how ventilation and perfu-
sion are distributed, the Flg, is just one of the controls
affecting oxygenation. Positive end-expiratory pressure
(PEEP) can be applied to try to recruit alveoli that might
be collapsed and responsible for the shunting of blood.
That is, end-expiratory pressure at the mouth is held
above atmospheric pressure to hold alveoli open. The
price paid is that normal alveoli can become overdis-
tended. Therefore the exact level of PEEP that should
be used is still controversial (22,23).

Although there are many types of ventilators that per-
form many sophisticated functions, there are two basic
ways to ventilate a human being. For adults, volume-cycled
ventilators are usually used. A tidal volume is set, and
pressures measured for safety reasons. For infants, tidal
volumes are too small to accurately measure, so that
pressure-cycled ventilators are used. In this case, a peak
inspiratory pressure and PEEP are chosen, and the volume
actually delivered depends on the mechanics of the venti-
lator and of the infant’s respiratory system (24). In this
case, tidal volume becomes a variable so that safe pressure
limits are never exceeded.

Although there is much written about “barotrauma”
from mechanical ventilation, that is actually a misnomer.
Experiments on cells from the lungs show that when a cell
is stretched beyond a certain point, inflammatory mediators
are generated and the cell can die (25). The correct term is
“volutrauma”, but because we cannot measure cell stretch
adequately, pressure limits are generally respected (26).

CONCLUSION

This article does not attempt to summarize the literature
on continuum mechanics, statistical models, or tissue
mechanics of the respiratory system. However, the simple
concepts described above are essential for understanding
pulmonary function testing, respiration, and patient sup-
port with mechanical ventilators. Once these concepts are
mastered, the complex and often conflicting literature can
be critically read and understood.
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SAFETY PROGRAM, HOSPITAL

JosepH F. Dyro
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INTRODUCTION

This article describes the broad scope of safety issues in the
hospital and recommends ways in which hospitals should
address these issues. Particular emphasis is placed on
medical devices and instrumentation and how they inter-
relate with the hospital’s environment, facility, patients,
and device users and other personnel. Medical device
safety depends in large part upon a comprehensive medical
device technology management program, which includes
elements ranging from technology assessment, evaluation,
and procurement to device replacement planning and
includes such components as user training, medical device
incident investigation, and device quality assurance. The
clinical engineer by education, training, and experience is
shown to be ideally suited to implement and execute a
technology management program and to lead in the effort
to assure hospital-wide patient safety. Available resources
are described including web-based training, distance
learning, standards, publications, and professional orga-
nizations.

Innovative surgical techniques, improved invasive and
noninvasive diagnostic procedures, advanced diagnostic
and therapeutic medical devices, pharmacological pro-
gress, and an overall better understanding of disease pro-
cesses continue to benefit the treatment of the sick;
however, advanced technology has been a mixed blessing
to recipients of these advances. Its positive impact on
healthcare has been countered by the creation of problems
engendered by an increasingly complex medical device and
instrumentation environment. In the use of devices and
techniques, misuse or procedural error can and does occur.
Some level of risk is associated with everything that is done
to care for the patient. Healthcare professionals must keep
abreast of the advancing technologies, be aware of their
limitations and risks, and manage them. The hospital
safety program is an integral part of the system of risk
reduction and can and should be broad in scope, not limited
by undue attention to only one or two risk categories such
as slips and falls or needle sticks. It should encompass
means to address and control the risks of injury to patient
and staff, risks that arise from all sources, not only those
specifically related to medical devices, but those related to
the performance of the individual healthcare giver.

THE PROBLEM WITH HEALTHCARE

The complexity and proliferation of the three components
of technology (i.e., drugs, devices, and procedures) con-
tinues unabated. In the hospital complex, interrelation-
ships exist among environment; facilities and utilities;
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medical and nonmedical policies; and procedures, econom-
ics, ethics, and human performance. Inappropriate drugs,
devices, and procedures; defectively designed, manufac-
tured, and maintained medical devices; inappropriate
staffing; inability to follow procedures, neglect of duties,
inattention, and ignorance; and deficient education and
training are among the factors that increase the risk of
injury in the hospital.

The Institute of Medicine (IOM) of the National Acad-
emy of Sciences produced a report containing estimates as
high as 98,000 deaths occurring annually in U.S. hospitals
caused by medical errors (1). About 1 million medical
injuries occur annually in the United States, with
200,000 involving some negligence (2). Such iatrogenic
injury (injury caused by the physician, now more broadly
defined as injury caused by giving care in a hospital) has
been well documented (3). Medical devices used in deliver-
ing care have a finite probability of doing harm to the
patient or to the person using the device (4) and are
included as one source of iatrogenic injury. Estimates of
the percentage of device-related incidents over all incidents
vary from 1 to 11% (2).

Patient Safety Movement

The IOM report spawned a patient safety movement.
Organizations, actively working to identify the weaknesses
in the healthcare arena, are unified in their support of
patient safety initiatives (5—7). The Institute of Medicine
(9), in its sequel report, Crossing the Quality Chasm: A New
Health System for the 21st Century, calls for a health care
delivery system that is safe, effective, patient-center,
timely, efficient, and equitable. Patient safety can be
improved by implementing and executing effective hospital
safety programs.

Safety Programs

Programs exist that address the overall safety concerns
within a hospital. Under the umbrella of a total hospital
safety program, there are various components, such as fire
safety, infection control, medical device safety, and radia-
tion safety. Guidelines for a comprehensive total hospital
safety program incorporating all the various components
are given below. Following this is presented a program that
addresses medical device safety, in particular. Before ela-
borating upon these two safety programs, to obtain a
clearer sense of the problem with health care the injurious
forces and mechanisms present in a hospital are described
and their interrelation with patients, staff, facilities, envir-
onment, medical technology are described.

Injurious Forces and Mechanisms

The hospital is a place where injury mechanisms abound.
The nature of a hospital’s business concentrates the
injury mechanisms. For example, life-threatening situa-
tions demand rapid response by medical personnel often
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utilizing a host of complex technologies. All components of
the system must work for successful outcome. One element
failure, for example, an error in device use, administration
of the wrong drug, or inappropriate surgical technique, can
produce disastrous results even though all other elements
are working. Injury to patients, personnel, and visitors can
arise from many different sources within a hospital. The
following is a list of some of the many safety concerns and
examples of hospital occurrences:

e Fire: Electrosurgical energy in an oxygen-enriched
atmosphere has ignited a fuel source such as the hair
of a patient resulting in a rapidly spreading, deadly
conflagration.

e Air, medical gases, and vacuum: Crossed-medical gas
pipelines have killed patients mistakenly given
nitrous oxide instead of oxygen.

e Water: Water with inappropriate chemical content
used in dialysis has injured patients.

e Chemicals, solvents, sterilizing agents, skin prepara-
tion solutions, anesthetic gases: Anesthetic gases can
cause birth defects; ethylene oxide used in steriliza-
tion has caused severe skin lesions.

e Drugs: Administration of wrong or inappropriate
amounts of medications have killed patients.

e Filth, microorganisms, vermin: Inadequately steri-
lized bronchoscopes have cross-contaminated hun-
dreds of patients.

e Waste, bodily fluids, sharps (needles, scalpels):
Improperly discarded needles have punctured hospi-
tal workers infecting them with human immunodefi-
ciency virus (HIV).

e Sound, noise: Ambient noise levels have obscured
audible alarms.

e Jonizing and nonionizing radiation [X-rays, laser,
ultraviolet (UV), visible light, infrared (IR), micro-
wave]: Interventional cardiologists have burned
patients by using excessive X-ray exposure times
during fluoroscopically guided catheter placement.

e Electricity: Lethal electric shock was delivered to a
patient by improper connection of ECG leads to a
power cord.

e Natural and unnatural disasters: Hurricanes have
disrupted electrical power and back-up generators
have failed to function.

e Mechanical stress: Static and dynamic forces on the
body can result in injury. For example, excessive and
prolonged mechanical pressure to parts of the body
during surgery has resulted in pressure necrosis of
tissue. Among the highest causes of injury are slips
and falls and back strains.

e People: Human error, for example, administering the
wrong medication or cutting-off the wrong leg, is the
largest single cause of injury in the hospital. Abduc-
tion and elopement are also people-related safety
concerns.

e Devices: A defectively designed check valve has failed
preventing ventilation of a patient resulting in brain
death.

From the above, it is clear that a hospital patient is
exposed to a variety of risks many of which involve, in some
way, medical devices and instrumentation. Human error
resulting in patient injury often involves the use of a
medical device in an inappropriate fashion. Such use
may signify that the device was designed with inadequate
attention paid to human factors considerations (9). A
hospital safety program must pay due attention to the
relationships among devices, people, places and things,
and take a systems perspective on safety.

Systems Perspective on Safety

The hospital is a complex environment where medical
devices and instrumentation utilized for diagnostic, ther-
apeutic, and rehabilitative purposes interact with each
other and with patients, staff, facilities, and the environ-
ment. A systems approach to understanding the mechan-
isms contributing to incidents and accidents aids in the
development of programs to control and minimize safety
risks (10). The efficacy and safety of the delivery of patient
care depends, in general, on five main components: medical
device; operator; facility; environment; and patient. The
following is a description of these components along with
examples of the contributions they can make toward creat-
ing hazardous situations.

Medical Devices

The device itself can be the sole cause of an iatrogenic
injury. A medical device can be rendered injurious by the
actions or inactions of the device inventor, designer, man-
ufacturer, shipper, inspector, maintainer, or user. For
example, the manufacturer may fail to properly assemble
or construct an otherwise efficaciously designed medical
device. The shipper who transports the device from the
manufacturing plant to the hospital may damage a prop-
erly manufactured device. The inspector at the hospital
may fail to properly inspect the device upon receipt, allow-
ing a damaged or defective device to be placed into service.
The maintainer may fail to keep the device operating
within manufacturer’s specifications by not adequately
performing preventive maintenance and calibration pro-
cedures. The manufacturer may fail to provide adequate
warnings and instructions. The user may abuse or misuse
the device, rendering it hazardous to the patient. Finally,
the device may not be retired when it has reached the end of
its useful life and is subject to more failure modes and is not
up to date with current medical practice.

Injury can result from the absence or failure to utilize
medical devices that are accepted as the standard of care in
the community. Physicians and nurses have an obligation
to utilize technology that has been accepted as the stan-
dard of care, and liability is incurred if available technology
is not used.

Definition

For an all-encompassing safety program, the definition of
medical device adopted by the U.S. Food and Drug Admin-
istration (FDA) is recommended (11):

“The term device means an instrument, apparatus,
implement, machine, contrivance, implant, in vitro



reagent, or other similar or related article, including any
component part, or accessory, which is

1. Recognized in the official National Formulary, or
the United States Pharmacopoeia, or as supple-
ments to them.

2. Intended for use in the diagnosis of disease or other
conditions, or in the cure, mitigation, treatment, or
prevention of disease, in humans or other animals.

3. Intended to affect the structure or any function of
the body of humans or other animals, and that does
not achieve any of its principal intended purposes
through chemical action within or on the body of
humans or other animals and that is not dependent
on being metabolized for the achievement of any of
its principal intended purposes.”

All devices used in the hospital or provided by the
hospital must be addressed whether they are purchased,
donated, leased, or owned by a physician or are under
evaluation. Technically, a safety program must include
devices ranging from tongue depressors to magnetic reso-
nance imaging (MRI) units. Both reusable and disposable
devices must be considered. As medical device technology
becomes more complex and new modalities are employed
for diagnostic or therapeutic intervention, the hospital
safety program must adapt to these changes. It was not
that long ago that such issues as laser safety, magnetic
field strength hazards, and nonionizing radiation hazards
were unknown concepts. A hospital safety program must
also include a way of dealing with devices used outside the
hospital, such as devices provided by or through the hos-
pital to enable ambulatory and home care or devices used in
the transport of patients to or between hospitals. A hospital
department such as clinical engineering that extends its
services to other entities such as a doctor’s office or clinic
must adhere to the same principles that guide its in-house
safety program such as regular preventive maintenance
schedules.

Electricity

Medical devices that are electrically operated can pose risk
to patients and staff of electric shock. Incoming inspection
and periodic inspections thereafter can assess the safety of
such devices. As with all electrically operated devices, care
should be taken to ensure that surfaces that may be con-
tacted by patients and operators are not energized because,
for example, of poor design, manufacturing defect, or dete-
rioration and inadequate maintenance and repair. Elec-
trical safety of medical devices is but one aspect of safety as
is shown below. Safety programs should not be obsessed
with electrical hazards, shown to be a relatively minor
contributor to death and injury in hospitals since first
introduced several decades ago as a major problem (12).

Chemicals

Many potentially injurious chemical compounds are or
have been associated with the operation of medical devices
and instrumentation. For example, ethylene oxide gas used
in hospital sterilizers poses a risk to operators and to
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patients if improperly utilized (13). Iatrogenic complica-
tions can be introduced by infusion pumps, widely used for
intravenous and intraarterial fluid and drug administra-
tion. Incompatibility of certain drugs with the plastics from
which infusion pump administration sets are made is a
source of risk. Nitroglycerin in solutions administered by
infusion pumps has been shown to interact with certain
formulations of poly(vinyl chloride) (PVC) tubing, ulti-
mately decreasing the potency of the drug and making
the administration of a known amount impossible to gauge.
Other examples include allergic reactions to latex gloves,
skin preparation agents, and contrast media and adverse
reactions to implantable devices such as artificial joints
and nerve stimulators.

Sound and Electromagnetic Radiation

A neonate’s auditory system is particularly susceptible to
injury from high sound levels as can occur in infant incu-
bators. Diagnostic ultrasound units must be properly
designed and maintained to ensure that output levels
remain within acceptable limits recommended in safety
standards.

The hazards of ionizing radiation became well known
not long after the development and use of the X-ray
machine. A good radiation safety program is essential to
ensure that radiographic equipment and protective mea-
sures in radiographic suites meet acceptable performance
and safety standards and that operators are appropriately
trained and follow established safety procedures.

Nonionizing radiation is a significant health hazard in
all hospitals and includes UV, microwave, and laser radia-
tion. Ultraviolet therapy is employed in the treatment of
some skin disorders. However, UV radiation can adversely
affect the eye (keratitis) and the skin (erythema and car-
cinogenesis). Microwave radiation is commonly used in
physical therapy for diathermy treatment of patients.
Microwave effects are largely thermal, with the eye being
the most susceptible organ (cataractogenesis). Surgical
lasers are particularly hazardous since the beam can travel
large distances with little attenuation and can reflect off
surfaces in the room. The intensity of the beam is of
necessity sufficient to burn body tissue as is required in
surgical procedures. Momentary eye contact with the beam
can cause severe eye damage. A laser safety program is
recommended wherever lasers are used. Eye protection
and restriction of the area to trained personnel are essen-
tial steps in the program.

Alarms

The Joint Commission on Accreditation of Healthcare
Organizations identified appropriate attention to alarms
as one of six patient safety goals of 2003 (14). Alarms are
sometimes ignored, unheard, unnoticed, misinterpreted, or
disabled. A life-threatening alarm that goes unattended
can have disastrous consequences for the patient. Alarms
are rendered ineffective for a host of reasons, some of which
are listed here. Frequent false alarms cause the care givers
to relax their guard to the point of ignoring a real alarm
condition when it occurs. Doors to patient rooms, closed to
give the patient some respite from the noise in the corridor
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and in other rooms, can attenuate a bedside monitor alarm
such that it is not heard by nurses on the floor. Medical
staff members, either through inattention, lack of knowl-
edge, or intent, can disable the alarm function on a device.
Mechanical or electrical failures could occur that render
the alarm circuitry ineffective. Artifact present can be
interpreted by a monitor as a real physiological signal
and can cause a monitor to fail to alarm when the patient’s
physiological signal exceeds limits.

Mechanics

Device design should account for motion, maneuverability,
and impact resistance. A transport stretcher that is diffi-
cult to maneuver can strain the muscles of the transporter.
Devices should be made of materials with strength ade-
quate for their intended purpose. Device mountings and
supports must have adequate load-bearing characteristics.
Inadequately secured physiological monitors have fallen
onto patients from overhead shelves. Latches, locks, pro-
tective covers, and restraints must be designed with appro-
priate attention to human factors and conditions of use to
prevent inadvertent opening and loss of protection from
falls or tampering. Patients of all ages have died from
asphyxiation after becoming entrapped by bed rails. Con-
nectors and couplings abound in the hospital environment.
Blood line disconnections have resulted in deadly air embo-
lisms; airway disconnections have resulted in death and
brain damage from oxygen deprivation; and reversed con-
nections to anesthesia vaporizers have resulted in deadly
anesthetic overdoses.

Operator

Lack of knowledge concerning the operation of a device is
the most common failing of the operator. A safety program
must recognize that the rapid introduction and wide pro-
liferation of complex medical device technology taxes the
operator’s ability to remain competent and must assure
that adequate educational programs are in place to address
this need. Educational programs and credentialing
requirements minimize user error caused by ignorance
of device operation.

Failure to correctly diagnose is a claim made increas-
ingly more frequently in malpractice actions. Risks asso-
ciated with diagnostic medical devices such as ECG
telemetry systems or clinical laboratory analyzers often
relate to device set-up, calibration, and operation and data
gathering, manipulation, display, storage, and retrieval.
The harm that people (e.g., doctors, nurses, technologists),
can do to the patient can relate directly to the presence,
quality, and limitations of diagnostic data obtained by the
device (15).

Errors in the operator’s use of devices are more likely
when manufacturers do not provide instructions or provide
ambiguous or misleading instructions, labels, indicators,
or controls on the device. Manufacturers have a duty to
communicate word to their customers of upgrades and
product improvements that address design deficiencies
in the products that they have sold.

The manufacturer may contribute substantially to the
operator’s failure by not understanding the limitations of

the operator and designing a device without adequately
addressing human factors engineering. The FDA recogniz-
ing the important role sound human factors engineering
plays in safe medical device design has spearheaded efforts
to develop standards and guidelines in this area (16). The
degree to which human factor problems contribute to
safety risks and incidents is indeterminate largely because
those reporting device problems often lack the understand-
ing of how faulty medical devices and instrumentation
design contributes to user errors (17).

Drug and medication errors constitute one of the
major sources of hospital incident reports. Safety pro-
blems include adverse drug reactions and inappropriate
dosage, drug, frequency of administration, and route of
administration.

Economic pressures influencing staffing patterns and
work requirements result in understaffed and overworked
operators who do not adhere to policies and procedures, but
rather take more expedient, albeit more risky, avenues.
For example, an ECG telemetry central station, which by
the manufacturer’s instructions and hospital policy should
be monitored constantly, may go unattended because of
competing demands for personnel resources. A study of
anesthesia claims over an 8-year period revealed that 14%
of the claims alleged failure to monitor (18). Personnel who
do not adhere to hospital or departmental policies and
procedures pose safety problems for the patient. Policies
and procedures also address such issues as patient care
procedures or surgical procedures.

Facility

The hospital’s physical plant and its facilities can have a
substantial effect upon safety. Some of the major facilities
of a typical hospital are listed below followed by some
examples of how these facilities can affect patient and
personnel safety (19):

e Heating, ventilation, and air conditioning (HVAC)

Medical gases
Water
Electric power

Sanitation systems
e Transport and space

Heating, Ventilation, and Air Conditioning

Air pollution can adversely affect the compressed air sup-
ply that is needed to provide respiratory support and to
power pneumatic devices. Inadequate ventilation has
resulted in hazardous concentrations of ethylene oxide
gas used in the sterilization of heat-labile devices. Failure
to control relative humidity has resulted in water conden-
sing on wrappings of sterile surgical instruments and thus
breaching the sterility barrier.

Medical Gases

Switched oxygen and nitrous oxide supply pipelines have
caused patient deaths. Poorly designed and maintained
medical gas and vacuum distribution systems can fail to



provide adequate pressures and flows for the proper opera-
tion of such devices as suction machines, pneumatically
powered surgical instruments, ventilators, and anesthesia
machines.

Water

A hospital must have an adequate supply of water (20).
Because it is in direct contact (through a membrane) with a
patient’s blood, the water used in hemodialysis must be
monitored and its components controlled. Numerous
adverse reactions from untreated water have occurred
(21). Components that can affect the dialysis treatment
have been identified and include insoluble particles, solu-
ble organics and inorganics, heavy metals, bacteria, and
pyrogens.

Electrical Power

The performance of sensitive electronic medical devices
can be adversely affected by irregularities in electrical
power distribution systems. Line voltage variations, line
transients, and interruption of power can all result in harm
to the patient by adversely affecting the performance of
such devices as physiological monitors, ventilators, elec-
trosurgical units, and clinical laboratory analyzers.

Sanitation Systems

The safe disposal of solid, liquid, and gas waste constitutes
a significant environmental concern to the hospital, its
patients and personnel, and the community in which the
hospital is situated (22). It is common for clinical personnel
to be stuck by needles in the course of either injecting a
patient or disposing of a used needle. Housekeeping per-
sonnel are victims of improperly discarded needles, scal-
pels, broken glass, and biohazardous and radioactive
waste. Chronic low level exposure to inhalation anesthetics
is associated with spontaneous miscarriage, liver disease,
cancer, and other physiological disorders.

Hepatitis C, HIV, SARS, influenza, and other infection
agents pose threats to patients and personnel who come in
contact with infected patients or their bodily fluids and
waste. To add to the problem, infectious agents have
developed into virulent forms that are resistant to stan-
dard antibiotics.

Transport and Space

Elevators, escalators, doors, stairwells, and staff and pati-
ent care areas affect the level of hospital safety. A patient
room that is too small results in crowding of medical
devices, personnel, and patient. Crowding restricts rapid
access to necessary devices and instruments and interferes
with access to the patient. Poorly maintained and designed
elevators delay a caregiver’s access to a patient. Fire doors
propped open or emergency exit doors propped shut pose
serious hazards in the event of fire. Fire is particularly
hazardous in an environment in which an individual’s
ability to evacuate is compromised by illness or disability.
A closed door to a patient room may afford the patient some
quiet from the noise from the outside, but it can also
attenuate a bedside alarm to make it inaudible to the staff.
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Environment

Those elements within a hospital environment that can
influence the safe operation of a medical device include
such things as medical and nonmedical devices that are not
directly involved in a patient’s care, people, electromag-
netic interference, cleanliness, psychological factors, bio-
mechanics, and natural and unnatural disasters. The
environment in which medical devices are used has grown
beyond the hospital to now include emergency vehicles,
ambulatory care facilities, long-term care facilities, and the
home. The hospital, to the extent that it furnishes devices
for patient use, must assume the responsibility for ensur-
ing that these devices are safe and effective.

Device-Device Interaction

The hospital has become a complex electrical environment
where incompatibility can exist between medical devices
(24). For example, electrosurgical units have obscured
electrocardiographic traces on cardiac monitors, defibril-
lator discharges have damaged internal pacemakers, and
electrical transients have modified patient ventilator rates.

Nonmedical Devices

An ever-increasing variety and number of nonmedical
devices are often requested to be brought into hospitals
by patients. Some of these devices include cell phones,
space heaters, electric heating pads, televisions, electric
shavers, electric guitars, and video games. A hospital
safety program must specify what is not allowed to be
brought into the hospital or into specific areas of the
hospital, must detail the means of enforcement, and give
guidance on making exceptions in unusual circumstances.
Policies and procedures will vary with the institution,
medical condition of the patient, and inspection capabil-
ities of the hospital’s clinical engineering resources.

Hospital staff often desire to bring in personal-use
devices such as fans, electric space heaters, radios, and
hot plates. Office equipment such as personal computers
and radios also may be a source of risk and should be
considered in a comprehensive safety program. Equipment
used by housekeeping and plant engineers such as floor
buffers, vacuum cleaners, and power tools are a source of
risk.

People

Besides the operator described above (i.e., the patient’s
nurses, doctors, and technicians), other people in the
patient’s environment can poses safety risks. These include
other medical staff not directly involved in the patient’s
care; other patients; nonmedical hospital personnel (e.g.,
housekeeping, maintenance, administrators, and security
personnel); and visitors, salespeople, and interlopers.

Visitors have altered controls on life support equipment
to the detriment of the patient. Housekeepers have dis-
connected life-support ventilators from wall outlets in
order to plug in floor sweepers. Premeditated or nonpre-
meditated attack either on a patient or by a patient is a
possibility. Abduction of infants or elopement of mentally
deranged patients occurs.
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Poor communication has an adverse effect upon a
patient’s treatment. For example, a care giver’s order for
a test or request for a report that goes unheeded can be
detrimental. Not communicating what has already been
done for the patient may at best result in unnecessary and
costly repeat procedures or at worse the repeat adminis-
tration of medications and resulting overdose.

Electromagnetic Interference

Electromagnetic interference (EMI) is the disruption of the
performance of one device by electrical energy emitted by
another device or by another source of radiation such as a
radio or television transmitter. EMI is becoming more of
a problem as the number of electronic devices in the
hospital increases (24,25). The utilization of an ever
increasing amount of the electromagnetic spectrum and
the proliferation of devices that are intended and unin-
tended emitters and receivers of electromagnetic energy
require that hospitals pay due attention to compatibility
and interference (26).

The high strength magnetic fields about MRI units
have drawn in from the surrounding environment ferrous
metallic objects resulting in death and injury when
these objects collide with great force against patients
and personnel.

Cleanliness

Infection is a major complication of invasive arterial, cen-
tral venous, and pulmonary artery monitoring. Nosocomial
(hospital acquired) infection can be spread by way of med-
ical devices that have not been properly handled, cleaned,
disinfected, or sterilized (27). Vermin, animals, fomites
(bedding, clothes), food, and people are other vehicles for
the spread of nosocomial infection. Dirt and dust can
contaminate wound sites, can damage delicate electronic
instrumentation and computer data storage devices, and
can harbor pathogenic organisms.

Psychological Factors

Periontogenic (having its genesis in the surroundings)
illness afflicts patients and staff. Such illness has its roots
in the stresses engendered by the high technology sur-
roundings and includes such syndromes as intensive care
unit (ICU) psychosis, the adverse psychological impact of
the ICU setting. Dehumanization of patients can lead to
such neuroses and psychoses as depression, denial, and
dependency.

Biomechanics

Thousands of patients each year are injured in slips and
falls while attempting to get out of bed to make use of
bathroom facilities. Back injuries to staff from lifting heavy
equipment or positioning patients are not uncommon occu-
pational injuries.

Natural and Unnatural Disasters

Major safety problems are associated with a wide range of
natural disasters such as tornado, hurricane, and earth-

quake and unnatural disasters such as terrorism, and
nuclear power plant meltdown. Disaster planning will
minimize loss in these circumstances (28).

Patient

Failure of patients to exercise their duties and responsi-
bilities can lead to their own injuries. Patients can con-
tribute to their own injury by failing to use reasonable care
in attending to themselves. Such examples include delib-
erate removal or tampering with support equipment, fail-
ure to follow instructions to remain in bed, tripping or
falling over obvious obstacles in hospitals, and introduc-
tion of unauthorized items into the environment of the
hospital.

Systems Analysis

The interaction of the above five components (patient,
device, facility, operator, and environment) can be demon-
strated by considering the example shown in Fig. 1. A
neonate (the patient) is in an infant radiant warmer (the
device) electrically powered from the wall receptacle (the
facility). The nurse (the operator) prepares to connect the
skin temperature sensor to the warmer’s control panel. A
nearby examination lamp and external influences of a
bright sun and electromagnetic waves emitted by a local
station are shown (the environment). All five elements of
the system can interact and give rise to a situation result-
ing in patient injury. For example, electromagnetic radia-
tion can interfere with the operation of the radiant
warmer’s heater control. The nearly examination lamp
can add to the heat transfer to the neonate leading to
hyperthermia. The skin temperature sensor could be
incompatible with the temperature monitoring system,
but its connector could permit it to be connected to the
system only to give false reading and result in excessive
radiant heat output. Interruption of electric power because
of a damaged electrical receptacle could result in loss of
heater output and subsequent hypothermia.

Environment

A

Device

Facility

Operator

Figure 1. Systems approach to medical device safety.



TOTAL HOSPITAL SAFETY PROGRAM

As seen from the preceding section, the issue of total
hospital safety encompasses human elements, machine
elements, and environmental elements, all of which
must be considered in a total hospital safety program
(30).

JCAHO Recommendations

The Comprehensive Accreditation Manual for Hospitals
(CAMH) (30) published by the Joint Commission on
Accreditation of Healthcare Organizations (JCAHO)
includes a chapter entitled, “Management of the Environ-
ment of Care”. The standards contained in this article
require hospitals to manage seven areas by the develop-
ment and implantation of appropriate plans:

Safety
Security
Hazardous materials and waste

Emergency

Life safety
Medical equipment
Utility systems

Safety Committee

The safety management plan requires a hospital to identify
“processes for examining safety issues by appropriate hos-
pital representatives”, that is, the safety committee, now
often called the environment of care committee. The
JCAHO refers to the safety committee as “a multidisci-
plinary improvement team” and defines its activities and
responsibilities as follows:

e Safety issues are analyzed in a timely manner.
e Recommendations are developed and approved.

e Safety issues are communicated to the leaders of the
hospital, individuals responsible for performance-
improvement activities, and when appropriate, to
relevant components of the hospital wide patient
safety program.

e Recommendations for one or more performance
improvement activities are communicated at least
annually to the hospital’s leaders.

The safety committee serves as a forum for reports from
the seven environment of care areas. For example, the
safety committee will receive reports as specified in the
hospital’s medical equipment management plan, including
performance monitoring data and incident investigation
reports. Serving as a reporting forum is an essential part of
the safety committee’s role. However, the great value of the
safety committee is found in its ability to subject these
reports to multidisciplinary analysis. Careful analysis
from a representative range of perspectives will produce
communications, recommendations, and performance
improvement activities that enhance safety throughout
the hospital. Hospitals may assign managers to oversee
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the implementation of the management plans in the above
environment of care areas.

Cooperation and Communication

The hospital safety program requires the conscientious
participation and work of a wide range of committees,
departments, and individuals with full cooperation and
support of the hospital’s administration. It involves a set
of policies and procedures that cut through departmental
barriers. Interdepartmental cooperation, involving vir-
tually every clinical and support service, is imperative to
adequately address the wide range of issues that bear upon
the safety of patients and personnel. Hospital safety pro-
grams are inherently difficult to implement as a conse-
quence of the diversity of their component parts.

A total hospital safety program should include patient
and employee, environmental, and medical device safety.
Hospital-operated and physician-directed safety programs
should be linked in a single system. The hospital and
medical staff should pool their resources and direct all
patient safety information to a central point. At that point,
data analysis can identify problem areas before compen-
sable events occur. The components of a total hospital
safety program that are actively involved in hospital safety
issues are committees, departments, and administration.

Committees

The committee is a means by which formal lines of com-
munication can be exercised. A hospital has various com-
mittees that relate in some fashion to an overall hospital
safety committee (environment of care committee). Each
committee necessarily deals for the most part with rather
narrow issues. Those committees that have the strongest
influence on overall hospital safety are listed in Table 1. No
two hospitals are alike and the names of the committees
may vary from one institution to the next.

Participation of key individuals, representing the
entire spectrum of services provided within the hospital,
in the work of the safety committee as well as in the work of
the other committees listed is an integral component of the
ho