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Preface

Governments and communities around the world are increasingly adopting 
 risk-based approaches to the planning, design and operation of systems to reduce 
flood damage. This approach underpinned the EU Directive (2007/60/EC) on the 
assessment and management of flood risk. Increasing practical experience of flood 
risk analysis is revealing the severe uncertainties associated with management 
decisions. Decisions that may have appeared sound when based on best estimates 
can be called into question when uncertainty is taken into account. The risk from 
floods is defined as the multiple of the probability of flooding and the estimated 
costs of flood damage. Both factors require an uncertainty analysis. Floods on the 
River Odra in 1997 and on the River Vistula in 2001 and 2010 serve as examples 
of the limitations of a purely deterministic, defensive approach to flow modelling. 
The immense flood in 1997 triggered a number of central government flood protec-
tion initiatives that included inter alia the modernisation of the monitoring system 
(Systems of Monitoring and Country Protection; in Polish: Systemy Monitoringu i 
Osłony Kraju, Lindel et al. 1997; Mierkiewicz et al. 1999; Kadłubowski 2005). This 
system automatically transfers measurements to the operational systems responsi-
ble for flood forecasting and protection. Flood forecasts prepared by national opera-
tional systems in the Vistula basin are based on HBV rainfall-run-off models and 
flow routing hydrodynamic models (Lindel et al. 1997; Kadłubowski et al. 2011). 
However, flood incidents in the River Vistula in Spring 2010 revealed shortcomings 
in the national system of flood forecasting and protection. The development of fully 
realistic probabilistic flood forecasting models has not yet been attempted and has 
been a severe drawback to management decisions and infrastructure planning. Nor 
has there been any attempt so far to develop probabilistic online flood forecasting 
systems for both long-term planning and short-term emergency warning.

The research project “Stochastic flood forecasting system (The River Vistula reach 
from Zawichost to Warsaw)” carried out by order of the National Science Centre 
(contract No. 2011/01/B/ST10/06866) in the Institute of Geophysics, Warsaw, is an 
example of the work on flood forecasting problems that takes into account stochastic 
aspects of risk assessment. This book gives a summary of the project’s achievements.

The novelty of the approach consists in the integration of a number of different 
hydrological modelling tools, including distributed, lumped parameter, deterministic 
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and stochastic models that can be run separately or in parallel. The system has a mod-
ular structure, including models describing rainfall-run-off and snow-melt processes 
for tributary catchments and the transformation of a flood wave within the reach.

This is the first study to integrate different aspects of flow forecasting at different 
temporal and spatial scales. These include catchment scale rainfall-run-off modelling 
and flow routing processes. Catchment geography and land cover changes during the 
last 25 years are described by Gutry-Korycka et al. (2015; this book). Long-term 
changes of the river flow regime are analysed using mathematical modelling based 
on 50 years of daily flow and water-level records (Karamuz et al. 2015; this book). 
On the other hand, detailed flow and bed topography measurements performed 
locally at one of the gauging stations provide information on the short-term flow 
variability (Bialik et al. 2015; this book). Flood frequency analysis (FFA) plays an 
important part in flood risk assessment. However, that approach requires the assump-
tion of a stationarity of the flow regime. Bogdanowicz et al. (2015; this book) apply 
a first-order Markov model to describe flood-poor and flood-rich period lengths in 
a Warsaw maximum flow series in order to assess the changes in flow regime. The 
rainfall-run-off models described by Osuch (2015a; this book) consist of the concep-
tual HBV models developed for the catchments located in the study area. The sen-
sitivity and uncertainty analyses of model parameters and their predictions provide 
information on the dominant processes that control rainfall-run-off in the basin.

A step-by-step procedure for the distributed modelling of river flow by contrast-
ing two commonly used modelling tools, MIKE 11 and HEC-RAS, is presented by 
Kochanek et al. (2015; this book). This chapter is aimed at the end-user to facilitate 
the application of the scenario analysis research by water management bodies (e.g. 
the Warsaw Water Management Board). There is a clear priority of automated cali-
bration over the hand-tuning of model parameters, as exemplified by the MIKE11 
(automatically calibrated) and HEC-RAS (hand-tuned) modelling results. The sen-
sitivity and uncertainty analyses of the MIKE11 model predictions are presented 
by Osuch (2015b; this book). Three methods of sensitivity analysis are compared, 
namely Morris, Sobol and a correlation-based approach allowing for the choice of an 
appropriate model calibration strategy. The results indicate that an appropriate strat-
egy should not consist of a series of model optimisations for independent sub-reaches 
but should rather be integrated over all reaches and simultaneously take into account 
the model fit at each controlled cross section. The 1-D modelling of the river flow 
presented so far is extended to a 2-D model by Magnuszewski (2015; this book), by 
the application of a two-dimensional hydrodynamic model CCHE2D to model flow 
in the contemporary River Vistula channel in Warsaw. The application of the 2-D 
hydrodynamic model for different scenarios of floodplain maintenance has helped to 
predict flood conveyance in highly urbanised and vulnerable areas of Warsaw.

In the next part of the study, lumped parameter models were applied to describe 
flow routing in the studied river reach. A semi-distributed stochastic flood forecasting 
system for the middle River Vistula is presented by Romanowicz and Osuch (2015a; 
this book). Due to the stochastic nature of the methods applied, the confidence limits 
of the predictions are also estimated in a straightforward way. The ability to tackle 
the nonlinearity of flood wave transformation by means of the Hammerstein–Wiener 
modelling approach is assessed. Due to the lack of the historical series of short-time 
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period observations necessary to obtain short-term online flow forecasts, a stochastic 
transfer function-based emulator is introduced by Romanowicz and Osuch (2015b; 
this book). Application of a distributed flow routing model makes it possible to inter-
polate forecasts both in time and in space. The application of the ECMWF ensem-
ble forecasts to prolong the forecast lead time for the Biala Tarnowska catchment, 
southern Poland, is presented by Kiczko et al. (2015; this book). This study presents 
the first application in Poland of online assimilation of ECMWF forecasts. Medium-
range probabilistic weather forecasts (ECMWF) and online observations of tempera-
ture, precipitation and water levels are used to prolong the forecast lead time.

The interests of end-users are discussed by Rucinska (2015; this book) in an 
analysis of the social aspects of flood risk assessment. Potential end-users will ben-
efit from a description of the social vulnerability to natural hazards in the study area.

In summary, the book covers a broad range of problems related to stochastic 
flow forecasting. The fourth and first chapters describe the spatial and temporal var-
iability of flow regimes, flood frequency analysis under non-stationary conditions 
and river morphology based on analytical studies and measurements. These are fol-
lowed by physically based modelling, including rainfall-flow and flow routing mod-
els. Particular attention is paid to the uncertainty aspects of flood predictions. The 
semi-distributed approach, following the idea of the data-based modelling, is pre-
sented in the next three chapters, which also provide a bridge between distributed 
and lumped flow routing models in the form of emulators. The ensemble forecasts 
presented in the last section of that group illustrate an ability to extend the flood 
forecast lead beyond the flood wave travel times. The social aspects arising in flood 
risk assessment are discussed in the final chapter.

This book aims to stimulate similar approaches in Poland and elsewhere. An 
important aim is to raise awareness of the need for a critical, rigorous stochas-
tic approach to flood forecasting. It also provides the tools to decision-makers 
(Warsaw Regional Water Board) in the form of an integrated system for scenario 
analysis. Our main objective has been to raise interest and to motivate further 
research in this difficult area.
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Środowiska, 26–30 Sept 2005
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Influence of Land-Use and Water Management  
Practices on Water Levels in the Middle River Vistula . . . . . . . . . . . . . . . . 17
E. Karamuz, R.J. Romanowicz and M.J. Booij

On the Run Length in Annual Maximum Flow Series  
in the Middle Vistula Basin in the Context  
of Climate Change Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Ewa Bogdanowicz, Witold G. Strupczewski and Krzysztof Kochanek

Bed Topography and Discharge Measurements  
in the Świderskie Islands Nature Reserve, River Vistula, Poland . . . . . . . . 49
Robert J. Bialik, Joanna Sziło, Mikołaj Karpiński,  
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Land Cover Change in the Middle River 
Vistula Catchment

M. Gutry-Korycka, A. Mirończuk and A. Hościło

© Springer International Publishing Switzerland 2015 
R.J. Romanowicz and M. Osuch (eds.), Stochastic Flood Forecasting System, 
GeoPlanet: Earth and Planetary Sciences, DOI 10.1007/978-3-319-18854-6_1

Abstract This chapter presents an analysis of land cover and its changes in the 
Middle River Vistula catchment over the period 1990–2012. The river reach is 
situated between hydrological gauging stations at Zawichost and at Port Praski 
(Warsaw). Comprehensive information on land cover and land cover change is a 
crucial step in understanding and modelling hydrological processes. The land 
cover and land cover change were derived from the CORINE Land Cover (CLC) 
inventories. The land cover classes (level 3) were aggregated from the point of 
view of hydrological processes and anthropogenic impacts into five classes: urban, 
agricultural, meadow, forest, open spaces and surface water. The analysis of land 
cover changes was conducted for the entire Middle River Vistula catchment and 
for the 10 tributaries and 11 adjacent areas. The results indicate that most of the 
changes (≈−25 %) displayed belong to agricultural areas. Human impacts are 
mostly noted in the forested areas, bushes, meadows and urban areas.

1  Importance of the Land Cover in the Modelling  
of Hydrological Processes in the Catchment

The aim of the present chapter is to assess the changes of land cover in the mod-
elled catchment, within the limits of practical viable description, from the point 
of view of its possible influence on the processes included in water circulation in 
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natural environment. Nowadays, external anthropogenic pressure imposed on the 
hydrological cycle increases and it has become clear that mathematical model-
ling of the processes taking into account feedback phenomena from land usage 
improves forecasts and interpretation of the behaviour of the natural systems 
caused by anthropogenic activity (Jarsjö et al. 2012). Many authors, e.g. Schulze 
(2000) and Montanari et al. (2013) stress the arising need for a more detailed 
examination of the complex relationships between water, economic changes and 
terrain cover and usage. In order to achieve this goal, the cooperation of inter-
disciplinary research teams and use of a variety of approaches are needed. These 
approaches describe the operation of the hydrological systems where the sta-
tionary character of the processes is changed, which was justified by, inter alia, 
Sivapalan et al. (2012), as shown in Fig. 1.

Many authors have stated that the most important geomorphological factors 
determining the variation of humidity of the ground and terrain surface include: 
the depth of the groundwater; aggregation composition; terrain shape; climate 
conditions, such as sum of rainfall, air temperature and humidity; and type and 
status of the plants in the basin. The dominant role in the hierarchy of listed fac-
tors is played by the terrain shape—an element which is beneficial for the dynam-
ics of the processes (Beven and Kirkby 1979; Crave and Gascuel-Odoux 1997). 
However, Vachaud et al. (1985) have proven earlier that the granulometry of 
the soil cover is the key factor which determines the spatial layout of soil mois-
ture in the catchment. To date, there has been a great interest in applying remote 
sensed data and methods to derive spatial information on soil moisture, hydrologi-
cal droughts and vegetation condition (Dąbrowska-Zielińska et al. 2011, 2012). 
Satellite images have been widely used for national and global land cover and 
land cover change mapping as well as for estimating the distributed rainfall-runoff 
model parameters.

Fig. 1  Feedback between catchment, ecosystem services and natural and human forcing (modi-
fied after Sivapalan et al. 2012 and Montanari et al. 2013)
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2  Structure and Location of the Study Area

Geomorphological profile is created in order to assess a variety of features that 
characterize the basin, which stress both differences as well as similarities, and 
can be subsequently used in a mathematical description of the basin using distrib-
uted or semi-distributed models. This refers to the type of characteristics of the 
catchments, as well as the biota covering the terrain, land cover or ground char-
acteristics (soil, lithology). It should be noted that in case of large differentiation 
and heterogeneity of the landscape features (forests, agriculture areas or urbanized 
areas), identification of parameters is complex, and often no unique results can be 
achieved. The modelled system—middle section of the River Vistula—starts at 
the mouth of the River San (right tributary) and extends down to the biggest, also 
right, tributary—mouth of the River Narew; which in total forms a 256 km section 
of the river (Fig. 2). This includes the Vistula drainage divide with a total topo-
graphic surface of 34,981.7 km2. It is characterized by a variety of right tributaries 

Fig. 2  A drainage divide of the Middle River Vistula catchment (acc. MPHP [MPHP—Mapa 
Podziału Hydrograficznego Polski (Map of Hydrographical Divide of Poland 1:50,000 funded by 
the National Fund for Environmental Protection and Water Management)], version 2010)
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(rivers: Sanna, Kurówka, Wieprz, Okrzejka and Świder), as well as left tributar-
ies (rivers: Kamienna, Iłżanka, Radomka, Pilica and Jeziorka), which are shown in 
Fig. 2.

Catchments of the right tributaries take 38 % of the surface, while the catch-
ments of the left tributaries are not significantly larger-they constitute 44.2 % of 
the surface, which in total results in 82.6 % of the catchment surface. The remain-
ing part of the drainage area is taken by 11 adjacent areas, the surface of which is 
significantly smaller; the ratio between the surfaces is 1–4.7. Drainage area of the 
River Vistula middle section is laid out parallel to the latitude, with a slight asym-
metry in the region of narrow, longitudinal left drainage system of River Pilica. 
The most significant component-drainage areas of the examined hydrological sys-
tem include Rivers Wieprz and Pilica. The remaining tributaries have drainage 
areas far less significant.

The studied river reach stretches from Zawichost to Warsaw-Port Praski gaug-
ing stations (Fig. 2). This section includes 226 km of the river, which means that 
it is a bit shorter than the real length of the middle section of the River Vistula. 
It includes almost whole mid-section of the river, which is particularly prone to 
flooding and is characterised by the high riverbed dynamics, caused by numer-
ous bents in the longitudinal profile resulting in increased steepness of the slope. 
The main geographic features of the studied reach can be divided into two parts: 
Lubelski (from rivers San to Wieprz) and Mazowiecki (from Wieprz to Narew), 
(Piskozub 1982; Laskowski 1986; Kondracki 2002). This division originates from 
the substantial increase of the catchment area and the differences in geology and 
morphology of both parts of the reach.

Evolution of the valley of the middle part of River Vistula was very com-
plex, which is stressed by Łajczak et al. (2006). High level of complexity and 
poly-genetic character of the terrain shape, geological structure of landscape 
and riverbed may be noted in the middle section of the River Vistula, which is 
a factor which conditions the variety of terrain covering, hypsometry and longi-
tudinal drop, but is also a deciding factor on roughness and absorbability of the 
riverbed and terrace sediments. Terrain shape and morphology of the Middle River 
Vistula drainage area consist of three big structural units: Małopolska Upland 
(Wyżyna Małopolska), Lublelska Upland (Wyżyna Lubelska), and Mazowiecka 
Lowland (Nizina Mazowiecka) being part of Środkowopolskie Lowlands (Niziny 
Środkowopolskie). These are characterized by a variety of terrain shapes, with 
predominance of the convex forms (uplands, hills, elevated areas), while the sec-
ond group is featuring a larger amount of convex forms (valleys, lowlands, lower 
sections of the terrain). The main river valleys, including middle section of River 
Vistula and tributaries such as: Pilica, Wieprz, Kurówka and Okrzejka, have been 
shaped in the erosion and denudation processes during the Masovian interglacial 
period (Kosmowska-Suffczyńska 2009).
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3  Methodology

In this study, the land cover and land cover change were derived from the 
CO-oRdination of INformation on Environment (CORINE) Land Cover data-
bases. The CORINE Land Cover inventory program represents a comprehensive 
approach to provide ongoing inventory for European Union. The first European 
and Polish CORINE Land Cover map was created for the reference year 1990, 
then subsequently for 2000, 2006 and recently for 2012. The long heritage of 
CLC inventories allows the long-term analysis of land cover dynamics at national 
and European scale to be performed. In this study, the national CORINE Land 
Cover databases have been used to derive information on the land cover dynam-
ics in the Middle River Vistula catchment for the four years: 1990, 2000, 2006 
and 2012.

The CORINE Land Cover (CLC) is a vector dataset with a scale of 
1:100,000, a minimum cartographic unit of 25 ha and a geometric accuracy 
better than 100 m. The CLC nomenclature is a 3 level hierarchical classifica-
tion system and has 5 classes at the 1st level, 15 classes at the 2nd level and 
44 classes at the 3rd, most detailed level. A minimum cartographic unit for 
CORINE Land Cover Change map is set to 5 ha (Büttner and Kosztra 2011; 
Büttner et al. 2014). Mapping of CLC-Change 2006–2012 is carried out by 
applying the ‘change mapping first’ approach. The changes were interpreted 
directly, by comparison of reference images. A set of multitemporal images 
delivered by Landsat TM satellite was used to map land cover in 1990 and 
2000, then images delivered by SPOT4 and IRS satellites were used to map 
land cover changes in 2006 and finally, for CLC2012 inventory images from 
RapidEye and IRS satellites were applied (Ciołkosz and Bielecka 2005; 
Bielecka and Ciołkosz 2009; Chościło and Tomaszewska 2015).

In total, 27 CLC classes of level 3 were distinguished within the study area. In 
order to understand how the land cover change affects hydrological processes the 
CLC legend (3rd level) was aggregated into six land cover groups: urban, agri-
cultural, meadow, forests, open space and surface water. Aggregation groups are 
similar in terms of contribution in the development of hydrological processes. 
Analysis of the land cover for the Middle River Vistula catchment was performed 
for 1990, 2000, 2006 and 2012; analysis of the land cover change was conducted 
for the entire period 1990–2012 and separately for the periods 1990–2000, 2000–
2006, 2006–2012. The analysis was conducted for (i) the whole study area (the 
Middle River Vistula catchment), (ii) 10 sub-catchments and (iii) 11 adjacent areas 
(Fig. 2). The catchment boundaries were derived using hydrological divide of 
Poland (MPHP version 2010). All datasets were transformed to the national pro-
jection PL_EUREF89/1992 (EPSG:2180). In the next step, CLC datasets were 
clipped to selected catchments and adjacent areas.
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Figure 3 presents the example map of state land cover in last time (2012) for 
the entire catchment area. The applied legend, prepared according to the 3th CLC 
level (Table 1), shows heterogeneity of the landscape. Thus, the aggregation of 
land cover classes proposed in this study was essential.

The first type of land cover according to the aggregation is “urban areas”. This 
type includes forms which result from heavy anthropogenic activity—urbanization 
and industrialization (Table 1—CLC classes: 111, 112, 121, 122, 123, 124, 131, 
132, 133, 141 and 142). The second group is “agricultural areas” containing the 
following CLC classes: 211, 222, 242 and 243. The third group “forest” consists 
of “forests and bush vegetation” (311, 312, 313 and 324). The next group called 
“meadows” includes green utility areas—dry and wetland (CLC classes 231, 321, 
411, and 412) and the remaining two groups are: “open space” (non-vegetated 
areas), which includes sandbanks, and burnt areas (CLC classes 331, 334) and 
“surface waters” (CLC classes 511, 512).

4  Spatial and Temporal Distribution of Land Cover Change

The analyses of land cover change was carried out using the CORINE land cover 
databases for the years 1990, 2000, 2006 and 2012 for: (i) the entire Middle River 
Vistula catchment, (ii) 10 tributaries and (iii) 11 adjacent areas. The long heritage 

Fig. 3  Map of the CORINE Land Cover 2012 (level 3) for the Middle River Vistula catchment. 
The legend is presented in Table 1
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Table 1  CORINE Land Cover legend (3 levels and aggregation used for the purpose of this study)

Level 1 Level 2 Level 3 Aggregation used 
in the study

Artificial surfaces 11 urban fabric 111 continuous urban 
fabric
112 discontinuous urban 
fabric

Urban areas
(111 ÷  142)

12 industrial, 
 dna laicremmoc 

transport units

121 industrial or 
stinu laicremmoc 

122 road and rail 
networks and associated 
lands
123 port areas
124 airports

13 mine, dump and 
construction sites

131 mineral extraction 
sites
132 dump sites
133 construction sites

14 artificial, non-
agricultural vegetated 
areas

141 green urban areas
142 sport and leisure 
facilities

Agricultural areas 21 arable land 211 non-irrigated arable 
land

Agricultural areas
(211 ÷  222)

22 permanent crops 222 fruit trees and berry 
plantations

23 pastures 231 pastures Meadow areas (231)

24 heterogeneous 
agricultural areas

242 complex cultivation 
patterns
243 land principally 
occupied by agriculture, 
with significant areas of 
natural vegetation

Agricultural areas
(242 ÷  243)

Forest and semi 
natural areas

31 forests 311 broad-leaved forests
312 coniferous forests
313 mixed forests

Forest areas
(311 ÷  313)

32 scrub and/or 
-ategev suoecabreh 

tion associations

321 natural grasslands Meadow areas (321)

324 transitional 
woodland-shrub

Forest areas (324)

33 open spaces with 
little or no vegetation

331 dunes, airy sands
334 burn areas

Open spaces 
(321 ÷  334)

Wetlands 41 inland wetlands 411 marshes
412 peat bogs

Meadow areas
(411 ÷  412)

Water bodies 51 inland waters 511 water courses 
)sekal ,srevir( 

512 water bodies 
)sdnop ,sriovreser( 

Surface water
(511 ÷  512)
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of CLC inventories allows the long-term analysis of land cover dynamics within 
the study area to be performed.

4.1  Land Cover Change in the Entire Middle River Vistula 
Catchment

The results of the assessment for the entire Middle River Vistula catchment are 
presented in Fig. 4. It is seen that the catchment is predominantly agricultural. 
At the beginning of analysed period, in 1990, the agricultural areas covered 
around 20,153 km2 (57.8 % of the entire catchment). In the following years, a 
small decrease of agriculture land was observed, and reached the lowest value of 
18,859 km2 in the year 2012.

The second type of land cover—“forests”, in 1990 constituted around 8958 km2 
(25.7 % of the area); in the subsequent periods a slow rise is noted, and it 
exceeded 29 % of the entire catchment in 2012 (10,125 km2). “Meadows” cover 
around 9.5 % of the entire catchment and show almost no changes during the 
investigation period. The urbanized areas covered 2036 km2 (5.8 %) in 1990 and 
increased to 2332 km2 in 2012 (6.7 % of the entire study area). These results con-
firm the earlier findings by Bański (2003) and those given in the Agricultural Atlas 
of Poland (2010), regarding the intensity and direction of land cover changes.

There is observed an increase of “urban area” during the entire investiga-
tion period. In 1990, this type of land cover occupied more than 2036 km2 
of the Middle River Vistula catchment and 2332 km2 in the year 2012. Area of 
the “surface waters” consisting of large rivers (more than 100 m wide) and the 

Fig. 4  Analysis of land cover in the entire Middle River Vistula catchment in years 1990, 2000, 
2006 and 2012
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reservoirs was equal to 293.9 km2 in 1990 and was slowly increasing up to 
327.7 km2 in 2012. It should be noted that due to the minimum size of the CLC 
polygons (25 ha) only the larger storage reservoirs are taken into account, includ-
ing: Sulejowskie Lake, Brody Iłżeckie Lake, system of reservoirs along Rivers 
Radomka and Świder and ponds on River Jeziorka (in Żabieniec). The “open 
space” class coved the small area of 17 km2 in 1990 and around 6 km2 after 2000. 
The decrease in the ‘open space’ is due to the post-fire vegetation regrowth that 
occurred over the burned area in 2000. The rest of this class is made of sandbanks.

In summary, the estimated changes of land cover over the entire Middle River 
Vistula catchment indicate a decrease (6.4 %) of the agricultural areas, comple-
mented by an insignificant increase of the forested areas (3.3 %) in comparison 
with the 1990 status. The spatial distribution of land cover changes between the 
year 1990 and 2012 is presented in Fig. 5.

4.2  Land Cover Change in Tributaries and Adjacent Areas

The preceding sections presented an analysis of land cover change over the entire 
Middle River Vistula catchment treated as a single area. In the present section, par-
ticular emphasis is placed on an assessment of the land cover change in the 10 

Fig. 5  Map of land cover change between 1990 and 2012 in the Middle River Vistula catchment
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tributaries and 11 adjacent areas presented in Fig. 2. Similarly to the previous sec-
tions, the analysis was conducted with the aggregated level where six types of land 
cover are distinguished: agricultural, forests, meadows, open spaces and surface 
water. The results of the assessment of the land cover in the analysed areas for the 
year 2012 are presented in Fig. 6. In the case of tributaries, the largest percentage 
of the “agricultural areas” is located in the following catchments: Sanna (65.5 %), 
Kurówka (65.3 %) and Wieprz (61.8 %); whereas the River Pilica (47 %) and 
Kamienna (44.8 %) catchments are characterised by the lowest agricultural land. 
Right tributaries show a significant predominance of the agricultural areas com-
paring to the left ones. The percentage of the areas covered by forest is shown in 
the second row from the top in Fig. 6. A significant asymmetry between the left 
and right tributaries is observed.

(a) (b)

Fig. 6  A comparison of percentage of the four land cover types (acc. to aggregated groups) in 
the 10 tributaries and 11 adjacent areas for the year 2012. The results were sorted in the ascend-
ing order.  a  Tributaries.  b Rivers adjacents
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The analysis of area covered by ‘meadows’ is presented in the third row 
from the top in Fig. 6. The largest percentage of the meadow areas is located in 
the northern part of the study area: Jeziorka (12.4 %), Świder (11.5 %), Wieprz 
(10.9 %) and Radomka (10.7 %) catchments.

The lowest raw of Fig. 6 presents the percentage of ‘urban areas’ in the 10 trib-
utaries and 11 adjacent areas. It can be noted that urban development and industri-
alization occur mostly in the northernmost part of the study area, with the largest 
contribution of the following rivers: Jeziorka (11.3 %), Radomka (9.0 %) and 
Świder (8.3 %) catchments. The tributaries located in the south part of the study 
area are far less urbanized: Iłżanka (4.0 %) or Sanna and Okrzejka (2.9 %).

The results of dominant types of land cover between tributaries and adjacent 
areas indicate different trends. The classification of the adjacent areas according 
of the percentage of ‘agricultural areas’ indicated that this type of land cover is 
dominant in the lower part of study area (over 70 % of the area from the River San 
to Sanna). The lowest percentage of ‘agricultural area’ is observed in the northern 
part of the catchments (from 13.8 % up to 30 %). The percentage of areas classi-
fied as ‘forest’ differs between analysed adjacent areas. The highest values were 
estimated for those located on the left part of the catchment. The largest percent-
age of ‘forest’ starts from the River Pilica (>40 %), decreases towards north-east, 
and reaches the minimum in the River Świder neighbouring area (4.7 %). There 
are differences in the percentage of meadows between analysed adjacent areas. 

Fig. 7  A comparison of the four dominant land cover types (urban, agricultural, forested and 
meadows) estimated for years 1990, 2000, 2006 and 2012
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The highest percentage (more than 10 %) is observed in the areas from the River 
Świder to Jeziorka and from the River Okrzejka to Radomka. Urbanized and 
industrialized areas cover more than 50 % of the river-adjacent areas between 
Jeziorka and Narew. Southern and middle river neighbouring areas are urbanized 
to the smallest extent (less than 10 %).

Figure 7 presents a comparison of four dominant land cover types (urban, agri-
cultural, forest and meadows) estimated for the years 1990, 2000, 2006 and 2012. 
The following three types of trends could be recognized: (a) increase in urban and 
forested areas, (b) decrease in agricultural areas and meadows, and (c) lack of 
changes in meadows for the River Sanna catchment. Generally, there is an agree-
ment in the estimated tendency of changes between catchments with few excep-
tions, however there are differences in the intensity of changes.

5  Summary and Conclusions

In this chapter the land cover and land cover change in the Middle River Vistula 
catchment were outlined. The description of the catchment was followed by the 
presentation of land cover changes over the period 1990–2012 derived from the 
CORINE Land Cover databases. The land cover data were analyzed accord-
ing to the proposed aggregated level resulting in five classes: urban, agricultural, 
meadow, forest, open spaces and surface water. The analyses of land cover change 
were conducted for the entire Middle River Vistula catchment and for the 10 trib-
utaries and 11 adjacent areas. Three different trends in land cover changes were 
recognized. Namely, it was found that the percentage of urban and forest covered 
area increased within the analyzed period. The percentage of agricultural areas and 
meadows decreased whilst no change was observed in some sub-catchments. In 
general, the trends listed above occur in most of catchments, but the intensity of 
changes differs between the analyzed regions.

The performed analysis presents changes integrated over the catchment area, 
but do not provide the specific location of the changes. The available informa-
tion on the land cover changes can be applied in the study of the human impact 
on runoff in the catchment. An example of that kind of research was given by 
Romanowicz and Osuch (2011) for the River Narew. However, the preliminary 
research shows that the impact of the land cover on the flow in the main channel of 
the River Vistula might be difficult to recognize due to the disproportion between 
the amount of water from tributaries and the main channel of the River Vistula at 
the studied middle part of the river.
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pp 1–76

Crave A, Gascuel-Odoux C (1997) The influence of topography on time and space distribution of 
soil surface water content. Hydrol Process 11(2):203–210

Dąbrowska-Zielińska K, Ciołkosz A, Malińska A, Bartold M (2011) Monitoring of agricultural 
drought In Poland using data derived from environmental satellite images. Geoinf Issues 
3(3):87
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Abstract The present paper addresses the influence of land use changes and 
water management on flow along the Middle River Vistula reach. We adopt a 
methodology tested at the catchment scale, which consists of an optimisation of 
a rainfall-runoff model using a moving time horizon and an analysis of the vari-
ability of model parameters. In the present application, it consists of an analysis 
of the changes of residence times of a linear Stochastic Transfer Function (STF) 
type model optimised using a moving ten-year window. The chosen river reach 
(between Zawichost and Gusin) has a reported history of land use changes over 
the last 50 years. The nature of the changes is complex and shows different trends 
for different plant communities and sections of the valley. The first step of the pro-
cedure is to define the river reaches that have recorded information on land use 
change. The second step consists of analyses of static relationships between water 
level observations at neighbouring gauging stations along the river. We analyse the 
changes in observed water level quantiles. The third task is to perform the moving 
window optimisation of the STF dynamic model for selected river reaches. The 
final step is to analyse the results and relate the model parameter changes to histor-
ical land use changes. The results of the static and dynamic analyses are consist-
ent for the first two reaches (Zawichost-Annopol-Puławy) and can be explained by 
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land-use and water management influences. However, the reaches from Puławy-
Dęblin-Gusin show inconsistent behaviour, pointing to a need for further study.

1  Introduction

The aim of the study is an analysis of the changes in flow regime (1975–2003) 
in the river under different flow conditions and finding possible causes. The time 
period was selected from the availability of observations of water levels and land-
use data. The analysis was conducted using summer (V–X) and winter (XI–IV) 
months separately, to investigate different origins of the changes. The flow con-
ditions can vary due to changes in the river reach, including changes in water 
management, channel geomorphology and land use modifications, as well as sea-
sonal changes related to climatic conditions. We are particularly interested in link-
ing land cover changes to changes in flow regime at the scale of a river reach. 
Vegetation in the channel modifies its capacity and also affects the conveyance, 
which is very important for both low and high flow events. We expect that due 
to climate change the frequency and magnitude of extreme flows can change sig-
nificantly in the near future and for this reason it is very important to examine the 
long-term response of flow variation to land-use and water management changes 
within the river bed. Vegetation in direct contact with flowing water affects the 
flow velocity and water levels by a direct reduction of the available space in the 
channel (reduction of capacity in a particular section of the river), by using the 
energy of the flow and by blocking the flow and reducing velocity.

Various approaches have been proposed to investigate how vegetation affects 
open-channel flow (e.g. Tsujimoto et al. 1993; Darby 1999; Lopez and Garcia 
2001; Warmink et al. 2013). Most researchers study the hydraulic properties of the 
channel and use empirical formulas (Manning, Darcy-Weisbach, Chezy) to assess 
the effects of changes of flow resistance on open–channel flow.

The influence of the type of channel and flood-plain vegetation on flow has 
been studied intensively at the micro-scale (cm to meters), in laboratories and in 
open channels. Many researchers (Kouwen and Unny 1973; Li and Shen 1973; 
Petryk and Bosmajian 1975; Yen 1991; Bathrust 1993) studied how submerged 
and non-submerged vegetation influence flow conditions in the channel. Järvelä 
(2002) investigated how the type, density and placement of vegetation, flow depth 
and velocity influence friction losses. He studied the influence of plants on flow 
resistance under non-submerged and submerged conditions in a total of 350 test 
runs. The results indicated the existence of large fluctuations in the friction factor 
with respect to depth of flow, velocity, Reynolds number, and vegetative density. 
He demonstrated that the friction factor depended mostly on the relative rough-
ness in the case of grasses; on the flow velocity in the case of willows and sedges/
grasses combined; and on the flow depth in the case of leafless willows on the 
bare bottom soil. He noticed that the leaves on willows seemed to double or even 
triple the friction factor compared to the leafless trees. This important information 
 indicates the existence of seasonal differences in channel roughness.
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The water level is the primarily observed variable in hydrology and hydrolo-
gists still regard it as being a secondary variable, after flow. The reason might lie 
in the local character of that variable, i.e. its dependence on the geometry of a river 
cross-section where a gauge is situated. Flows have a more integrated character, as 
they are derived taking into account the velocity of the flow. In this study we focus 
on water levels observed along the river reach in order to determine what kind of 
information we can derive when analysing their dynamic and static changes. The 
Middle River Vistula reach will be used as a case study.

The study area and a summary of historical changes within it are given in 
Sect. 2. A statistical analysis of changes of water level quantiles is presented in 
Sect. 3. Section 4 gives the results of a dynamic analysis of water level changes. 
The results of the analyses are compared and summarised in Sect. 5 and in Sect. 6 
conclusions are drawn.

2  The Middle River Vistula Study Area

As a case study we chose the middle part of the Vistula River, between Zawichost 
and Gusin. In order to trace changes in the water level regime we divided the reach 
into four parts according to the location of gauging stations (Zawichost-Annopol, 
Annopol-Puławy, Puławy-Dęblin, Dęblin-Gusin) for which water level measure-
ments were available (Fig. 1). The whole studied reach is 173.9 km long and it is 
located within two meso-regions: the Vistula River Gorge and the Middle Vistula 
River Valley (Kondracki 1994). This results in a different channel character for 
the sections Zawichost-Annopol and Annopol-Puławy compared to the other two 
sections, Puławy-Dęblin and Dęblin-Gusin. The river part in the gorge section is 
narrow, deep and straight. After leaving the gorge, the main channel undergoes a 
transformation. The valley begins to widen downstream of Puławy and the channel 
is shallower and more sinuous.

The reach between Puławy and Gusin (86.6 km) has a floodplain valley 
13–16 km wide and it separates the Radom Plane (Nizina Radomska), and its 
lower part—Kozienice Valley (Dolina Kozienicka)—from the Siedlce Upland 
(Wysoczyzna Sieldecka). The valley bottom is about 200–1200 m wide and has a 
meandering character, with vegetated islands and sand dunes (oxbows). The slope 
of the River Vistula in that section is similar to that within the gorge and varies 
from 0.23 to 0.29 ‰ (Maruszczak 1972; Starkel 2001).

We are particularly interested in changes of vegetation cover in the river valley 
that periodically comes into direct contact with the flowing water; therefore, the 
study of land cover changes which affected the flow conditions was limited to the 
area between the embankments. We use Corine Land Cover data obtained from the 
EEA web page for the years 1990, 2000 and 2006 to analyse changes in vegetation 
cover along the reach. A summary of changes between the years 1990 and 2006 
for each section is presented in Table 1.
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The area of the river valley between dikes for the whole studied section 
(Zawichost-Annopol-Puławy-Dęblin-Gusin) is covered mainly by willow and 
 different kinds of poplar alluvial forests with a significant part also used as grass-
lands—meadows and pastures. A small area is cultivated; quite often these are 
orchards and gardens.

Table 1  Relative changes of different land use types in % for the studied reaches between 1990 
and 2006

Zawichost-Annopol Annopol-Puławy Puławy-Dęblin Dęblin-Gusin

Arable land −3.6 −0.3 0.0 +0.2

Pastures and 
grasslands

+4.6 +1.2 0.0 +0.2

Agriculture/natural 
vegetation

−52.4 −6.3 +2.2 −1.3

Deciduous forest +50.8 +4.0 −2.1 0.0

Beaches/dunes 0.0 −1.4 0.0 −0.8

Water courses 0.0 +1.0 −0.1 +0.6

Annopol-Puławy 
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Fig. 1  Study area showing part of the Middle Vistula valley between Zawichost and Gusin
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The largest changes in land use between river embankments occurred mainly 
within the Zawichost-Annopol reach, where over 50 % of natural vegetation, agri-
cultural land, meadows and pastures was replaced by deciduous forest. Within the 
Annopol-Puławy reach, that pattern was repeated to a lesser extent (only 6 %). 
Also within that reach a small decrease of beach/sand area was noted and a small 
increase in water courses, which suggests morphometric changes in this section. 
The other two reaches showed very small changes.

Apart from land-use, changes in hydro-technical constructions along the mid-
dle Vistula reach could also have affected flow. The selected part of the river reach 
is mostly regulated, but hydro-engineering constructions are unevenly located 
(Kowalski 1997). There are embankments close to the whole stretch studied. They 
were built mostly after the Second World War, but local dikes were already in 
place in the 19th century (Łajczak et al. 2006). Channel transformations resulted 
from accelerated outflow of water and sediment load through the channelized 
reaches of the Upper Vistula and tributaries (Warowna 2003). Channelization 
works were performed partly in the 1920s and later between 1960 and 1990, 
resulting in the narrowing of the main channel (by a system of dams and groynes) 
to 120–300 m and the cutting-off of side branches by dikes.

Table 2 shows the history of groyne construction along three reaches: 
Annopol-Puławy, Puławy-Dęblin and Dęblin-Gusin. The history of changes for 
the Zawichost-Annopol reach is not reported here due to an absence of informa-
tion. Most affected was the reach between Annopol and Puławy before 1990. 
The groynes mainly affect the mean and low flows, acting as submerged weirs. 
However, the channelization might affect the whole range of flows. Low flows 
are supposed to be affected mostly by the construction of groynes in that section 
which has resulted in an increase of water levels during low flow periods.

3  Statistical Analysis of Water Levels at Gauging Stations 
Along the River Reach

The statistical analysis was based on changes in the quantile values of observed 
water levels for each section of the river. We analysed the differences in quantiles 
of neighbouring gauging stations for a moving time window of ten years, as shown 
in Fig. 2. For a comparability of results we used standardized values of quantiles.

Table 2  Number of groynes per km (the total number of groynes is given in parentheses) for the 
Annopol-Puławy, Puławy-Deblin and Dęblin-Gusin reaches

Annpol-Puławy Puławy-Dęblin Dęblin-Gusin

1960s 0.7 (50) 0.1 (2) 0.3 (19)

1970s 1.3 (97) 0.6 (11) 0.6 (41)

1980s 0.7 (50) 0.1 (2) 0.1 (8)

1990s 0.1 (4) 0.3 (5) 0.2 (12)
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This part of the work was meant as a preliminary assessment of the changes 
for the selected sections and was a motivation for further research. Changes in 
quantile values can be due to various changes within the river reach. Following the 
study of Ozga-Zielinski et al. (2010), an increase of roughness of the channel due 
to vegetation affects flow and can cause a rise of water levels.

The approach is based on a comparison of quantiles with a given probability of 
exceedance p, of daily observed water levels hp, at the selected i’th gauging station 
within a 10-year moving window (Fig. 2) with the corresponding quantiles from 
the (i − 1) gauging station upstream. The moving window was introduced in order 
to smooth the changes (Osuch et al. 2015).

In order to make the comparison independent of the time window, the p’th-
quantile at each gauging station is standardised as follows:

where h′p is the standardized quantile value for a selected station; hp is the p’th 
quantile for the selected 10 year time window; hmin is the minimum hp quantile 
value within all time-windows and hmax is the maximum hp value. The difference 
in quantiles ∆h′p, i at the i’th cross-section is defined as follows:

where h′p, i denotes a standardised p’th quantile at the i’th cross-section and h′p, i−1 
denotes a standardised quantile at the cross-section upstream.

(1)h′p =
hp − hmin

hmax − hmin

(2)∆h′p, i = h′p, i − h′p, i−1
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Fig. 2  Illustration of a smoothing ten-year window applied during the static and dynamic analy-
sis of water levels
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This fairly simple approach allows us to make inferences about the changes in 
conveyance in the river reach associated with environmental changes in the imme-
diate neighbourhood of the channel. All quantiles along the river reach are nor-
malised within all 10-year moving windows. The quantile confidence limits are 
estimated using nonparametric methods developed by Hutson (1999), Kaplan 
(2011), and Kaplan and Goldman (2012).

To distinguish the possible impacts of various factors, our analysis was based 
on low and high quantiles for different seasons. The results for the 0.25 quantile 
are shown in Fig. 3. The two columns describe differences in quantiles between 
the downstream and upstream gauging station (Eq. 2) for the summer (left panel) 
and winter (right panel) periods. The x-axis shows the numbers that correspond 
to the time-windows defined in Fig. 2. Number 1 corresponds to the time-window 
1975–1984, number 2 corresponds to the time-window 1976–1985, and so on.

The largest differences in water level quantiles shown in Fig. 3 occur for the 
Puławy-Dęblin reach. They are positive both during the summer and winter peri-
ods, but are more pronounced in the winter, indicating a possible increase in the 
reach roughness. This negative trend of conveyance is noticeable from the mid 
1970’s which is consistent with possible geomorphological changes of the chan-
nel related to works on river regulation. Positive changes of 0.25 quantile in the 
winter period can also be explained by ice–jam formation in that part of the river. 
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Fig. 3  Differences in water level quantiles between the downstream and upstream  gauging 
 stations ∆h′p, i, i = 2, . . . , 5 (Eq. 2) for a probability of exceedance p = 0.25; left column 
describes the summer season, right column describes the winter season, 0.95 confidence bounds 
are shown by box-plots, x-axis denotes time-window numbers as explained in Fig. 2
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On the other hand, changes in water level of 0.25 quantiles for the Dęblin-Gusin 
reach indicate a decrease of roughness coefficients in that part of the reach. These 
changes might be due to an increase of water levels in the upper cross-section 
(Dęblin gauging station), without any changes in the downstream water level 
quantile. Thus we should look also at the time variability of the water level quan-
tiles for each station separately to explain those differences. The time variability of 
0.25 quantiles for each gauging station is presented in Fig. 4.

Figure 4 illustrates the variability water level for each gauging station within 
the period 1975–2003. All quantiles decrease in the period 1975–1985 and 
increase in the period 1985–2003. Their mutual differences also change, with 
Gusin and Dęblin changing from the lowest in the first period to the highest in the 
second period. The latter indicates the existence of a different source of influence 
than a climate-related source.

The following figures (Figs. 5 and 6) present differences in quantiles with prob-
abilities of exceedance of 0.5 and 0.75.

The differences in water level quantiles with a probability of exceedance of 
0.5 for the years 1975–2003 show a positive increase for the Annopol-Puławy 
reach, starting from 1990, contrasted with a decrease of water levels for the 
upstream Zawichost-Annopol reach. These changes are more pronounced in the 
summer period, suggesting a dependence on vegetation. On the other hand, the 
Puławy-Dęblin and Dęblin-Gusin reaches show stronger changes during the winter 
periods. In all cases, the summer periods have a larger variability of flow, demon-
strated by larger confidence bands of the differences of water level quantiles dur-
ing those periods.

The differences for the 0.75 water level quantiles show a smaller variabil-
ity within the Zawichost-Annopol and Annopol-Puławy reaches compared to the 
other two reaches. In particular, the Dęblin-Gusin reach has a large variability of 
differences in water level quantiles both in the winter and summer periods.

Fig. 4  Standardized 0.25 
quantile values for five 
gauging stations: Zawichost, 
Annopol, Puławy, Dęblin 
and Gusin, x-axis denotes 
time-window numbers as 
explained in Fig. 2
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Assuming that positive differences in water level quantiles indicate an increase 
of resistance of the channel beds to the flow, and vice versa, negative differences 
show a decrease of flow resistance, we can make some estimates regarding the 
changes in flow regime in the reach during the study period for low, medium and 
high flows.

The Zawichost-Annopol reach shows a decrease of flow resistance during the 
second half of the period (i.e. years 1990–2003) for medium flows, but an increase 
of resistance for low flows, as shown in Fig. 3. Differences in high water level 
quantiles show a small variability for those periods.

The Annopol-Puławy reach shows opposite changes, i.e. an increase of flow 
resistance for the water level quantiles with a probability of exceedance of 0.5 in 
the years 1990–2003 compared to the earlier period.

The Puławy-Dęblin reach shows changes similar to the Annopol-Puławy reach, 
with very pronounced differences in 0.5 water level quantiles in the winter period.

On the other hand, the Dęblin-Gusin reach shows opposite changes, i.e. a 
decrease of the flow resistance after the year 1990, both in the summer and winter 
periods.

As mentioned, the high water level quantiles show a much smaller pronounced 
variability in winter periods than those for medium and low flows. Only the 
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Deblin-Gusin reach shows relatively large variations. Interestingly, the pattern of 
changes, expressed by the opposite variability of quantile changes for the reaches 
Zawichost-Annopol-Puławy and Puławy-Dęblin-Gusin, is not maintained for high 
water levels compared to the results obtained for low and medium water levels.

4  Linear Routing Model Based on Water Levels: 
Application of a Stochastic Transfer Function 
(STF) Model

In order to look for changes in the dynamics of the river regime, linear stochastic 
transfer (STF) models were applied to the river reaches between the Zawichost-
Annopol, Annopol-Puławy, Puławy-Dęblin and Dęblin-Gusin gauging stations 
(Fig. 1), for the period 1975–2003. The application of STF models to model-
ling water levels along river reaches was described in Romanowicz et al. (2006) 
which follows research on the application of the linear transfer function approach 
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introduced by Nash (1957) and Dooge (1986). The application of Stochastic 
Transfer Functions in the environmental sciences was described by Young (2001).

The identification of the model structure and estimation of its parameters are 
performed using the Simplified Refined Instrumental Variable (SRIV) method 
from the Captain toolbox (Young 1984; Taylor et al. 2007). The model parameters 
are estimated for ten year periods with moving time windows in order to track the 
changes in water levels dynamics. The goodness of fit criterion R2

T is defined as:

where hsim stands for the simulated water levels, hobs denotes the observed water 
levels and cov(.) denotes covariance.

Apart from the estimates of mean values, the uncertainty of the predictions is 
also evaluated. The transfer function formulation is equivalent to a linear differen-
tial equation description of the process dynamics. The advantage of using the STF 
approach lies mainly in the simplicity of the Captain toolbox application and its 
statistical efficiency.

The determination coefficient for all calibrated models is in the range of 
0.85–0.98, which indicates that the assumption of linearity was justified. The 
model parameters are used to derive residence times for each year, describing 
the response of the channel to external forcing during a period of over 29 years. 
We apply Monte Carlo simulations to estimate the uncertainty of the residence 
times. The estimated residence times together with 0.95 confidence limits for the 
Zawichost-Annopol reach, the Annopol–Puławy reach, Puławy-Dęblin reach and 
Dęblin-Gusin reach for the summer and winter season, are shown in Fig. 7. The 
red line represents the estimated median values, whilst whisker plots shows the 
0.95 confidence limits of the predictions. Both the mean and variance of the pre-
dictions show a high variability during the analysed period.

It is worth noting that for the section Puławy-Dęblin we observe the opposite 
trend of changes compared to the two neighbouring sections, both in the summer 
and winter seasons. The residence time values for the sections Annopol-Puławy 
and Dęblin-Gusin are within the range 1–2 days and for the section Puławy-
Dęblin, 0.5–1 days, due to the differences in lengths of the corresponding reaches. 
The variance of residence time estimates depends on the length of the river reach, 
but also depends on the season. The 10-year calibration periods overlap in most 
years except for the first and last (10th) year. Therefore any abrupt changes of resi-
dence times are a result of changes in those “boundary” years.

There is evidence for a substantial difference in the residence times between 
summer and winter periods. Those differences are due to icy conditions and snow-
melt related flows in winter periods.

The Zawichost-Annopol reach shows a decrease of residence times in the 90s 
in comparison with earlier periods, more prominent in the winter than in the sum-
mer season.

(3)R2
T = 1− cov(hsim − hobs)

/

cov(hobs)
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The Annopol-Puławy reach shows the opposite effect, i.e. an increase of resi-
dence times in the second part of the study period, once again more pronounced in 
the winter than in the summer periods.

The Puławy-Dęblin reach shows a decrease of residence times towards the end 
of the study period (after the mid-90s), more visible in the winter period.

The Dęblin-Gusin reach shows an increase of residence times after 1990 in the 
summer season. The winter season shows large uncertainties and an increase and 
subsequent decrease of residence times during the studied time period.

5  Discussion

Both differences in quantiles and STF residence times indicate changes in flow 
regime. Our aim is to explain those changes. The question is: can we explain the 
changes in flow regime by land use, including the vegetation and water works, or 
are they caused by morphological changes, or both?

Dynamic changes in flow regime are affected both by changes in land use (veg-
etation cover) and by values of water levels (flow velocity increases with water 
levels). Due to the icy conditions that may occur in winter, it is more difficult to 
model flow using a simple linear STF model. Moreover, vegetation has a larger 
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influence on high flows, since vegetation mainly occurs in the floodplains. And 
low flows are mainly influenced by river dunes and ripples in the main channel 
determined by the morpho-dynamics in the main river.

The variability of differences in water level quantiles can be explained, to some 
extent, by changes in the flow regime. The negative differences indicate a possi-
ble decrease of flow resistance (Ozga-Zielinski et al. 2010), whilst positive differ-
ences may indicate an increase of resistance to flow. This can be explained by a 
“back-water” type effect. However, these changes cannot be uniquely explained, 
as the differences in quantiles depend also on the quantile variability, as explained 
in Sect. 3 (Fig. 4). Those static changes correspond to changes in water residence 
times. We expect that residence times increase with an increase of flow resistance 
and decrease when water flow velocity increases.

In this respect, both static and dynamic analyses show consistent results, indi-
cating a decrease of flow resistance in the Zawichost-Annopol reach during the 
period after 1990.

The Annopol-Puławy reach shows an increase of flow resistance, confirmed 
by both static and dynamic analyses, in particular in the winter season. These 
changes could possibly be attributed to changes in the channel, and in particular 
to the building of groynes along that reach between 1975 and 1990. Those changes 
should have affected only low and medium flows, which is confirmed by the anal-
ysis of differences in water quantiles between Annopol and Puławy.

The static and dynamic analyses for the Puławy-Dęblin reach give differ-
ent results. Dynamic analysis indicates a decrease of residence times after 1990, 
whilst the static analysis shows an increase of flow resistance.

Also the results of the static and dynamic analyses for the Dęblin-Gusin reach 
are not consistent, where the static analysis indicates a decrease of flow resistance 
and the dynamic analysis shows the opposite pattern.

6  Conclusions

This paper has presented an analysis of changes in the flow regime in the River 
Vistula reach between Zawichost and Gusin in the years 1975–2003. Changes in 
the characteristics of the river regime have been analysed in a comprehensive way. 
First, the static relationships between water levels observed at the gauging stations 
have been examined through an analysis of differences between normalised water 
level quantiles, and second, a dynamic analysis using a water-level routing model 
based on the STF approach has been carried out. The static approach provides dif-
ferences in normalised water level quantiles that can be used to explain changes in 
flow resistance. Vegetation has a larger influence on high flows, since vegetation 
will mainly occur in the floodplains. And low flows will be influenced mainly by 
river dunes and ripples in the main channel determined by the morpho-dynamics 
in the main river. The dynamic approach provides estimates of residence times 
of the flow between the gauging stations. Both static and dynamic approaches 
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provide uncertainty bands of their estimates. In this way the problem is being 
solved stepwise, gaining at each stage more detailed information on changes in the 
river regime within selected sections of the Vistula River.

The results indicate a complex pattern of changes in flow regime that is diffi-
cult to describe. Both static and dynamic analyses give consistent results regarding 
the variations in flow resistance of the first two reaches (Zawichost-Annopol and 
Annopol-Puławy) and opposite results for the next two reaches (Puławy-Dęblin 
and Dęblin-Gusin). However, it is difficult to attribute those changes to changes 
in land-use and water works in an unequivocal way; neither can we explain the 
inconsistency of the results for the Puławy-Dęblin and Dęblin-Gusin reaches. 
Further work is undergoing, including the application of flows instead of water 
levels as a driving variable and the use of event-based, rather than continuous, 
simulations together with a classification into low, medium and high flow events. 
In the next step we plan to apply a distributed model within a similar set-up as the 
STF approach to study the temporal and spatial variation of resistance along the 
river reach.
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Abstract This chapter presents an application of the 1st order Markov model to 
the description of flood-poor and flood-rich period length. The flood-poor and 
flood-rich periods are defined as a sequence of successive years with maximum 
flows lower (for flood-poor) or greater (for flood-rich) than the specified threshold. 
The theoretical distributions for two chosen thresholds (median and upper quar-
tile) are compared with empirical distributions for the series of annual flow max-
ima at Warsaw gauging station, representative for the Middle Vistula River reach, 
in order to determine an indicator for the assessment of changes in flood regime 
under the future climate. The results have shown that serial dependency in Warsaw 
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length distributions are not significantly affected by this dependency. The longest 
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1  Introduction

The majority of research in the frame of Flood Frequency Analysis (FFA) is con-
cerned with the choice of flood peak flows probability distribution and its esti-
mation in order to evaluate upper quantiles under stationary and non-stationary 
conditions, which are commonly used as design characteristics for structures 
prone to high waters. The problem of the so-called ‘flood-rich’ and ‘flood-poor’ 
periods remains somewhat off the mainstream of investigations. However, these 
periods are important in the context of flood risk assessment and hydrological 
impacts of climate change. In Poland, similar as across all climate zones of Europe 
(e.g. Wilson et al. 2010; Pattison and Lane 2012; Macdonald 2014), flood events 
tend to cluster into periods that are relatively flood-rich and relatively flood-poor 
and these phenomena can be exacerbated by possible climate change. This chap-
ter deals with the problem of distribution of lengths of these clusters by means 
of discrete Markov chains of order 1 on the Middle Vistula River represented by 
hydrological gauging station at Warsaw. The run lengths distribution assessed 
for observation period can be compared with the distribution obtained for hydro-
logical response modeled on the basis of future climate predictions. The long and 
medium range projection of the observed structure of flood-rich and flood-poor 
years can also serve as an indicator to verification of climate change impact on 
annual maxima characteristics. The problem arises: are the proposed indicators 
stable enough in natural variability of observation series and sensitive enough to 
capture the changes in floods “reoccurrence” under the future climate?

The chapter is organized as follows. The first part introduces the basic defini-
tions and run length distribution derived from 1st order Markov model. The next 
three parts give the descriptions of the Middle Vistula Basin, Warsaw annual max-
ima flow series (1799–2011) and its statistical properties. Then the theoretical run 
length distributions of annual maxima are compared with empirical distributions 
for Warsaw series. Finally, the conclusions and recommendation are presented.

2  Model of Run Length and Its Distribution

Given the stochastic process X of random variables Xt, X = (X1, X2, …, XN,…) 
and its realization in the form of the time series x1, x2, …, xN of annual maximum 
flows, the problem is to define the flood-poor and flood-rich periods (runs, spells) 
as the uninterrupted sequences of years in which annual maximum flow is lower or 
equal (for flood-poor) or greater (for flood-rich) than specified threshold and find 
the probability distribution and statistical measures of run length. The value of the 
threshold can be chosen with regard to the aim of the study, i.e., severity of floods, 
and can be fixed on median or other quantile rank level.

This type of analysis is generally done on stationary processes in the strict 
sense, when understanding and application of the correlation structure in the time 
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series is of primary importance. The correlation structure of a time series can 
be described by autoregressive random (AR) model when the variable in time t 
depends linearly on its own previous values, autoregressive-moving-average 
(ARMA) models, Markov chains, wavelets and others. In this paper the first order 
Markov chain has been applied.

We will assume here below that the process X is stationary in a strict sense, 
so all random variables Xt are of the same probability distribution (identically 
distributed).

Let the cumulative probability distribution function of any Xt be 
F(x) = P(Xt ≤ x) and the chosen threshold be equal δ. It is convenient to introduce 
binary notation for two stages of x. Let “0” represent Xt ≤ δ and “1” values of 
Xt > δ. Then the absolute probability that in time t the process is in stage “0” can 
be written as:

and the absolute probability of the stage “1” is given by:

Four transition probabilities are needed to model the chain, namely pij (i, j = 0, 1) 
corresponding to conditional probabilities that the process being at stage i in time 
t will be in stage j in time t + 1. Taking into account the Markov property of data 
dependence (i.e., the probability of the next stage depends only of the current 
stage) and denoting by F(·, ·) the bivariate cumulative distribution function of any 
pair of successive random variables Xt, Xt+1 one can obtain:

The distribution of the run length D0 when the process is in the state “0” with 
regard to the chosen threshold δ (flood-poor period) can be easily derived from the 
expression for the probability that the process remains d years in the state “0”:

Thus, the joint probability mass function of D0 can be expressed by:

(1)p0 = P(Xt ≤ δ) = F(δ)

(2)p1 = P(Xt > δ) = 1− F(δ)

(3)

p00 = P(Xt+1 ≤ δ|Xt ≤ δ) =
F(δ, δ)

F(δ)

p01 = P(Xt+1 > δ|Xt ≤ δ) =
F(δ)− F(δ, δ)

F(δ)

p10 = P(Xt+1 ≤ δ|Xt > δ) =
F(δ)− F(δ, δ)

1− F(δ)

p11 = P(Xt+1 > δ|Xt > δ) =
1− 2F(δ)+ F(δ, δ)

1− F(δ)

(4)P(D0 = d) = p1p10p
d−1
00 p01

P(D0 = d, Xt = 1, Xt+1 = 0) =
(F(δ)− F(δ, δ))2

F(δ)

(

F(δ, δ)

F(δ)

)d−1

, d ≥ 1
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or in the form of conditional probability useful to compare theoretical and 
observed run length

and the resulting cumulative distribution function (cdf) is:

Similarly, for the length of the sequences of the state “1” we obtain:

Note that in the case of independent data Eqs. 1–7 can be easily transformed by 
putting F(δ, δ) = F(δ) · F(δ).

In the context of assessing the impact of variability and climate change on the 
distribution of the annual maximum flows, the long- and medium-range prediction 
of the structure of the occurrence of states “0” and “1” will be useful (Mitosek 
2009; Zelias et al. 2008). Such a projection could be compared with the results 
of hydrological models defining the flood regime under the future climate. The 
medium-range prediction will be obtained by:

where S0 = (p0, p1) is the vector of absolute probabilities of stages “0” and “1”, 
the matrix P represent the transition matrix of the process P = [pij], i, j = 0,1, and 
St is the vector of probabilities of the states in the time t.

The long-range projection in regular Markov chains, as described above, is 
based on the fact that there exists the limit:

where S = (s1, s2), called ergodic probabilities, does not depend on S0 and can be 
find by solving the equations:

The values of si are interpreted as mean probabilities that the process will be in the 
state i in the infinite time span.

(5)P(D0 = d|Xt = 1,Xt+1 = 0) =
F(δ)− F(δ, δ)

F(δ)

(

F(δ, δ)

F(δ)

)d−1

, d ≥ 1

(6)FD0
(d) = 1−

(

F(δ, δ)

F(δ)

)d

= 1− pd00, d ≥ 1

(7)
P(D1 = d|Xt = 0,Xt+1 = 1) =

F(δ)−F(δ,δ)
1−F(δ)

(

1−2F(δ)+F(δ,δ)
1−F(δ)

)d−1

, d ≥ 1

FD1
(d) = 1−

(

1−2F(δ)+F(δ,δ)
1−F(δ)

)d

= 1− pd11, d ≥ 1

(8)St = S0P
t

(9)lim
t→∞

St = lim
t→∞

S0P
t
= S

(10)

{

S = SP

s1 + s2 = 1
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3  The Middle Vistula Basin

The Middle Vistula basin (the catchment area from the San to the Narew conflu-
ence) lies entirely within the Polish borders and covers the area of 34 767.3 km2 
(Fig. 1, Chap. 1 of this book). The river (from Rkm 280 to Rkm 550) flows 
through the Małopolska Gorge, Mazowsze Lowland and Warszawa Dale. Average 
valley slope is about 0.27 %. About 50 % of the catchment area is covered by agri-
culture. The river has a natural braided appearance with numerous sand bars and 
vegetated islands. The natural character of the river, along with unique ecosys-
tems, is protected by the NATURA 2000 areas (11 % of the basin). The Vistula 
is ecological corridor of pivotal importance connecting the Southern Carpathian 
Region with the Baltic Sea and the Eastern European regions. The city of Warsaw 
is the most populated and industrialized area in the basin. The Middle Vistula river 
is an allochtonous reach where the flood regime is formed in the conditions dif-
ferent from those through which it flows. The largest summer floods coming from 
the upper Vistula—mountainous part of the Vistula basin—are only slightly sup-
plied here by tributaries (Kamienna, Radomka, Wieprz, Pilica et al.). Their peak 
flows usually decrease along the river course. Spring floods of snowmelt origin 
also reach here large sizes.

4  Warsaw Data Series

In Poland, first instrumental hydrological observations (river stages) had been 
started up at the beginning of the 18th century and the first flow measurements 
were performed in 1833. National hydrological and meteorological services were 
established in 1919, after the World War I and the age of partitions, when Poland 
regained its independence.
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Fig. 1  Annual maximum flows at Warsaw in the period 1799–2010
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Due to the complex history of Polish state and destructions during both World 
Wars it is commonly accepted that only the flow data since 1951 can be regarded 
as sufficiently reliable (from the point of view of technology and organization of 
flow measurement and data processing procedures) for statistical inference in gen-
eral, and for flow maxima and upper quantiles assessment in particular.

Well known problems in the statistical analysis of flow maxima are of both sta-
tistical and hydrological nature, which are rarely treated jointly. Statistical aspects 
of uncertainty of estimates of maxima characteristics result from short time 
series, unknown probability distribution function of annual peaks, the simplify-
ing assumptions of identical independently distributed (i.i.d.) data and, in particu-
lar, the assumption of the homogeneity and stationarity of data series. The main 
hydrological aspect relates to uncertainty of hydrological measurements and data 
processing procedures.

The relatively simplest way to improve the accuracy of flood estimates is to 
lengthen the observation series using all possible sources of additional informa-
tion primarily by both: regional approach and by using historical and paleohydro-
logic floods data. Historical data are recorded, non-regular observations of floods 
(mainly the highest water level), made before systematic data were collected. 
Although the historical extreme flood level records can be obtained from the reli-
able local chronicles, parish registers, high-water marks, boards and stones, the 
newspapers and further validated by field investigations, their accuracy is likely 
to be much lower than those of systematic records, which in fact are also not free 
from measurement error. Serious difficulties are related to an estimated stage-
discharge relationship while historical river bed characteristics remains unknown, 
especially in alluvial channels. In addition, gathering and processing the histori-
cal information about floods remains extremely tedious work requiring to take into 
account a broad historical background and many aspects of language, ancient units 
of measure, etc., and their assembly and synthesis are time-consuming and labor-
intensive (Girguś and Strupczewski 1965; Bielański 1984).

For Warsaw hydrological station, some interesting historical floods descrip-
tions, research and analysis were published (Gutry-Korycka et al. 2006; Gutry-
Korycka 2007; Magnuszewski and Gutry-Korycka 2009; Kuzniar 1997). The 
enormous work had been performed by Fal and Dabrowski (2001a, b) and, as a 
result, the series of annual maxima of water levels and flows starting from 1799 
have been prepared. Updated and supplemented by recent flood data the series 
covers now 210 years of annual maxima in the period 1799–2011 with 2 gaps in 
the years 1816–1817 and 1915. The time series is shown in Fig. 1.

5  Some Statistical Properties of Warsaw Annual 
Maximum Flows Series

The essential question to be answered while analyzing long hydrological series 
with historical data is the question about their homogeneity and stationarity.
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Have changes in land use in the catchment such as urbanization (Fig. 2), defor-
estation or construction of water management structures affected flood regime to 
the extent that the assumption of stationarity is violated? Kaczmarek (1970) gives 
a simple rule. In the approximation sufficient for practical purposes it is generally 
assumed that, if the hydrological or meteorological time series exhibit no cyclic 
change, it can be considered stationary. Strupczewski et al. (2014) state that the 
utility of the pre-recorded flood information to FFA depends on whether it enables 
a worthwhile improvement in flood estimates to be obtained.

However, using various types of data (instrumental records, documen-
tary information, and indirect data) of largely differing accuracy and reliabil-
ity is not a trivial matter (Gutry-Korycka et al. 2006). The statistical tests of 
homogeneity/stationarity can be helpful. The power of statistical trend tests is 
improved when longer time series data are used, but problems of heterogeneity 
resulting from the measurement methods and measuring instruments will affect 
the results, which ought to be regarded in view of rather low data accuracy, espe-
cially for historical information and old records. And, if the existence of a trend 
cannot be rejected it should be decided what form of a trend will be applied. It 
is worth to note that free available software offers a plethora of distributions and 
methods of estimating trend in their parameters. However, looking for trends in 
parameters of distributions makes these trends dependent on the distribution and it 
happens that for different distribution models the recalculated trends in mean and 
variance differ significantly in magnitude and even direction.

As pointed out by Strupczewski et al. (2013), if the probability distribution of 
the population from which the data sequence is generated remains unknown (that 
is always the case), the method of simultaneous trend detection in the first two 
moments (mean and variance) by weighted least squares method (Strupczewski 
and Kaczmarek 2001) and then estimation of chosen distribution for detrended 
data and re-imposition of the trend gives more accurate time-dependent flood 
quantiles than the maximum likelihood estimation of trends in the parameters of 
pre-selected distribution, regardless of the size of the random sample, moment of 
time and the probability of non-exceedance.

Fig. 2  Warsaw in the late 18th century (left) and today
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In the case of unknown population distribution, the use of Mann-Kendall or 
Spearman tests is recommended (Report of COST Action ES0901 2013). The 
stationarity of mean and variance of Warsaw series was tested by non-paramet-
ric Spearman test. The hypothesis of stationarity in mean and variance cannot be 
rejected on the significance level 0.05 (p-values of the tests being 0.557 for the 
mean and 0.382 for variance).

The autocorrelation function of annual maxima is shown in Fig. 3.
All considered autocorrelation coefficients are almost constant for studied lags 

ranging from 1 to 15. Their values lie within the limits of confidence interval, so 
they can be assumed to be constant and equal zero. Thus, taking into account the 
results of Spearman test, Warsaw time series can be treated as stationary in weaker 
sense (second order stationarity).

The quantile regression method applied for annual maxima with linear trend 
functions gives the overall view of distribution form of the series.

Here, the τth regression quantile, 0 < τ < 1, is defined as any solution to the 
minimization problem (Koenker and Bassett 1978):

which is a simple extension of the sample quantile definition. The notation |·| 
stands for absolute value of ·.

The regression lines found for chosen quantile ranks are presented in Fig. 4.
As it is visible in the Fig. 4, the quantiles of rank τ = 25, 50 and 75 % show 

week and negligible trend, but 10 and 90 % quantiles exhibit increasing (quan-
tile 10 %) and decreasing (quantile 90 %) trend suggesting that in contrast to the 
Spearman test result the variance decreases in time. Please note, however, that this 
effect is caused by the concentration of 5 highest and 3 minor floods during the 
first 70 years of the record and maybe application of the simplest form of quantiles 
trend. For the purposes of this study the results of Spearman test were accepted as 
more reliable.

(11)min
a,b∈R





�

t∈{t:xt≥at+b}

τ · |xt − (at + b)| +
�

t∈{t:xt<at+b}

(1− τ) · |xt − (at + b)|





Fig. 3  Correlogram of 
annual maxima with 95 % 
confidence interval limits 
(dashed lines)
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The three-parameter Weibul probability distribution with the pdf and cdf 
functions

where α, ε and, λ ∈ R+, was fitted to the data by means of the maximum likeli-
hood method. The goodness of fit can be inspected visually in Figs. 5 and 6.

The choice of the probability distribution was made subjectively on the basis of 
numerous experiments with a choice of distribution type for the maximum rainfall 
and peak flows of Polish rivers. It should be noted that the real distribution in the 
population of the maximum annual flows is not known, the adopted distribution is 
only a model of it. Widely used procedure for selecting the best distribution on the 
basis of the AIC (Akaike criterion) gives the illusion of true distribution choice, 
and paradoxically, this “true” distribution after adding a few sample items may 
change.

(12)

f (x) =
�

α

(

x − ε

α

)�−1

exp

(

−

(

x − ε

α

)�
)

F(x) = 1− exp

(

−

(

x − ε

α

)�
)

Fig. 4  Quantile regression 
for chosen quantiles of 
Warsaw annual maxima 
series
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To model the bivariate distribution function of the pair of successive depend-
ent random responses Xi, Xi+1 the form of archimedean copula function with the 
Gumbel-Hougaard generator, given by:

was adopted.
The bivariate distribution F(x, y) can be expressed by:

where F(·) is the cdf function from Eq. 12.
A copula approach separates the dependence structure of a multivariate (in 

the general case) distribution from its marginal distributions. The IMF (Inference 
Functions for Margins) method was used for copula parameter θ estimation. When 
dealing with dependence in univariate time series, the corresponding copula is 
often called the univariate copula. In the case analysed here—the univariate copula 
with dependence in the form of 1st order Markov model—the log-likelihood func-
tion can be written as:

where c(.,.) is the copula density function, n is the time series length, and ⇀� is a 
vector of parameters of pdf f.

It is assumed here that the probability of the flow value occurring at the i-th 
position, when nothing is known about the results of the preceding states is inde-
pendent of i. This implies that the start of the sequence of observations is a ran-
domly selected point in a longer sequence following the same probability law.

The copula parameter θ estimated by IFM takes the value close to 1, i.e., 
1.0517, which confirms weak dependence between variables.

(13)C(u, v) = exp

(

−

(

(−ln(u))θ + (−ln(v))θ
)

1
/θ

)

(14)F(x, y) = C(F(x),F(y))

(15)ln L =
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∑
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∑
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Fig. 6  The Q–Q plot. Fitted 
versus empirical quantiles
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This weak dependence of the successive annual flows is reflected in 
close values of probabilities obtained from copula (14) and product model  
F(x, y) = F(x)F(y) (Table 1).

6  Run Length Distribution

Run length distributions were found for two threshold values corresponding to 
median (50 % quantile) and upper quartile (75 % quantile) and in two versions. 
The first version takes into account the first order autocorrelation; in the second it 
is assumed that the data are independent.

Elements of absolute probability vectors and transition matrices are presented 
in Table 1. In the case of dependency they are given by Eqs. 1, 2 and 3. For the 
independency case the same equations were transformed by putting F(δ, δ) = 
F(δ) · F(δ).

The comparison of runs length distribution is shown in Figs. 7, 8, 9 and 10.
Analysis of the empirical distributions confirms the thesis about the existence 

of flood-rich and flood-poor periods. The longest observed sequence of years 
when the annual maxima are lower than the median value is 9 years (there were 2 

Table 1  Theoretical absolute and transition probabilities for two threshold values

Probability Threshold δ
Median (50 %)

Threshold δ
Upper quartile (75 %)

Dependent Independent Dependent Independent

F(δ, δ) 0.2619 0.25 0.5735 0.5625

p0 0.5 0.5 0.75 0.75

p1 0.5 0.5 0.25 0.25

p00 0.5238 0.5 0.7646 0.75

p01 0.4762 0.5 0.2354 0.25

p10 0.4762 0.5 0.7062 0.75

p11 0.5238 0.5 0.2938 0.25

Fig. 7  Theoretical and 
empirical distributions of run 
length for the threshold equal 
to the median (lower values)
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runs of this length) delineating the two longest flood-poor periods, 1818–1826 and 
1988–1996. The mean run length is equal to 2.2 with standard deviation 1.9. The 
longest run of values greater than the median is equal to 7, (the longest flood-rich 
period 1874–1880), the mean value being 2.2 with standard deviation 4.9 years.

The corresponding values for upper quartile are mean 4.4, standard deviation 
4.1 for upper values and respectively 1.4 and 0.4 for lower. The longest run of 
flood-poor period for this threshold is 19 years (1818–1836) and, respectively, 
3 years of flood-rich longest period occurred 3 times in the period 1799–1859.

Fig. 8  Theoretical and 
empirical distributions of run 
length for the threshold equal 
to the median (upper values)
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Fig. 9  Theoretical and 
empirical distributions of run 
length for the threshold equal 
to the upper quartile (75 %) 
(lower values)
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Fig. 10  Theoretical and 
empirical distributions of run 
length for the threshold equal 
to the upper quartile (75 %) 
(upper values)
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Models describe well the general course of runs length frequency. The con-
formity between modeled and observed data was tested by chi-square test. At the 
significance level 0.05 the test rejected the model adequacy only in one case of run 
length for the threshold equal to the median (lower values) showed in the Fig. 7. 
Gottschalk (2004) interprets deviations of empirical and theoretical frequencies 
as a sign of the so-called Joseph effect (biblical cycle of lean and fat years), i.e., 
the tendency towards long sequences of dry and wet years. Furthermore, it has 
been questioned by hydrologists whether a Markov model with finite memory can 
describe the true nature of hydrologic time series at large scales.

In 1975 Erdos and Révész (1975) proved the theorem about the almost sure 
asymptotic behaviour of the length of the longest run of ones from a coin-tossing 
sequence (i.e., the Xi are i.i.d. random variables with P(Xi = 0) = P(Xi = 1) = 1/2).  
The probability that in n tosses a series of length log2(n) will appear tends to 1 as 
n tends to infinity. In other words, when we are tossing long enough, we can be 
almost sure that longer and longer series of ones will appear. Thus, in a sequence 
of 210 tosses, we can expect a series of 7–8 ones. Note that the maximum observed 
lengths for the threshold equal to the median confirm their statement, the depend-
ency measured by autocorrelation being close to zero.

Dividing the Warsaw series into two almost equal subseries and comparing by 
means of χ2 consistency test with 0.05 significance level the runs length distri-
bution in both periods, no statistically significant differences have been found. It 
seems, however, that typical length of hydrological series of about 60 elements or 
shorter and despite stationarity of the series confirmed by tests, the distribution of 
the length of runs in subseries may show important differences that puts in doubt 
the cognition value of indices based on comparison of runs length distributions of 
observed and projected series in future climate conditions.

7  Projection of the Structure of Flood and No-Flood Years

The medium-range forecast implying from Eq. 8 in the case of auto-correlated data 
was calculated for different time horizons. The successive powers of the matrix 
of transition quickly converge to the transition matrix for independent data. Thus, 
the future structures of flood and no-flood years are: for the threshold equal to 
the median—50 % for lower values and 50 % for upper and, respectively, for the 
threshold equal to the upper quartile—75 % for lower values and 25 % for upper.

The ergodic probabilities S = (s1, s2) calculated from Eqs. 10 for long term pro-
jections are the same as presented above, i.e., S = (50 %, 50 %) for the threshold 
equal to the median and (75 %, 25 %) for the upper quartile threshold. Thus, the 
projection is that 50 % of future annual maxima will be greater than the median 
and 25 % greater than the upper quartile threshold. These results are due to weak 
dependency of successive annual maxima and therefore they are compatible with 
assessments made on the base of maxima distribution function F, provided the pro-
cess continues to be stationary.
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8  Conclusions and Recommendations

•	 This analysis confirmed the tendency of annual maxima to group into flood-rich 
and flood-poor periods even in the case of independency of successive elements 
of the series.

•	 The maximum observed length of flood-poor run for the upper quartile thresh-
old is 19 years. It is enough to suppress perception of risk of communities, plan-
ners and decision-makers and, consequently, their preparedness remains low, 
which can be dangerous when after years the flood is coming.

•	 The results obtained in this chapter may be biased by use of annual series which 
masks trends and statistical properties of seasonal maxima more sensitive to 
climate change and variability. Analysis of seasonal maxima can give deeper 
insight on correlation structure of the flood generation processes and thus ena-
bles the development of more adequate indices for regime changes assessment. 
However the seasonal series for Warsaw are much shorter than the annual max-
ima series analysed here.

•	 The choice of copula and generating functions should be analysed in more 
detail as they are of essential importance for determination of transition 
probabilities.

•	 At this stage of the study it is too early to formulate an appropriate and unique 
indicator to compare structures and length distributions of flood-rich and flood-
poor runs during the observation period and the projection of the hydrological 
regime under future climate.

•	 Further research should include typical hydrological series length to take into 
account the sampling properties on the runs length results.

•	 The recommendation for comparison of observed and projected data periods in 
terms of changes in runs length distribution is to calculate and compare statisti-
cal characteristics of runs, but the inference about significant changes ought to 
be made with much precaution, especially in the case of the longest run length.
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Abstract Field tests were carried out at a section of the River Vistula located within 
the boundaries of the Świderskie Islands nature reserve in order to analyse bathy-
metric changes at different discharge values during the period of 2012–2014. The 
paper shows that the dynamics and transport of sand-waves and sandbanks strongly 
influence the bathymetry of the riverbed at the selected cross-sections. Moreover, 
the impact of groynes on the bed topography is briefly discussed. Discharge meas-
urements completed with the use of an acoustic Doppler current profiler (ADCP 
RiverSurveyor S5, SonTek) are also presented. Results support the values given by 
the Institute of Meteorology and Water Management (IMGW) at the gauging sta-
tion in Gusin (461 km from the source) solely for the mean water levels. It is shown 
that the differences between measured values and values given by IMGW of the flow 
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discharge ranged from 3 to 30 % of measuring values depending on the water level 
and discharge itself. The findings of this study may provide essential tutorial mate-
rial for education in hydrology, civil engineering and environmental hydraulics as 
they emphasize large uncertainties inherent in hydrological modelling resulting from 
high dynamics of the bedload transport process.

Keywords Acoustic Doppler current profiler · Field measurements · Discharge 
measurements · River bathymetry · Hydrology · Sediment transport · Groynes

1  Introduction

The monitoring of rivers’ bathymetry using boat-based surveys, particularly in 
large rivers such as the River Vistula, is an expensive and time-consuming endeav-
our; therefore, it is not performed on a regular basis. More often, the research on 
rivers with huge bedload transported by the moving fluvial bedforms (see Aberle 
et al. 2012) has mainly focused on the statistical characterization of such bedforms 
(i.e. Ashley 1990; Bialik et al. 2014b, c; Parsons et al. 2005) or on the way in 
which these bedforms are influenced by (1) natural processes such as floods (i.e. 
Chen et al. 2012); or (2) artificial, such as the existence of groynes in the river 
channel (i.e. Aberle et al. 2010). However, this approach represents only one 
method of analysis. For instance, from the pragmatic point of view, water dis-
charge and the bathymetry of cross-sections are the most fundamental inputs in 
flood wave propagation models.

The purpose of this work is therefore to present the data obtained from field 
campaigns carried out at the River Vistula, Poland, which were associated with the 
measurement of the riverbed topography, velocity distribution and discharges at 
the selected cross-sections.

2  Study Sites

The section of the River Vistula, from Zawichost to Warsaw, which is located between 
two of its right tributaries: the River San (279.7 km) and the River Narew (550.5 km), 
is characterized by a unique ecosystem, which is protected by seven nature reserves, 
namely: Vistula near Zawichost; Cow Island; Brzeskie Sandbanks; Świderskie 
Islands; Zawadowskie Islands; Kiełpińskie Sandbanks; and Kazuńskie Clumps (start-
ing from the most upstream located, see Fig. 1). The Świderskie and Zawadowskie 
Islands nature reserves are located south of Warsaw, partly within the administrative 
boundaries of the city. Both were created in 1998 in order to “preserve nesting sites of 
rare and endangered bird species in the area of the River Vistula” (Regulation of the 
Minister of Environment and Natural Resources). Apart from the wildlife conserva-
tion, these reserves preserve a unique area characterized by a wide variety of fluvial 
bedforms such as point bars, islands and submerged sand waves and dunes.
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Measurements were carried out within the boundaries of the Świderskie Islands 
nature reserve (see Fig. 1) and field campaigns were performed during the autumn 
of 2012, 2013 and 2014. Data were collected using a small vessel equipped with 
the Structure Scanner and ADCP. The discharge and water velocities were measured 
with the ADCP (RiverSurveyor S5, manufactured by SonTek), whereas the river 
bathymetry was obtained from the structure scan, working at the frequencies of 455 
and 800 kHz and echo-sounding system, working at the frequency of 1 MHz and 
accuracy 1 % of measuring values, which is a part of the ADCP. Figure 2 shows 
some views of the study site for better visualization of this part of the River Vistula.

3  Results

Figure 3 shows the bathymetric map of the study area calculated based on the data 
obtained with use of the structure scan working at frequency of 800 kHz. The influ-
ence of groynes on the bathymetry, which causes the scouring effect, is clearly vis-
ible at the distance of almost two kilometres downstream of the groynes’ location. 

Fig. 1  The location of cross-sections and survey lines at the Świderskie Islands nature reserve 
(left) and location of all the nature reserves on the River Vistula at the section from Zawichost to 
Warsaw (right)
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Moreover, both banks are relatively shallow, characterized by the occurrence of 
mega-ripples and ripples on the surface of the riverbed. In order to measure the 
statistical characteristics of dunes, the bed elevation profiles made in the stream-
wise direction were carried out (see Figs. 1 and 4). Bialik et al. (2014a, b, c) noted 
that bedforms developing in the Świderskie Islands nature reserve are characterized 
by relatively high migration rates, with the approximated speed of the large dune 
crest about 4 m/h. Moreover, it was shown that large dunes propagate as a result of 
the movement of secondary dunes over the stoss side of the dune (see Fig. 4a) and 
between length (L) and height (H) of the dunes the H = 0.09L0.31 relationships is 
fulfilled. This relationship can be utilized for inclusion in flow resistance formulae 
and helps in the modelling of flood propagation waves.

Due to the intensive sediment transport in the study area, significant changes in 
the depths of individual profiles could be expected. Figure 5a–i shows the spatial 
distribution of velocity and topography of some cross-sections, chosen arbitrar-
ily (see Fig. 1). In Fig. 5a–b the cross-section no. 1, which was done between two 
groynes located on the both banks, is presented during two different seasons and 
the profile does not show significant differences regardless of the period of measure-
ment. Moreover, in this cross-section two local scour holes at groynes’ heads can 
be easily distinguished. To compare, sections no. 2–4 were made in the central part 
of the study area. It should be noted that the right bank of the river was excluded 
from our investigations due to the very low water depths, making this part of the 

Fig. 2  Views of the study site, a cross-section no. 1; b single damaged groyne at the right bank; 
c large sand bar in the middle part of the Świderskie Islands nature reserve; and d right bank dur-
ing the low water level on 30-10-2013, which was below the mean low-water level of the River 
Vistula
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Fig. 3  Bathymetric map of 
the study site
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river impossible for carrying out the measurement. The location of these indicates 
that during the period of measurement, only the left bank of the river was changing, 
which is confirmed in the shape of the stream-wise profile, where the long bedform 
was transported. Furthermore, the higher speeds in the middle of the section, which 
results from the groynes’ location, are visible. On the other hand, a very interesting 
phenomenon is noticeable in profiles 5 and 6. Water flowing along the right sides of 
the islands generates the vortex at the tail of the island/sandbar, which further results 
in the scouring of the sediment material. Therefore, on the right-hand side of these 
profiles the large depths are visible, which are greater in the vicinity of the vortex 
(profile no. 6). The last two sections (no. 7 and 8) were done at a short distance, 
about 50 m from the inflow of the River Świder, which in both periods had a dif-
ferent location. The influence of the Świder on the right side of the profiles, which 
results from the additional water flux, causes the erosion of the riverbed and local 
troughs. In addition, two profiles taken at different periods differ significantly, which 
may be related to the movement of large islands upstream from the River Świder 
inflow, which almost disappeared during the measurement campaign in 2014.

Concurrently with the bathymetric imaging, the measurements of water veloc-
ity and discharge were carried out. Table 1 compares the discharges in the Vistula 

Fig. 4  Bed elevation profiles made in the stream-wise direction along the survey lines measured 
on 23-10-2013 and 30-10-2013. a Survey line 1 taken on 23-10-2013. b Survey line 2 taken on 
30-10-2013

Table 1  Discharges of the River Vistula at the cross-section no. 1 measured using ADCP and given 
by the Institute of Meteorology and Water Management (IMGW) at the gauging station in Gusin

Data Q [m3/s] (measured) Q [m3/s] (IMGW)

08-11-2012 364 383

15-11-2012 369 399

23-10-2013 294 223

30-10-2013 285 201

4-11-2014 495 481
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Fig. 5  Spatial distribution of velocity and the bathymetry in the cross-sections no. 1–8. a Cross-
section no. 1 taken on 08-11-2012. b Cross-section no 1. taken on 23-10-2013. c Cross-section no. 
2 taken on 23-10-2013. d Cross-section no. 3 taken on 30-10-2013. e Cross-section no. 4 taken on 
23-10-2013. f Cross-section no. 5 taken on 15-11-2012. g Cross-section no. 6 taken on 15-11-2012. 
h Cross-section no. 7 taken on 08-11-2012. i Cross-section no. 8 taken on 04-11-2014
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River at cross-section no. 1 measured using ADCP and given by IMGW at the water 
gauge in Gusin. It is demonstrated that below the low threshold value of the water 
discharge, which is equal to 338 [m3/s] for Gusin, the differences between measured 
and given by the IMGW values are substantial, ranging up to 30 %. Moreover, these 
differences were decreasing with increasing water discharges and for the mean val-
ues of the water flow based on the multi-year measurement, were only 2–3 % of the 
measured values. This implies that the rating curve was probably determined incor-
rectly; in particular, large differences are visible for small flow rates, which can have 
its further consequences, such as the difficulties in proper stochastic modelling of the 
water discharges. It is worth mentioning here that, in contrast to the classical meth-
ods of discharge measurement, i.e. with use of an electromagnetic open channel flow 
meter, as indicated by Bialik et al. (2014a), ADCP allows to obtain more accurate 
results, which are not affected, for example, by the duration of the measurement.

Fig. 5  (continued)
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4  Conclusions

In this paper, the flow velocity, discharge and topography measurements made 
using an acoustic Doppler current profiler (ADCP RiverSurveyor S5) and the 
structure scan were presented in order to show morphological changes in par-
ticular cross-sections for sandy bed rivers. Measurements were done on the River 
Vistula, within the Świderskie Islands nature reserve. It has been shown that at the 
relatively short distance of the river, the variability in the bathymetry of individ-
ual profiles can be very large, particularly when there is a very intense sediment 
transport, for example, in the form of the migrating fluvial dunes. In addition, the 
influence of the groynes on the topography of the cross-section was also observed. 
Moreover, the impact of islands as well as the impact of the tributaries of rivers on 
the shape of the profiles is noticeable. Attention has also been paid to the meas-
urement of the water discharge. The results of measurements compared with the 
values given by IMGW at the gauge in Gusin have shown significant differences, 
ranging from 3 to 30 % of measuring values depending on the water level and dis-
charge itself. Moreover, the obtained results clearly demonstrated that the proper 
selection of cross-section is necessary, for example, in the modelling of the trans-
formation of flood waves. We suggest that the rating curve should be calibrated 
more frequently, especially in areas characterized by the intensive sediment trans-
port and the ADCP seems to be the ideal device for this purpose.
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Abstract In this chapter the identifiability of a conceptual rainfall-runoff HBV 
model parameters in several tributaries of the Middle River Vistula is addressed. For 
this purpose, two approaches have been used. In the first, the application of a global 
sensitivity analysis by Sobol resulted in estimates of the influence of HBV model 
parameters on the goodness of fit of the model output. An alternative approach is 
based on an analysis of the posterior distribution of model parameters estimated with 
the help of an SCEM-UA algorithm. The results of the two approaches are similar. 
In both cases the parameters of the soil moisture store from the HBV model are 
better defined than the rest of parameters, as their influence is the highest and the 
relative standard deviation of parameter posterior distribution is the smallest. Small 
differences in the results are probably due to interactions between the parameters.

Keywords Rainfall-runoff modelling · Identifiability · Sensitivity analysis ·  
Uncertainty analysis · Middle River Vistula

1  Introduction

In the framework of the project entitled “Stochastic Flood Forecasting System: 
The Middle River Vistula Case Study” carried out at Institute of Geophysics 
Polish Academy of Sciences a flood forecasting system has been formulated and 
developed. The system has a modular structure and consists of several models 
describing rainfall-runoff processes for the catchments (tributaries of the Middle 
River Vistula reach), and the flow routing within the reach. Details of that system 
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are presented in Romanowicz and Osuch (2015, this book). This chapter deals 
with rainfall-runoff modelling in several tributaries of the study area (the Middle 
River Vistula reach between Zawichost and Warsaw Port Praski gauging stations). 
The analyses are carried out using the conceptual rainfall-runoff HBV model 
(Bergström 1995), one of the most popular rainfall-runoff models. The HBV 
model was calibrated and validated independently for each catchment with avail-
able hydro-meteorological data. In addition to model calibration and validation, an 
analysis of the identifiability of its parameters is performed to estimate how well 
the parameters are defined within the analysed model structure.

The identifiability of model parameters is related to parameter uniqueness 
(Wagener and Gupta 2005; Shin et al. 2015a, b). Non-identifiability mainly results 
from over-parametrization and model structure errors (Sorooshian et al. 1993; 
Andréassian et al. 2012), errors in model inputs and observations used to calibrate 
models and also may result from the shape of the objective function.

In hydrological applications the identifiability was analysed by means of a sensi-
tivity analysis. Following that approach, the estimated sensitivity measures/indexes 
and related parameter ranks were used as indicators of parametric identifiability 
(Seibert 1997; Uhlenbrook et al. 1999; van Werkhoven et al. 2009; Booij and Krol 
2010; Abebe et al. 2010; Zelelew and Alfredsen 2013; Zhan et al. 2013; Herman 
et al. 2013; Shin et al. 2015a, b). In the alternative approach, an identifiability study 
was conducted by estimation of parametric uncertainty at the model calibration stage 
(e.g. Vrugt et al. 2003; Romanowicz et al. 2013; Osuch et al. 2015).

In this study the identifiability of the HBV model parameters is assessed in two 
ways: sensitivity analysis by the Sobol method and parametric uncertainty estima-
tion using the SCEM-UA method, both discussed in the next sections. The out-
comes of these assessments are compared with other studies and the study allows 
the HBV model and its limitations to be understood in greater depth. The sensitiv-
ity and uncertainty analysis provides an insight into the dominant processes that 
drive the model behaviour. It also provides a basis for model simplification/rede-
sign which could be used in further studies.

2  Study Area

The project study area covers the Middle River Vistula reach between Zawichost 
and Warsaw Port Praski gauging stations (Fig. 1). In this area, several tributaries 
join the Vistula. The area of these tributaries is slightly asymmetric, with a lit-
tle larger proportion of the area on the left-hand side of the river. Catchments of 
the right tributaries occupy 46.4 % of the surface, whilst the catchments of the 
left tributaries are not significantly larger—they constitute 53.6 % of the surface. 
The largest right-hand tributaries include: Sanna, Kurówka, Wieprz, Okrzejka 
and Świder. The largest left-hand tributaries of the Middle River Vistula are: 
Kamienna, Iłżanka, Radomka, Pilica and Jeziorka. A list of the largest tributaries 
is shown in Table 1. As is evident from Table 1, the catchments differ in size.
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Fig. 1  Study area—tributaries of the Middle River Vistula

Table 1  A list of the largest tributaries of the Middle River Vistula and summary of catch-
ment topographic conditions: mean, minimum, maximum and standard deviation of catchment 
elevation

River Gauging 
station

Catchment 
area up to 
gauging 
station 
(km2)

Mean 
elevation 
(m a.s.l.)

Min 
elevation  
(m a.s.l.)

Max 
elevation  
(m a.s.l.)

Std 
elevation 
(m)

Sanna Irena 606.8 219.86 135 319 39.79

Kamienna Czekarzewice 1878.4 247.75 128 610 61.73

Iłżanka Kazanów 899.1 186.27 124 276 24.15

Kurówka Witowice 335.4 170.59 115 230 23.65

Wieprz Kośmin 10230.6 198.75 112 383 45.09

Radomka Rogożek 2060.4 178.42 101 405 40.82

Okrzejka Mika 300.2 151.98 99 205 26.70

Pilica Białobrzegi 8664.2 213.61 94 486 55.84

Świder Wólka 
Mlądzka

263.3 151.59 85 206 23.22

Jeziorka Piaseczno 2 846.2 139.13 84 211 27.92
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Additional information on land use, topography and soils was acquired from 
DTM constructed by the Geographic Survey of the Polish Army (DTED level 2), 
the CORINE Land Cover 2012 Project and the Harmonized World Soil Database 
(HWSD 2012).

2.1  Topography

The topography of the catchments was analysed by means of the digital ter-
rain model DTED 2 compiled using diapositives of topographic maps at scales 
of 1:50000 and 1:25000 (Nita et al. 2007). The elevation data grids are given on 
1 arc second, approximately 30 m. A summary of topographic conditions in all 
catchments is presented in Table 1. Mean catchment elevations vary from 139 for 
Jeziorka up to 248 m a.s.l. for the Kamienna catchment. As rainfall-runoff pro-
cesses depend on differences in catchment elevation, Table 1 shows minimum 
and maximum elevation points for each catchment, and the standard deviation of 
elevation. Two catchments (Kamienna and Pilica) are characterized by variations 
higher than 50 m in elevation. Smaller differences in elevation are present in the 
other catchments. The flattest are the Kurówka and Świder catchments, with stand-
ard deviations of the elevation less than 25 m.

2.2  Land Cover

The analysis of land cover for the catchments was performed using the most 
recent data provided by the Warsaw Institute of Geodesy and Cartography (IGiK) 
in the framework of the CORINE Land Cover 2012 Project. Table 2 shows the 
percentages of six types of land use according to the 4th level of aggregation: 

Table 2  Assessment of land cover in the tributaries according to the CORINE Land Cover 2012

River Urban 
(%)

Agricultural 
(%)

Forest 
(%)

Meadows 
(%)

Open spaces 
(%)

Surface water 
(%)

Sanna 2.93 65.50 27.51 3.39 0.00 0.66

Kamienna 7.27 44.78 42.61 5.01 0.00 0.33

Iłżanka 3.96 54.89 31.73 9.18 0.00 0.23

Kurówka 7.95 65.29 15.60 10.69 0.00 0.47

Wieprz 5.55 61.96 21.01 10.64 0.00 0.85

Radomka 9.00 50.21 29.70 10.57 0.00 0.51

Okrzejka 2.86 54.41 32.07 9.94 0.00 0.72

Pilica 4.99 47.04 37.06 10.15 0.00 0.76

Świder 8.28 50.89 29.16 11.46 0.00 0.21

Jeziorka 11.31 58.32 15.58 12.37 1.99 0.44
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urban, agricultural, forest, meadows, open spaces and surface water in the catch-
ments. The catchments show variation of the land cover. Agricultural land cover 
is the most common type in all tributaries, varying from 44.78 % (Kamienna) to 
65.50 % (Sanna). Forest is the second type of land cover, from 15.58 % (Jeziorka) 
to 42.61 % (Kamienna) of the catchment area. Urban areas were found in all 
catchments but with differences in percentage from 2.86 % for Okrzejka catch-
ment to 11.31 % for Jeziorka catchment. The percentage of surface water in the 
catchments is relatively low, varying from 0.21 % for Świder to 0.85 % for the 
Wieprz catchment.

2.3  Soils

Soils and their properties belong to the most important physical catchment 
descriptors influencing parameters of rainfall-runoff models. Soil properties in the 
selected catchments were analyzed using the Harmonized World Soil Database 
(HWSD 2012). The HWSD database is a 30 arc second raster database with over 
15,000 different soil mapping units. Each unit is linked to an attributed database 
providing information on soil unit composition (e.g. available water storage capac-
ity in mm/m of soil unit AWC). The AWC classes have been estimated for all soil 
units, taking into account topsoil textural class and depth/volume limiting soil 
phases. For each catchment a weighted average AWC was estimated. The weights 
are related to the ratio of area occupied by each type of soil to the total catchment 
area. The results are presented in Fig. 2.

The lowest AWC (53 mm/m) was estimated for the Kamienna catchment. 
The second lowest AWC (77 mm/m) was found for the Okrzejka catchment. The 
Wieprz and Jeziorka catchments have average values of AWC (93 and 94 mm/m 

Fig. 2  Weighted averages of available water storage capacity (AWC) in mm/m for each catch-
ment
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respectively). High values of AWC (over 100 mm/m) were estimated for the 
Iłzanka, Kurówka, Radomka, Sanna, Pilica and Świder catchments.

3  Hydro-meteorological Data

Hydrological data in the form of daily flows from ten selected gauging stations 
closest to the river outlet were chosen. A list of gauging stations is presented in 
Table 3. Due the differences in the length of time series between stations, the 
period 01.11.2005–31.10.2010 was selected. Flow data for Ilżanka and Sanna are 
not available for that period; therefore, these two catchments were excluded from 
the further analysis. To compare flow conditions in the catchments, the charac-
teristic flows derived as the minimum, maximum or mean using the annual mini-
mum, mean and maximum daily flow values were calculated. In Poland these 
characteristics flows are used in hydrological practice, for example WNQ (maxi-
mum annual minimum flow), as the threshold values to distinguish hydrological 
drought (Tokarczyk 2013).

In Table 3 five characteristic flows: NNQ—minimum of annual minimum 
flows, SNQ—average of annual minimum flows, SSQ average of mean annual 
flows, SWQ average of maximum annual flows, WWQ—maximum of annual 
maximum flows) are shown. These values of characteristic flows permit catchment 
classification. The highest flow values of the characteristic flows are estimated for 
the Pilica catchment. According to this classification, the Wieprz catchment was 
found as second, also with high flow values compared to other catchments. Four 
catchments (Sanna, Kurówka, Okrzejka, and Jeziorka) have relatively low values 
of derived flow characteristics with estimates of WWQ smaller than 60 m3/s.

The flow regime at a daily time step in selected gauging stations over a longer 
time period (01.01.1976–31.12.2010) is shown in Fig. 3. The flow regime assessed 

Table 3  A comparison of hydrological conditions (characteristics flows) in eight studied 
catchments

NNQ—minimum annual minimum flow, SNQ—average annual minimum flow, SSQ average mean 
annual flow, SWQ average maximum annual flow, WWQ—maximum annual maximum flow

No. River Station NNQ (m3/s) SNQ (m3/s) SSQ (m3/s) SWQ (m3/s) WWQ 
(m3/s)

1 Kamienna Czekarzewice 2.22 3.10 7.30 36.10 74.30

2 Kurówka Witowice 0.24 0.34 1.23 12.02 22.80

3 Wieprz Kośmin 13.00 19.29 43.11 111.32 188.00

4 Radomka Rogożek 1.52 2.12 7.28 30.19 71.00

5 Okrzejka Mika 0.12 0.24 1.21 16.53 32.10

6 Pilica Białobrzegi 14.80 16.60 3871 139.70 225.00

7 Świder Wólka 
Mlądzka

0.54 0.90 4.29 32.10 57.70

8 Jeziorka Piaseczno 2 0.10 0.59 3.02 19.78 40.60
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using median and the 75th percentile shows that in all analysed stations the highest 
flows are observed in the spring months (March and April) as a result of snowmelt. 
In the case of left tributaries of the Middle River Vistula (Kamienna, Radomka, 
Pilica and Jeziorka), summer floods are also observed, even with higher flow val-
ues than in spring but not as often as spring floods. Low flow conditions are most 
common in summer and early autumn.

4  Methods

4.1  Rainfall-Runoff Models

For the rainfall-runoff modelling, a lumped version of a conceptual HBV model 
was applied (Bergström and Forsman 1973a, b; Bergström 1995; Lindström 1997; 
Lindström et al. 1997; Booij 2005; Booij and Krol 2010; Romanowicz et al. 2013; 
Osuch et al. 2015; Piotrowski et al. 2015). The HBV model is used as a standard 
tool in many countries but almost every nation/institution uses their own modified 
version of the model. A detailed description of the applied version of HBV model 
is presented by Piotrowski et al. (2015). In this version the HBV model has a 
structure with four conceptual storages taking into account the dominant processes 
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in rainfall-runoff modelling: (a) snow melting and accumulation, (b) soil moisture, 
(c) fast and (d) slow runoff (see Fig. 4).

The input variables to the HBV model are the daily sum of precipitation, the 
mean daily air temperature and the estimate of potential evapotranspiration (PET). 
In this study PET was calculated by the Hamon method (Hamon 1961).

The model has fourteen parameters: FC—maximum soil moisture storage 
(mm), β—nonlinear runoff parameter, LP—limit for potential evapotranspira-
tion, α—nonlinear response parameter, KF—upper storage coefficient (1/day), 
KS—lower storage coefficient (1/day), PERC—percolation rate (mm/day), and 
CFLUX—maximum capillary rate (mm/day), TT—threshold temperature (°C), 
TTI—temperature threshold interval length (°C), CFMAX—degree-day factor 
(mm/°Cd), DTTM—a constant to be added to the TT parameter due to the differ-
ence between the threshold temperature for snow melt and the threshold tempera-
ture for rain/snow (°C), CFR—refreezing factor of water released from melting 
snow (–), WHC—water holding capacity of snow (mm/mm).

Fig. 4  The HBV model structure
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Parameters: TT, TTI, CFMAX, DTTM, CFR and WHC are related to snow pro-
cesses. The FC, LP and β parameters are related to the second conceptual store 
(soil moisture). CFLUX represents the capillary transport between the fast runoff 
reservoir and the soil moisture reservoir. The fast runoff is described by KF and α 
parameters. PERC describes the transport between the fast and slow runoff reser-
voirs (percolation). The slow runoff reservoir is represented by the KS parameter.

4.2  Model Calibration

Model calibration together with an estimation of parametric uncertainty was car-
ried out using the SCEM-UA algorithm (Shuffled Complex Evolution Metropolis; 
Vrugt et al. 2003). This method combines a controlled random search, competi-
tive evolution and complex shuffling together with Monte Carlo Markov Chain 
(MCMC) algorithm for the estimation of posterior parameter distributions. The 
posterior distribution is proportional to the product of the likelihood function and 
the prior pdf. In this study, the sum of squared errors (denoted as SSE) was used 
as a likelihood function. This SCEM-UA algorithm was used in order to combine 
the uncertainty analysis of the predictions with the parameter optimization. The 
choice of the likelihood function is important from the point of view of the aim of 
modelling. Here, the SSE was applied as the most general criterion.

The SCEM-UA algorithm can be presented in seven steps.

1. In the first step, a sample of s points (parameter set) is randomly chosen from 
the prior distribution and then the posterior density is computed for each point.

2. In the second step, the s points are sorted in order of decreasing posterior density 
and stored in a matrix D[1:s, 1:n + 1] where n denotes the number of parameters. 
The additional column n + 1 stores the posterior density function values.

3. The parallel sequences are initialized with the starting points S1, S2, …, Sq 
such that Sk is D[k, 1:n + 1] where k = 1, 2, …, q, where q denotes the num-
ber of complexes.

4. A set of s points is divided into q complexes C1, C2, …, Cq. Each one contains 
m = s/q points. The points from the first complex are selected according to 
the formula q(j − 1) + 1 from the sorted points; the second complex contains 
every q(j − 1) + 2 ranked points and similarly for the next complexes, where 
j = 1, 2, …, m.

5. Later, each of the parallel sequences evolves following the Sequence Evolution 
Metropolis which is responsible for evolution. According to the SEM algorithm 
new candidate points in each of the parallel sequences are selected. A detailed 
description of the SEM algorithm is presented by Vrugt et al. (2003).

6. In the next step the complexes are (i) unpacked back into matrix D, (ii) than 
sorted out according to decreasing posterior density and (iii) again the s points 
are dived into q complexes following the same procedure

7. In the 7th step the convergence statistics by the Gelman and Rubin method are 
checked. If these criteria are fulfilled, the algorithm stops at that point; other-
wise come back to the evolution step (step nr 4).
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The application of the SCEM-UA algorithm requires the specification of two param-
eters: q—the number of complexes and s—the population size. The choice depends 
on the analysed problem. In the case of complex-shaped posterior probability den-
sity distributions characteristic for hydrological problems, the recommended values 
of these two parameters are s ≥ 250 and q ≥ 10 (Vrugt et al. 2003).

In this study the recommendation for complex problems was followed (q = 10, 
s = 250, maximum number of iteration is 50,000). MCMC is carried out using an 
informal likelihood measure, namely the sum of squared errors (denoted as SSE). 
The best fit is obtained for the lowest values of SSE.

In order to avoid problems with heteroscedastic and non-Gaussian error distri-
butions, a Box-Cox power transformation (Box and Cox 1964) was applied to the 
simulated and observed flow data.

4.3  Sensitivity Analysis

Sensitivity study is the second method enabling an estimation of parametric iden-
tifiability. It this work, a sensitivity analysis by the Sobol method was applied 
(Archer et al. 1997; Saltelli et al. 2004). The method assumes that the total vari-
ance of the output from the model calculated by the Monte Carlo method can be 
decomposed into the sum of the variances explained by the various parameters of 
the model, and by interactions between them.

where: Y—analysed model output, V(Y)—the total variance of the analysed model 
output, i, j, m—the model parameters, l—the number of model parameters, Vi—
the model output variance explained by the i-th parameter, Vij—the model output 
variance, which is explained by the interaction between the parameters i and j, 
Vijm—the model output variance explained by the interaction between the param-
eters i, j and m, V12… (l−1)—the model output variance explained by the interaction 
between parameters up to (l−1) order.

The total variance of the output from the model can be decomposed into the 
sum of the partial variances. Decomposition is unambiguous if parameters are not 
correlated.

The results of the sensitivity analysis are usually presented as two sensitivity 
measures: the first order and total order sensitivity indexes. The first order sensitiv-
ity index (Si) describes the influence of the parameter i on the model output.

The second sensitivity measure, the total sensitivity index, denotes the effect of a 
given parameter and the interactions of this parameter with other parameters on 
the model output.

(1)
V(Y) =

∑

i

Vi +

∑

i<j

Vij +

∑

i<j<m

Vijm + · · · + V12...(l−1)

(2)Si =
Vi

V(Y)
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The first order sensitivity indexes were used as a measure of the identifiability 
of model parameters. It is assumed the higher Si values are, the higher identifiabil-
ity of the parameters.

In addition to the estimates of Si values, the associated errors are also esti-
mated, following the method presented in Homma and Saltelli (1996), with the 
help of the GSAT toolbox developed and presented by Cannavó (2012). The first 
order sensitivity index is used as a measure of parametric identifiability within the 
tested model structure.

5  Results

Application of the uncertainty assessment by the SCEM-UA method and also a sen-
sitivity analysis by the Sobol method requires determination of the a priori distribu-
tions of the model parameters. In this work, the model parameters were drawn from 
uniform distributions within predefined upper and lower parameter boundaries (Table 4) 
based on studies by Seibert (1999, 2003), Booij and Krol (2010), Abebe et al. (2010), 
and Deckers et al. (2010). In both cases the hydrological model and its input are char-
acterized by 18 parameters, where 14 are the appropriate HBV model parameters and 
the remaining 4 are the weights applied to input data from four meteorological stations 
(MS1, MS2, MS3, MS4). The weights for the input data were calibrated in order to take 
into account an uncertainty related to the estimation of the catchment rainfall. A list of 
meteorological stations for each analysed catchemnt is presented in Table 5.

Table 4  The HBV model parameters and their ranges used for sensitivity analysis and 
calibration

No. Parameter unit Description Minimum Maximum

1 FC (mm) Field capacity, maximum soil moisture 
storage

0.1 1000

2 β (–) Non-linearity parameter 0.01 7

3 LP (–) Factor limiting potential 
evapotranspiration

0.1 1

4 α (–) Non-linearity parameter 0.1 3

5 KF (1/day) Fast runoff parameter 0.0005 0.3

6 KS (1/day) Slow runoff parameter 0.0005 0.3

7 PERC (mm/day) Rate of percolation 0.01 100

8 CFLUX (mm/day) Rate of capillary rise 0 100

9 TT (°C) Threshold temperature for snowfall −3 3

10 TTI (°C) Threshold temperature interval length 0 7

11 CFMAX (mm°C−1 d−1) Degree day factor, rate of snowmelt 0 20

12 CFR (–) Refreezing factor 0 1

13 WHC (mm mm−1) Water holding capacity of snow 0 0.8

14 DTTM (°C) Value to be added to TT to give the 
threshold temperature for snow melt

0 1
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For consistency, the analyses are carried out within the same time periods as for the 
distributed flow routing model presented in Chap. 6 (Kochanek et al. 2015; this book). 
The model was calibrated using data from the period 01.11.2005–31.10.2010 and vali-
dated on observed flows from 01.11.2000 to 31.10.2001. For the calculation of the 
objective function only the last four years were used, assuming that after one year of 
simulation the effect of the initial conditions is not discernible.

5.1  Sensitivity Analysis

The Sobol first and total order sensitivity indices were calculated for eight 
 catchments. In each case, 18 parameters were sampled separately using quasi- 
random Sobol sequences from a uniform distribution within the ranges presented 
in Table 4. A base of bn = 1000 was used which, by simple calculation, results in  
((2 * nr_params) + 2) * bn) = 38,000 model evaluations for each catchment.

The outcomes of the sensitivity study by the Sobol method in the form of the 
percentage of the total model output variance explained for all study catchments 
are presented in Fig. 5. For the readability of the pie charts, only parameters with 
contribution higher than 1 % are labelled. In all catchments, the parameters β and 
FC have the highest influence on the model output. These two parameters (β and 
FC) explain 53 % of the variability of the HBV model output for Kamienna to 
86 % for Pilica. It is worth mentioning that these two most important parameters 
are related to the second conceptual store (soil moisture). The contribution of the 
parameter β varies from 28 % for Kamienna catchment to 53 % for the Świder 
catchment. The maximum soil moisture in the catchment (FC) is the second 
parameter according to values of Si in all catchments. This parameter explains 
from 16 % to 34 % of total model output variance.

The contribution of other parameters is much smaller (less than 7 %). The sum 
of influence of parameters other than β and FC vary from 14 % for Pilica to 46 % 
for the Kamienna catchment.

In addition to values of the Sobol first order sensitivity index, the absolute 
errors (Eq. 1) were also estimated. In general, the values of absolute errors depend 

Table 5  A list of meteorological stations for each analyzed catchment used as input data

Catchment MS1 MS2 MS3 MS4

Jeziorka Skierniewice Warszawa Okęcie Puławy Siedlce

Kamienna Kielce Bodzentyn Łaziska Sandomierz

Kurówka Puławy Lublin Włodawa Siedlce

Okrzejka Jarczew Puławy Siedlce Warszawa 
Okęcie

Pilica Częstochowa Łaziska Silniczka Skierniewice

Radomka Puławy Łaziska Jarczew Skierniewice

Świder Jarczew Siedlce Warszawa Okęcie Puławy

Wieprz Puławy Tomaszów Lubelski Lublin Włodawa

http://dx.doi.org/10.1007/978-3-319-18854-6_6
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on the analysed parameter and catchment. The highest values of absolute errors 
are obtained for the β and FC parameters. Figure 6 presents a comparison of 
estimates of the Sobol first order sensitivity index with related error for FC and 
β parameters for eight catchments. The values of SFC are in range of 0.14–0.27, 
with the highest values for the Kamienna and Wieprz catchments. The results for 
the β parameter vary in the range from 0.27 to 0.46. The lowest values of Sβ are 
obtained for catchments with the highest influence of the FC parameter.

5.2  Model Calibration by the SCEM-UA Method

As a result of the application of SCEM-UA, the posteriors of each HBV model 
parameter were derived. For each catchment the algorithm generated 10 parallel 

Fig. 5  The results of a sensitivity analysis by the Sobol method for eight analyzed catchments. 
The pie charts present percent of the total model output variance explained by model parameters. 
MS1, MS2, MS3 and MS4 denote weights applied to data from meteorological stations
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sequences (q), each with 250 samples (s) using a population size of 25 points (m). 
In all analysed catchments, the SCEM-UA algorithm converged to a stationary 
posterior distribution.

The results of the model calibration using the SCEM-UA algorithm in the form 
of the best parameter set according to sum of squared errors (SSE), median and 
standard deviation of the posterior distribution are presented in Table 6. The opti-
mum parameter values vary between catchments as well as median and standard 
deviation of the posteriors distributions.

In each case the posteriors of model parameters were examined. The shape of 
the posterior density depends on the catchment and on the parameter. An exam-
ple of some posteriors estimated for Kurówka catchment is presented in Fig. 7. 
Some of the parameters, for example FC, MS1 (Puławy), MS2 (Lublin) and MS4 
(Siedlce) follow a normal distribution, whilst some other evaluated parameters 
were excessively skewed to lower or upper values of the prior parameter range 
(e.g. α, TT, TTI). The application of multiplicative weights of input data gives very 
good results for most cases inter alia for the Kurówka catchment.

Hydrograph simulations based on the posterior parameter distribution show 
that the model was able to reproduce the timing of the observed flows with high 
accuracy.

The model parameter identifiability was tested by an estimation of paramet-
ric uncertainty at the model calibration stage. The evaluated error quantifies the 
extent of the identification accuracy. Due to the different ranges and units of the 
parameters, a comparison of relative standard deviation (RSD) defined as the abso-
lute values of the coefficient of variation (the ratio of the standard deviation to 

Fig. 6  A comparison of the 
Sobol first order sensitivity 
index together with its error 
estimated for eight studied 
catchments

0.10

0.15

0.20

0.25

0.30
Si FC

0.20

0.25

0.30

0.35

0.40

0.45

0.50

Si



75Sensitivity and Uncertainty Analysis of Precipitation …

the mean) for 18 parameters in eight catchments has been calculated. The results, 
RSD expressed as a percentage, are shown in Figs. 8 and 9 on a logarithmic scale. 
The values of the RSD strongly depend on the parameter and catchment. A com-
parison of the RSD between parameters indicates that the highest vales of RSD are 
for: CFLUX, KF, CFR, and DTTM but huge differences are seen between catch-
ments. The smallest values of RSD for almost all catchments are obtained for the 
β, LP, KS, FC, PERC and CFMAX parameters.

Comparing the RSD between catchments, it is seen that the results of calibra-
tion are worst for the Jeziorka catchment. This is probably due to the multimo-
dality of posteriors. An example of the posteriors for the Jeziorka catchment is 
presented in Fig. 10. In the case of three parameters related to soil moisture store 
in the HBV model, two optima are noticed. These results indicate that the model 
in the present form could not be applied and should be the subject to additional 
tests (e.g. choice of different parameter ranges).

Table 6  The model calibration results

Estimated values of the best parameter set according to applied objective function and two meas-
ures (mean and standard deviation) describing posterior distributions for the most important 
parameters

FC 
(mm)

Β 
(–)

LP 
(–)

KS (1/
mm)

PERC 
(mm/d)

CFMAX 
(mm/°Cd)

Jeziorka Best 553.87 1.34 0.12 3.91E−03 0.49 2.06

Mean 348.10 2.26 0.42 4.40E−03 0.60 2.73

Std 141.05 0.62 0.21 5.76E−04 0.10 0.59

Kamienna Best 105.51 3.30 1.00 5.78E−03 0.91 14.81

Mean 90.96 3.37 0.88 5.38E−03 1.50 15.78

Std 18.11 0.31 0.09 4.22E−04 0.75 0.75

Kurowka Best 57.43 3.95 0.49 1.07E−02 2.75 6.07

Mean 57.23 4.12 0.58 1.17E−02 2.98 6.68

Std 4.84 0.62 0.07 1.03E−03 0.82 2.84

Okrzejka Best 409.57 2.07 0.40 4.45E−03 0.89 13.58

Mean 372.82 1.91 0.37 4.57E−03 0.97 12.46

Std 55.95 0.13 0.03 2.66E−03 0.20 1.23

Pilica Best 83.91 2.73 0.85 1.90E−02 6.00 2.14

Mean 94.71 2.47 0.75 1.87E−02 5.99 2.56

Std 16.60 0.38 0.15 7.47E−04 0.01 0.54

Radomka Best 20.60 2.34 0.33 4.08E−03 0.90 9.73

Mean 22.22 1.98 0.30 4.43E−03 0.93 14.35

Std 7.69 0.38 0.06 1.31E−03 0.44 4.58

Swider Best 78.30 2.42 1.00 3.06E−02 3.43 3.99

Mean 77.01 2.52 0.99 2.95E−02 3.69 5.88

Std 4.65 0.15 0.01 1.91E−03 0.25 1.52

Wieprz Best 52.69 3.73 0.66 1.07E−02 5.30 2.04

Mean 71.10 2.88 0.61 1.25E−02 5.79 1.26

Std 9.19 0.26 0.04 1.20E−03 0.32 0.39
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The smallest values of the RSD are derived for the Pilica and Kurówka 
catchments.

6  Summary and Conclusion

The chapter assesses the identifiability of HBV model parameters in several tribu-
taries of the Middle River Vistula. For this purpose, two different approaches are 
used. In the first approach, an application of the global sensitivity analysis by 
Sobol resulted in the evaluation of an influence of HBV model parameters on the 
goodness of fit of the model output. The highest values of the Sobol first order 
sensitivity index Si were estimated for β and FC parameters which are related to 
the second conceptual store (soil moisture) in the HBV model. These two param-
eters (β and FC) explain 53 % for Kamienna to 86 % for Pilica variability of the 
HBV model output. The contribution of other parameters is much smaller; the sum 
of the influence of parameters other than β and FC varies from 14 % for Pilica to 
46 % for Kamienna catchment.

An alternative approach is based on an analysis of the posterior distribu tion 
of model parameters, estimated using the SCEM-UA algorithm. In that case the 
identifiability is assessed taking into account the shape of the posterior pdf and its 
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standard deviation. The outcomes from this method indicate that the shape of pos-
terior density depends on the catchment and on the parameter. In the cases tested, 
three types of shape could be distinguished: (i) similar to a normal distribution, (ii) 
excessively skewed to lower or upper values of the prior parameter range and (iii) 
multimodal. The models with multimodal posteriors could not be applied in the 
present form and should be subjected to additional tests.

Due to the different ranges and units of the parameters, a comparison of the 
absolute values of the coefficient of variation relative errors (RSD) (%) for 18 
parameters in eight catchments was performed. The values of the RSD strongly 
depend on the parameter and catchment. A comparison of the RSD between 
parameters indicates that the highest vales of the RSD (i.e. the worst result) are 
for: CFLUX, KF, DTTM, and CFR but huge differences are found between catch-
ments. The smallest values of the RSD (i.e. the best result) for almost all catch-
ments are evaluated for β, LP, KS, FC, PERC and CFMAX parameters.

The results of the identifiability assessment using two methods, sensitivity anal-
ysis by the Sobol method and relative error resulting from uncertainty analysis, 
lead to similar conclusions. In both cases the parameters of the soil moisture store 
from the HBV model are more easily identified as their influence is the highest 
and the relative standard deviation of posterior distribution is the smallest. Small 
differences in the results probably are due to interactions between parameters. The 
results of this study indicate that soil moisture store plays a dominant role in the 
HBV model description of the catchment response to rainfall. Further research is 
carried out to describe the interactions between the model parameters.
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Abstract The article aims to present a step-by-step procedure of distributed  
modelling of river flow by contrasting two commonly used modelling tools: MIKE 
11 and HEC-RAS. The middle River Vistula reach constitutes the case study 
for the ‘debate’. Although different in form, level of complexity and price, both  
models lead to similar results for flood modelling, including the uncertainty of the 
simulated flow. The slight superiority of the MIKE 11 model stems from the auto-
matic estimation of its parameters.

Keywords The River Vistula · Distributed modelling · MIKE 11 · HEC-RAS

1  Introduction

Floods are the most destructive natural phenomenon in Poland. The immense 
flood in 1997 triggered a number of central government flood-protection initia-
tives that included inter alia the modernisation of the monitoring system (Systems 
of Monitoring and Country Protection; in Polish: Systemy Monitoringu i Osłony 
Kraju, Lindel et al. 1997; Mierkiewicz et al. 1999; Kadłubowski 2005). This  
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system automatically transfers measurements to the operational systems respon-
sible for flood forecasting and protection. Flood forecasts prepared by national 
operational systems in the Vistula basin are based on HBV rainfall-runoff mod-
els and the flow routing hydrodynamic models (Lindel et al. 1997; Kadłubowski 
et al. 2011). However, the flood incidents in the River Vistula in spring 2010 
revealed shortcomings in the national system of flood forecasting and protection. 
As a result, there is still a growing demand for the development of new flood 
modelling and decision support tools that will enable the fulfilment of the needs 
of Polish flood protection services. At the same time, the rapid development of 
computer technology in numerical distributed modelling now allows us to supple-
ment deterministic flood modelling results by flow forecast uncertainty, indispen-
sable when preparing credible flood warnings. As a result, the distributed models 
of catchment and river valleys together with uncertainty analysis are now basic 
tools, apart from classical flood frequency analysis, for hydrological design and 
flood forecasting (Moussa and Bocquillon 1996). Dozens of commercial and non-
commercial versions of modelling software packages compete with each other, 
mostly in the quality and ease of use of the pre- and post-processors, leaving 
the mathematical foundation basically the same: the 1D Saint Venant’s formu-
lae (Saint Venant 1871) accompanied by the diffusive wave approximation and/
or kinematic wave approximation with the Muskingum method for schematised 
channel routing (Chanson 2004; Price 1974; Szymkiewicz 1991; 1993). Some 
difference in calculating engine may stem from different numerical approaches, 
solvers, etc. Of these practical versions of modelling packages, two deserve spe-
cial consideration: MIKE 11 by the Danish Hydraulic Institute (DHI 2004) and 
HEC-RAS by the United States Corps of Engineers (Barkau 1993). Both pack-
ages are widely known and have been commonly used in hydrological projects 
globally and both have gained their devoted supporters. The MIKE 11 package is 
a complex decision support system with a highly developed graphical user inter-
face offering a vast variety of applications in practical hydrology. On the other 
hand, we have the free-of-charge and similarly advanced HEC-RAS model that 
is commonly used by practitioners and scientists due to its availability and good 
performance.

The main aim of this paper is to present, step-by-step, an application of flow 
routing tools using the River Vistula reach between Zawichost and Warsaw as an 
example. At the same time, we present and compare the two most popular dis-
tributed modelling software packages in Poland, i.e. MIKE 11 and HEC-RAS. In 
this section of the book we show the subsequent stages of an application of flow 
routing tools by means of the exemplary case study rather than by focusing on the 
technical aspects of model application. The latter can be easily performed by fol-
lowing the instruction manuals of both packages. It is also important to note that 
we put stress on the hydrological realism within the framework of data availability 
and the time necessary to achieve reasonably good results. Furthermore, we will 
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try to find an answer to the question as to whether the use of the same (as much as 
possible) input data to two similar modelling packages can result in similar (ide-
ally equal) flow predictions.

2  Step 1—Problem Description and a Study  
of the Modelled Reach

The precise description the purpose of the modelling is the first and, perhaps, key 
stage of the modelling process. Our objective is to build a model for flood fore-
casting; consequently, all the methodology presented in this paper aims to achieve 
this goal.

The practice of modelling starts with a study of the river reach to be mod-
elled, the hydrology and hydro-morphological parameters of the river, the land 
cover, and water management issues. The choice of the modelling tools should 
depend on the problem to be solved and the availability of observations but also 
the skills and experience of the modellers. A proper identification of the problem 
and careful study of the modelled area usually speeds up the whole modelling 
procedure and eliminates errors that could appear in the later stages of model 
preparation.

The River Vistula is the largest river in Poland, with a length of 1047 km; its 
catchment area equals 194,424 km2 (168,700 km2 in Poland). Despite a long tradi-
tion of hydrological monitoring (over 100 years for some gauging stations), large 
parts of the Vistula catchment (tributaries) are ungauged or scarcely monitored; the 
gauging stations along the main river channel are located unevenly (every few or 
even few dozen kilometres) from −105.5 (the sources) to 941.5 km (the estuary). 
The Vistula River is of a semi-natural nature—there are no large dams or other 
hydro-technical facilities in the whole Middle Vistula reach, which is unique in 
Europe for such a big river. Recently, the industrial, cultural and environmental 
development of cities and towns along the course of the river resulted in an urgent 
need for a reliable flood protection policy.

Our research considered the 225-km-long river reach from the town Zawichost 
(287.6 km of the course) to the northern end of Warsaw (513.3 km)—see the 
map in Fig. 1. The hydro-morphology of the floodplain is rich in oxbow lakes 
and creeks. The River Vistula channel is relatively straight and, to some extent, 
regulated but it sometimes creates large meanders (Zieliński 1999; Sarnacka 
1987). There are dikes irregularly located in the main channel. After World War 
II flood-protecting levees were built along almost the whole modelled reach on 
both banks of the river; however, the first dikes were built in the 19th century 
(Łajczak et al. 2006). The levees narrow the valley to 730–2000 m (Kowalska 
2010) (Fig. 1).
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Fig. 1  Map of the modelled reach of the River Vistula
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3  Step 2—Choice of a Hydrodynamic Model

The idea of simulating discharge and water levels at different sections of the 
river reach by flow routing techniques is not new (for example Chanson 2004). 
Water flow in an open channel can be, without loss of generality, approximated 
by the Saint Venant equations; however, certain conditions must be fulfilled 
(Szymkiewicz 2000; DHI 2004):

•	 the water is incompressible and homogeneous (i.e. negligible variation in 
density)

•	 the bottom-slope is small (the cosine of the angle it makes with the horizon may 
be taken as 1)

•	 the wave lengths are large compared to the water depth. This ensures that the 
flow everywhere can be regarded as parallel to the bottom, i.e. vertical accelera-
tions can be neglected and a hydrostatic pressure variation along the vertical can 
be assumed.

•	 the flow is subcritical; supercritical flow can be also modelled by MIKE 11; the 
HEC-RAS algorithm performs also computations in a mixed regime.

Some simple cases of flow routing process can be solved by analytical meth-
ods (MacDonald 1996; Szymkiewicz 2000). However, in practice the Saint Venant 
equations are solved by numerical techniques.

In this article we show the results of flood wave transformation for the River 
Vistula reach between Zawichost and Warsaw by means of the MIKE 11 and 
HEC-RAS modelling packages.

3.1  MIKE 11

MIKE 11 HD (HydroDynamic) (DHI 2004) is one of the most widely used 
hydrodynamic models. It was developed at the Danish Hydraulic Institute for the 
simulation of water surface profiles and discharge in rivers. The solution of the 
equations of continuity and momentum is based on an implicit finite difference 
scheme developed by Abbott and Ionescu (1967). Details of the scheme are given 
in DHI (2004). The MIKE 11 HD model can be applied to a river of any size and 
gradient, i.e. from steep streams to tidal estuaries. The model is able to cater for 
irregular open channels and can account for varying flow resistance through dif-
ferent branches of the network. The flow and water level at the boundaries can be 
steady or can vary with time. The model has the capability to simulate flow over 
embankments and through weirs and bridges.



88 K. Kochanek et al.

3.2  HEC-RAS

HEC-RAS is a 1-D unsteady, open channel flow routing model, created by the 
United States Corps of Engineers (Barkau 1993). It is equipped with a user-
friendly graphical user interface which provides plots and tables helpful in the 
pre- and post-processing of models. The software can co-operate with popular GIS 
packages and, especially, can be used to extract geometrical data from a digital ele-
vation model or to establish the range of floodplains by means of water elevation.

The calculation scheme is based on the Unsteady Network Model (Barkau 
1993) developed by the United States Army Corp of Engineers. The HEC-RAS 
uses the Saint Venant equations solved using the Preissmann scheme. The Saint 
Venant equations are solved separately for the flow in the channel and for the over-
bank area. A thorough description of the model can be found in the HEC-RAS 
River Analysis Hydraulic Reference Manual (Brunner 2010).

4  Step 3—Designing the Digital Model of the Reach 
Geometry

Experience shows that an accurate determination of cross sections and river net-
work geometry is crucial for the numerical modelling of flood-wave transformation. 
The variable character of the River Vistula is partly reflected in the variability of the 
river bed (see characteristic cross-sections in Fig. 2). The cross-sections for both 
the MIKE 11 and HEC-RAS models were created with the use of data from three 
sources: (1) in the strict riverbed (bank to bank) the measurements were made by the 
Department of Operational Oceanography Maritime Institute (DOOMI) in Gdańsk 
(Brzezińska et al. 2012) and (2) the river floodplain cross-sections were based on a 
digital terrain model (DTM) provided by the Centre for Geodetic and Cartographic 
Documentation, and (3) cross-sections in the city of Warsaw were based on meas-
urements by Warsaw University of Technology (Falacinski et al. 2009).

The Department of Operational Oceanography Maritime Institute in Gdańsk 
performed bathymetric surveys of 100 cross-sections in the Vistula riverbed, 
perpendicular to the stream, by means of classical techniques using a single 
beam sonar and hydrographical measurement unit type hybrid (so-called hydro-
acoustic survey method); in the shallower parts of the river the geodetic methods 
were used. As a result of combining these techniques, the bottom of the river bed 
is represented with horizontal and vertical resolutions of less than 0.05 m. Each 
cross-section, therefore, is mapped by at least dozens, if not hundreds, of bathym-
etric points. The special character of the Warsaw city reach is commented on and 
described in detail by Magnuszewski (2015, this book). The bathymetric measure-
ments in Warsaw include 116 cross-sections, of which only 12 and 64 were con-
sidered in the MIKE 11 and HEC-RAS models, respectively. The differences in 
the number of cross sections in MIKE 11 and HEC-RAS stem from the technical 
limitation of the MIKE’s pre-processor. A detailed flow routing model for the city 
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of Warsaw with all 116 cross-sections and floodplains was the subject of a separate 
article (Kiczko et al. 2013).

Along the studied reach, sections are located at about 2000 m apart (more fre-
quently in Warsaw). The distances between cross-sections were based on a digi-
tal hydrological map of the River Vistula and the coordinates of the measurement 
points provided by the DOOMI. The shape of the modelled river reach (Fig. 1) 
was derived from the geometry of the cross-sections, the official digital hydrologic 
map of Poland (approved by the Polish Ministry of Environment and Main Water 
Management Office) and digital elevation model of the River Vistula valley. Over 
the course of the modelled length there are several tributaries, such as Kamienna, 
Pilica and Wieprz, but our results indicated that their impact on overall flow in 
the main channel is negligible and the model without their inflow performs suf-
ficiently well. These tributaries do not compete with the main river in terms of 
discharge, therefore, after testing, they were omitted from the models.

0 1000 2000 3000
130

135

140

145

Distance [m]

E
le

va
tio

n 
[m

 a
.s

.l.
] Zawichost

elevation

min water level
mean water level

max water level

0 500 1000 1500 2000 2500
120

130

140

150

Distance [m]

E
le

va
tio

n 
[m

 a
.s

.l.
] Annopol

0 1000 2000 3000
110

115

120

125

Distance [m]

E
le

va
tio

n 
[m

 a
.s

.l.
] Puławy

0 1000 2000 3000 4000
100

110

120

130

Distance [m]
E

le
va

tio
n 

[m
 a

.s
.l.

] D blin

0 1000 2000 3000
85

90

95

100

Distance [m]

E
le

va
tio

n 
[m

 a
.s

.l.
] Gusin

0 500 1000 1500
70

80

90

100

Distance [m]

E
le

va
tio

n 
[m

 a
.s

.l.
] Warsaw - Nadwilanowka

0 200 400 600
70

80

90

Distance [m]

E
le

va
tio

n 
[m

 a
.s

.l.
] Warsaw - Port Praski

Fig. 2  The reference cross-sections
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5  Step 4—Boundary and Initial Conditions

Boundary and initial conditions are necessary for the derivation of a solution of 
the Saint Venant equations. By convention, initial conditions describe the state of 
the system variables (e.g. water levels and discharges) at time t = 0, whilst the 
boundary conditions specify the state of the variables at certain spatial locations 
(e.g., at the beginning and the end of the modelled reach). The MIKE 11 pack-
age offers three types of boundary conditions at the downstream- or upstream-end 
cross-section: (i) constant values of discharge or water level, (ii) time-varying val-
ues of discharge or water level, (iii) a functional relationship between discharge 
and water level (rating curve)—only downstream. Additionally, HEC-RAS also 
allows us to impose downstream boundary conditions; (iv) normal water level esti-
mated from Manning equation. The lower boundary conditions affect the results in 
the near location; therefore, they should be used far enough downstream from the 
study area. The initial conditions are the values of the discharge and water level at 
a certain time (typically the starting point in time, t = 0) and place (each node) of 
the modelled system. The influence of initial conditions decreases with time. In 
both the MIKE 11 and HEC-RAS modelling packages the initial conditions can be 
established by the user or automatically by the software.

Regardless of the choice of the types of boundary conditions they should be 
based on high quality historical information on flows and/or water levels. The 
choice of boundary condition depends on the purpose of the modelling and the 
availability of data. In our study, the basic database consists of daily data for water 
levels and discharges for the years 1950–2010 measured at 7 gauging sections 
from Zawichost to Warsaw (Table 1).

Table 1 clearly shows that, however relatively long, the sequences of both flow 
measurement and the conditions do not always include the same measurement 
period (compare also Fig. 3 and 4).

The historical datasets for the years 1950–2010 are complete for almost all 
gauges (Zawichost, Annopol, Puławy, Dęblin, Gusin and Warsaw–Nadwilanówka). 
For the Warsaw–Port Praski profile only water level measurements were collected 

Table 1  Historical datasets used for modelling

Gauging 
station

Gauging reference 
levels (m a.s.l.)

km Discharge Water level

Zawichost 133.38 287.6 1-11-1950–31-10-2010 1-11-1971–31-10-2010

Annopol 131.38 298.4 1-11-1950–31-10-2010 1-11-1950–31-10-2010

Puławy 113.92 374.9 1-11-1950–31-10-2003 1-11-1969–31-10-2003

Dęblin 109.15 393.7 1-11-1970–31-10-2010 1-11-1969–31-10-2010

Gusin 91.74 461.5 1-11-1974–31-10-2010 1-11-1974–31-10-2010

Warsaw–
Nadwilanówka

78.79 504.1 1-11-1967–31-10-2010 1-11-1967–31-10-2010

Warsaw–Port 
Praski

76.08 513.3 1-11-1950–31-10-1967 1-11-1980–31-10-2010
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in this period. Note also that Puławy gauging station was moved from chainage 
372.5 to 374.9 km in 2003. Similarly, the Warsaw–Nadwilanówka gauging station 
was moved from 504.2 to 504.1 km in 1994, which resulted in a raising of the ref-
erence levels by 0.716 and 2.134 m, respectively (compare Fig. 3). Nevertheless, 
the relatively short distance between Warsaw–Nadwilanówka and Warsaw–Port 
Praski allows us to transfer water flows from the profile Nadwilanówka to Port 
Praski in order to derive the rating curve (Fig. 5). Puławy gauging station, due to 
its proximity to Deblin and short datasets played only supportive role in the pro-
cess of calibration and verification of the models. This discharge-water level rela-
tionship is then applied as the lower boundary condition for the MIKE 11 model, 
whereas for HEC-RAS the normal-depth boundary condition was used. The flow 
hydrograph (Zawichost gauging station) determines the upper boundary condition 
for both models.

6  Step 5—Estimation of Model Parameters

The estimation of model parameters consists of the minimisation of differences 
between observations and model simulations. We focused on the Manning’s n fric-
tion coefficient as the main parameter to be identified for both the MIKE 11 and 
HEC-RAS models.

The number of parameters that may have influenced the output of the mod-
els is much larger, such as lateral inflows, wind strength, bridges and structures. 
However, bearing in mind the simplicity principle (the simpler the model, the 
better) and due to the shortage of information on the values of these parameters, 

Fig. 5  The rating curve for Warsaw–Port Praski gauge as the lower boundary condition for 
MIKE 11
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they were omitted. However, it is worth bearing in mind that the parameters of the 
numerical finite difference scheme of the modelling engine should be set at the 
values that guarantee a high level of stability of the model’s calculation scheme. 
The spatial and temporal steps of finite difference approximation of the flow equa-
tions should be sufficiently small, but on the other hand, they should allow us to 
obtain acceptable results within a reasonable time of calculations, especially when 
the model is meant to be a part of a continuous modelling or flood forecasting 
tool. In both models the spatial step was chosen taking into account the adequate 
Courant number that guarantee the accuracy of the numerical scheme. According 
to Popescu (2014), the Abbott-Ionescu scheme works properly with Courant num-
ber (Cr) smaller than 10. The study presented in Cunge et al. (1980) shows that 
for the Preissman and Abbott-Ionescu schemes Courant number equal to 25 is the 
highest value leading to accurate results. In our case the requirement of Cr < 10 
was equivalent to Δt ≈ 30 min which was used in the study.

6.1  MIKE 11

The actual process of identification starts with a sensitivity analysis which pro-
vides an answer to the issue of model calibration strategy. The results also inform 
us about the dependence of model parameters between profiles, the possible range 
of the identified parameters and their mutual influence in particular cross-sections. 
From among the range of methods used to analyse the sensitivity, a few seem 
especially suitable within the context of flood modelling, namely: the method of 
Morris, the method of Sobol, visual analysis and the correlation method. All four 
were carried out for the MIKE 11 model of the River Vistula; however, for brev-
ity, only the final conclusions of the Morris’ method will be presented, whereas a 
detailed analysis with diagrams can be found in previous chapter (Osuch 2015; 
this issue).

The sensitivity analysis for the MIKE 11 Vistula model considers the influ-
ence of Manning’s n in seven subsequent referencing gauging stations (Zawichost, 
Annopol, Dęblin, Gusin, Warsaw–Nadwilanówka and Warsaw–Port Praski) on 
the Nash-Sutcliffe coefficients estimated in seven profiles. The following assump-
tions have been made: number of parameters = 7, number of sensitivity-related 
levels = 10, total number of trajectories = 1000 and optimal number of trajecto-
ries = 15; the uniform distribution function served as the parent distribution func-
tion. The Morris’ indices (μ* and σ) serve as criteria of benchmarks of direct and 
overall influence of the parameter for a particular gauging station on the other ref-
erencing cross sections.

The main conclusion resulting from the sensitivity of the model response to the 
variation of the Manning’s n is that the goodness of fit at controlled cross sections 
is under influence of more than one model parameter. This effect is more spectacu-
lar in forwarding cross-sections where almost all parameters have significant influ-
ence on model output.
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The optimisation of one global value of the Manning’s n for the whole mod-
elled reach of the river did not bring a satisfactory result. The considerable 
decrease in energy line and geomorphological differences between following 
cross-sections, but also the data scarcity, influenced the stability of the results 
and the errors practically disqualified a global approach to model identification. 
Therefore, the river’s reach was split between the gauging stations (Zawichost, 
Annopol, Dęblin, Gusin, Warsaw–Nadwilanówka, Warsaw–Port Praski) and 
roughness coefficients were estimated for each profile. In the remaining cross- 
sections the Manning’s n coefficients were linearly interpolated between the con-
trolling cross-sections (MIKE 11).

Furthermore, in each of the seven controlling cross-sections the Manning’s n 
coefficients were optimized to achieve the optimal solution, i.e. to minimise the 
difference between the model results and measurements. As a goodness-of-fit cri-
terion the Nash-Sutcliffe multiplied by −1 was selected. At the same time the val-
ues of the optimised coefficient were kept within the range characteristic of the 
Vistula channel (0.005–0.2).

The calibration dataset period covers the years 2005–2010 (five hydrological 
years) for MIKE 11 and 2008–2010 (two hydrological years) for HEC-RAS. The 
periods were selected in terms of the stability of the rating curves and river geom-
etry. These periods are possibly closest to the period when the cross section meas-
urements were made. The large variability in flow that occurred during these years 
permits a proper model calibration. However, the chosen objective function results 
in a better simulation of mean and high water levels and flows (Gupta et al. 2009).

The validation was performed for measurements (water levels and flows) from 
01.11.2000 to 31.10.2001 (1 hydrological year). The validation period includes 
one of the highest flood waves of the last decade.

The optimisation of Manning’s n parameter in MIKE 11 was done automati-
cally, with regard to the observed time series. Model calibration was carried out 
using the Simplex Nealder-Mead algorithm (Press et al. 2002) within selected 
feasible parameter ranges of the Manning coefficient from 0.005 to 0.2. Model 
performance was evaluated by the Nash-Sutcliffe criterion (Nash and Sutcliffe 
1970) set for water levels and discharges for Zawichost, Annopol, Dęblin, Gusin, 
Warsaw–Nadwilanówka and Warsaw–Port Praski. The estimation based either on 
water levels or discharges led to erratic results. The results of sensitivity analy-
sis indicated that the model fit at particular profiles strongly depends on Manning 
coefficients not only from the neighbouring cross-sections; therefore, the objective 
function is the sum of Nash-Sutcliffe for referencing cross sections for both stage 
and flow (except for Warsaw–Port Praski). The Nash-Sutcliffe coefficient can vary 
from −∞ to 1, so in our case the maximum value of the objective function can 
reach 11.

The local method of optimisation such as the Simplex Nealder-Mead algorithm 
requires multiple starting points of the algorithm in order to find the global solu-
tion. We tried 10 starting points, the best of which achieved a value of objective 
points of 9.03 (starting point nr 6). The results of the optimisation are presented 
in Table 2. The optimal Manning’s n is predominantly equivalent to weedy, deep 
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Table 2  The results of identification of Manning’s n coefficient for 10 optimisation algorithm 
starting points for MIKE 11

Starting 
point no.

Optimal Manning’s n Objective 
functionZawichost Annopol Dęblin Gusin Warsaw–

Nadwilanówka
Warsaw–
Port Praski

1 0.0496 0.0487 0.0050 0.0459 0.0770 0.0500 9.0277

2 0.0494 0.0485 0.0077 0.0450 0.0783 0.0116 8.9483

3 0.0498 0.0489 0.0051 0.0457 0.0766 0.0483 9.0256

4 0.0474 0.0486 0.0116 0.0480 0.0755 0.0249 8.9337

5 0.0501 0.0473 0.0080 0.0466 0.0823 0.0151 8.9260

6 0.0499 0.0484 0.0050 0.0459 0.0761 0.0537 9.0298

7 0.0696 0.0478 0.0431 0.0497 0.0742 0.0066 8.1919

8 0.0525 0.0394 0.1987 0.0433 0.0710 0.0510 7.3167

9 0.0494 0.0499 0.0050 0.0457 0.0767 0.0405 9.0150

10 0.0494 0.0485 0.0077 0.0450 0.0783 0.0116 8.9483

Mean: 0.0517 0.0476 0.0297 0.0461 0.0766 0.0313

Std. dev.: 0.0064 0.0029 0.0605 0.0018 0.0029 0.0192

pools (Chow 1959, p. 110), which is close to reality, since within its modelled 
reach the River Vistula is a partly regulated, weedy and relatively deep channel. 
However, in two cases the optimal values of the Manning’s n are much below or 
above the expected results, namely Dęblin (0.005) and Warsaw–Nadwilanówka 
(0.076). Being aware of this, we have to accept these unreal values because no 
other set Manning’s n coefficients provides such a good fit between the simula-
tions and the measurement data.

The MIKE 11 software provides the possibility of the division of cross-sections 
into three zones of different friction coefficients regarding water level. However, 
the optimisation of three Manning’s coefficients for each referencing cross section 
(instead of one) brings only small (negligible) improvement of the value of objec-
tive function but, at the same time, significantly complicates the calibration of the 
model.

Table 2 and Figs. 6 and 7 show that the calibration of the model is successful 
for all but the last gauging stations. The discrepancy for the Warsaw–Port Praski 
gauging station results from the errors of lower boundary condition (rating curve). 
However, one has to bear in mind that the purpose of this model is to provide rela-
tively good flow predictions for the Warsaw–Nadwilanówka gauging station. The 
model of flood transformation within the city of Warsaw was also prepared with 
the use of more detailed data, but its description is beyond the scope of this chap-
ter. Therefore, in Table 3 and later as well as in figures the results of the Warsaw–
Port Praski were omitted as non-relevant.

The robustness of the MIKE 11 model predictions within a range of discharges 
is confirmed by the validation results (Table 4, Figs. 10 and 11).

In the case of both the calibration and verification, one can discern a gen-
eral rule: the longer the distance modelled, the higher level of error the model 
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Fig. 6  The results of the MIKE 11 model calibration—water level
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produces. This is natural, because the errors that occur in the subsequent cross sec-
tions are accumulated over the course of the river. One can easily notice a particu-
larly good adjustment of the model to the highest discharges/water levels (even for 
the Warsaw gauges) which positively authorises the model’s robustness for flow 
forecasting.

6.2  HEC-RAS

In contrast to the MIKE 11 model, the calibration of the HEC-RAS model was 
done by the manual iterative adjustment of calculation results to the measurement 
data. All the assumptions for MIKE 11 relating to the geometry of the model, the 
initial conditions, the parameters of the model and the numerical methods hold 
also for the HEC-RAS, except the lower boundary conditions which in HEC-RAS 
is set as the normal depth.

Although slightly different from the MIKE 11 parameters, the optimal 
Manning’s n values (Table 5) fit into the range of sluggish reaches, weedy, deep 
pools (Chow 1959, p. 110) characteristic of the Vistula River in the modelled 
reach. Also here there are values that fall beyond the expected Manning’s n coef-
ficients, but they provide the optimal results of the model.

Similarly to the MIKE 11 case, the goodness of fit of the model to the meas-
urement data in referencing cross-sections was expressed in the form of Nash-
Sutcliffe coefficients (Table 6).

Perhaps due to the manual approach of the calibration and thus the limited 
number of iterations, the HEC-RAS calibration results reveal a slightly lower 
level of goodness-to-fit than those obtained for MIKE 11 (compare Figs. 8 and 9). 
One has to bear in mind, however, that automatic calibration of HEC-RAS model, 

Table 3  The optimal values 
of Nash-Sutcliffe criterion 
for the identification of 
roughness coefficients using 
reference gauging stations for 
MIKE 11

Reference gauge Water level Discharge

Zawichost 0.9336 0.9999

Annopol 0.9129 0.9793

Dęblin 0.8605 0.9557

Gusin 0.7513 0.8936

Warsaw–Nadwilanówka 0.8859 0.8559

Table 4  The values of 
Nash-Sutcliffe criterion for 
the validation for reference 
gauging stations for MIKE 11

Reference gauge Water level Discharge

Zawichost 0.9717 0.9998

Annopol 0.9674 0.9935

Dęblin 0.9363 0.9631

Gusin 0.8024 0.9117

Warsaw–Nadwilanówka 0.9224 0.8598
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although possible, due to the specific form of input and output files requires tech-
nically more advanced software than for the MIKE 11 package. Nevertheless, a 
sufficiently good adjustment of the HEC-RAS model to the data is confirmed by 
the verification tests (Table 7, Figs. 10 and 11).

An analysis of the relationship between the simulated and observed values 
gives additional interesting insights into the validation results. Figures 12 and 13 
present the H-H plots (upper rows) for MIKE 11 and HEC-RAS, respectively. 

Table 5  The values of optimal Manning’s n for the HEC-RAS model optimal Manning’s n

Zawichost Annopol Dęblin Gusin Warsaw–
Nadwilanówka

Manning coefficient 0.0554 0.0794 0.0499 0.1012 0.0583

Table 6  The values of Nash-Sutcliffe criterion for the reference gauging stations obtained in 
calibration stage

Reference gauge Water level Discharge

Zawichost 1 0.8433

Annopol 0.9082 0.8628

Dęblin 0.8519 0.8704

Gusin 0.8825 0.8804

Warsaw–Nadwilanówka 0.9116 0.8663
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Fig. 8  The results of the HEC-RAS model calibration—water level
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Table 7  The values of Nash-Sutcliffe function for the verification for reference gauging stations

Reference gauge Water level Discharge

Zawichost 1 0.8609

Annopol 0.9309 0.8725

Dęblin 0.8771 0.8361

Gusin 0.8681 0.8407

Warsaw–Nadwilanówka 0.9240 0.8234
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Fig. 10  The results of the MIKE 11 and HEC-RAS models validation—water level
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The MIKE 11 results show a systematic bias of the simulated results—the simu-
lated water level is almost always higher than the observed measurements. What 
is interesting is that the bias is fairly constant, so it can easily be considered when 
analysing the water level calculations. This bias is also noticeable in HEC-RAS, 
but, additionally, the dissemination of points in the upper water stage records is 
higher than in the case of MIKE 11, which makes the de-biasing procedure more 
complex, if not impossible.

Figures 12 and 13 also show the Q-Q plots (lower rows) for MIKE 11 and 
HEC-RAS, respectively. One can easily see that the simulation by HEC-RAS pro-
vides lower-quality results than MIKE 11, especially for the controlling gauges 
down the river and higher flows. This is so, because the HEC-RAS model, unlike 
the MIKE, was calibrated manually. The results represent thus the compromise 
between the accuracy of the modelling and the time of calibration. However, if the 
automatic calibration of the HEC-RAS was possible, the results might have been 
as good as in the MIKE. The results of both models, technically, confirm the con-
clusions stemming from Fig. 11.

7  Step 6—Uncertainty Analysis

In both models the Generalised Likelihood Uncertainty Estimation (GLUE) tech-
nique (Beven and Binley 1992) was used for the estimation of parametric uncer-
tainty. This technique is based on multiple Monte Carlo runs of a deterministic 
model with parameters chosen randomly from a specified an a priori distribution. 
The posterior distribution of the model predictions is obtained using a likelihood 
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Fig. 11  The results of the MIKE 11 and HEC-RAS models validation—discharge



102 K. Kochanek et al.

13
4

13
5

13
6

13
7

13
8

13
9

13
4

13
5

13
6

13
7

13
8

13
9

waterlevel[ma.s.l.]for
observations

A
nn

op
ol

11
1

11
2

11
3

11
4

11
5

11
6

11
1

11
2

11
3

11
4

11
5

11
6

w
at

er
 le

ve
l [

m
 a

.s
.l.

]  
fo

r 
si

m
ul

at
io

ns

D
eb

lin

92
94

96
98

939495969798
G
us

in

80
82

84
86

7980818283848586
W
.-
N
ad

w
ila
nó

w
ka

10
00

20
00

30
00

40
00

50
00

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

45
00

50
00

si
m

ul
at

io
ns

 [m
3 /s

]

observations [m
3
/s]

A
nn

op
ol

10
00

20
00

30
00

40
00

50
00

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

45
00

50
00

si
m

ul
at

io
ns

 [m
3 /s

]

D
eb

lin

10
00

20
00

30
00

40
00

50
00

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

45
00

50
00

si
m

ul
at

io
ns

 [m
3 /s

]

G
us

in

10
00

20
00

30
00

40
00

50
00

50
0

10
00

15
00

20
00

25
00

30
00

35
00

40
00

45
00

50
00

si
m

ul
at

io
ns

 [m
3 /s

]

W
.-

N
ad

w
ia

ln
ów

ka

F
ig

. 1
2 

 T
he

 o
bs

er
va

tio
ns

 v
er

su
s 

si
m

ul
at

io
ns

 d
ia

gr
am

 f
or

 M
IK

E
 1

1 
w

at
er

 le
ve

l a
nd

 d
is

ch
ar

ge
 r

es
ul

ts



103Distributed Modelling of Flow in the Middle Reach …

13
4

13
6

13
8

14
0

13
4

13
5

13
6

13
7

13
8

13
9

14
0

water level [m a.s.l.]  for 
        observations

A
nn

op
ol

11
2

11
4

11
6

11
8

11
1

11
2

11
3

11
4

11
5

11
6

11
7

11
8

w
at

er
 le

ve
l [

m
 a

.s
.l.

]  
fo

r 
si

m
ul

at
io

ns

D
eb

lin

92
94

96
98

939495969798
G
us

in

80
82

84
86

88
79808182838485868788

W
.-
N
ad

w
ila

nó
w
ka

20
00

40
00

60
00

80
00

10
00

20
00

30
00

40
00

50
00

60
00

70
00

80
00

si
m

ul
at

io
ns

 [m
3 /s

]

observations [m
3
/s]

A
nn

op
ol

 

 

20
00

40
00

60
00

80
00

10
00

20
00

30
00

40
00

50
00

60
00

70
00

80
00

si
m

ul
at

io
ns

 [m
3 /s

]

D
eb

lin

20
00

40
00

60
00

80
00

10
00

20
00

30
00

40
00

50
00

60
00

70
00

80
00

si
m

ul
at

io
ns

 [m
3 /s

]

G
us

in

20
00

40
00

60
00

80
00

10
00

20
00

30
00

40
00

50
00

60
00

70
00

80
00

si
m

ul
at

io
ns

 [m
3 /s

]

W
.-

N
ad

w
ia

ln
ów

ka

F
ig

. 1
3 

 T
he

 o
bs

er
va

tio
ns

 v
er

su
s 

si
m

ul
at

io
ns

 d
ia

gr
am

 f
or

 H
E

C
-R

A
S 

w
at

er
 le

ve
l a

nd
 d

is
ch

ar
ge

 r
es

ul
ts



104 K. Kochanek et al.

measure conditioned on observations. The choice of the likelihood measure should 
reflect the purpose of the study. Here the Nash-Sutcliff coefficient of determina-
tion was used as the likelihood measure. The results of the uncertainty analysis for 
the biggest recorded peak flow, where the uncertainty is most clearly visible, are 
presented in Fig. 14 for MIKE 11 and Fig. 15 for HEC-RAS.
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Due to the fact that the number of Monte Carlo simulations of uncertainties and 
the range of the sampled Manning n’s were different, the comparison the uncer-
tainty results of both models is difficult. MIKE 11 was sampled 5000 times from 
uniform distribution [0.005 0.2] whilst HEC-RAS only 500 times from [0.005 0.5].

8  Step 7—Analysis of Results and Recommendations 
for the End Users

The aim of the chapter was to describe of the procedure of development of distrib-
uted flow routing model for middle River Vistula using two modelling packages: 
MIKE 11 and HEC-RAS.

The two modelling software packages, however different in form and capac-
ity, eventually lead to quite similar results in the values of the objective values at 
calibration and validation stages. Better solutions for MIKE 11 result from the fact 
that the calibration of its parameters was carried out by means of automatic itera-
tive optimisation—very difficult to repeat in case of HEC-RAS model. On the other 
hand, the time invested in preparation of the suitable optimisation software, testing 
and optimisation per se is comparable to the manual parameters identification in 
HEC-RAS. So before building a new distributed river model, one should not only 
make the choice between the available modelling tools, but also make a trade-off 
between challenges of calibration and expected (and accepted) results. This is par-
ticularly important when the model is supposed to serve as the flood-prediction tool 
and/or is going to be used in continuous modelling. The Nash-Sutcliffe coefficient is 
sensitive to the averaging; large flow values and low flows are less involved (Gupta 
et al. 2009; Osuch et al. 2015). Therefore despite very good values of the Nash-
Sutcliffe coefficient, the results of validation show that both models reveal an almost 
perfect adjustment to the moderate water stage and discharge and are visibly worse 
in the peak flows (especially the HEC-RAS). The calibration of such a wide range 
of discharges in such a large river as the Vistula (e.g. 175–5740 m3/s for Warsaw-
Nadwilanówka within the period of calibration) is particularly difficult within the 
context of data scarcity and the necessary model generalisation. All objective func-
tions tend to satisfy either the peak flows or lower flows. In consequence, a trivial 
conclusion may be drawn that no model can be regarded as a universal tool and that 
each hydrological model ought to be comprehensively designed to satisfy particular 
needs, as e.g. either flood modelling or low-flow-modelling, but never both at the 
same time. In other words: a model whose purpose is flood prediction (as in our 
case) should be calibrated to satisfy ‘high water’ at the expense of low-flows.

As to the uncertainty of the modelling results, it is important to note that, in 
general, the uncertainty of discharge is rather high in both models (slightly better 
for MIKE 11). This is unfortunate, because discharge constitutes the basic infor-
mation for hydrological design. Better results, with regard to their uncertainty, for 
water levels give hope also for better estimations of discharge, if trustworthy rat-
ing curves are available.
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In summary, both MIKE 11 and HEC-RAS give similar results, if the same 
input to the models is delivered. The dissimilarities stem from the technical differ-
ences and abilities of both software packages. The automatic estimation of model 
parameters leads to better results than the manual one.
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Kadłubowski A, Mierkiewicz M, Budzyńska H (2011) Operational rainfall/snowmelt-runoff 
model for upper Narew River. In: Modelling of hydrological processes in the Narew catch-
ment, geoplanet: earth and planetary sciences. Springer, Berlin

Kiczko A, Romanowicz RJ, Osuch M, Karamuz E (2013) Maximising the usefulness of flood 
risk assessment for the River Vistula in Warsaw. Nat Hazards Earth Syst Sci 13:3443–3455. 
doi:10.5194/nhess-13-3443-2013
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Abstract In this study a sensitivity analysis of a one-dimensional flow routing 
model MIKE 11 is applied to the Middle River Vistula reach located between 
Zawichost and Warsaw Port Praski gauging stations. Three methods of sensitiv-
ity analysis are compared, namely, Morris, Sobol and a correlation-based approach 
allowing for the choice of appropriate model calibration strategy. The influence 
of the model parameters (Manning roughness coefficients) on the goodness of fit 
of the water levels at seven locations has been estimated. The results show that 
the roughness coefficients of the analysed cross-sections and the next downstream 
reaches have a significant influence on model output (Nash Sutcliffe values). Only 
the results for the gauging station in Warsaw Port Praski differ, due to the influ-
ence of the boundary condition (rating curve in Warsaw). A comparison of the 
outcomes from the three methods shows that the results from the beginning of 
the study reach are more similar to each other than for the cross-sections located 
downstream, as a consequence of uncertainty propagation from the upstream 
cross-sections and the influence of the downstream boundary condition. Generally, 
the results indicate that an appropriate model calibration strategy should not con-
sist of a series of model optimizations for independent sub-reaches but rather it 
should be integrated over all reaches and simultaneously take into account the 
model fit at each controlled cross-section.
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1  Introduction

In hydrological practice, mathematical models are developed and applied to descrip-
tions of environmental systems. Flow routing in rivers is described by hydrodynamic 
models of flow in an open channel (Chow 1959; Mahmood et al. 1975; Szymkiewicz 
2000; Madsen et al. 2003; Gasiorowski et al. 2015). These models are based on the 
basic principles of physics (mass, momentum and energy conservation). In the case 
of floods, and especially when a flood wave exceeds the embankments, the flow is 
complex over a wide range of space scales and is unsteady in time. Therefore, it 
should be modelled as a three-dimensional phenomenon, but in practice, due to the 
lack of data and inadequate computational power, the use of 3D models is limited 
(Hunter et al. 2007). In many cases, the flow in a compound channel is described as 
two-dimensional (Bates et al. 1998; Feldhaus et al. 1992; Gee et al. 1990). In prac-
tice, especially when the study is aimed at a prediction of water levels at a particu-
lar cross-section without significant concern to represent floodplain flow and storage 
accurately, 1D hydraulic models are used (Bates and Roo 2000). The use of 1D mod-
els to describe the flow through the area of complex geometry is often considered 
as too large a simplification of the flow field (Knight and Shiono 1996), but it is just 
an additional source of error which is small compared to other errors, resulting from 
the uncertainty of the boundary conditions, the cross-sectional geometry, and also the 
roughness coefficients (Ali and Goodwin 2002; Bates 2007).

The flow routing models are characterized by a number of parameters that should 
be estimated taking into account the observations. Only a few have a significant influ-
ence on the simulations and associated model output and should be calibrated. It is 
generally accepted that a sensitivity analysis (SA) assessing the influence of model 
parameters/factors on the model output should be conducted as a part of the calibra-
tion efforts and model implementation (Romanowicz and Macdonald 2005; He et al. 
2011). The SA methods are quantified in multiple ways but in general they are divided 
into two categories: local and global (Saltelli et al. 2004; Song et al. 2015). Local sen-
sitivity methods give an estimate of analysed factors on the model output around a 
specific point of interest. A global sensitivity analysis reflects the importance of factors 
(model parameters) through the multivariate space of a model response (Herman et al. 
2013). This category includes the following methods: screening (the most commonly 
used being the Morris method), regression, variance-based, meta-modelling region-
alized sensitivity analysis and entropy-based. In practice, several methods of SA are 
applied. A detailed review of concepts, methods and hydrological applications of SA 
are presented, e.g., in Song et al. (2015).

It should be noted that in only a few studies has a sensitivity analysis been 
applied to flow routing models (Hall et al. 2005; Pappenberger et al. 2006, 2008; 
Cloke et al. 2008; Kiczko et al. 2008; Liu and Sun 2010).

Pappenberger et al. (2008) presented an assessment of the influence of the 
following factors: Manning channel roughness, Manning roughness floodplain, 
weighting parameter of the numerical scheme and boundary conditions, on the 
results of flood inundation models using five SA methods (Sobol, Kullback-
Leiber entropy, Morris, regionalised sensitivity analysis and regression). The 
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results indicated that different methods produce different assessments of parameter 
importance. The outcomes of the analysis with an assumption of Nash-Sutcliffe 
coefficients as a model output indicate that the channel roughness coefficient is the 
most important parameter. The influence of the other factors is much smaller.

Kiczko et al. (2008) evaluated the influence of the channel and floodplain 
roughness coefficients, lateral inflow coefficient, delay of lateral inflows and 
boundary conditions on model output. The analysis carried out for the Upper 
Narew indicated that channel roughness coefficients together with lateral inflow 
are the factors with highest impact on model output.

Hall et al. (2009) reviewed a set of SA methods taking into account their appli-
cability to hydraulic models. Three methods of modelling a simple pipe bend 
using an advanced Shallow Water Equation solver were used as a case study. The 
results indicated that the incautious use of SA methods could provide misleading 
conclusions, especially in the case of nonlinear models. The application of local 
SA methods may result in an incomplete picture of model response over the range 
of variability of model inputs.

An analysis of the influence of parameters of the 1D hydrodynamic model is 
also a main theme of this work, which has been carried out in the framework of the 
project entitled “Stochastic flood forecasting system: the Middle River Vistula case 
study” (Romanowicz and Osuch, Chap. 9, this book). As the title suggests, it aims 
to formulate and develop a flood forecasting system for the studied river reach. The 
proposed system has a modular structure and includes different types of models 
describing flow routing inter alia 1D hydrodynamic model MIKE 11. It is gener-
ally assumed that the model should be as simple as possible but at the same time 
should provide accurate results of simulations for mean and high water levels. The 
choice of model is also constrained by the available hydrological data and mete-
orological forecasts. For this reason, lateral inflows are excluded from the flow 
routing model. In addition, a comparison of flows in the River Vistula and their 
tributaries confirms this simplification of the model. The chosen 1D hydrodynamic 
model should be calibrated on the basis of observed water levels and flows esti-
mated through rating curves. The first trial calibration using one parameter value 
for the whole reach or an independent calibration for individual sub-reaches did 
not give satisfactory results. For this reason, a sensitivity analysis is conducted to 
help in the choice and development of an efficient and effective flow routing model 
calibration strategy. In this chapter the following research objectives are identified:

•	 an assessment of the influence of the factors (model parameters) on accuracy of 
the MIKE 11 model output described by means of Nash Sutcliffe coefficients 
calculated for water levels at seven controlled cross-sections located along the 
Middle River Vistula (Nash and Sutcliffe 1970)

•	 an application of three methods of sensitivity analysis: Morris, Sobol and a cor-
relation-based approach to flow routing model

•	 a comparison of the estimates of sensitivity measures describing the direct influ-
ence of model parameters and an overall impact together with an assessment of 
nonlinearity effects and interactions between parameters obtained from the three 
methods applied

http://dx.doi.org/10.1007/978-3-319-18854-6_9
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Fig. 1  Study area—the Middle River Vistula reach between Zawichost and Warsaw Port Praski 
gauging stations



113Sensitivity Analysis of the Flow Routing Model …

The analyses are performed for the middle reach of the River Vistula located 
between Zawichost and Warsaw Port Praski gauging stations (Fig. 1).

2  Study Area

In this chapter, the Middle River Vistula reach between Zawichost and Warsaw 
Port Praski is presented. Hydrological measurements are carried out at 7 gaug-
ing stations along that river reach: Zawichost, Annopol, Puławy, Dęblin, Gusin, 
Nadwilanówka and Warsaw Port Praski. As shown in Fig. 1, there are several trib-
utaries but their influence on the main channel flow is negligible and they were 
excluded from the analysis.

3  Flow Routing Model

A one dimensional unsteady flow routing model (MIKE 11) was applied in this 
study. The river geometry was described by 112 cross-sections along the river 
reach. A detailed report on the cross-sections and river geometry is presented in 
Kochanek et al. (Chap. 6, this book). Flow hydrographs in Zawichost and the rat-
ing curve at Warsaw Port Praski were applied as model boundary conditions.

In the model the variability of the roughness coefficients was simplified and 
only one Manning roughness coefficient was used to represent the cross-section, 
neglecting differences between the main channel and floodplains. To justify this 
simplification it is worth mentioning that in all cases analysed the maximum 
water level was below the levee crown. The model requires the determination 
of Manning coefficients for all the analysed cross sections. In this work it was 
assumed that the MIKE 11 model is controlled by seven Manning roughness coef-
ficients at the following monitored cross-sections: Zawichost, Annopol, Puławy, 
Dęblin, Gusin, Nadwilanówka and Warsaw Port Praski. In the cross-sections situ-
ated along the reaches between the gauging stations, the Manning coefficients 
were automatically linearly interpolated by the MIKE 11 software.

As a measure of model output the Nash-Sutcliffe coefficient calculated on the 
basis of simulated and observed water levels in the seven controlled cross sections 
was applied. The analysis was conducted using water level observations from the 
period 01 November 2000 to 31 October 2010.

4  Sensitivity Analysis

A study of the influence of model parameters on the model outputs was carried 
out using three methods: Morris, Sobol, and the correlation tests. A description of 
these methods is presented in the following sections.

http://dx.doi.org/10.1007/978-3-319-18854-6_6
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4.1  The Morris Method

To evaluate the influence of model parameters on modelled output, a sensitiv-
ity analysis using the Morris method was applied (Morris 1991). In this method 
the sensitivity is estimated on the basis of a number of local changes at different 
points in the possible range of model parameters, called the elementary effects. 
The global results are obtained by regional exploration of the input space (a cho-
sen number of trajectories).

Each parameter xi is perturbed along a grid of size Δi in the chosen parameter 
space (between selected limits). It is assumed that for a model with p parameters 
each trajectory consist of a sequence of p perturbations. Each trajectory allows us 
to estimate one elementary effect for each parameter. The elementary effect for 
parameter i is calculated according to the following equation:

where f(x) denotes the prior point in the trajectory. The analysis applied to a sin-
gle trajectory is strongly dependent on the location of the initial point in param-
eter space. Therefore, in the Morris method, the analyses are repeated for a chosen 
number of trajectories sampled according to some recommended methods. In the 
approach originally proposed by Morris, the trajectories are randomly sampled 
over the parameter space. More accurate estimates of global sensitivity analysis 
are obtained following Campolongo et al. (2007, 2011) and Ruano et al. (2012) 
where trajectories that maximize the coverage of parameter space are selected.

The results of this method are presented in the form of two measures: μ* and 
σ. The first measure, µ∗

i
, represents the overall influence of a factor/parameter i  

on the output (in this case MIKE 11 model parameter). It was introduced by 
Campolongo et al. (2007) and is computed from the mean of the absolute values of 
the elementary effects which allows the problem of effects of an opposite sign to 
be solved.

The second measure, σi, estimates the ensemble of the factor’s higher order effects 
(i.e. nonlinearity or interaction with other parameters) for parameter i.

These two measures allow for a classification of the MIKE 11 model parame-
ters into two groups, taking into account their effect on the analysed model out-
put (here, the Nash-Sutcliffe coefficients), and permit a choice of an appropriate 
MIKE 11 model calibration strategy.

(1)EEi =
f (x1, . . . , xi +�i, . . . , xp)− f (x)

�i

(2)µ∗

i =

∑r
i=1 |EEi|

r

(3)σi =

∑r
i=1 (EEi − µi)

2

r
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4.2  The Sobol Method

The Sobol method, based on an analysis of variance output from the model 
(Archer et al. 1997), is the second approach applied here. In this method, it is 
assumed that the total variance of the output from the model, calculated using the 
Monte Carlo method, can be decomposed into the sum of the variance of each 
input factor explained by the fractional contribution (model parameters in this 
case), and by interactions between them.

where Y is the analysed model output (in this chapter the Nash-Sutcliffe coeffi-
cients calculated on basis of simulated and observed water levels at seven gaug-
ing stations), V(Y) is the total variance of the analysed model output, i, j, m are 
model parameters, l the number of model parameters, Vi the model output vari-
ance explained by influence of the ith parameter, Vij the model output vari-
ance explained by influence of the interactions between parameters i and j, Vijm 
the model output variance explained by the influence of the interactions between 
parameters i, j and m, and V1,2…(l−1) is the model output variance explained by 
influence of the interactions between parameters up to l − 1 order. The decompo-
sition is unique if the input factors are independent of each other.

As for the Morris method, the Nash-Sutcliffe coefficient calculated on the basis 
of simulated and observed water levels was applied as a measure of model output.

The outcomes of a sensitivity study by the Sobol method are usually presented as 
the first order, higher order and total order sensitivity measures. The first order sensi-
tivity index (Si) describes the influence of the parameter i on the model output.

Higher order sensitivity measures describe the influence of interactions between 
model parameters on model output. For example, the second order sensitivity 
measure between the parameters i and j can be written as:

The model sensitivity to the interactions among subsets of parameters, the so-
called higher order effects, is investigated using the Sobol total sensitivity meas-
ure: STi. This measure represents all interactions which involve parameter i.

For example, the total sensitivity measure for the Manning roughness  coefficient 
for the cross-section in Zawichost (nZawichost) can be written as the sum of the  
(i) first order sensitivity measure for nZawichost, (ii) six second order measures assess-
ing interactions between: nZawichost and nAnnopol, nZawichost and nPuławy, nZawichost and 
nDęblin, nZawichost and nGusin, nZawichost and nNadwilanówka, nZawichost and nWarsaw, and 
(iii) the corresponding third, fourth, fifth and sixth order sensitivity indices.

(4)
V(Y) =

∑

i

Vi +

∑

i<j

Vij +

∑

i<j<m

Vijm + · · · + V1,2...(l−1)

(5)Si =
Vi

V(Y)

(6)Sij =
Vij

V(Y)
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The total sensitivity measure was approximated using numerical integration in 
a Monte Carlo framework by the so-called ‘freezing unessential variables’ method 
(Sobol 2001; Saltelli 2002; Saltelli et al. 2008). According to Homma and Saltelli 
(1996) application of the approximation method gives accurate and informative 
results at reasonable computational cost.

4.3  The Correlation Based Method

Two correlation coefficients, namely Pearson and Spearman, were used as meas-
ures of the influence of model parameters on the analysed outputs in the third 
study method. As in the two previous methods, an application of the correlation-
based method consists of three steps: (a) Monte Carlo parameter sampling, (b) 
model simulations, and (c) the derivation of sensitivity measures.

The Pearson correlation coefficient (rP) is a measure of the linear dependence 
between two variables, whilst the Spearman correlation coefficient (rS) is an indi-
cator of a monotonic dependence. In both cases, the values of rP and rS range from 
−1 to 1. A value of 0 indicates no correlation whilst −1 or 1 indicate, respectively, 
a perfect negative or positive correlation. There is a difference in the behaviour 
of these two measures in their sensitivity to outliers and to the shape of the func-
tion describing dependence (curvature), namely, rP is sensitive and rS is not. As 
a result, a comparison of these two correlation measures allows for a quantifica-
tion of the nonlinearity effect. In both cases, together with the correlation values, a 
corresponding p-value statistic for determination of the significance of correlation 
coefficient is estimated. It has been assumed that a p-value smaller than 0.05 indi-
cates a statistically significant correlation and also an important influence on the 
model output.

5  Discussion and Interpretation of Results

In this section, the results of the assessment of an influence of model parameters 
on model outputs using three methods (Morris, Sobol, and the correlation-based 
approach) are presented. In all cases we analysed a one-dimensional flow rout-
ing model for the Middle River Vistula between gauging stations Zawichost and 
Warsaw Port Praski.

5.1  The Morris Method

An application of the Morris method requires the determination of a set of param-
eters: the number of levels p (usually within the range of [0 10]), and the number 
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of trajectories R which describes the sample size and is therefore connected to 
computational cost (Zhan et al. 2013). In this chapter it was assumed that all the 
MIKE 11 parameters (the Manning roughness coefficients at controlled cross-sec-
tions in: Zawichost, Annopol, Puławy, Dęblin, Gusin, Nadwilanówka and Warsaw 
Port Praski) are sampled from a uniform distribution within the range [0.005 0.2], 
the number of levels p equals 10 and the number of trajectories R = 15. As a result 
of these assumptions, the sample size (N) is equal to 120.

The results of a sensitivity analysis by the Morris method, the estimated two 
sensitivity measures (µ* and σ) are presented in Fig. 2 in the form of screening 
plots which have these two measures as the x- and y-axes. These types of graphs 
make the interpretation of the results and classification of the model parameters 
easier. According to the classification being introduced here, the parameters with 
values of µ* (i) higher than 1 are ‘very important’, (ii) within the range [0.1 1) 
are ‘important’, (iii) within the range [0.01 0.1) are ‘unimportant’ and (iv) below 
0.001 are ‘irrelevant’ for the analysed model output. Taking into account two sen-
sitivity measures (µ* and σ), the model parameters could be classed into three 
groups (i) parameters with negligible effect—low values of µ* and σ, (ii) param-
eters with linear and additive effects for high values of µ* and low values of σ, (iii) 
parameters with nonlinear or interaction effects for high values of µ* and σ.

Seven panels in Fig. 2 show the outcomes for seven analysed model outputs, 
NS coefficients, calculated for simulated and observed water levels at the follow-
ing cross-sections: Zawichost, Annopol, Puławy, Dęblin, Gusin, Nadwilanówka 
and Warsaw Port Praski. The results of the assessment for the Zawichost gaug-
ing station are presented in the upper left panel. It is seen that for the appropriate 
calibration of water levels in Zawichost, the parameter nZawichost has the highest 
influence. The influence of the Manning roughness coefficient from the Annopol 
gauging station could be described as very important. The impact of the other 
parameters (nPuławy) on the Nash-Sutcliffe values in Zawichost is unimportant or 
irrelevant (nDęblin, nGusin, nNadwilanówka and nWarsaw). The estimates of σ indicated 
that the nonlinearity effect is less pronounced for nZawichost than for nAnnopol.

The sensitivity measures estimated for NS in Annopol are presented in the 
upper right panel of Fig. 2. It is seen that the highest influence on model output 
comes from nAnnopol. The impact of nPuławy was classified as important. The esti-
mates of µ* and σ for others parameters are smaller than 0.1, indicating an unim-
portant or irrelevant influence on the analysed model output.

The NS coefficient estimated for simulated and observed water levels at the 
Puławy gauging station shows a strong influence from nPuławy, nDęblin parameters. 
Two parameters (nAnnopol and nGusin) were classified as important and three others 
(nZawichost, nWarsaw and nNadwil.) as unimportant.

The results of the assessment for the Dęblin gauging station indicated that four 
parameters (nDęblin, nAnnopol, nGusin and nPuławy) could be regarded as very impor-
tant. The influence of the other three parameters is assessed as unimportant for the 
MIKE 11 fit at Dęblin.
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Fig. 2  Results of sensitivity analysis by Morris method for NS estimated at Zawichost, 
Annopol, Puławy, Dęblin, Gusin, Nadwilanówka and Warsaw Port Praski gauging stations
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In the case of Gusin, four parameters are very important for proper model cali-
bration. The influence of parameter nDęblin is important, whilst nZawichost and nWar-

saw are unimportant for the calculated NS values.
The results for the Nadwilanówka gauging station are similar to those for Gusin 

except for the influence of nWarsaw which was classified as very important.
The estimates of µ* and σ for Warsaw Port Praski indicated that nGusin could 

be classified as very important, five parameters (nPuławy, nNadwil., NDęblin, nAnnopol 
and nWarsaw) as important and nZawichost as unimportant for the model fit in Warsaw 
Port Praski.

Summarizing, the results of a sensitivity analysis by the Morris method indicate 
that in almost all cases the parameter that has the greatest impact is the Manning 
roughness coefficient from the analyzed cross-section. For example, in the case 
of NS calculated for simulated and observed water levels in the Annopol gauging 
station the parameter that has the highest influence is the Manning channel rough-
ness coefficient in Annopol. The Manning roughness coefficient from the nearest 
downstream cross-section is the second parameter, with an important influence on 
the analyzed output in most cases. The Warsaw Port Praski cross-section shows 
different results, probably resulting from the influence of the downstream bound-
ary condition.

5.2  The Sobol Method

The Sobol first and total order sensitivity indices were calculated. Seven MIKE 11 
model parameters were sampled separately, using quasi-random Sobol sequences 
from uniform distribution within the ranges [0.005 0.2]. A base of bn = 200 was 
used, resulting in 3200 model evaluations.

The outcomes of the sensitivity study by the Sobol method are usually pre-
sented as the first order and total order sensitivity measures. Figure 3 presents the 
estimated values of the first order sensitivity index for seven analysed model out-
puts. The results of the sensitivity assessment for the Nash-Sutcliffe values calcu-
lated using simulated and observed water levels in Zawichost are presented in the 
upper left panel. The variance of NS at Zawichost gauging station is explained by 
two parameters: nZawichost and nAnnopol. In the case of two model outputs, in the 
Annopol and Dęblin cross-sections, the quality of fit depends only on the Manning 
roughness coefficients from these cross-sections. The Sobol first order sensitiv-
ity indices for Puławy depend on two parameters: nPuławy and nDęblin. For the next 
three analysed outputs, at Gusin, Nadwilanówka and Warsaw Port Praski, the esti-
mated variance of NS is explained by three or more parameters. In the case of 
the Nadwilanówka cross-section, the MIKE 11 model goodness of fit depends on 
all parameters with the highest influence of nNadwilanówka. The estimates of Si for 
Warsaw Port Praski indicate an influence of almost all model parameters except 
nZawichost. Only in this case, the Manning roughness coefficient does not have the 
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highest influence on the model output. Probably, it is a result of an influence of a 
downstream boundary condition.

In the method of Sobol, the overall impact of the model parameters, including 
nonlinearity effect and interactions between parameters, was assessed using the 
total order sensitivity index. The results are shown in Fig. 4. They are very similar 
to the estimates of first order sensitivity indices, thus indicating a negligible influ-
ence of nonlinearity and no interactions between model parameters.

5.3  The Correlation-Based Approach

Pearson and Spearman correlation coefficients were calculated for the quasi-ran-
domly sampled MIKE 11 model parameters and seven model outputs. The same 
sample (N = 3200) was used as for the Sobol method.
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Fig. 3  The results of sensitivity analysis by the Sobol method. The panels present the estimated 
first order sensitivity indices for the seven analysed model outputs. The x-axis denotes the MIKE 
11 model parameter values (manning roughness coefficients at the cross-sections: 1—Zawichost, 
2—Annopol, 3—Puławy, 4—Dęblin, 5—Gusin, 6—Nadwilanówka, 7—Warsaw Port Praski)
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The estimated Pearson correlation coefficients together with their statistical 
significance at the 0.05 level are presented in Table 1. The estimated rP values 
vary between the analysed outputs and model parameters. The highest values are 
obtained for the parameters from cross-sections where the NS is calculated. This 
behaviour is not visible in the case of the Warsaw Port Praski gauging station. The 
number of parameters with statistically significant rP varies from one for Annopol 
to six for Warsaw Port Praski. On the basis of the estimated rP values the entire 
reach could be divided into two parts: (a) an upper part from Zawichost to Dęblin, 
and (b) a lower part from Gusin to Warsaw. In the upper part the model outputs are 
correlated mainly with the parameters from the analysed cross-sections whilst in 
the lower part almost all parameters have a significant influence on model output.

The results for the influence of model parameters on model outputs using the 
Spearman correlation coefficient are presented in Table 2. The outcomes are simi-
lar to those for the Pearson correlation coefficients, indicating a small influence of 
nonlinearity between model parameters and analysed outputs. In almost all cases, 
the highest correlation is estimated for the Manning roughness coefficient from the 
cross-section where the model output is calculated. In addition to the correlation 
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Fig. 4  The results of a sensitivity analysis by the Sobol method; assessment of the total order 
sensitivity indices of the model parameters on the NS values calculated on basis simulated 
and observed water levels. The x-axis denotes the MIKE 11 model parameter values (manning 
roughness coefficients at the cross-sections: 1—Zawichost, 2—Annopol, 3—Puławy, 4—Dęblin, 
5—Gusin, 6—Nadwilanówka, 7—Warsaw Port Praski)
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coefficients their significance at the 0.05 level is also tested. The number of 
parameters with a statistically significant Spearman correlation coefficient varies 
between the analysed model outputs, from one in the case of Annopol to six for 
the Warsaw Port Praski cross-section.

Table 1  The results of a sensitivity study by a correlation-based method (Pearson coefficient 
of correlation)

Bold values indicate rP statically significant at 0.05 level

n Zwichost n Annopol n Puławy n Dęblin n Gusin n Nadwil. n Warsaw

NS 
Zawichost

corr −0.8549 −0.3257 0.0024 −0.0179 −0.0142 0.0213 0.0123

pval 0.0000 0.0000 0.8932 0.3133 0.4232 0.2292 0.4885

NS  
Annopol

corr −0.0188 −0.7766 −0.0011 −0.0154 −0.0269 0.0182 −0.0101

pval 0.2893 0.0000 0.9513 0.3852 0.1287 0.3044 0.5683

NS Puławy corr 0.0003 −0.0415 −0.9213 −0.2027 −0.0074 0.0017 0.0124

pval 0.9842 0.0190 0.0000 0.0000 0.6762 0.9239 0.4827

NS Dęblin corr −0.0392 −0.0191 −0.0280 −0.7927 −0.0068 0.0051 0.0022

pval 0.0268 0.2815 0.1136 0.0000 0.7003 0.7738 0.9030

NS Gusin corr −0.0302 −0.0881 −0.0474 −0.0868 0.1618 0.0925 −0.0122

pval 0.0885 0.0000 0.0075 0.0000 0.0000 0.0000 0.4896

NS Nadwil. corr −0.0190 −0.0165 −0.0512 0.0440 0.0897 −0.7462 −0.4248

pval 0.2843 0.3526 0.0038 0.0130 0.0000 0.0000 0.0000

NS Warsaw corr 0.0128 −0.2784 −0.2721 −0.2209 −0.4850 −0.3452 −0.0452

pval 0.4687 0.0000 0.0000 0.0000 0.0000 0.0000 0.0107

Table 2  The results of a sensitivity study by a correlation method (Spearman coefficient 
of correlation)

Bold values indicate rS statically significant at 0.05 level

n Zwichost n Annopol n Puławy n Dęblin n Gusin n Nadwil. n Warsaw

NS 
Zawichost

corr −0.8528 −0.3147 0.0032 −0.0223 −0.0115 0.0313 0.0083

pval 0.0000 0.0000 0.8563 0.2082 0.5150 0.0768 0.6384

NS Annopol corr −0.0146 −0.7667 −0.0047 −0.0133 −0.0255 0.0179 −0.0107

pval 0.4108 0.0000 0.7926 0.4520 0.1493 0.3122 0.5447

NS Puławy corr 0.0037 −0.0508 −0.9223 −0.1838 −0.0108 −0.0005 0.0159

pval 0.8355 0.0041 0.0000 0.0000 0.5406 0.9778 0.3684

NS Dęblin corr −0.0313 −0.0457 −0.0485 −0.7861 −0.0103 −0.0019 0.0154

pval 0.0774 0.0098 0.0061 0.0000 0.5590 0.9127 0.3849

NS Gusin corr −0.0067 −0.0999 −0.1038 −0.1106 −0.1835 −0.0002 −0.0129

pval 0.7063 0.0000 0.0000 0.0000 0.0000 0.9894 0.4658

NS Nadwil. corr −0.0108 −0.0124 −0.0493 −0.0064 0.0416 −0.8092 −0.4376

pval 0.5430 0.4846 0.0054 0.7190 0.0187 0.0000 0.0000

NS Warsaw corr 0.0093 −0.3164 −0.3201 −0.2765 −0.5200 −0.4190 −0.0524

pval 0.6011 0.0000 0.0000 0.0000 0.0000 0.0000 0.0031
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6  Comparison of the Results

This section presents an assessment of the influence of the MIKE 11 model 
parameters on the Nash Sutcliffe values estimated on the basis of simulated and 
observed water levels at seven cross-sections: Zawichost, Annopol, Puławy, 
Dęblin, Gusin, Nadwilanówka and Warsaw Port Praski. Three methods of sensitiv-
ity analysis have been applied: the Morris, Sobol, and correlation-based approach. 
As a result, a number of sensitivity indices/measures were derived. Generally, they 
could be classified into two groups: (i) measures assessing the direct influence 
of individual parameters and (ii) measures of the overall influence of individual 
parameters together with their interactions and nonlinearity effects. In the follow-
ing two sections, SA measures classified above are compared.

6.1  A Comparison of a Direct Influence of MIKE 11 
Model Parameters on the NS Criterion

In this study three measures of the direct influence of model parameters on the 
model output were tested. They are: (i) μ* in the Morris method, (ii) Si—first 
order sensitivity index from the Sobol method and (iii) rp—the Person correla-
tion coefficient. The results are presented in Fig. 5 in seven panels, separately for 
each analysed model output. The double y-axes present estimated values of: Si, μ* 
and absolute value of rP, respectively. All the methods applied give similar results 
(ranks of parameters) regarding the very important and important parameters. The 
highest differences in the parameter ranks, but small in the values of sensitivity 
measures, are found for unimportant or irrelevant parameters. A comparison of the 
results obtained by three methods along the river reach shows that the results at 
the beginning of the reach are more similar to each other than those at the cross-
sections located downstream as a consequence of uncertainty propagation from the 
upstream located cross sections.

6.2  A Comparison of the Overall Influence  
of Individual MIKE 11 Model Parameters

In addition to the estimation of a direct influence of model parameters on model 
output, the model parameter interactions and model non-linearity have also been 
assessed. Therefore, three measures have been calculated: STi—the Sobol total order 
sensitivity index, σ from the Morris method and rS—the Spearman correlation coef-
ficient. In the case of the latter, only the non-linearity effect is taken into account. 
The results for each analysed model output (NS coefficient at seven gauging sta-
tion-related cross-sections) are presented in Fig. 6. Generally, the outcomes from 
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the three methods applied are similar for the parameters with a high influence on 
the model output. Significant differences in the parameter ranking and in the esti-
mated measures were found for the rest of the parameters. The results for the two 
most upstream located cross-sections are similar, contrary to the estimates for the 
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Fig. 5  A comparison of the sensitivity analysis results using three measures: Si, |rp| and μ*. The 
x-axis denotes the MIKE 11 model parameters (manning roughness coefficients at the cross-
sections: 1—Zawichost, 2—Annopol, 3—Puławy, 4—Dęblin, 5—Gusin, 6—Nadwilanówka, 
7—Warsaw Port Praski)
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Fig. 6  A comparison of the sensitivity analysis results using three measures: STi, rS and 
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downstream located sections. These differences in the results at the  cross-sections 
in the lower end are due to uncertainty propagation from the upstream located 
 cross-sections and also an influence of downstream boundary condition.

7  Conclusions

This study presents the results of sensitivity analyses by the three methods: Sobol, 
Morris and correlation-based approach applied to the flow routing model MIKE 11 
for the reach of the River Vistula between Zawichost and Warsaw Port Praski. The 
applied model is characterized by Manning roughness coefficients for each of 114 
cross-sections. It is assumed that only seven roughness coefficients from the con-
trolled cross-sections: Zawichost, Annopol, Puławy, Dęblin, Gusin, Nadwilanówka 
and Warsaw Port Praski are randomly drawn in the SA procedures. The Manning 
values for other cross-sections are linearly interpolated by MIKE 11 software. The 
Nash-Sutcliffe efficiency criterion estimated on the basis of simulated and observed 
water levels in each of the control sections was selected as the model output.

We compared the direct and total influence of MIKE 11 model parameters on 
the output using three SA methods. The results show that the roughness coeffi-
cients of the analysed cross-sections and the next downstream reaches have a 
significant influence on model output (NS values). Only the results for the gaug-
ing station in Warsaw Port Praski do not confirm this finding, probably due to the 
influence of the downstream boundary condition (the rating curve at Warsaw Port 
Praski cross-section). The influence of the other parameters is negligible for the 
first two stations or less important in the case of Puławy and Dęblin gauging sta-
tions. The results for the stations located downstream are characterized by a large 
influence of almost all parameters.

Comparison of the results of the sensitivity measures between the methods used 
show significant compliance. The differences were found only for parameters with 
relatively little impact on the values of the coefficients of NS. A comparison of the 
results of the three methods along the river reach shows that the results from the 
beginning of the reach are more similar to each other than to those for the cross-
sections located downstream as a consequence of uncertainty propagation from the 
upstream located cross-sections.

Generally speaking, the outcomes from the study indicate that appropriate 
model calibration strategy should not consist of a series model optimization for 
independent sub-reaches but rather it should be performed as multiobjective opti-
mization or single objective optimization that integrate the goodness of fit criteria 
for all control cross-sections.
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Abstract The influence of floodplain plant communities on flood conveyance 
has been estimated using a two-dimensional hydrodynamic model CCHE2D to 
model flow in the contemporary River Vistula channel in Warsaw. In the study 
the channel reach between 501 and 521 km limited by flood protective dikes has 
been analyzed. The influence of vegetation on flow resistance has been estimated 
by applying two scenarios of flood wave passage. The first scenario “0” describes 
the flow with existing dense vegetation and scenario “1” simulates the situation in 
which tall trees and dense shrubs are cleared at the right river bank between 509 
and 519 km. Simulations have been run for the discharges Q1 % = 6430 m3 s−1 
and Q0.1 % = 8250 m3 s−1. Obtained results show that the largest, 0.56 m decrease 
of the water surface after the trees cutting occurs at 510 km and discharge Q0.1 %. 
Application of 2D hydrodynamic model for different scenarios of the floodplain 
maintenance helps to predict the flood conveyance in highly urbanized and vulner-
able area of the city of Warsaw.

1  Introduction

One of the standard techniques of the flood protection is the construction of 
dikes which limit the area of inundated floodplain. This is a relatively inex-
pensive method of reducing the flood risk, but has also a number of negative 
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effects. Smith and Winkley (1996) have shown that in the Mississippi river the 
narrowing of the corridor for flood passage has increased the channel erosion 
and raised the need for river training works. Regulation of the river in sake of 
the dikes protection led to an increase in river flow velocities, causing deepening 
of the channel and growth of a new floodplain. Such a process is visible also, 
for example, at River Elbe which has been regulated at the beginning of 19-th 
century (Bart et al. 2009). A similar process is observed at the regulated reach 
of the lower River Vistula where new floodplain was built below the Włocławek 
dam (Babiński 2004).

The new floodplain created between the regulated channel banks and the dike 
foot slopes is a place of intensive growth of plants. The vegetation in the flood 
corridor can have positive influence by slowing down flood wave propagation in 
the river valley and enhancing sedimentation at the floodplain, but also negative 
influence by increasing the water level during the flood which affects the risk of 
inundation of the area protected by dikes (Baptist 2004). In the flood management 
policy we have to answer the question which of these processes is more impor-
tant at a given location. On the one hand, it is important to decrease the dynamics 
of flood but also to reduce the risk of flood caused by higher water stages. This 
problem is visible in case of the River Vistula valley in Warsaw. Dense vegetation 
which has developed on a new floodplain provides important ecological services 
but is disputable when we think about the flood safety.

First attempts on evaluating the influence of riparian vegetation on river 
hydraulics have been undertaken by Cowan (1956) and Chow (1959). They have 
been using different Manning roughness coefficients representing appropri-
ate types of the land covers. Also physical hydraulic models have been used for 
studying the velocity field and momentum transfer between the main channel and 
floodplains covered by vegetation (Pasche and Rouve 1985). A new approach is 
the application of hydrodynamic models, which makes possible simulation of the 
flood passage through the given reach of the river valley assuming different veg-
etation cover scenarios.

At the floodplain there is a belt of accelerated flow caused by the momentum 
transfer from the main channel; the width of this belt is equal to half of the main 
channel width. At a longer distance from the channel bank, the water velocities 
are lower and vegetation cover in this area affects the flood conveyance to a lesser 
degree (Knight and Shiono 1996).

Leu et al. (2008) have performed numerical experiment to show the optimum 
vegetation clear cut at the floodplain. Their results have confirmed the fact that the 
most significant improvement of hydraulic properties is achieved by clearing the 
floodplain from the trees and shrubs in a parallel belt to the river bank.

The aim of this study is to show the influence of vegetation developed on a 
newly formed floodplains on flood conveyance properties. Very special condi-
tions of the Warsaw’s reach of the River Vistula make a problem of flood con-
veyance one of the important issues related to the management of the flood 
risk. Two scenarios are studied using 2D hydrodynamic model CCHE2D. The 
scenario “0” describes flow with existing dense vegetation and scenario “1” 
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simulates the situation in which tall trees and dense shrubs are cleared at the right 
bank between 509 and 519 km. Simulations have been run for the discharges 
Q1 % = 6430 m3 s−1 and Q0.1 % = 8250 m3 s−1.

2  Description of the Study Area

The River Vistula valley in the city of Warsaw has been formed at the end of 
Pleistocene and has got its recent shape through the Holocene period. The Warta 
glaciation has formed glacial uplands of Równina Warszawska and Równina 
Wołomińska, while younger stages of Wkra and Mława glaciations are responsible 
for shaping the main valley course with the outlet in the proglacial lake occupied 
today by the lowland of Kotlina Warszawska (Mojski 2005). Between the glacial 
uplands there have been formed river terraces. At the end of the Vistulian glacia-
tion the higher Pleistocene terraces, called Otwock terrace and Falenica terrace, 
have been formed. At the beginning of Holocene the over-flood Praga terrace has 
been formed. The higher flood terrace (Wawer terrace) developed in the early 
Holocene. It stretches along both banks of the river, forming the widest flood-
plain. When forming this terrace, Vistula had the pattern of a meandering river. 
The traces of meander bends are visible as curved undercuts at the edge of over-
flood (Praga) terrace, for example in the areas of Wawer-Gocław and Powsin. The 
remnants of the meandering are preserved also as oxbow lakes in Wilanów and 
Czerniaków districts.

Until almost the end of the 19th century the Warsaw stretch of River Vistula 
remained in its natural state. Meandering pattern of the river channel has been 
changing into braiding pattern which creates islands, channel bars and side arms 
of the river. Initially, only short reaches of the flood protective dikes existed at the 
left bank (511.5–513.8 km) and the right bank (515.5–518.5 km).

The catastrophic flood of July 1884 gave an impulse for undertaking the regu-
lation of the river and extension of the flood protective dikes. In the years 1923–
1931 further regulation work was carried out, with the purpose of protecting the 
shores and the newly built dikes after the flood of 1924. Immediately after the 
World War II the river channel of Vistula in Warsaw became the debris dumping 
ground, so that the cross-sections of the high discharges narrowed down by some 
50 % in comparison with the middle Vistula, forming the so-called Warsaw “cor-
set” over the segment of 507–517 km. Such a situation is due to geological struc-
ture (the extension of the Praga terrace) and narrow flood protection dikes spacing 
fitting the bridges active cross-sections. Narrow Warsaw downtown reach of the 
River Vistula together with river training structures is shown in Fig. 1. Spacing 
between flood protective dikes in this area is shown in Fig. 2.

The water levels of the River Vistula in Warsaw are observed at the gauge Port 
Praski, which has been in operation for nearly 200 years. This reach has a drain-
age area of 84,857 km2, and is located at the 513 km of the river course, on the 
right bank of the River Vistula at the inlet canal of the inland harbor. Characteristic 
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discharges are: mean low flow QL = 194 m3 s−1, average flow QM = 561 m3 s−1, 
Q1 % = 6430 m3 s−1, Q0.1 % = 8250 m3 s−1. Values of the characteristic dis-
charges have been taken according to report by Institute of Meteorology and Water 
Management IMGW (2006).

Fig. 1  Plan of the Vistula River with river training structures and boundary of the computational 
mesh for a CCHE2D model

Fig. 2  The distance between the flood protective dikes and boulevards in Warsaw in a longitudi-
nal profile
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In history, winter floods were more frequent and were often caused by the ice 
jams, although the highest discharges were caused by the intensive rainfalls in sum-
mer months. Vistula in its middle reach has a transitional character; it means that 
the floods created in the upper part of the catchment in the Carpathian Mountains 
propagate down the lowland flood corridor constrained by the flood protective dikes.

Fig. 3  Rating curves at Warsaw Port-Praski gauge (513.3 km). a low flow range; b flood range. 
Prepared as a compilation of results published by Kornacki (1960), Mikulski et al. (1969), Fal 
and Dąbrowski (2001), Kuźniar and Magnuszewski (2010), Ozga-Zieliński et al. (2010) and 
hydrodynamic modeling with the use of CCHE2D model
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According to the design rules, the dikes should have elevation providing safe 
passage of the flood wave that has a recurrence of 1000 years (Q0.1 %). In Warsaw 
flood protection dikes are spaced by 400–600 m, whilst outside of the city they are 
1000–1700 m apart and are lower since they shield agricultural areas against the 
inundation caused by flood Q1 %.

The narrowing of the river valley creates the conditions favorable for a channel 
bottom erosion. The lowering of the river bottom has been observed at the begin-
ning of 20-th century when first rating curves started to be available. Starting from 
the first rating curve established in 1919 up to 2010, the bottom of the river has 
dropped by 2.05 m (Fig. 3a).

Additional processes responsible for the river bottom erosion are the dredging 
works, performed for the sake of obtaining proper depths for the navigation. The 
first dredging works for the navigation purpose have been documented in 1923.

Erosion has accelerated after the war when large volumes of sand were exca-
vated from the river channel for the process of reconstruction of rapidly grow-
ing city. In the year 1950, about 500,000 m3 of sand has been excavated from 
the River Vistula channel in Warsaw. This volume is equal to the amount of the 
bedload transported by the river from the upper reach of the catchment (Skibiński 
1963). In the years 1952–59, the volume of dredged sand has increased to 
850,000 m3 annually, reaching almost 2,000,000 m3 in 1978.

Fig. 4  Aerial photo of the Vistula River in Warsaw showing “corset” and new floodplain with 
the dense vegetation in the 513–514 km reach (photo by Marek Ostrowski)
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Comparison of the curves (Fig. 3b) shows that in a zone of the highest stages 
the rating curve of 2010 is lower than the curve of 1960 but still higher than the 
initial curve of 1919. This pattern indicates that the initial flood conveyance has 
declined. That can be explained by the influence of the river training works from 
the 1960, as well as the subsequent channel erosion. The first reaction of the chan-
nel to the river training works was the development of a new floodplain between 
the groins (Fig. 4). Erosion processes in the channel are reflected by lower position 
of the newest rating curve.

3  Method Description

To study the influence of vegetation on flood conveyance in the Vistula chan-
nel in Warsaw, the hydrodynamic 2D model called CCHE2D, developed at the 
National Center for Computational Hydroscience and Engineering (NCCHE) at 
the University of Mississippi, USA, was applied. The model simulates free sur-
face flow, and is based on the depth-averaged Navier-Stokes equations. Turbulent 
shear stresses were estimated using Boussinesq approximation, with the introduc-
tion of turbulent eddy viscosity. The set of equations is solved implicitly by the 
control volume method. Model description and examples of application are given 
by Altinakar et al. (2005).

In the CCHE2D model, numerical calculations are carried out at the nodes of 
an irregular rectangular mesh. There is a separate subroutine for mesh design and 
interpolation of channel geometry from DEM as well as selection of Manning 
roughness values. The geometric information was obtained from the DEM of 20 m 
resolution. DEM contains 78,600 x, y, z coordinates.

The data for DEM have been combined from a river soundings and irregular 
elevation points obtained from digital stereoscopy representing the floodplain and 
higher terraces. The Manning roughness coefficient n was assigned to land-use 
classes according to the literature values: 0.03 for river channel, 0.04 for open area 
with a low vegetation, 0.06 for settlement area, and 0.11 for forest and tall vegeta-
tion. The spatial distribution of the values was obtained from recent topographic 
maps.

Computing mesh has been designed for a reach of the channel between 501 
and 521 km limited by the flood protective dikes. Mesh with the resolution of 
i = 50 by j = 400 lines has been obtained. Spacing along i lines is in the range of 
20–30 m, whilst along j lines it is 40–50 m. The upper and lower boundary condi-
tions selected for calculations are given at Table 1.

In the procedure of model verification, a steady flow has been set as the upper 
boundary condition and the discharge corresponding to the 1997 year flood, 
Q1997 = 4170 m3 s−1, for which a longitudinal profile of the water level during the 
flood peak flow has been measured. Field measurements of the water level eleva-
tion have been done by OPGK-Lublin geodetic survey company. Model results ver-
sus water level measurements show good fit 501–505 km and 515–521 km (Fig. 5).  
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The average difference in the water elevation between observed water levels and 
model calculation is 0.26 m. The difference can be explained by the fact that 
the water level measurements have been done during the passage of flood with 
unsteady flow characteristic, whilst model represented steady flow conditions. 
In 1D models it is a common practice to calibrate the model by the change of 
Manning roughness coefficients; in this study, those values have not been altered 
for tuning the model.

Additionally, the model was validated at Q = 3059 m3 s−1, by compari-
son of calculated velocity to real current meter measurements performed by the 
Institute of Meteorology and Water Management (IMGW) during the flood of 10 
June 2006. The value of maximum vertical velocity measured at the profile of 
Świętokrzyski Bridge by a current-meter was 2.15 m s−1, while that calculated by 
the CCHE2D model was 2.36 m s−1.

The influence of trees and shrubs cut at the right bank of a new floodplain in 
the reach of 509–519 km has been simulated by changing the Manning rough-
ness coefficient from 0.120 to 0.045. This corresponds to change (clear cut) of 
the dense floodplain forest (scenario 0) to meadows and park area (scenario 1). 
Figure 6a shows the distribution of Manning roughness coefficient in the natural 
state and Fig. 6b a scenario of the clear cut at 509–519 km at the right bank.

The area of the dense forest in the natural state (scenario 0) was 233.6 ha, 
while the area of the forest removed by the clear-cut (scenario 1) was 89.1 ha. 
This makes the lowering of the forest vegetation area by 38.1 %. The valley of the 

Table 1  Values of the 
upper and lower boundary 
conditions of the CCHE2D 
model of the River Vistula 
reach between 501 and 
521 km

Case Upper boundary condition
Q (m3 s−1)

Lower boundary 
condition
z (m a.s.l.)

1997 4170 80.35

1 % 6430 82.32

0.1 % 8250 83.30

Fig. 5  Model verification 
results—comparison of the 
water surface elevation from 
measurements during the 
1997 flood (Q 1997) at the 
Vistula River in Warsaw 
and calculated by CCHE2D 
model
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River Vistula limited by the flood protective dikes between the towns of Płock and 
Dęblin belongs to the Natura 2000 “Special Protection Area”.

Alluvial soils had developed on the youngest flood terrace, which are some 
of the richest soils in Warsaw. Most of the alluvial areas within Warsaw are cov-
ered by vegetation that resembles the natural plant communities. Except of the 

Fig. 6  a. Distribution of 
the Manning roughness 
coefficient in complete 
vegetation cover (scenario 
0). b. Distribution of 
the Manning roughness 
coefficient with a clear cut 
of the tall plants on the 
right bank between 509 and 
519 km (scenario 1)
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river training structures and re-enforced sections and the areas within the vicinity 
of the sewers outlets, a pronounced vegetation zonation occurs on the river banks 
throughout the city. Species from the Class Isoëto-Nanojuncetea and Bidentetea 
tripatiti are found closest to the river channel. Salix scrub and Salix-Populus for-
ests, which are better preserved near the northern and southern boundaries of the 
city, occur further away from the river (Sudnik-Wójcikowska and Galera 2011). 
The forest complex belongs to Salici-Populetum which according to Nature 2000 
has the symbol 91E0—alluvial forests.

Calculations for two defined scenarios have been done assuming discharge of 
Q1997, Q1 % and Q0.1 % with a steady flow conditions. The lowering of the water 
surface elevation due to a tall vegetation clear-cut is shown at Fig. 7.

4  Discussion of Results

Application of the 2D hydrodynamic model to study the influence of vegeta-
tion on flood conveyance makes it possible to design proper maintenance works, 
and select the optimal solution. This class of the models reflects the process of 
momentum transfer between the main channel and floodplain with a vegetation 
cover.

The obtained results indicate that by performing the clear cut of the tall veg-
etation at the right bank of the River Vistula floodplain in the city of Warsaw it is 
possible to lower the Q0.1 % water surface elevation below the crest of the flood 
protective dikes (Fig. 8). This vulnerable area is located at the right bank between 
513–514 km and is difficult to protect against the flood, due to the fact that on top 
of the dike there is a major street with transit traffic.

The maximum decrease of the water level due to tall plants clear cut is 
observed at the entrance to the Warsaw “corset”—near 510 km. This is an impor-
tant area which has to be well protected from flooding because in the case of dike 
breaching a vast, densely populated area of Warsaw could be inundated.

The specific conditions of the River Vistula channel in the city of Warsaw 
require special care to provide enough space for flood conveyance. Erosion of 
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Fig. 7  Lowering of the water surface elevation at discharges of Q1997, Q1 %, Q0.1 % in a scenario 
1 of tall plants clear-cut at the right bank floodplain between 509 and 519 km
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the river channel induced by the limited spacing between flood protective dikes 
and river training works improves flood conveyance but enhances also the growth 
of a new floodplain with an environment favorable for the development of dense 
vegetation.

The presented results are important for understanding and evaluating the role of 
dense vegetation cover for decreasing the flood risk in the downtown of Warsaw. 
The alluvial forest in the city has an ecological importance for Nature 2000 net-
work but in the context of flood conveyance in the Warsaw “corset” it should be 
re-evaluated.
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na odcinku od km 504,1 do km 513,3 na zagrożenia powodziowe. Instytut Meteorologii i 
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Ozga-Zieliński B, Szkutnicki J, Kadłubowski A, Chudy Ł (2010) Wisła w Warszawie—wybrane 

problemy hydrologiczne. Gospodarka Wodna 12:490–493
Pasche E, Rouve G (1985) Overbank flow with vegetatively roughened floodplains. J Hydraul 

Eng 111(9):1262–1278
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Abstract The aim of the study is development of an integrated flood forecast-
ing system for the middle reach of the River Vistula between Zawichost and 
Warsaw Port Praski. It has a modular structure, consisting of flood wave transfor-
mation models for the main river reach. The system predictions are based on water 
level observations, as the most robust information on the system state. We describe 
the system structure and we show that three-day ahead predictions of water levels 
at Warsaw Port Praski reach of the river can be obtained using a simple, lumped 
parameter Stochastic Transfer Function (STF) model. Apart from a single lumped 
model also serially connected Single Input Single Output (SISO) and Multiple 
Inputs Single Output (MISO) STF models describing river sub-reaches situ-
ated between the gauging stations have been derived. In this way, the system can 
have either lumped or semi-distributed structures. Due to the stochastic nature of 
the methods applied the confidence limits of the predictions are also estimated. 
The ability to tackle the nonlinearity of the flood wave transformation process by 
means of the Hammerstein-Wiener modelling approach is studied.
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1  Introduction

Hydrological models used in the national operating systems for the purpose of 
short-term flow forecasting are based on empirical relationships between water 
level observations at neighbouring gauging stations along the river, simplified 
open-channel flow routing models and hydrodynamic models (e.g. MIKE 11, 
IHMS HBV-HD).

The recent big floods in Poland, in 1997 and 2010, promoted a discussion on 
the issue of flood forecasting. The 2010 year flood was one of the largest since 
the 19th century in Poland. The second flood-wave followed the first only 10 days 
later, with high water levels along the middle and lower River Vistula reaches. 
Very large flood damages incurred showed that that the current flood warning and 
defence system is not efficient. In addition, it does not take into account uncer-
tainty of hydrological forecasts and does not provide appropriate tools to help the 
decision makers to manage the risk of flooding.

The flood alert system plays an important role in decreasing the flood-risk. 
After the disastrous flood in 1997, the existing system of Hydrological Forecasting 
for the whole of Poland was upgraded and modernized as a component of the 
Emergency Flood Recovery Project, financed by the World Bank. The lat-
ter has the form of a System of Monitoring, Forecasting and Warning (SMOK), 
transformed into the System of Hydrology (SH), developed in the Institute of 
Meteorology and Water Management (IMGW). The operational hydrological mod-
els used for short-term flood forecasting include simplified models of flood wave 
transformation in the river channel and hydrodynamic models, such as MIKE 
11 and IHMS HBV-HD (Kadłubowski 2005). The 2001 and 2010 floods of the 
Vistula showed that un-gauged tributaries played an important role in flood wave 
transformation along the river. This indicates that the meteorological forecast 
might be of major importance in predicting the evolution of a flood wave along the 
river.

In contrast to the purely deterministic forecasts obtained in the forecasting sys-
tem currently operating on the territory of Poland, we propose a stochastic fore-
casting system, which gives the most probable water level predictions together 
with their 95 % confidence intervals. Knowledge of reliability of water level esti-
mates is very important in determining the risk of flooding required by the flood 
warning system (Romanowicz et al. 2006a) and is a necessary condition of a feasi-
bility of a flood forecasting system in Europe (Thielen et al. 2007).

Distributed hydrodynamic models are used to describe flood wave transforma-
tion in an open channel (Chow 1959; Mahmood et al. 1975; Abbott 1979; Cunge 
et al. 1980; Madsen et al. 2003; Szymkiewicz 2010), models based on neural 
networks (Park et al. 2005) and non-linear time series models (Porporato and 
Ridolfi 2001). The most popular among hydrodynamic models are: ISIS, Mike11, 
Lisflood, HEC-RAS and Sobek (e.g. Huizinga et al. 2005). However, these mod-
els require long computing times that increase when high accuracy of predictions 
is required. Usually this is not a problem when single analysis of the modelled 
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system is being performed, but may be troublesome when multiple runs of the 
model are required, e.g. during optimization of the model parameters or when esti-
mating model prediction uncertainty using Monte Carlo based methods. In some 
practical applications, for example, flood forecasting in real-time, simplified meth-
ods provide equally good results with much lower computing costs (Romanowicz 
et al. 2006a). In this work, an alternative modelling approach that applies a dis-
crete Stochastic Transfer Function (STF) model is followed, identified only on 
the basis of the observed time series of water levels. The modelled river reach 
is divided into segments according to the location of gauging stations along the 
river. For each segment, a lumped parameter STF model is identified, with param-
eters which may have physical interpretation, and therefore they are called grey 
box models. The methods applied in this work for the middle reach of the River 
Vistula are an application and extension of methods described in Romanowicz 
et al. (2006a, b, 2010, 2014).

The stochastic flood forecasting system presented in this work has a modular 
structure and consists of in-series connected STF models, that describe transfor-
mation of a flood wave between the gauging stations. In view of the experience of 
one of the authors, in the models, water levels instead of flows are used as driving 
variables (Romanowicz et al. 2006a). As water levels rather than flows are consist-
ently measured, this approach allows errors associated with nonlinear transforma-
tion of water levels into flows (rating curve) to be avoided. The approach adopted 
allows for the estimation of parametric uncertainty of the STF models and the 
uncertainty of complete system predictions to be assessed.

The river reach between Zawichost and Warsaw Port Praski, used as a case 
study, is presented in Sect. 2. In Sect. 3 the research methods are presented at a 
glance and estimated STF models for individual parts of the river between gaug-
ing stations are given. Section 4 gives a short summary of parametric uncertainty 
analysis of the STF models and the propagation of uncertainty in the integrated 
system. Section 5 contains a summary.

2  The River Vistula Reach Between Zawichost 
and Warsaw Port Praski

Stochastic flood simulation system has been designed for the middle River Vistula 
reach between Zawichost and Warsaw Port Praski gauging stations (Fig. 1). 
Along that river reach, hydrological monitoring is carried out at 7 gauging sta-
tions: Zawichost, Annopol, Pulawy, Deblin, Gusin, Nadwilanówka and Warsaw 
Port Praski. As shown in Fig. 1 there are ten tributaries within the studied reach. 
Because of the substantial differences in size and flows, only three largest tributar-
ies were taken into account: Kamienna, Wieprz and Pilica. The description of the 
rivers is given by (Osuch 2015, this book).

In order to extend the lead time of the forecast, the system was extended by 
the additional STF modules based on the available observations up-stream of 
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Zawichost at gauging stations of Kraków (69.2 km) and Szczucin (194.1 km). The 
geomorphology of the river reach is typical of a lowland river, with a wide chan-
nel situated on moving sandy bed. Therefore, the channel is prone to changes of its 
course during high flows and, in particular, during the ice-melt induced floods.

3  Methods

3.1  Modelling the Transformation of Flood Wave Using 
the STF Approach Based on Water Levels

The Stochastic Transfer Function (STF) model was applied to describe the 
transformation of flood wave between Zawichost and Warsaw Port Praski gaug-
ing stations. It is a lumped grey-box modelling approach based on observations 
that follows the Data Based Mechanistic (DBM) philosophy (Young 2001). In 
that approach, a model structure is identified based on available observations 
using information-efficient statistical tools. Among the statistically feasible mod-
els only those that can be explained in a physically meaningful way are chosen. 
Depending on the modelled system complexity, transfer function model can take 
many forms. In this work, the transformation flood wave between Zawichost and 

Fig. 1  Diagram of the 
analysed reach of the River 
Vistula between Zawichost 
and Warsaw Port Praski
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Warsaw Port Praski was described using two types of STF models, with a sin-
gle input (Single Input Single Output) SISO and with two inputs (Multiple Input 
Single Output) MISO models, as presented in Fig. 2.

The discrete-time SISO type STF model can be presented as (Young 1984):

where uk−δ1 denotes STF model input at time period k (upstream water level), xk is 
the underlying ‘true’ water level, yk is the noisy observation of this variable, δ is a 
pure, advective time delay of δΔt time units, A(z−1) and B(z−1) are polynomials of 
the transfer function. These polynomials are in the form:

in which z−p is the backward shift operator, i.e. z−pyk = yk−p, and A(z−1) is 
assumed to have real roots (eigenvalues) that lie within the unit circle of the com-
plex z plane. Generally, the additive observation noise ξk in (Eq. 1) can be both 
heteroscedastic (i.e. its variance changes over time) and autocorrelated. In this 
study the noise was assumed to be white.

It is assumed that the noise term includes all the model and input uncertainty at 
the output of the system, i.e., measurement noise, unmeasured inputs, and uncer-
tainties associated with the model structure. The orders of the polynomials, n and 
m, are identified from the data during the identification process. The model struc-
ture identification and estimation of parameters are performed using the Simplified 
Refined Instrumental Variable (SRIV) method from Captain toolbox (Taylor 
et al. 2007). In the approach we follow, it is assumed that input is deterministic. 
Therefore, in order to take into account the input uncertainty we have to apply 
the rules related to the transformation of the input noise through a linear system 
(Romanowicz and Young 2003). In order to take into account the noise heterosce-
dacity, the transformation of model variables is required (Box and Cox 1964). The 
result of model structure identification for the SISO models is given in the form of 
three values [n m δ] denoting the length of polynomials A, B, and pure advective 
delay, respectively.

(1)
xk =

B(z−1)

A(z−1)
uk−δ

yk = xk + ξk

(2)
A(z−1) = 1+ a1z

−1
+ a2z

−2
+ · · · + anz

−n
; B(z−1) = b0 + b1z

−1
+ b2z

−2
+ · · · + bmz

−m

Fig. 2  The schematic representation of two types of the STF models, SISO (left panel) and 
MISO (right panel)
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Model calibration is performed using the sum of square errors of one step ahead 
predictions, the so-called R2

T criterion. It is defined as a ratio of model output variance 
explained by the model. It takes values between 0 and 1 (0–100 %). The higher the R2

T 
value the better the fit of the model results to observations. Following the DBM ideol-
ogy (Young 2001), the STF models applied in our study should have physical interpre-
tation. Therefore, the analysis of model parameters provides an insight into the time 
constant and the advective delay of the flow transformation process (Young 2002). The 
time constant of the first order approximation of the model dynamics has a form:

where Δt denotes model discretisation time and a1 is a coefficient of the polyno-
mial (Eq. 2).

In order to take into account the influence of tributaries, the STF models with 
multiple inputs can be applied, the so-called Multi Input Single Output (MISO) 
models. In the case of a model with two inputs, a model equation has the follow-
ing form:

where u1,k−δ1 denotes water levels measured at the gauging station situated on 
main river channel with an advective delay δ1 and u2,k−δ2 denotes the tributary 
input (here water level) with an advective delay δ2.

Identification of the model structure and estimation of its parameters is per-
formed in a similar way as in the case of the SISO models. The results of model 
structure identification for the MISO models with two input variables are given in 
the form of five values [n m1 m2 δ1 δ2] denoting the length of polynomials A, B1, 
B2 and pure advective delays, respectively.

3.2  The Lumped-Parameter Linear SISO Model  
for the Zawichost-Warsaw Port Praski Reach

In the first instance the entire reach between Zawichost and Warsaw Port Praski 
was modelled by a single SISO STF. Daily observed water levels at the Zawichost 
gauging station served as input variable and the water levels at Warsaw gaug-
ing station were the simulated output. The best estimated STF model had a form 
[1 2 3], with 3-day advective delay and differentiated input. The final model equa-
tion has the form:

where uk−3 denotes water levels at the gauging station in Zawichost in time period 
k−3, and xk denotes noise-free model prediction (Eq. 1).

(3)T =

−�t

log(a1)

(4)xk =
B1(z

−1)

A1(z−1)
u1,k−δ1 +

B2(z
−1)

A2(z−1)
u2,k−δ2

(5)xk =
0.8913− 0.8562z−1

1− 0.9563z−1
uk−3
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The model goodness of fit in the form of R2
T criterion is equal to 90 % for the 

calibration period (1985–1987). During the validation period (1988–1997) the R2
T 

was equal to 88 %. The predictions are shown in Fig. 3 by a black thin line. Apart 
from the water level predictions also 0.95 confidence limits are presented in the 
form of the shaded area. The black dots denote the observations.

This model gives three-days ahead water level predictions and can be used as the 
first approximation of the flood wave routing within the studied reach. Therefore, the 
forecast lead time is equal to the travel time of the flood wave from Zawichost to 
Warsaw. That lead time could be prolonged if water level observations upstream of 
Zawichost, e.g. at Kraków and Szczucin, were used. This would require including 
two additional SISO STF models, from Kraków to Szczucin and from Szczucin to 
Zawichost. Inclusion of these models prolongs the lead time of a forecast to five days.

3.3  The Lumped-Parameter Non-linear SISO Model  
for the Zawichost-Warsaw Port Praski Reach

The STF modelling approach assumes that the input and output variables are 
nearly Gaussian (Young 2006). In order to improve the STF model performance 
by justifying that assumption we introduced the Box-Cox transformation (Box and 
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Fig. 3  Model SISO Zawichost-Warsaw Port Praski: validation stage: observations are marked by 
dots, continuous black line denotes the STF predictions, grey areas denote the 0.95 confidence limits
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Cox 1964) of both input and output variables (here, water levels measured at two 
gauging stations along the river):

where � = [�1, �2] are the Box-Cox parameters.
The STF model parameters are estimated simultaneously with the Box-

Cox transformation parameters. In that sense, the obtained model has the 
Hammerstein-Wiener structure, well known in many areas, e.g., nonlinear filter-
ing, audio-visual processing, signal analysis and biologic systems (Wills et al. 
2013). Models of that type consist of three blocks, nonlinear static transformation 
of input, linear dynamics and nonlinear transformation of the output, as shown in 
Fig. 1 of Chap. 10, this book.

The proposed model has a form:

where x∗k denotes Box-Cox transformed water levels at Warsaw gauging station 
(Port Praski) and u∗k−2 denotes Box-Cox transformed water levels at Zawichost.

The Box-Cox parameters have a form �u = [0.1376, 0.109] and �y =

[0.0353,0.1103].
A validation of the Hammerstein-Wiener model for the Zawichost-Warsaw reach is 

presented in Fig. 4. The R2
T for the calibration was 93 % and for validation it was 90 %.

(6)y(�) =

{

(y+�2)
�1

�1
, if �1 �= 0

log(y + �2), if �1 = 0

}

(7)x∗k =

0.4058 · u∗k−2

1− 0.3946 · z−1

Fig. 4  Validation of the Hammerstein-Wiener model with Box-Cox transformation of water levels 
on the input and output of the STF model Zawichost-Warsaw [1 1 2]; continuous line denotes H-W 
model predictions; red dots denote observations and shaded area denotes 0.95 confidence limits

http://dx.doi.org/10.1007/978-3-319-18854-6_10
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Using water levels instead of flows allows the problem of water balance to be 
neglected. Moreover, this approach can be used to elicit the form of the unknown 
rating curve transformation of water levels into flows if the condition for the water 
balance over a period of time is imposed during the optimization of the model 
parameters. In the present case study, the introduction of transformation gave a 
substantial improvement of the water level predictions but the delay time of the 
model was decreased by 1 day.

This example of an application of the nonlinear transformation of water levels 
suggests that cross-section nonlinearity can be addressed using a relatively sim-
ple approach. We applied Box-Cox transformation in order to improve the STF 
model predictions, but any other suitable transformation could be used. Moreover, 
the static transformation parameters can be adjusted to temporal changes in chan-
nel geometry. More work is required to explore the benefits that this approach can 
bring to solving flow prediction problems. Further in this study only an application 
of linear models is presented.

3.4  The Semi-distributed SISO Models for the River Reach 
Between Zawichost and Warsaw Port Praski

In the next step, the whole river reach was divided into five sections, following the 
location of gauging stations, as shown in Fig. 5. It should be noted that the divi-
sion of the reach into sub-reaches depends on the goal of the modelling. When the 
prediction with maximum possible lead time is needed, the longest possible reach 
should be chosen (e.g. Zawichost-Warsaw Port Praski, for predictions of water 
levels at Warsaw area), as the possible lead-time increases with the length of the 
reach. This approach allows a quick and reliable forecast of the flow propagation 
along the reach to be obtained by water managers.

Fig. 5  The scheme of the water level forecasting system Zawichost–Warsaw Port Praski consist-
ing of five single input single output (SISO) STF models
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Each model was calibrated using water level observations from the gauging 
stations. Further in this subsection the system is illustrated using the linear SISO 
modules. A summary of the identified model structures is given in Table 1. The 
model structure is presented following the notation introduced in Sect. 3.1, in the 
form of a vector [n m δ]. There are also given estimated model time constants 
(Eq. 3), the results of model calibration for the observations from the period 1985–
1987 and a verification of the observations from the period 1988–1997. The last 
column presents the standard deviation of prediction errors.

Good calibration and validation results were obtained for all analysed reaches. 
The best fit during calibration was obtained for the Zawichost-Annopol sub-reach, 
whilst the worst results were obtained for Annopol-Puławy sub-reach. All the sub-
models have the first order structure.

Model parameters differ in the sub-reaches. The model time constants vary 
from 0.21 day for Zawichost-Annopol sub-reach to 1.41 days for Annopol-Puławy 
sub-reach and 22 days for the whole Zawichost-Warsaw reach.

3.5  MISO STF Models for the River Reach Between 
Zawichost and Warsaw Port Praski

MISO STF model was applied to take into account major river tributaries within the 
studied reach. The whole reach was divided into three parts following the location of 
the main tributaries (Fig. 6): (i) the reach between Zawichost and Puławy with the River 
Kamienna tributary; (ii) the reach between Puławy and Dęblin with the River Wieprz 
tributary; (iii) the reach between Dęblin and Warsaw with the River Pilica tributary.

Each of the models includes a MISO STF function with two inputs and one 
output. The results of model structure identification and parameter estimates are 
given in Table 2. The model structure is presented following the notation intro-
duced in Sect. 3.1, in the form of a vector [n m1 m2 δ1 δ2]. Similar as for the SISO 
model, the period 1985–1988 was used for the calibration and the years 1988–
1997 were used for the validation.

Table 1  SISO STF models describing transformation of water levels along the river reach

The columns from the left to right denote: input and output of the models (gauging stations), 
model structure, time constants T, R2

T
 criterion for calibration and validation and standard errors 

of predictions

Input Output Model T [day] R
2

T
 % 

calibration
R
2

T
 %  

validation
Std 
[cm][n m δ]

Zawichost Annopol [1 1 0] 0.21 97.00 97.00 8.4

Annopol Puławy [1 1 0] 1.41 91.00 90.00 19.5

Puławy Dęblin [1 1 0] 0.97 92.00 94.00 12.0

Dęblin Nadwilanówka [1 1 1] 0.65 91.20 92.14 20.7

Nadwilanówka Warsaw Port 
Praski

[1 1 0] 1.37 92.40 92.48 9.6

Zawichost Warsaw Port 
Praski

[1 2 3] 22.40 90.00 88.00 23.4



153Stochastic Semi-distributed Flood Forecasting System …

Fig. 6  The scheme of simulation model Vistula/Zawichost–Vistula/Warsaw Port Praski with 
main tributaries: Rivers Kamienna, Wieprz and Pilica

Table 2  MISO STF models for Zawichost-Warsaw Port Praski reach with tributaries

Columns from left to right denote: location of input water levels; location of output water levels; 
model structure as given in Sect. 3.1; calibration results; validation results and standard errors of 
predictions

Inputs Output Model R
2

T
 % 

calibration
R
2

T
 % 

validation
Std (cm)

1. Vistula/Zawichost Vistula/Puławy [12211] 92.00 92.60 18.30

2. Kamienna/Czekarzewice

1. Vistula/Puławy Vistula/Dęblin [11111] 87.00 87.00 14.90

2. Wieprz/Kośmin

1. Vistula/Dęblin Vistula/Warsaw 
Port Praski

[11111] 89.00 89.00 28.80

2. Pilica/Białobrzegi
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All identified models have first order dynamics and one day advective delay. 
All the models give very good fit to the observations. The best results were 
obtained for the model with Vistula/Zawichost and Kamienna/Czekarzewice water 
levels as input variables and Vistula/Puławy water levels as an output variable. The 
determination coefficient R2

T equals to 92 % for the calibration and 92.6 % for the 
validation stages. Relatively worst results were obtained for the second of the ana-
lysed MISO models (87 %). The third of the derived MISO models has water lev-
els measured at Białobrzegi on the River Pilica and at Dęblin on the River Vistula 
as input variables and predicts water levels at Warsaw Port Praski gauging station 
on the River Vistula. The model structure [1 1 1 1 1] has the following form:

where u1,k−1 denotes water levels at the gauging station in Dęblin in time period 
k − 1, u2,k−1 denotes water level at gauging station Białobrzegi (Pilica) in time 
period k − 1 and xk denotes noise-free model prediction (Eq. 1).

The results of validation of this model are presented in Fig. 7.

(8)xk =
0.8378 · u1,k−1

1− 0.2488 · z−1
+

0.021 · u2,k−1

1− 0.2488 · z−1
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Fig. 7  Validation of MISO STF model with Vistula/Dęblin and Pilica/Białobrzegi water levels 
as input variables and Vistula/Warsaw Port Praski water levels as predicted variable; model struc-
ture is [1 1 1 1 1]: observations are marked by dots, continuous black line denotes the STF pre-
dictions, grey areas denote the 0.95 confidence bands
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Comparison of SISO and MISO results shows that a more complex model 
does not necessarily give better model predictions. The determination criterion 
R2
T obtained during calibration of SISO model for Zawichost-Puławy is 91 % 

whilst MISO model for the same reach gives R2
T equal to 92 %. For the next reach, 

Puławy-Dęblin, SISO gives better results than MISO model. The determination 
criteria for the calibration and validation stages for SISO are 92 and 94 %, respec-
tively, whilst MISO gives 87 % for calibration and validation stages. However, the 
flood wave travel times are better captured by MISO than SISO models.

4  An Integrated Simulation System and Assessment 
of Prediction Uncertainty

The integrated model of the whole river reach can include a combination of SISO 
and MISO modules, such as presented in Tables 1 and 2.

An example integrated model can have the following form:

1. Model MISO In: Vistula/Zawichost and Kamienna/Czekarzewice Out: 
Vistula/Puławy

2. Model MISO In: Vistula/Puławy and Wieprz/Kośmin Out: Vistula/Dęblin
3. Model MISO In: Vistula/Dęblin and Pilica/Białobrzegi Out: Vistula/

Warsaw Port Praski

The lead time of the predictions for the system from Zawichost to Warsaw 
equals three days and can be prolonged by the MISO In: Vistula/Szczucin and 
San/Radomyśl Out:Vistula/Zawichost model and SISO model Vistula/Kraków-
Vistula/Szczucin, giving two additional days of a lead, which gives five days of a 
forecast lead for Warsaw. The predictions of passage of the flood wave along the 
reach at gauging stations can be obtained using either SISO or MISO models as 
described by Romanowicz et al. (2006a, b, 2008) for the River Severn, UK, and in 
Romanowicz and Osuch (2008) for the River Narew.

The estimation of uncertainty of model parameters in the form of the covari-
ance matrix together with model prediction errors are the important advantages 
of the stochastic transfer function approach. In the case of a stochastic system 
consisting of serially connected SISO or/and MISO modules, the propagation of 
errors follows rules of a linear stochastic system, i.e. the variance of the output 
is propagated into the output in the additive form (Romanowicz and Young 2003; 
Romanowicz et al. 2006b).

The resulting uncertainty of model predictions, in the form of prediction 
standard deviations, is given in Tables 1 and 2. The standard deviation errors 
increase with the length of the modelled reach within the range of 8.4 cm for the 
Vistula/Zawichost-Vistula/Annopol and 23.4 cm for the Vistula/Zawichost-Vistula/
Warsaw Port Praski STF model for the validation stage.
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5  Conclusions

This study presents a semi-distributed stochastic system of water level predictions 
for the middle Vistula River reach from Zawichost to Warsaw. We show that accu-
rate distributed along the river reach predictions of water levels can be obtained 
using lumped STF models. The results of this work show that predictions of water 
levels at Warsaw Port Praski gauging stations can be obtained with three-to-five 
days lead times with an accuracy up to 20 cm std. Apart from the water level esti-
mates, the prediction 0.95 confidence limits are also estimated. We demonstrate 
that the linear STF approach to water level modelling can be extended to the non-
linear Hammerstein-Wiener model, which enables nonlinear channel geometry to 
be taken into account. The water level forecasts produced by the STF model with 
a Box-Cox transformation of both input and output variables gave better fits to 
the observations, but a one day shorter delay time for the Zawichost-Warsaw Port 
Praski reach than for the linear STF model. The approach is promising, particu-
larly in connection with its possible application within the on-line updating sys-
tem (Romanowicz and Osuch 2015, this book) and the possibility of taking into 
account time-varying river channel geometry. The proposed forecasting system 
is simple and effective in comparison with much more data and computer time 
demanding hydrodynamic distributed models, such as MIKE11. The applied sto-
chastic transfer function models are based on observations and therefore they 
require a good and reliable hydrological monitoring system, in particular in the 
regions of a high flood risk. On the other hand, distributed models allow the simu-
lation along the entire river reach to be performed, i.e. give spatial interpolation of 
water levels, whilst the STF models give predictions only at the observation sites.
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Abstract The aim of this study is the derivation of real-time updated, on-line flow 
forecasts at certain strategic locations along the river, over a specified time horizon 
into the future, based on information on the behaviour of the flood wave upstream 
and available on-line measurements at a site. Depending on the length of the river 
reach and the slope of the river bed, a realistic forecast lead time obtained in this 
manner may range from hours to days. The information upstream can include 
observations of river levels and/or rainfall measurements. The proposed forecast-
ing system integrates distributed modelling, acting as a spatial and temporal inter-
polator with lumped parameter Stochastic Transfer Function models. Daily stage 
data from gauging stations are typically available at sites 10–60 km apart and test 
only the average routing performance of hydraulic models rather than their abil-
ity to produce spatial predictions. Application of a distributed flow routing model 
makes it possible to interpolate forecasts both in time and space.

Keywords Distributed model emulator · Water level forecasting · Stochastic 
transfer function · Kalman filter

1  Introduction

Flow predictions along a river reach are required for flood protection, flood risk 
assessment and also for the planning of water infrastructure and water manage-
ment. Due to the uncertainties involved in hydro-meteorological observations 
and mathematical modelling, the resultant predictions are also uncertain. The 
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uncertainty increases with an increase of the time horizon of the prediction—e.g. 
when forecasts of flow are required many days ahead. Apart from the uncertainty, 
the speed of forecast acquisition might also be of concern, in particular when fast 
preventive actions should be taken to issue flood warnings to the public, or some 
water management actions should be undertaken. In these cases, stochastic emula-
tors of flood wave propagation might be very useful.

Following the definition given by Castelletti et al. (2012), an emulator can be 
understood as a lower-order approximation of the complex, process-based model, 
designed to be used as its substitute. In their study, the authors present a classifica-
tion of problems that can benefit from the application of an emulator and give a 
design framework specifying different methods used for the reduction of complex 
models and emulation.

Following that definition, papers by Young et al. (1996) and Romanowicz et al. 
(1996) can be seen as precursors of the emulation approach.

In the work of Young et al. (1996) an outline of an integrated statistical mod-
elling procedure was formulated that included three tools: sensitivity and uncer-
tainty analysis using Monte Carlo techniques, dominant mode analysis and Data 
Based Mechanistic DBM modelling. The authors applied the approach to model 
the global carbon cycle in a changing climate and modelling a horticultural glass-
house for the purpose of automatic control design. The results showed that those 
two complex environmental models can be approximated by much simpler and 
more easily handled models. The basic philosophy of that work was that the obser-
vations available do not support the high degree of model complexity and much 
simpler models based on data and, at the same time, providing physical interpreta-
tion, are suitable to describe the processes studied.

On the other hand, Romanowicz et al. (1996) presented a distributed flow rout-
ing model emulator (although it was not called by that name). It had the form of 
connected nonlinear storage reservoirs similar to the Cunge (1975) approach. The 
model was calibrated using 2D model results as a virtual reality. In that sense, the 
2D model was simplified to a discrete space form. The purpose of the model was 
an analysis of the uncertainty of flow predictions and the derivation of probabil-
ity maps of flood inundation areas using a Generalised Likelihood Uncertainty 
Estimation GLUE approach (Beven and Binley 1992).

An emulator of the HEC RAS model based on the Stochastic Transfer Function 
STF description of water level dynamics was presented by Young et al. (2009) and 
was applied to the River Severn reach between Montford and Shrewsbury, UK.

Apart from the approach aimed at reducing the complex model into a simpler 
form, as described by Castelletti et al. (2012), Kennedy and O’Hagan (2001) intro-
duced emulators of computer codes built in the form of a Gaussian process mod-
elling of model output. These emulators can be used to perform sensitivity and 
uncertainty analyses of a model which requires too much computer time to be dealt 
with directly (Kennedy et al. 2006). In contrast to process-based models, the main 
aim of these studies is focussed on finding statistical relationships between model 
variables. The physical interpretation of these relationships is left to the end user.
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Another application of an emulator to simplify the distributed flow routing 
model was presented by Romanowicz et al. (2010). In that study, the emulator 
based on the STF model was built using the water levels simulated by the HEC-
RAS model. The emulator was applied to the design of the control scheme for the 
water storage reservoir discharges, aimed at maintaining the desired water levels 
downstream of the reservoir. The application of a much more efficient numerical 
scheme in the form of the STF model allowed the optimisation of the reservoir 
control rules to be derived in a reasonable time.

In this study we apply this type of emulator within an on-line forecasting rou-
tine that utilises a Kalman filter approach (Kalman 1960). It might be of help in 
cases where the water level observations are performed with varying discretisa-
tion time. That situation occurs in the gauging stations along the River Vistula. 
The observations are routinely done daily, but during the flood alert and flood risk 
situations, the observations are performed on shorter time periods—every hour, 
0.5 h or even every 10 min, depending on the gauging station. Whilst that situation 
does not constitute a significant problem for the distributed flow routing model, 
the on-line updating of such system would have to be designed for irregular obser-
vation sets. The model is stochastic, enabling derivation of prediction uncertainty 
in a straightforward manner. The validation of the emulator and the comparison of 
its performance are done using available observations of water levels at the cross-
section at the Warsaw Nadwilanówka gauging station.

2  Methods

The emulator of a distributed flow routing model described in this study has the 
form of serially or parallel connected modules representing the desired spatial 
characteristics of the modelled reach. Each module is calibrated using the outputs 
simulated by a full distributed model. The form of a module depends on the vari-
able chosen to describe system dynamics (Romanowicz et al. 2010).

The general form of a single module is shown in Fig. 1. That form represents 
the class of block-oriented Hammerstein-Wiener models, well-known in engi-
neering practice (Wills et al. 2013). They are characterised by a linear dynamic 
block, placed between two static (memoryless) nonlinear blocks. The basic idea 
behind that representation is that the process nonlinearity can be separated from 
the linear process dynamics. An application of this type of model to flow routing 

Fig. 1  General form of the single ith module of a distributed model emulator of the Hammer-
stein-Wiener type; Hi denotes input variable; Hi+1 denotes the model output
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is presented by Romanowicz and Osuch, (Chap. 9, this book,), for water level pre-
dictions. The model structure may be simplified by applying only one nonlinear-
ity, at the input or the output. In the first case we have the so-called Hammerstein 
model; in the latter, we have the so-called Wiener model.

The structure of the emulator presented here depends on the choice of the 
model variable.

In our study, the emulator is based on the distributed model simulations, availa-
ble at each model cross-section and discrete in time. For clarity of explanation, let 
us assume that the emulator’s single module is built between the 1st and nth cross-
section. In the case where the emulator is built on the flow acting as a model vari-
able, with the water levels acting as an output variable, the system’s basic module 
will have the structure shown in Fig. 2.

The module consists of a linear dynamic part and nonlinear “inverse of a rating 
curve” static transformation of flow into water level. In this particular case, and 
further in this section, the system dynamics is modelled using the linear Stochastic 
Transfer Function (STF) model (Young 2006). However, other linear dynamic 
models can be used, e.g. a linear storage equation.

For water levels as a state variable, the emulator kth module has a form shown 
in Fig. 3.

The nonlinear static relation f (·) placed in front of a dynamic part repre-
sents possible nonlinearities between water levels at the cross-sections related to 
the channel geometry. This model structure was applied in flow routing, e.g., by 
Romanowicz et al. (2008).

As mentioned at the beginning of this section, the emulator can have a form of 
serially connected blocks, or can have a parallel structure. However, in the serial 
structure the error propagates downstream of the modelled reach and increases with 

Fig. 2  Module of an emulator based on flows; Q1,k denotes flow at 1st cross-section at time k, 
for k = 1,…, T; Qn,k denotes flow simulated at the nth cross-section at time k; hn,k denotes water 
levels at the nth cross-section at time k; g(·) denotes the inverse rating curve transformation

Fig. 3  Module of an emulator based on water levels; h1,k denotes water level at the model input 
at 1st cross-section at time k, hn,k denotes water levels simulated at the nth model cross-section at 
time k; f(·) describes process nonlinearity, e.g. related to channel geometry

http://dx.doi.org/10.1007/978-3-319-18854-6_9
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an increase of the number of modules (Romanowicz and Beven 2006; Beven and 
Lamb 2014). The parallel structure avoids this problem, but instead the estimation 
errors increase with the increasing length of the reach due to the growing complex-
ity of the flow transformation process involved (i.e., cross-sections are further apart).

2.1  Case Study

The Middle River Vistula reach stretches between Zawichost and Warsaw and is 
100 km long (Fig. 4). A detailed description of the reach is presented by Gutry-
Korycka et al. (2015, this book). A distributed flow routing model (MIKE11) 
was built for the reach based on data for the detailed river channel and floodplain 
geometry (Kochanek et al. 2015, this book). This model is used for the temporal 
and spatial interpolation of the water level observations available at only 7 cross-
sections (Zawichost, Puławy, Dęblin, Gusin, Warsaw Nadwilanówka and Warsaw 
Port Praski) and in the form of daily instantaneous measurements of water lev-
els. The observations span over 50 years, but they are irregular, with long periods 
missing either flow or level data. The flows at Zawichost are used as the model 
upper boundary condition and a rating curve describing the relationship between 

Fig. 4  The study area: middle reach of the River Vistula
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flows and water levels is used as a downstream boundary condition at the Warsaw 
 gauging station (near Port Praski) (Kochanek et al. 2015, this book). The  simulated 
water level data were used to build stochastic emulators in the form of a linear 
and/or nonlinear transformation of water levels at cross-sections along the river 
reach. An emulator based on flows was also developed. The models are stochas-
tic,  enabling the derivation of prediction uncertainty in a straightforward manner; 
therefore, they are suitable for scenario analysis of the water management system 
under uncertain climatic conditions.

2.2  Derivation of the MIKE11 Emulator; Comparison  
with the STF-Based Model Derived from Observations

The distributed model simulations can be registered at each model cross-section 
with the minimum discretisation time depending on the model numerical solution 
(0.5 h in the case presented). The emulator can be based on any available input-
output relationship within the simulated reach. However, in order to test the abil-
ity of an emulator to reproduce the MIKE11 simulations, we have chosen the 
reach between the Zawichost and Warsaw Nadwilanówka gauging stations, as an 
illustration. Nadwilanówka is situated at the upper end of the Warsaw reach. The 
Warsaw gauging station (the downstream end of the Warsaw reach at Port Praski) 
was not chosen, as it is strongly influenced by the downstream boundary condi-
tion (Napiórkowski and Dooge 1988). A 0.5 h discretisation time was chosen as the 
time step of the emulator. In the first instance, a linear STF model was applied. As 
the nonlinearity of the flow transformation process increases with the length of the 
reach, the selected example, being the longest, gives the worst-case scenario. Both 
water levels and flows were tested as model variables. We applied interpolated flow/
water level observations at Zawichost as input variables and simulated flow/water 
level values at the Warsaw Nadwilanówka gauging station as an output of the STF-
based emulator. The identified models have first order dynamics and 65 h advective 
delay both for water levels and flows acting as model variables. The emulator per-
formance for water levels is worse than for flows, indicating that MIKE11 has lin-
ear flow dynamics. The nonlinearity of water level transformation can be attributed 
to the nonlinear cross-section geometry. Figure 5 presents the validation results of 
the Zawichost-Nadwilanówka MIKE11 emulator based on water levels. The emula-
tor predictions are given together with 0.95 confidence limits obtained as a result of 
application of the STF (Romanowicz and Osuch 2015, this book).

The results of validation of the STF model emulator of MIKE11 flow predic-
tions are presented in Fig. 6. As mentioned, the distributed model flow simula-
tions are very well reproduced by the STF model. The accuracy of the validation 
expressed by the coefficient of determination R2

T coefficient is equal to 0.99. The 
flow observations shown as a red line illustrate that the MIKE11 model does not 
reproduce the flow timing correctly.
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Fig. 5  The STF-based MIKE11 emulator of water level predictions, validation stage; model 
Zawichost-Nadwilanówka; blue line denotes emulator predictions; black line denotes MIKE11 
simulations, red dashed line denotes observations and shaded area denote emulator 0.95 confi-
dence limits

Fig. 6  The STF MIKE11 emulator of flow predictions, validation stage; model Zawichost-
 Nadwilanówka; blue line denotes emulator predictions; dotted black thick line denotes MIKE11 
simulations; red line denotes observed flow rates and shaded area denotes emulator 0.95 
 confidence limits
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2.3  Application of a Stochastic Emulator for On-line  
Data-Assimilation

Data assimilation can be understood as a process of using the available observa-
tions to decrease the model prediction errors, either off-line, during the model cali-
bration or on-line when new observations become available.

Following Weerts and El Serafy (2006), data assimilation procedures allow an 
integrated assessment of input, model structure and observation uncertainty to be 
performed. The on-line updating methods can be divided into four groups depend-
ing on the variable that is updated (Refsgaard 1997). These variables include 
inputs, state variables, parameters and predictions. There are methods where more 
than one variable undergoes updating, as for example in Romanowicz et al. (2006, 
2008) where state variables and parameters were updated. Studies on the applica-
tion of coupled and dual updating mechanisms in hydrology were published, inter 
alia by Weerts and El Serafy (2006) and Moradkhani et al. (2005).

The aim of the integrated stochastic flow model is the prediction of water lev-
els with the lead-time corresponding to the time of a flood wave passage along 
the river reach. Prediction of water levels is most needed in those reaches which 
are urbanised and where the losses resulting from the flood would be highest. The 
assimilation of the observations of water levels at a gauging station nearest to the 
point of interest allows a decrease of prediction errors to be achieved. It can be 
performed using an adaptation of the Kalman filter gain (Kalman 1960; Young 
2002; Romanowicz et al. 2006).

Following the discussion given by Romanowicz et al. (2006), the procedure of 
building the model with on-line assimilation of the observations is as follows:

I. identification of the structure of the STF model and estimation of its 
parameters;

II. formulation of the STF model in a state space form for the application of the 
Kalman filter allowing the assimilation of observations on-line;

III. estimation of the noise to variance ratio (the so-called NVR); estimation of 
hyper-parameters of the data assimilation model (its gain parameter and the 
model variance for the N-step ahead prediction)

An estimate of the N-step ahead prediction (here water levels) has the form:

where x̂k+N is the N-steps ahead estimate of water levels obtained in step (II) and 
ηk+N represents the error of that estimate; p̂k denotes an estimate of the gain pk 
assumed to be described by the random walk model with the variance qk, which is 
one of the assimilation model hyperparameters. Under this assumption, the gain pk 
can be estimated on-line using a recursive minimum square estimation algorithm 
(Young 2002), based on the available observations up to time k.

The application of the above-listed procedure to the STF system of the Middle 
River Vistula reach described in Romanowicz and Osuch (2015, this book) 

(1)yk+N = p̂k · x̂k+N + ηk+N
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provides daily water level/flow forecasts due to the fact that only daily routine 
observations of water levels are available at gauging stations along the river. More 
frequent observations are taken only in case when the danger of flooding arises.

In order to use these more frequent, but sporadic, observations we apply the 
STF-based emulator of the distributed model described in the previous sub-sec-
tions, with a 0.5 h discretisation time. The model utilises interpolated to 0.5 h 
intervals water level observations at Zawichost as an input. Verification of the 
model performance was done on the interpolated to 0.5 h observations of water 
levels at the Warsaw-Nadwilanówka gauging station. The results of validation for 
the 5 h ahead predictions at Warsaw-Nadwilanówka gauging station are presented 
in Fig. 7. The figure shows the 5 h ahead forecasts together with 0.95 confidence 
limits obtained from the applied Kalman filter and updating routine summarised 
above. There are also shown the observations (red line) and the non-updated emu-
lator forecast is given by the blue line.

Validation of the on-line updating of water levels for lead times of 12 h is pre-
sented in Fig. 8. The forecast deteriorates with the increase of the length of the 
forecast lead-time. However, there is about 1 m error between the non-updated 
water level prediction and observations, whilst an on-line updated 12 h ahead 
 forecast over-predicts the peak value by 20 cm. As expected, further increase of 
the forecast lead-time increases the forecast error. Confidence limits provided by 
the method for the model predictions can play an important role in the decision-
making process.

Fig. 7  Emulator-based 5 h ahead forecast of water levels for Nadwilanówka gauging station; 
observations are shown with the red line; black line denotes 5 h ahead forecast; blue line denotes 
forecast without updating and shaded area denotes the 0.95 confidence limits
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3  Conclusions

The aim of this study was to present a summary of the work on the lumped-param-
eter emulator of a distributed flow routing model and its application to the on-line 
forecasting system for the Middle River Vistula. In this study we followed the on-
line updating methodology described by Romanowicz et al. (2006). The main dif-
ference between the former and the present approaches lies in the nature of the 
case study. Namely, only daily historical observations are available for the Vistula 
case study, whilst hourly data were available for the River Severn case study used 
in Romanowicz et al. (2006).

During a flood event, observations are taken more frequently and more time-
refined modelling tools are required for the forecast. The distributed model (e.g. 
MIKE11) provides about 3-days ahead forecasts for the Vistula reach between 
Zawichost and Nadwilanówka, but its prediction error is too large from a practical 
point of view. During the flood event, water management officers require on-line 
forecasts with a much smaller time step. The STF-based MIKE11 model emulator 
presented in this study enables an application of a Kalman-filter-based updating 
procedure that gives robust forecasts from 1 up to 15 h ahead lead-time. The other 
way forward would be to update the MIKE11 predictions on-line. However, that 
would require much more computer time compared to a lumped parameter emula-
tor. The other advantage of an emulator-based approach lies in the possibility of 
estimation of the uncertainty of the forecast without the necessity of introducing a 
Monte-Carlo-based approach required in the distributed model case.

Fig. 8  Emulator-based 12 h ahead forecast of water levels for Nadwilanówka gauging station; 
observations are shown with the red line; black line denotes 5 h ahead forecast; blue line denotes 
forecast without updating and shaded area denotes the 0.95 confidence limits
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The results of our study show that a simple lumped-parameter flow routing 
model can perform better than a distributed flow routing model at gauged cross-
sections. At the non-gauged cross-sections, the distributed model emulator pro-
vides fast and reliable responses. The study has shown that the MIKE11 model 
is nearly linear in flow predictions and the emulator based on a linear STF model 
gives sufficiently good results. Despite the nonlinear channel geometry, the water 
level predictions were reasonably good without nonlinear transformation of water 
level observations. Further work is underway towards improving the forecasts by 
the application of the H-W model in flood forecasting.
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Abstract Floods and low flows in rivers are seasonal phenomena that may cause 
several problems to society. Flow forecasts are crucial to anticipate high and low 
flow events. The forecasted flow is commonly given as one value, even though 
it is uncertain. There is an increasing interest to account for uncertainty in flood 
early warning and decision support systems. In response to that demand, ensem-
ble flood forecasting has been developed using ensembles of numerical weather 
predictions (NWP) as a driving force for rainfall-runoff models. However, NWPs 
require bias correction in order to correspond to observations. This study focuses 
on comparison of two hydrological models and two error reduction techniques of 
the European Centre for Medium-Range Weather Forecasts (ECMWF). Namely, 
we compare an application of the conceptual HBV and a data-based mechanistic 
(DBM) grey-box rainfall-runoff model and two statistical methods of error cor-
rection, based on Quantile Mapping (QM), with and without seasonal adjustment. 
The Biała Tarnowska catchment (southern Poland) is used as a case study. The 
study shows that a simple, DBM model has similar prediction capabilities as the 
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more complex conceptual HBV model. The use of QM downscaling techniques 
improves significantly the prediction skills, but seasonality can be neglected.

Keywords ECMWF forecast · Biała Tarnowska · Flood forecasting · HBV · DBM

1  Introduction

Advancing meteorological forecast methods trigger the development of hydrologi-
cal warning systems. The most recent weather prediction systems provide infor-
mation on the uncertainty of a forecast in the form of ensemble forecasts such as 
the European Centre for Medium Range Weather Forecasts (ECMWF see Buizza 
et al. 2007). Historic forecasts can be accessed through the THORPEX Interactive 
Grand Global Ensemble (TIGGE) project (Bougeault et al. 2010).

The ensemble forecast is obtained by introducing random perturbations to the 
model variables (i.e. initial conditions). The resulting distribution of the output is 
attributed to the model uncertainty (Zhu 2005). The second property is crucial for 
flood warning systems. Various studies have been devoted to a problem how to uti-
lize such probabilistic nature of the input taking also into account the uncertainty 
of hydrological models. The most common approach is based on the assumption 
that the uncertainty of a weather prediction overwhelms those of rainfall-runoff 
modelling, which can be therefore neglected (Pappenberger et al. 2011). The 
example applications are given by e.g. Gouweleeuw et al. (2005).

However, prediction skills of flow forecasts might depend equally strongly on 
the uncertainty of runoff models (Demirel et al. 2013). Many efforts have been 
made to include both sources of uncertainty, weather forecasts and hydrological 
models as well as initial conditions. The first combined approach, named cascad-
ing model uncertainty, was given by Pappenberger et al. (2005) and further devel-
oped by Cloke and Pappenberger (2009), He et al. (2009) and others.

The use of Numerical Weather Prediction (NWP) output in hydrological model-
ling requires application of downscaling techniques to link different spatial scales. 
The weather forecasts are issued for large computational cells of NWPs, while 
hydrological models are mostly conditioned on data collected with a much finer 
resolution or direct point measurements. A number of downscaling tools might be 
used to apply a correction to the weather forecasts and improve ensemble disper-
sion. These include statistical correction methods which can be applied either to 
meteorological ensembles or to hydrological forecasts, or to both input and output 
variables of a hydrological model (Zalachori et al. 2012).

The development of the stochastic NWP, that utilizes the forecast uncertainty, 
should allow for improving the prediction skills of the hydrological warning sys-
tems. This is a conclusion from various previous studies; however, it is still nec-
essary to investigate the applicability of this approach in different case studies 
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(Cloke and Pappenberger 2009). The objective of this work is to test two differ-
ent modelling approaches with the European Centre for Medium-Range Weather 
Forecasts (ECMWF) for the purpose of hydrological ensemble forecasting applied 
to the Biała Tarnowska catchment (southern Poland, Fig. 1). It is the first applica-
tion of the ECMWF forecasts in Poland. The first modelling technique involves 
the statistical downscaling of the forecast ensemble and a conceptual rainfall-
runoff model HBV (Bergström 1995). It is a common design of the flood warn-
ing model. In the second, approach, the grey-box model following the Data Based 
Mechanistic (DBM) methodology of Young (2001) is applied instead of the HBV 
model. It is the first time that the DBM model is applied with the ECMWF fore-
casts. The DBM model has much simpler structure than the conceptual HBV 
model that might be an advantage in an on-line forecasting. For both modelling 
concepts, an analysis of the influence of estimation uncertainty on the forecast per-
formance was performed. The hydrological models are customarily used for flow 
forecasting for lead times up to several days using meteorological forecasts of the 
European Centre for Medium-Range Weather Forecasts (ECMWF) as input. In the 
present application we analyze the efficiency of the warning system with discharge 
forecasts issued up to seven days ahead, as the longer lead times have not provided 
satisfactory forecast quality.

The two modelling approaches are compared in a sense of a Relative Operating 
Characteristic ROC (Peterson et al. 1954). Their performance is tested for different 
lead-times.

Next section presents the study area, followed by the methodology, numerical 
analysis, the assessment of forecasts and a discussion of the results.

Fig. 1  Study area: Biała Tarnowska catchment
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2  Study Area

Biała Tarnowska catchment is situated in southern Poland, in the Carpathian 
Mountains. The highest peaks within the catchment reach almost 1000 m a.s.l. It 
is a typical mountainous river with slopes up to 8.6 ‰ in the upper part and about 
0.9 ‰ in the lower part. The catchment area to the Koszyce Wielkie gauging sta-
tion, where stage observations are taken from, equals 956.9 km2. Biała Tarnowska 
catchment is characterized by high precipitations and a large variation of runoff 
during summer.

3  Methodology

The forecasts used in this study consist of perturbed ECMWF forecasts available 
from the THORPEX Interactive Grand Global Ensemble (TIGGE, Bougeault et al. 
2010). The current ensemble model has a resolution of ~16 km. However, it is still 
coarse with respect to requirements of hydrological runoff models, conditioned 
mostly on weighted point measurements of meteorological variables. These types 
of data differ from the NWP forecast, averaged in space, by a mean and also varia-
tion (Maraun et al. 2010). This has to be overcome by an application of downscal-
ing methods, which allows a link between the larger spatial scale of the NWP and 
a local scale of the hydrological model to be established. In hydrology, the most 
widely used are techniques of the Statistical Downscaling (SD), where the down-
scaling consists of identifying of a transformation that allows to unify the proper-
ties of the forecast ensemble with the observation data. The Dynamic Downscaling 
(Boé et al. 2007) is another downscaling approach where circulation models with a 
finer resolution are used. In the present study, two methods of the SD are applied, 
the Quantile Mapping (QM) with and without seasonal adjustment. In order to 
take into account uncertainty of hydrological model parameters and their struc-
ture, we test two different rainfall-runoff models. As the discharge from the basin 
is also influenced by the snow accumulation, the first is a conceptual HBV model 
(Bergström 1995), where this term is well developed. The second is a data-based 
(grey box) DBM model, with transparent structure that reduces the computational 
cost and therefore requires less computer time for the uncertainty estimation, 
which is advantageous in the real time flow forecasting.

The perturbed ECMWF forecasts have a form of 51 ensembles with an issue 
time every 12 h and lead-time up to 15 days. Due to the fact that only daily histori-
cal observations of rainfall, temperature and discharge/water levels are available, 
the approach will be illustrated using ECMWF forecast with the lead time of mul-
tiples of 24 h periods.

The HBV and DBM solutions depend on initial conditions. They are especially 
important during the winter period, when water is accumulated in the snow cover. 
Here, to include the water conditions of the basin in the flood forecasting model, 
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the simulation period was extended backwards by one or three months, depending 
on the season. In a result, before reaching the forecast time, the model state vari-
ables should not depend on initial values any longer.

Twelve different experimental tests of the bias correction and rainfall-run-
off modelling techniques applied during the performance tests are presented in 
Table 1.

3.1  Quantile Mapping

The direct outputs from meteorological forecasting systems are biased and 
especially precipitation is inadequate for reliable hydrological predictions. To 
overcome this problem, error correction is applied to both temperature and pre-
cipitation ECMWF forecasts. In this paper a Quantile Mapping (QM) method was 
applied.

The QM method was proposed by Panofsky and Brier (1968) and is widely 
used as a downscaling technique for ensemble forecasts (e.g. Boé et al. 

Table 1  Experimental tests of the flood forecasting system for the Biała Tarnowska catchment

No, Name Runoff 
model

Runoff model 
uncertainty

NWP downscaling method

1 DBM, Raw DBM no None/raw

2 DBM QM nonseasonal DBM no Quantile Mapping, without 
distinction of the seasons

3 DBM QM seasonal DBM no Quantile Mapping, conditioned 
separately for winter and sum-
mer season

4 DBM U, Raw DBM yes None/raw

5 DBM U 
QM nonseasonal

DBM yes Quantile Mapping, without 
distinction of the seasons

6 DBM U QM seasonal DBM yes Quantile Mapping, conditioned 
separately for winter and sum-
mer season

7 HBV, Raw, 1 PS HBV no None/raw

8 HBV, QM seasonal, 
1 PS

HBV no Quantile Mapping, conditioned 
separately for winter and sum-
mer season

9 HBV, QM nonseasonal, 
1 PS

HBV no Quantile Mapping, without 
distinction of the seasons

10 HBV, Raw, 6 PS HBV yes None/raw

11 HBV, QM Seasonal, 
6 PS

HBV yes Quantile Mapping, conditioned 
separately for winter and sum-
mer season

12 HBV, QM nonseasonal, 
6 PS

HBV yes Quantile Mapping, without 
distinction of the seasons
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2007; Wetterhall et al. 2012). The main advantage of the QM, comparing to the 
simple, delta change error-correction technique, is that it affects not only a mean 
value but also quantiles of distribution. Wetterhall et al. (2012), who analyzed 
different statistical downscaling methods, showed that QM provide a similar 
improvement of the flood forecast system as a Direct Method, where forecast is 
transformed by a constant factor.

In the QM method, the cumulative distribution functions (cdfs) are derived for 
previous forecasts and observation sets (Boé et al. 2007). The issued forecast is 
then transformed in two stages: (i) using the cdf of the simulations, variables are 
mapped to the quantiles, (ii) which then are converted to the corrected forecast 
by the inverse cfd for observation sets. Extreme values, especially in the case of 
a short training set, might fall beyond the ranges of the empirical cdf, bounded 
by minimum and maximum observation values. To overcome this issue, Boé et al. 
(2007) proposed an extrapolation using a constant correction, calculated as a dif-
ference of last quantiles for simulation and observation cdfs. This approach is 
applied in the present study.

For the Biała Tarnowska catchment, the cdfs were identified for 2006–2008 
period which is called later a training period. We corrected precipitation and air 
temperature time series independently for each NWP grid located in the catchment 
area.

The bias of forecasts depends on a circulation pattern (Boé et al. 2007). Due to 
the short training period, conditioning of the QM on weather patterns would sig-
nificantly reduce the sample size used to derive the cdf making impossible proper 
bias correction. In this paper, the QM cdfs were elaborated separately for winter 
and summer seasons to include seasonal variation of the forecast bias (Maraun 
et al. 2010).

Figure 3 shows an example hydrograph for the flood event from May 2010. The 
ensemble forecasts were bias corrected using QM seasonal approach (separately 
for winter and summer periods).

3.2  HBV Model

The HBV model, developed by Bergström (1995), is a conceptual model of a 
basin runoff (Wetterhall 2014). It incorporates an efficient snow accumulation 
and melting module, which is an important issue in the case of the River Biała 
Tarnowska, where a spring thaw causes a significant flood thread. The model 
parameters were initially identified using Differential-Evolution algorithm (Storn 
and Price 1997) and a sum of square errors, as an objective function. The descrip-
tion of the model is presented in Chap. 5, this book.

The uncertainty of model parameters was estimated following the Generalized 
Likelihood Uncertainty Estimation approach (Beven and Binley 1992). The proce-
dure was applied for time series of the observed precipitation, air temperature and 
flows for the 2004–2006 period. The meteorological data was available for five 

http://dx.doi.org/10.1007/978-3-319-18854-6_5
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stations: Nowy Sącz, Tarnów, Biecz-Grudna, Krynica and Wysowa. The discharge 
series were taken from the Koszyce Wielkie gauging station.

The parameters were sampled uniformly with the mean values equal to the 
derived optimal values of parameters and the variance chosen following the infor-
mation on parameter spread near the optimum obtained from the optimisation pro-
cess. The transformation of a priori distribution to a posteriori is achieved using 
likelihood function, defined as an exponential function of model residuals, in the 
form proposed by Romanowicz and Beven (2006). However, the required size of 
the Monte Carlo (MC) sample, that is necessary to estimate the a posteriori dis-
tribution of parameters, leads to the solution that is computationally costly. It 
reduces the applicability of the model in real-time forecasting.

To increase the numerical efficiency, but keeping the information on model 
uncertainty, we decided to reduce the MC sample size by clustering. In a param-
eter space, six classes were defined, according to the Euclidean distance of nor-
malized parameters values. The reduced parameter sample was elaborated by 
taking the most probable sets, in a sense of a likelihood function value based on 
the optimisation criterion, from each class. The probabilistic interpretation of the 
parameter ensemble is not straightforward; however, it reflects the model uncer-
tainty resulting from the parameter variation. As a result of clustering, six sets of 
parameters were derived. Therefore, the dimension of a parameter sample used in 
simulations was equal to six (6 PS). The applied concept is similar to the approach 
presented by Pappenberger and Beven (2004).

To analyze how taking into account the uncertainty of the model parameters 
improves the performance of the flood warning system, a single set of parame-
ters (1 PS) was also considered. In that case, the model has a clearly determin-
istic form and should reflect the common approach of neglecting parametric 
uncertainty. The set of parameters was chosen as the one with the highest value 
of the likelihood function in the Monte Carlo sample, the same that was used for 
the clustering. It ensures that the probabilistic and deterministic forms of the HBV 
were elaborated for the same goodness of fit criteria.

3.3  Grey-Box DBM Model

The concept of Data Based Mechanistic approach consists of an application of 
simplified data-based dynamic models that can still have some physical interpreta-
tion (Young 1999, 2001).

The DBM model applied in this work includes three modules. These are: the 
Stochastic Transfer Function module describing linear flow dynamics, effective 
rainfall module based on the Soil Moisture Accounting (SMA) approach (Jolley 
1995) and a snow-melt module based on the model introduced by Castelletti et al. 
(2005), presented schematically in Fig. 2.

Optimization of all model parameters was performed simultaneously using 
standard MATLAB optimization procedures and a sum of square errors, the same 
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as that used for the HBV model optimisation. The choice of an optimisation rou-
tine has been dictated by the comparative simplicity of the DBM model, but any 
other method could be used. The DBM model uncertainty was assessed using MC 
sampling from the model parameter space taking into account parameter covari-
ance structure and the DBM model. The clustering was not necessary because the 
model is much more computationally efficient than the HBV.

3.4  An Assessment of Flow Forecast Performance

The performance of the flow forecasts, evaluated using different bias correc-
tion methods and two rainfall-runoff models, was assessed using the score of the 
Relative Operating Characteristic (ROC, Peterson et al. 1954).

The score is defined as an area under the ROC curve, which expresses the 
probability that system correctly anticipates the occurrence of an event (hit rate), 
against a probability of a false indication (false alarm rate). That means, the higher 
the ROC curve the better, and it should lie above the diagonal of the ROC plot for 
the forecast to be useful. The solution of a probabilistic forecast system has a form 
of a probability that certain event will occur and warning is issued if the assumed 
threshold is reached. The ROC curve represents the dependency of hit-rate and 
false-alarm rate for each threshold value (Mason and Graham 2002).

In this approach, the process description takes a binary form, i.e., an event, 
non-event, and a score is a measure how the system discriminates between events 
and non-events. The technique was initially developed in the field of signal-detec-
tion theory and at present is widely used in other areas. The application of ROC in 
the forecast system was discussed in detail by Mason and Graham (2002) and can 
be found in recent studies on flood warning systems like Demargne et al. (2010), 
Wetterhall et al. (2012) and others.

The events were defined using the local flood defence criteria. For the Koszyce 
Wielkie gauging station, two flood warning levels are specified: (i) flood warn-
ing for the discharge above 100 m3/s (ii) flood alert for the discharge above 
174 m3/s. The bias correction methods and two rainfall-runoff models were tested 

Fig. 2  The schematic presentation of a grey-box, DBM rainfall-runoff model; T denotes temper-
ature, P denotes precipitation, In denotes effective rainfall, Sw denotes water delivered by snow-
melt and Q denotes the flow
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for predicting these two warning levels, at different forecast lead-times, from 1 
to 7 days ahead. The score was computed for the 2007–2010 (01-Nov-2007–31-
Oct-2010) period, during which the most noticeable flood events occurred in 2010.

4  Results and Discussion

Ensemble of hydrographs is the outcome of each of twelve test-cases presented in 
Table 1, as shown, for example, in Fig. 3, where the observed discharge is com-
pared with “spaghetti” ensemble predictions for the 2010 flood event.

For each approach the ROC was determined, measuring the efficiency in pre-
dicting the warning flows (Qa = 100 m3/s) and alert flows (Qt = 174 m3/s). The 
above threshold values are used in a local flood management strategy.

Additionally, the ROC was computed for seven different forecast horizons: 
starting from first to seventh day, then from second to seventh day and up to the 
prediction at seventh day only. The forecast is successful, if an extreme flow (both 
observed and predicted) occurred in the given forecast timespan. If the system pre-
dicts warning or alert flows at any time step within a given time horizon and the 
discharges above threshold levels have been truly observed, the solution is con-
sidered as a hit. Taking the above in consideration, the longer the time horizon is 
used, the less demanding the test.

It should be noted that the hit-solution as defined above could be different, e.g., 
by a mean, from observed values. This result is justified, as only the capability to 

Fig. 3  An example ensemble 
hydrograph for the flood 
event from May 2010 (blue 
lines); red dotted line denotes 
observed flow
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forecast the threshold values is measured. This might be seen in the example given 
in Fig. 3. The prediction is considered as successful, as the majority of ensemble 
members exceeded threshold values and flows above the alert levels are considered 
as very probable.

In Fig. 4 an example ROC for two models is shown. It provides information 
on the probability of true and false predictions at certain threshold levels. In the 
presented plots, the ROC was determined for the HBV model with the uncertainty 
estimation, supplied by two different data sets: transformed NWPs output through 
the QM (“HBV, QM Seasonal, 6 PS”) and untransformed one (Raw). The perfor-
mance of the approach based on corrected predictions is better than the second 
one, as can be seen in higher ratio of hits (TPR) than false-alarms (FPR).

In the next step, by an integration of the ROC, a score measure of overall per-
formance of tested models was computed. The results for the predictions of flood 

Fig. 4  The ROC plots showing the performance of the flood warning system in identifying flood 
alert events (discharge above Qt = 174 m3/s) for the HBV model with uncertainty estimation. 
The blue curves were calculated for the system based on raw forecast ensembles (untransformed) 
and red on transformed using the quantile mapping method, derived separately for summer and 
winter seasons; x-axis denotes false positive rate and y-axis denotes true positive rate of the clas-
sifier
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warning flows are given in Table 2 and for flood alerts in Table 3. In the first case, 
the best forecasts were obtained using DBM model, run on the forecasts trans-
formed with the simple QM. The seasonal QM correction did not improve the 
performance of predictions, neither for the DBM nor for the HBV rainfall-run-
off models. It can be noted that high scores for flood warning predictions were 
obtained for models with the raw NWP forecasts as an input.

The results are different for flood alert flows (Table 3). The highest scores were 
reported for the HBV model, including deterministic and probabilistic approaches, 
and a deterministic (without uncertainty modelling) DBM models, for the input 
data transformed using the QM method. At this point it is hard to indicate the most 
appropriative method, as both methods provided similar scores. Moreover, the 
results are similar in the case of two approaches to the QM. It can be only noted 
that predictions based on raw data have significantly worse performance.

The advantage of the DBM models with uncertainty modelling, which could be 
noted for flood warning predictions, is not maintained for the flood alerts. In the 
HBV approach, the uncertainty term improves the predictions of the flood alerts 

Table 2  The ROC score measuring the efficiency of selected methods in predicting the flood 
warning flows (Qa = 100 m3/s) for different time horizon (d–days)

ROC score

1-7 [d] 2-7 [d] 3-7 [d] 4-7 [d] 5-7 [d] 6-7 [d] 7-7 [d]

DBM, Raw 0.671 0.659 0.644 0.670 0.661 0.631 0.629

DBM QM nonseasonal 0.772 0.743 0.727 0.728 0.73 0.727 0.706

DBM QM seasonal 0.755 0.727 0.707 0.711 0.688 0.679 0.611

DBM U, Raw 0.804 0.792 0.763 0.767 0.795 0.817 0.753

DBM U
QM nonseasonal

0.849 0.831 0.806 0.816 0.847 0.776 0.892

DBM U QM seasonal 0.833 0.819 0.789 0.797 0.765 0.820 0.888

HBV, Raw, 1 PS 0.628 0.607 0.548 0.525 0.486 0.496 0.562

HBV, QM seasonal, 1 
PS

0.795 0.769 0.743 0.735 0.728 0.760 0.724

HBV, QM nonseasonal, 
1 PS

0.814 0.79 0.758 0.746 0.727 0.743 0.744

HBV, Raw, 6 PS 0.811 0.793 0.751 0.755 0.740 0.768 0.755

HBV, QM Seasonal, 6
PS

0.802 0.773 0.740 0.719 0.713 0.707 0.630

HBV, QM nonseasonal, 
6 PS

0.787 0.758 0.728 0.711 0.695 0.695 0.603

With bold font and grey background, the maximum values were emphasized
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with longer lead times. However, it is not a case for the remaining tests, where the 
single realization model has similar scores.

5  Conclusions

The results give an insight into different aspects of methods applied in the flood 
prediction system for the Biała Tarnowska basin.

1. The study shows that much simpler, grey-box DBM model has similar pre-
diction capabilities as the conceptual HBV model. Furthermore, in the case 
of flood warnings, the DBM simulations fed with corrected by QM method 
ECMWF forecast surpass the other tested approaches.

2. The uncertainty term improves significantly the performance of the DBM 
approach in predictions of flows higher than flood warning. A similar effect, 
but on a smaller scale, can be noted for the HBV model in flood alert predic-
tions for longer lead times. On the other hand, the results do not show if runoff 

Table 3  The ROC score measuring the efficiency of selected methods in predicting the flood 
alert flows (Qt = 174 m3/s) for different time horizon (d–days)

ROC score

1-7 [d] 2-7 [d] 3-7 [d] 4-7 [d] 5-7 [d] 6-7 [d] 7-7 [d]

DBM, Raw 0.630 0.628 0.619 0.584 0.639 0.617 0.562

DBM QM nonseasonal 0.807 0.828 0.829 0.782 0.837 0.819 0.701

DBM QM seasonal 0.785 0.814 0.814 0.766 0.806 0.763 0.721

DBM U, Raw 0.675 0.688 0.641 0.589 0.554 0.537 0.526

DBM U
QM nonseasonal

0.792 0.810 0.815 0.810 0.804 0.784 0.646

DBM U QM seasonal 0.786 0.805 0.791 0.792 0.795 0.802 0.703

HBV, Raw, 1 PS 0.741 0.719 0.633 0.583 0.500 0.361 ~0

HBV, QM seasonal, 1 
PS

0.833 0.850 0.833 0.809 0.835 0.803 0.735

HBV, QM nonseasonal, 
1 PS

0.815 0.836 0.817 0.793 0.814 0.788 0.720

HBV, Raw, 6 PS 0.719 0.730 0.740 0.706 0.759 0.727 0.637

HBV, QM seasonal, 6 
PS

0.809 0.814 0.791 0.814 0.836 0.806 0.765

HBV, QM nonseasonal, 
6 PS

0.782 0.779 0.750 0.772 0.775 0.720 0.772

With bold font and grey background, the maximum values were emphasized
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uncertainty modelling has a positive impact on basin outflow predictions. The 
DBM model provides much less accurate predictions of flood alert flows, if the 
uncertainty term is present. That conclusion points out that the DBM model has 
a tendency to under-prediction, which can be related to its simplicity. If opti-
mised on maximum flow, its performance would be better for flood alert but 
worse for the low and medium flows (Romanowicz et al. 2006).

3. The use of downscaling techniques, such as QM, improves the prediction skills 
significantly. This conclusion does not provide any assessment of the impact of 
input uncertainty on predictions, as it was not assessed here.

4. In the present study, conditioning the QM on two seasons did not improve the 
performance of either DBM or HBV rainfall-runoff models.

5. Further research is needed on introducing additional score measures (Ferro 
2014) and estimation of uncertainty of their results. Updating of the runoff 
model would improve the overall forecast performance.

6. The performance of the warning system could be further improved by extend-
ing the ensemble forecast using outputs from the other NWP models, provided 
by different meteorological centres, also available in the TIGGE project.
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Abstract Most scientists recognize social vulnerability to natural hazards as an 
integral part of the risk, taking into account the population, its diversity and speci-
ficity. At the same time, we observe new phenomena such as risk amnesia, as well 
as the incorporation of the aspect of our sense of security associated with natural 
hazards (e.g. flooding) into our assessment of quality of life, the natural environ-
ment and landscape. This analysis of social vulnerability to flooding in the Middle 
Vistula Valley uses thirteen variables corresponding to the characteristics of the 
local community and the local authorities’ coping capacity at a municipality and 
county level. Spatial distribution of social vulnerability to natural hazards in the 
case study area has been shown on a map.

Keywords Social vulnerability · Spatial distribution · Natural hazards · Flood 
risk

1  Introduction

The social aspect is an important element in the assessment of risk of losses 
incurred as a result of natural hazards, including flood risk. Most authors recog-
nize vulnerability as an integral part of the risk (Davidson 1997; Bollin et al. 2003; 
Peduzzi et al. 2002; Schmidt-Thomé 2006; Wood 2011). Risk estimation methods 
have evolved over the years. Various mathematical equations were developed: the 
total risk was calculated taking into account overall vulnerability (Alexander 2000; 
UN/ISDR 2002; UNDP/ISDR 2004), exposure (Dilley et al. 2005) and coping 
capacity (Hahn 2003; Villagrán De Leon 2006). Another example is the risk tri-
angle (Crichton 1999) which also takes into account the element of vulnerability. 
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Meanwhile, social vulnerability itself focuses on the population, taking into 
account its diversity and specificity (Cutter 1996).

The growing anthropogenic impact on the environment and technological pro-
gress are behind the fact that we no longer observe nature closely on a daily basis. 
We have a sense of dominance over it, and we base our knowledge and behav-
iour on information provided by mass media. These changes have contributed 
to the emergence of a new phenomenon—natural hazards amnesia. The hazard 
amnesia of people living in a given area manifests itself in their forgetting of past 
dangers the area has been subject to. The condition is also connected with a lack 
of knowledge about natural hazards, combined with increasingly dynamic migra-
tion. In natural hazard amnesia, the time lapse between events is of importance. 
In spite of repeated flooding in Poland in recent decades, we are still seeing inad-
equate preparation and reactions on the part of the population. Mouth-to-mouth 
messages have lost their significance as a centuries-old means of communication, 
and have been replaced by the mass media, which do not fulfil the same functions. 
The public lacks the ability to identify the at-risk areas and to prepare and respond 
to emergencies. In Poland, classroom education is insufficient in this respect, and 
the successive reduction of hours spent discussing natural hazards in high school 
geography lessons is not conducive to improving the situation (Rucinska 2012). 
Today, natural hazard amnesia indicates the need for a new approach to the prob-
lem of natural hazards in social education, also when it comes to flooding.

The nature of the study of how natural hazards are perceived poses numer-
ous methodological problems. At the same time, it has been suggested that stud-
ies should aim to identify what the threat signifies to humans who come into 
contact with it (Saarinen 1974), and what people think and feel about potential 
threats (Golant and Burton 1976). In the past, research was only concerned with 
the perception of people who directly experienced the phenomenon or lived in the 
affected area. Nowadays, the dynamic process of migration and the movement of 
people bring about the need to study the indirect experience (resulting from verbal 
and visual experience from the electronic transmission of past events) and the per-
ception of natural hazards, including that of people not living in the affected area. 
The results of such studies can provide important information for risk assessment.

The existence of a sense of security taking into account natural hazards in our 
perception of the environment was noted by Wojciechowski (1986). He observed 
that the perception of threats is linked to the assessment of quality of life (the 
quality of the environment and the landscape in which we live), which has arrived 
via an assessment of the likelihood of the presence of threats, catastrophes and 
natural disasters (Wojciechowski 2004). Variations in individual assessments of 
the environment and ensuing decisions about the choice of residence or place of 
stay are most often justified by previous experience of natural disasters, attitude 
towards nature, attachment to the region of residence and individual personality 
traits.

Human behaviour does not change automatically in line with economic and cul-
tural changes (Brooks 1973), but tends to be individual (Ittelson 1974), which indi-
cates a need to develop behavioural models and to implement them in risk reduction 
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processes. Human reactions vary (Hewitt and Burton 1971), and are associated with 
information about the threat, as well as the role and response of the authorities and 
the effects caused by extreme phenomena (Walmsley and Lewis 1997). These fac-
tors combine with an element of uncertainty and doubt, and the stimuli received 
sometimes conflict with each other. Individual experience contributes to the final 
perception of natural hazards, significantly improving awareness and the abil-
ity to not ignore warnings. Increased awareness affects the ability to take protec-
tive measures, also on an individual level (Kates 1971), and plays an important role 
in minimising the effects of dangerous natural phenomena (Hanson et al. 1979). 
The significance of individual factors cannot be overestimated, however, because 
human behaviour can vary greatly (Kates 1962), as can the reasons for ignor-
ing threat warnings (Palm 1981). Age constitutes one of the most important fac-
tors. Individual sensitivity increases with age (Abney and Hill 1966). It changes in 
groups with higher social status and a higher level of education (Baker and Patton 
1974). People’s reactions are also affected by the frequency, severity and intensity 
of a phenomenon, and to what degree it is typical of a particular area (Kates 1971).

2  Selection of Characteristics and Social Factors Used  
in Risk Assessment; Individual, Group and Institutional 
Characteristics

A dualism characterised by opposing directions occurs among individuals and 
groups of people, resulting in an increase or decrease of social vulnerability to 
natural hazards. Moreover, socio-economic factors can also be distinguished, 
the presence of which is independent of the type of natural hazards and can be 
included in the risk analysis. These include factors determining the behaviour and 
ability to make decisions and to act: age, health, education, social status and some-
times sex. In the case of children and the elderly who are physically and/or men-
tally weaker, age contributes to a reduced capacity to react and to act appropriately 
in a dangerous situation. Another factor is physical and/or mental health, which 
in some cases may be associated with age. Education also plays a role; because 
better educated individuals are characterized by a greater knowledge and aware-
ness of making decisions, as well as behaviour that is appropriate to the situa-
tion. Social status is also a fourth factor, with higher social status entailing more 
frequent preventive actions, for example those related to investment in the pro-
tection or modernisation of existing buildings. When it comes to sex, it is gener-
ally agreed that women are physically weaker and do not cope as well as men in 
the face of danger. At the same time, there exists a belief that they are mentally 
stronger in extreme situations, especially when they have children in their care. In 
view of the context of the study and the fact that women are more likely to have 
children or the elderly in their care (particularly applicable in Poland) and at the 
time of the event may be taking care of family members (a situation similar to 
the case of working nurses), this was considered a fifth feature impacting the abil-
ity to act. Moreover, individual personal characteristics, factors associated with the 
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community, its organization and management are also relevant to vulnerability to 
natural hazards.

When it comes to community, account should be taken of groups of foreigners 
choosing particular locations to settle down, and social minorities. Both of these 
situations can be observed in Poland, for example in Warsaw, where a large num-
ber of foreigners live. The Warsaw region stands out when it comes to groups of 
foreigners. In the case of ethnic minorities, special attention should be paid to the 
Roma community, which functions in very traditional ways and does not generally 
observe the customs of Polish communities. However, there is a lack of informa-
tion on their location.

When it comes to an analysis of the region or local studies, there are national 
laws in place, as well as flood protection stemming from regional regulations and 
management; these features have therefore not been included in the present study 
as they will not affect the variation of social vulnerability involved in social risk. It 
should be noted, however, that variations in crisis management in Poland’s seven 
hydrological regions can account for variations in social vulnerability to flooding.

The selected characteristics can be divided into those that deepen social weak-
nesses and those that build resilience and resistance. Moreover, they should be 
regarded in the context of vulnerability and coping capacity resulting from indi-
vidual actions or the organisation and functioning of society. Although at the 
moment we have no access to individual data pertaining to the preventative actions 
undertaken by the inhabitants of the region, data on social organisation and func-
tioning can help complete the present account.

3  Research Area and Methods

An analysis of overall social vulnerability of the region was carried out for the 
physico-geographical Middle Vistula Valley region, lying in the Mazowsze prov-
ince and the northern part of the Lubelskie province. The administrative organi-
sation of the province is characterized by a subdivision into districts and even 
smaller municipalities. The focus was set on the smallest administrative units, 
using statistical GUS data from the 2011–2013 period. Within the Mazowsze prov-
ince, municipalities along the main research area were analysed, from the central 
districts of Warsaw to the town of Puławy.

Because the borders of the physico-geographical and administrative regions do 
not coincide, the administrative regions of the Middle Vistula Valley were used as 
a basis for the estimation of social vulnerability. This approach gives the prelimi-
nary illustration of the phenomenon. It should be noted that the estimates obtained 
correspond to the value averaged over the whole administrative unit. Therefore, 
the smaller the area the larger the error of the estimate, as can be seen, e.g., for the 
municipalities Chynów and Grabów on Pilica.

In the classification, data on social characteristics from the inhabitants of the 
Middle Vistula Valley or data on the activities undertaken there by state services 
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are used. These characteristics determine social sensitivity and the population’s 
potential coping capacity before and during a crisis situation resulting from a risk 
of, or actual flooding. The following factors were used to preliminarily estimate 
social sensitivity to natural hazards: population density, as an exposure, pre-pro-
ductive (14 years old or less) and post-productive age as a whole, (total number 
of women aged 60 and over and men aged 65 and over), health (using its inverse 
in the form of deaths due to a variety of diseases), the number of women, social 
migrations, the presence of foreign tourists. To describe coping capacity, the data 
used included unemployment, data on persons benefiting from social assistance 
and persons receiving child benefits. Other factors considered include earnings 
within the administrative unit, the detection of selected crimes, the health service 
(the presence of hospital rescue units and emergency air rescue teams), expendi-
ture on security and fire protection. Unfortunately, because of the lack of data on 
the percentage of people with higher education and financial status, these could 
not be included in the analysis.

Using the theoretical vulnerability concept (White et al. 2005; Villagrán De 
Leon 2006) the index of overall social vulnerability to natural hazards was calcu-
lated over the area of potential flood risk, within the administrative units.

The value of synthetic vulnerability index (SVI) is defined as the ratio of expo-
sure and social susceptibility product to coping capacity, taking into account the 
characteristics of variables with a division into stimulants and anti-stimulants pre-
sented in Table 1.

Social sensitivity (rows 1–6 in Table 1) and the coping capacity (rows 7–13, 
Table 1) were expressed as an average of the group of normalized indices. The 
total social vulnerability index is given by:

Table 1  Variables characterizing vulnerability in the Middle Vistula Valley

1. Population density per km2 Stimulant

2. Number of women Stimulant

3. Total population in pre-productive and post-productive age Stimulant

4. Lack of health: total number of deaths due to diseases and other factors Stimulant

5. Registrations of residence: from cities, from the countryside, and from 
abroad

Stimulant

6. Nights spent in tourist accommodation by foreign tourists Stimulant

7. Hospital rescue units and air emergency rescue units Anti-stimulant

8. Expenditure on security and fire safety in administrative units Anti-stimulant

9. Registered unemployed Stimulant

10. Poverty: persons receiving social assistance Stimulant

11. Poverty: children for whom parents claim benefits Stimulant

12. Detectability of economic crime Anti-stimulant

13. Earnings per inhabitant in the county Anti-stimulant
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where ai, i = 1, . . . , n denotes the social sensitivity attribute and bi, i = 1, . . . ,m 
denotes the coping capacity.

The risk increases with increasing values of social vulnerability index. The high 
risk threshold is defined at the value of mean plus standard deviation.

The spatial variation in the vulnerability of the population of the Middle Vistula 
Valley was carried out using the ArcGIS software. A five-point and colorful scale 
was used in cartogram natural breaks (Jenks).

4  Results and Summary

This study’s aim was the choice of variables that characterise social sensitivity to 
the natural hazards, including floods, and coping capacity of society in Polish con-
ditions. These two attributes were used to estimate spatial distribution of social 
vulnerability indices in the region of Middle Vistula Valley, and presented in the 
form of a map.

The spatial distribution of the social vulnerability to natural hazards index in 
the Middle Vistula Valley is presented in Table 2 and in Fig. 1.

An analysis of administrative regions of the Middle Vistula Valley has shown 
that the most socially vulnerable regions include: Dęblin in Lubelskie voivodship, 
Celestynów and town Puławy. High values of social vulnerability are present in 
the region stretching from the west, from the municipality Kozienice (1.21) up to 
eastern part of municipality Ryki (1.06) and Dęblin (2.44), reaching the highest 
value of that index within the studied region. Heading down the Vistula River, the 
communes with the highest vulnerability to natural hazards include Celestynów 
(2.43), Józefów (1.62) and Otwock (1.57). Higher than average vulnerability 
occurs also in Środmieście (1.35), Mokotow (1.28), Wilanów (1.23), and situated 
on the right side of the River Vistula: Praga Południe (1.4), Karczew (1.26). The 
smallest vulnerability occurs in the municipalities: Chynów (0.02), Żyrzyn (0.04), 
Grabów on Pilica (0.09) and Osieck (0.13).

Social vulnerability in the surveyed area differs from the arithmetic mean 
(0.86) by a standard deviation value equal to 0.67. Units with heightened social 
vulnerability there are: Dęblin, Celestynów, Puławy City, Józefów, and Otwock. 
We can expect an increase of disaster risk on the tested area. There is a neces-
sary preventive activity to focus on social aspects of habitants. Regions with social 
vulnerability lower than average occur in Chynów, Żyrzyn, Grabów on Pilica and 
Osieck. In those regions, social factors do not influence the risk related to natural 
hazards.

In the Middle Vistula Valley, communes with a medium social vulnerability 
prevail (within the 0.67 confidence limits). A very high population density usually 
influences the high rate of social vulnerability, as in the case of the most densely 

SVI =

1

n

∑

n=6

i=1
ai

1

m

∑

m=7

i=1
bi

;
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populated Warsaw districts, such as Praga Południe, Śródmieście and Mokotów 
(with population density in the range from 6000 to 8000 people per square kil-
ometer of land area). However, the administrative regions of Wilanów, Warka, 
Karczew and Puławy City, characterised by a population density that is several 
times lower (does not exceed 1000 people per sq. km of land area), show a rela-
tively high index of 1.23 and 1.40, respectively (Fig. 1). The analysis has shown 
the importance of the complex of social characteristics, together with population 
density, which is regarded in many studies as the only measure of social vulner-
ability in the estimates included in flood risk assessment.

Table 2  The values of social 
vulnerability index (SVI) in 
the Middle Vistula Valley

No. Township/districts/municipality SVI

1. Chynów 0.02

2. Żyrzyn 0.04

3. Grabów nad Pilicą 0.09

4. Osieck 0.13

5. Trojanów 0.19

6. Gniewoszów 0.23

7. Maciejowice 0.24

8. Sobienie-Jeziory 0.24

9. Magnuszew 0.27

10. Puławy, distr. 0.36

11. Głowaczów 0.38

12. Konstancin Jeziorna, distr. 0.40

13. Wilga 0.48

14. Góra Kalwaria, distr. 0.52

15. Garwolin 0.53

16. Stężyca 0.74

17. Sieciechów 0.75

18. Garbatka-Letnisko 0.78

19. Wawer 0.86

20. Ryki 1.06

21. Kozienice 1.21

22. Wilanów 1.23

23. Warka 1.25

24. Karczew 1.26

25. Mokotów 1.28

26. Śródmieście 1.35

27. Praga Południe 1.40

28. Otwock 1.57

29. Józefów 1.62

30. Puławy, city 2.14

31. Celestynów 2.43

32. Dęblin 2.44
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Fig. 1  Social vulnerability to natural hazards in the Middle Vistula Valley
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The main novelty of the study consists of the selection of variables that charac-
terize the social sensitivity and the coping capacity in Polish conditions. Moreover, 
the regions of the Middle Vistula Valley that show high and low social vulnera-
bility were recognized. The study allows the activities and funds devoted to the 
reduction of risk from flooding to be allocated focusing on the social aspects.

At the current stage, the analysis of social vulnerability requires further search 
for the best variables to describe it.
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