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Prologue

To Select is Not To Preserve

"So long as uncertainty exists, there is nothing to be so much
avoided as that sort of clearness which consists in concealing dif
ficulties and overlooking ambiguities."

The original "JBS" (John Burdon Sanderson 1875) [1]

It is a truth universally acknowledged, that a single tract of text in possession
of charms attractive to potential readers, must be in want of good binding and
secure lodging. Universally acknowledged perhaps, but is charm alone suffi
cient to guarantee the latter? The loss of many works of antiquity with the
burning of the great library of Alexandria suggests not. Texts that had been
selected by generations of priests as most fitting to survive were not pre
served. Selection did not guarantee preservation.

In the decade following James Watson and Francis Cricks' discovery of
the structure of the genetic text in 1953, it was shown that certain DNA seg
ments could be copied into RNA segments and that the information there en
coded could then be translated into proteins. These were units of function that
bestowed on an organism the discrete characters that Gregor Mendel had
shown to be passed from generation to generation. Genes were defined as
DNA segments encoding specific proteins, and were named accordingly . A
protein in one organism might function better than the same protein in an
other organism, and on this basis the former organism might preferentially
survive, as would the genes it contained. Thus, the natural selection of
Charles Darwin would favour the survival of genetic texts because of the
functions they encoded.

However, in 1966 George Williams proposed a more fundamental defini
tion of the gene, not as a unit of function, but as a unit of preservation . A
gene passed intact from generation to generation because it was preferentially
preserved . A decade later Richard Dawkins popularized this idea as the "self
ish gene." Yet, although there were already significant clues that preservation
might require more than just successful function, neither Williams nor
Dawkins would acknowledge agencies other than natural selection. Difficul-
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ties and ambiguities were shrugged off. Surely natural selection, by optimiz
ing function, should keep organisms, and hence the genes they contained,
away from fires (enemies without). What threat could Darwinian natural se
lection not evade? That to select was to preserve had been made abundantly
clear in the full title of Darwin's great work - On the Origin ofSpecies by
Means of Natural Selection, or the Preservation of Favoured Races in the
Struggle for Life? Williams thought that even the threat of dismemberment
by the internal cutting-and-pasting of DNA segments known as recombina
tion (enemies within) would be evaded by natural selection.

The genic paradigm, with its faith in the supreme power of natural selec
tion, reigned until the 1990s when, as part of various genome projects, com
puters began to spew forth DNA sequences and evolutionary bioinformatics
emerged as a non-gene-orientated bioinformatics with roots dating back to
the nineteenth century. Alas, when it came to evading recombination , natural
selection did not guarantee preservation. The prevention of dismemberment
was too important to be left to natural selection. Yet the paradigm shift im
plicit in this "new bioinformatics" was not generally acknowledged. The
genic juggernaut sped effortlessly from the twentieth century into the twenty
first.

That Sort of Clearness

Genome sequencing projects are expensive. Several were completed with
great expedition, not because of the scientific interest, not because a better
understanding of genomes would make future gene manipulations safer, but
because of the perception of those able to influence funding priorities that bi
ology is about genes, and that the ability to identify and manipulate genes
would be furthered by sequencing constellations of genes in the form of en
tire genomes. Everyone knows that genomes are about genes! So bioinfor
matics must be about genes and their products. Marketing the prospect of
manipulating genes was easy when cures for cancer, schizophrenia and much
more seemed within reach.

In marketing, simple messages work. "Concealing difficulties and over
looking ambiguities" becomes a way of life. The fanfare announcing that two
research teams, one privately sponsored and one publicly sponsored, had se
quenced the human genome, led Sydney Brenner, one of the great pioneers in
molecular biology, to declare in 2002 [2]:

"Sequencing large genomes has nothing to do with intellectual
endeavour. The creative work was done earlier by Fred Sanger
and by others who improved the technology. The rest is about
two things: money and management. As the various projects de
veloped, their demand for money increased. The ... sequencing
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project quickly consumed most of the funds available for [other]
genome work at a time when money was short."

On a book written by a leader of one of the sequencing teams, Brenner
commented:

"[He] ... doesn't tell us anything about the genomes he sequenced.
What did he find there that excited him? What did he learn about
genes, about life, about evolution, about worlds to come? It is the
play Hamlet without Hamlet."

While intending to disparage neither the great organizational and technical
skills involved, nor the ultimate rewards that may accrue, my following
comment in a leading medicaljoumal reinforced Brenner's point [3]:

"The overtaking of publicly funded research teams by Celera Ge
nomics in its completion of the sequencing of the human genome
smacks somewhat of the Sputnik episode. The USSR scaled up
the payload of their rocket and put a man into space before the
USA, but failed to make parallel progress in other technologies
to capitalize on this advance. In a recent paper . . . the CEO of
Celera correctly states that "understanding the genome may help
resolve previously unanswerable questions" . But Celera has
merely made available the full text of the genome a little sooner
than we might otherwise have had it. Those of us working to un
derstand the genome no more need the full text of the genome
than you would need the full text of a dictionary if you were try
ing to understand how a dictionary works."

A Buck or Two

So yes, let us applaud the progress in sequencing the human genome as a
historic step. But let this not distract from the real issues. There is disquie
tude. At the beginning of the 21st century the AIDS pandemic spreads to all
sectors of society. A strange element, named "prion," lingers in latent form
and slowly strangles its hosts, as it did the mad cows from which it seems to
have arisen. Genes from genetically modified seed spread to normal crops. In
Philadelphia, a genetically engineered virus (adenovirus) is used to treat a
relatively minor genetic disease and the patient is dead three days later. In
Paris, treatment of a life-threatening genetic disease with a genetically engi
neered virus (retrovirus) ends up with the "good" gene (that was meant to re
place a "bad" gene) disrupting control of another gene that controls cell pro
liferation ("insertional mutagenesis"), so initiating cancer [4].

These are not aets ofbioterrorism. They are acts of Nature and/or of well
intentioned people who think risk-benefit ratios are low enough to justify
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"concealing difficulties and overlooking ambiguities" - and perhaps making
a buck or two as well.

The Dawn

Yet in 1991, at the dawn of the new era, Sydney Brenner set out the
agenda quite clearly [5]:

"Searching for an objective reconstruction of the vanished past
must surely be the most challenging task in biology. I need to say
this because, today, given the powerful tools of molecular biol
ogy, we can answer many questions simply by looking up the an
swer in Nature - and I do not mean the journal of the same name.
... In one sense, everything in biology has already been 'pub
lished' in the form of DNA sequences of genomes; but, of
course, this is written in a language we do not yet understand.
Indeed, I would assert that the prime task of biology is to learn
and understand this language so that we could then compute or
ganisms from their DNA sequences .... We are at the dawn of
proper theoretical biology."

In similar vein, biochemist Peter Little pointed out [6]: "It would be a great
mistake to see the approach of enumeration of coding sequences as a substi
tute for the goal of the Human Genome Project. The goal is explicit ... to un
derstand the information content of our DNA." And, under the heading
"Languages of the Chromosomes and Theoretical Biology", molecular biolo
gist Leroy Hood and his associates pointed to the numerous functions of
DNA [7]:

"Each of these functions places informational constraints upon
our chromosomes . In a sense, these constraints represent distinct
and sometimes overlapping languages. Deciphering some of
these languages, and others that we do not have the imagination
to envision, will require increasingly powerful computational and
mathematical tools."

Homo bioinformaticus

Thus, from many quarters there were calls to cast aside genocentric blink
ers and return to the fundamentals . This book explores the fundamental,
sensed in England more than a century ago by George Romanes and William
Bateson, that genomes are more than genes. Genomes are information chan
nels, and genic information is but one of the forms of information which
compete for genome space. Identifying these forms, revealing conflicts, and
showing how the genomes of different species balance competing pressures
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on genome space, are the tasks of evolutionary bioinformatics . These pages
point the way and hint at rich rewards to follow.

You will find here that computation and mathematics are more than mere
tools. In many respects, biological systems are computational systems [8], as
indeed may be the universe itself [9]. Understanding computational systems
(e.g. computers) may help us understand biological systems (e.g. you and
me), and perhaps much more. In many respects, biology is more a branch 
yes, a humble branch - of the discipline known as "information science,"
than a component of a new hybrid discipline - bioinformatics .

Sadly, in the twentieth century many "wet" laboratory-based biomedical
scientists looked on "in silico" laboratory-based computer scientists as capa
ble only of tamely writing data-handling programs, rather than as capable of
providing profound insights. Sometime in the twenty-first century a new
breed of biomedical scientist, Homo bioinformaticus, will emerge. But cur
rent progress depends largely on partnership between the bio-peoplc and the
info-people . To facilitate this, biomedical scientists must eschew jargon and
describe their perceived problems in simple, clearly defined, terms, and in
formatists must strive to make their art intelligible.

"Informatics" implies computing . To many, anything to do with computers
sounds mathematical, and is therefore arcane and incomprehensible. Calls for
"increasingly powerful computational and mathematical tools" tend to
frighten people away. But there is very little actual mathematics in this book.
Happily, I can retrieve sequences from on-line databases, and I can add, and
substract, and multiply, and divide. That is all Homo bioinformaticus will
need to do to engage in the new "informatics." And a first year college biol
ogy background should suffice for the "bio."

Further Veils?

Will evolutionary bioinformatics still be "new" a decade (or even a cen
tury) hence? While so often one learns that to predict is to be wrong [10],
there are substantial reasons for believing there will never be a newer bioin
formatics with respect to the fundamentals . Unlike physics, where the con
quest of each fundamental appears as the mere lifting of a veil to further fun
damentals beneath, it is likely there is nothing more fundamental in biology
than the sequence of bases in a nucleic acid. To understand fully that se
quence of four letters - A, C, G and T - is the goal of evolutionary bioinfor
matics. In this context, there can be nothing newer.

Of course, bioinformatics itself is bigger than this. It is literally the under
standing of all biology in informational terms. When we focus on the bases
of nucleic acids we call it genomics . When we focus on the proteins encoded
by genes in genomes, we call it proteomics . Much of this book is about ge
nomics, broadly interpreted to cover nucleic acids (DNA and RNA) as they



XIV

operate both in cell nuclei (the usual site of DNA), and in the cytoplasm (the
usual site of RNA)

Scope

"The historical mode of studying any question is the only one which will
enable us to comprehend it effectually." These words of the Victorian sheep
breeder and polymath, Samuel Butler [11], remind us that the ideas presented
in this book once did not exist. In the minds of humans vaguely groping
through a mist of incoherency, they emerged first, just as ideas. This was fol
lowed by an often much slower elaboration and definition of terms, which
were eventually gathered into text. This was the creative process that hap
pened in the past, and is ongoing. By understanding the past we prepare our
selves for participating in the ongoing present. To understand the past we
look to biohistorians . However, for the all-too-human reason that workers at
interfaces between disciplines need more than 24 hours in their days, they
have not generally served us well. Palaeontologist Stephan Jay Gould pointed
out [12]:

"Many historians possess deeper knowledge and understanding of
their immediate subject than I could ever hope to acquire, but
none enjoy enough intimacy with the world of science ... to link
this expertise to contemporary debates about the causes of evolu
tion. Many more scientists hold superb credentials as participants
in current debates, but do not know the historical background... .
A small and particular - but I think quite important - intellectual
space exists, almost entirely unoccupied, for people who can use
historical knowledge to enlighten . . . current scientific debates,
and who can then apply a professional's 'feel' for the doing of
science to grasp the technical complexities of past debates in a
useful manner inaccessible to historians (who have therefore
misinterpreted, in significant ways, some important incidents and
trends in their subject) ."

Gould might have added that the biohistorian's dilemma is that many his
torical stones must be left untumed . Ideally, for complete objectivity, the
turning should be random. This not being possible, then knowledge of con
temporary debates can act as a powerful guide (heuristic). Of necessity, such
debates contain speculative components and the lines between speculation
and fact are never absolute. Cherished ideas that may have withstood centu
ries of debate (e.g. Newtonian physics) are sometimes later seen to have been
merely provisional.

Since its name was coined relatively recently , it might be thought that bio
informatics has a short history. It is shown here that the history of bioinfor-
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matics extends back to Darwin and beyond. This is made explicit in Chapter
1, Memory - A Phenomenon ofArrangement, which draws attention to the
characteristics shared by different forms of stored information, be they men
tal, textual, or hereditary, and notes that our understanding of forms we are
familiar with (e.g. textual), may help our understanding of forms we are less
familiar with (e.g. hereditary).

The quantitative relationships between A, C, G and T were first deter
mined in the USA in the middle decades of the twentieth century by the bio
chemist Erwin Chargaff [13]. The regularities he discovered underlie much
of the new bioinformatics. Chargaff's First Parity Rule (Chapter 2) considers
features of the Watson-Crick structure of DNA that facilitate accurate trans
mission of hereditary information with the appropriate detection and correc
tion of errors. This requires various levels of redundancy, the most obvious
of which is that DNA molecules generally come in duplex form. At least two
copies of the DNA message travel from one generation to the next. Yet,
Crick questioned the potency of natural selection as an evolutionary force,
and pointed to mechanisms involving recombination that might accelerate
evolution.

Chapter 3, Information Levels and Barriers, focuses on the informational
aspect of heredity, noting that information often comes in quantal packets of
restricted scope, like a book. The present book is about bioinformatics, not
deep-sea diving, and it would be difficult to unite the two themes in a com
mon text. Expanding the scope of information may require formation of new
packets . This means that packets must be distinguished and demarcated by
appropriate informational barriers. Thus, the "primary" information that a
packet contains can be distinguished from the "secondary" information that
demarcates and protects. There are different levels of information.

Chapter 4, Chargaff's Second Parity Rule, introduces conflict between dif
ferent types and levels of information, as exemplified by poetry, prose and
palindromes . Each of these imposes constraints on information transfer that
enhance error-detecting power (e.g. if a poem does not rhyme you soon no
tice it). In Chapter 5, Stems and Loops, this theme is further explored in terms
of the general ability of duplex DNA molecules, by virtue of the palindromes
they contain, to extrude single-stranded segments as duplex-containing stem
loop structures with the potential to "kiss" similar duplex structures. Para
doxically, the fittest organisms are those that can optimize the potential to
form stem-loops, sometimes at the expense of other functions. The reader is
left wondering why Nature has taken such pains to install stem-loops in all
life forms.

Chapter 6, Chargaff's Cluster Rule, points to another informational con
straint manifest as the preferential loading of loops in stem-loop structures
with one type of base ("purine-loading"). This should decrease the loop-loop
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"kissing" interactions between single-stranded nucleic acids that may precede
their pairing to form double-stranded nucleic acids (duplexes). Again, the
reader is left wondering. Why should it be necessary to prevent the formation
of such duplexes?

Chapter 7, Species Survival and Arrival, compares changes in DNA pri
mary information that affect an organism's structure or physiology (the con
ventional phenotype) and provide for linear evolution within a species, with
changes in DNA secondary information that affect the genome phenotype
and have the potential to provide an initial demarcation that preserves, and
hence permits the creation of, new species (branching evolution). The flexi
bility of the genetic code allows some independence of within-species and
between-species evolution, but that flexibility has its limits.

The frequency of each base "letter" in a sample of DNA can be counted.
Chapter 8, Chargoff's GC-Rule, considers the frequencies of the bases G and
C as the "accent" of DNA. The accent of human DNA is different from the
accent of worm DNA or of daisy DNA. Differences in DNA accents work to
impede the "kissing" homology search between stem-loops extruded from
potentially recombining DNA molecules during formation of gametes (e.g.
spermatozoa and ova) in the gonads (e.g. testis and ovary) . This can result in
hybrid sterility, an interruption of the reproductive cycle within a species.
Such reproductive isolation of certain species members can originate a new
species. "Kissing" turns out to be a powerful metaphor, since it implies an
exploratory interaction that may have reproductive consequences.

Remarkably, the very same forces that serve to isolate genomes within a
group of organisms (i.e. to originate a new species) also serve to isolate genes
within a genome (i.e. to originate a new gene). Different genes have different
"accents" that preserve them as inherited units. While at the time not know
ing that they could differ from each other in this way, Williams defined genes
as units that could resist dismemberment by recombination , rather than as
units of function. This distinguished gene preservation from gene function
and led to the question whether an agency other than natural selection was
involved in the preservation (isolation) of genes and genomes. In the past it
has been remarked that Variation offers and Natural Selection then selects.
Thus, to select is not to vary. Now we can say that, through its role in pre
serving variations, DNA's GC "accent" offers and Natural Selection then se
lects. Thus, to select is not to preserve.

The needs of "selfish genes" and "selfish genomes" can sometimes con
flict. Chapter 9, Conflict Resolution, shows that the finite nature of genome
space makes it likely that all demands on that space cannot be freely accom
modated. It is unlikely that any DNA can be dismissed as "junk" or that any
mutation is truly "neutral." The multiple pressures acting at various levels on
genomes require that there be trade-offs between different forms and levels



XVII

of information. This can explain introns and low complexity elements (Chap
ter 10). The latter are prominent in the genomes of herpesviruses and malaria
parasites, which are considered in Chapter 11. Here it is shown that some fea
tures of the amino acid sequence of proteins do not serve protein function; in
stead they reflect the needs of the encoding nucleic acid. The amino acids are
mere "place-holders."

Organisms exist in an environment of predators, both external (enemies
without, who remain without) and internal (enemies without, whose strategy
is to get within). These coevolve with their prey or host as they track them
through evolutionary time. Thus, the full understanding of the genomes of
any biological species requires an understanding of the genomes of the spe
cies with which it has coevolved . Chapter 12, Self/Not-Self!, turns from in
tracellular conflict within genomes to intracellular conflict between genomes.
It is shown that, through purine-loading, "self' RNA molecules could avoid
"kissing" and forming double-stranded RNA with other "self ' RNAs . This
would allow the RNA repertoire, derived from conventional and hidden
"transcriptomes," to provide a selection of RNA immunoreceptors that would
"kiss" viral (not-self) RNAs to generate double-stranded RNAs, so activating
intracellular alarms. Likewise, intracellular protein molecules are shown in
Chapter 13, The Crowded Cytosol, to constitute a protein "immunoreceptor"
repertoire. Although reactions between immunoreceptor proteins and viral
proteins are likely to be weak, the crowded cytosol provides a conducive en
vironment for this.

Chapter 14, Rebooting the Genome, reinforces the point made throughout
the book that the need to detect and correct errors has been a major evolu
tionary force, driving DNA to "speak in palindromes" and splitting members
of species into two sexes. This, in turn, required sex chromosome differentia
tion, as a consequence of which the phenomena known as Haldane's rule and
dosage compensation emerged. The role of The Fifth Letter (Chapter 15) then
assumed a new importance.

Finally, the Epilogue turns to science politics and the great opposition to
the people whose work is the subject matter of the book . There is all-too
often an all-too-human lack of objectivity that the reader should recognize.
This has been with us in the past, is with us at present, and will doubtless
persist. The flame of the torch of (what I believe is) enlightenment, has
barely escaped extinguishment as it has passed from William Bateson to his
son Gregory, and to Richard Goldschmidt, and to Stephen Jay Gould . The
latter's disagreements with Dawkins have received wide public attention
[14]. Perhaps the greatest contribution of the present book is that it presents
both evidence and a theoretical basis for a resolution of these disagreements.
Thus, after a century of discontent, evolutionists may at last become able to
speak with one voice .
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Goals

Who will read this book? Hopefully all who visit my bioinformatics web
site daily from many parts of the world [15]. The site has been up-and
running since 1998 as a primary resource in its own right, and to supplement
my books. Those unfamiliar with the interpretation of graphical data and the
laws of chance and probability may find Appendix 1 of help. Each chapter
has a summary of the main points so that readers who wish to skip should not
miss much (e.g. Chapter 1, which summarizes a history they may have partly
read in my previous book - The Origin ofSpecies, Revisited [16].

In my opinion much of the confusion in the evolution literature is seman
tic, so plain language is employed wherever possible, and usages are care
fully defined (check the Index to locate definitions). Anticipating readers
with a variety of backgrounds, for many of whom English may not be a first
language, common usages (vernacular usages) have been preferred, while the
corresponding more technical usages follow in round brackets (parentheses).
There are abundant quotations, which sometimes contain my explanatory
comments in square brackets. Unless otherwise stated, all italicization is
mine.

To make the text accessible to a wide audience I have adopted a "swim
ming pool" approach so that moving between chapters should be somewhat
like moving from the shallow to the deep end. More advanced readers who
skip the early chapters should note that they are not shallow in substance.
Rather they provide important images and metaphors that later chapters will
flesh out in chemical terms. For advanced readers who happen to be still
wedded to the classical Darwinian paradigm, the early chapters are manda
tory! Less advanced readers eager to read the latest on junk DNA, introns,
sex and speciation, are urged to be patient. Nevertheless, having splashed
around in the early chapters, they should not hesitate to move on. Even
though they may find some of the details daunting, they will not drown.
Rather they will gain a general overview that I hope will satisfy, Those who
cannot abide quantitation, however much simplified, should be able to skip
Parts 2 and 4 without losing the essence of the argument. Thus, there is a
relatively easy route through the book - Parts 1, 3, 5 and 6.

My ambitious hope is that, apart from being of interest to the general
reader, the book will become a definitive resource on genome bioinformatics
and evolution that will complement the numerous gene-orientated texts both
currently available and to be written. As such it should serve the needs of all
engaged in the biomedical sciences at college level and higher, from among
whom Homo bioinformaticus may eventually emerge. It is not a "hands on"
text. The other texts do that very well. Rather, it is a "heads on" text, de
signed to inspire ways of thinking that might make your hands more produc
tive, if you are so inclined. In short, you are invited to escape the twentieth
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century box of gene reductionism and become part of the revolution that we
may, for the time-being at least, refer to as "the new bioinformatics."

So - I am at the end of my Prologue. Hopefully, you now have some feel
ing for the subject of the book, and are tempted to read on. But, is that all?
What about "being," "soul," "ultimate meaning," - concerns touching the es
sence of our existence? Are such matters beyond our present scope? It is dif
ficult to improve on the words of Leslie Dunn in the introduction to his A
Short History of Genetics [17] when anticipating that some might consider
his text lacking in philosophical penetration:

"It is not that I, or another who may review the development of
the science of heredity, may not be interested in what it [all]
means, but rather that before we ask the ultimate question we
should know what has caused it to be asked."

This book continues the quest to "know what has caused it to be asked"
[18].
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Chapter 1

Memory - A Phenomenon of Arrangement

"A little learning is a dang'rous thing; drink deep, or taste not the
Pierian spring."

Alexander Pope [I]

Because gen es could explain so much in the biomedical sciences. in the
twentieth century it was tempting to assume they could explain everything.
So, for many, the bioinformatic analysis of genomes came to mean the bioin
formatic analysis of genes and their products. However, bioinformatics
slowly became less gene-centred. Evolutionary bioinformatics - the "new
bioinformatics" - views genomes as channels conveying multiple forms of
information through the generations from the distant past to the present. As
with information channels in general , genomes can become overloaded so
that conflicts between different forms of information can arise , and " no ise"
can delay information transmission and imperil its accuracy . The tasks of the
new bioinfonnatics are to identify the forms of information that genomes
transmit, and to show how conflict and noise are dealt with so that reliable
transmission is sustained. The results should complete Charles Darwin 's
work of understanding how , from simple organic molecules. "endless form s
most beautiful and most wonderful have been , and are being, evolved"[2].

Apart from the satisfaction of this , there is an urgent practical purpose .
Heeding not Pope 's admonition to "drink d eep" , we have forged from fragile
foundations new gene-based technologies that, while of imm en se potent ial
benefit, are being applied to agricultural and medical problems with but a
cosmetic nod towards possible hazards. We can only hop e that the goals of
the new bioinformatics will be atta ined before biotechnologists, with massive
industrial support, open Pandora 's box.

Priorities

Evolutionary bioinfonnatics is only now new because the seductive sim
plicity of the genic paradigm (Fig. I-I) and all that it promised, distorted per
ceptions, and hence, priorities. Thus a gene-centred bio informatics was the
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fi rst to emerge . The new, non-gene-centred bioinform at ics emerged later. It
is to the twenty-first century, somewhat what genetics was to the twenti eth .
The words of William Bateson - the biologist who , strugg ling for recognition
of genetics, brought Grego r Mendel to the attention of the Eng lish-speaking
world - still seem apt [3] :

" If the work whi ch is now being put into these occupations were
devoted to the careful carryin g out and recording of experime nts
of the kind we are contempl atin g, the result .. . would in some
five-a nd-twe nty yea rs make a revoluti on in our ideas of spec ies,
inher itance, var iation , and other phenomena."

Likewi se Charles Darw in had declared in 1872 when praising a book on
natural history [4] : " How incomparably more valu abl e are such research es
than the mer e description of a thou sand species ." This might well be para
phrased today with respect to "a thousand genes" and their products.

Generational Time

Fig. 1-1. The genic paradigm. Genomes and environments persist but
change over evolutionary time (heavy vertical arrows). Within a given genera
tion the genetic program (contained in the DNA "archive") is transcribed to
provide instructions (messenger RNA templates) that are translated into pro
teins. These are largely responsible for the anatomical and physiological
characters (phenotype) with which organisms interact with the prevailing en
vironment. Genotypes (i.e. constellations of genes) that most successfully
track environmental changes (i.e. produce successful phenotypes) tend to
persist

Of co urse, descriptions of spec ies, and descriptions of genes, are impor
tant , and should be well supported. We have many compl ete genomic se
quences and we need many more. The point is that humankind is likely to
progress optima lly when all aspects of sc ience are supported - not j ust tho se
that, being perceived as important by vested interests, provide a safe aca
dem ic haven not only for ser ious researchers, but also for the intellectu ally
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non-curious and the politically ambitious. While some were ecstatically
comparing the sequencing of the human genome to the discovery of the
Rosetta Stone, molecular geneticist William Gelbart soberly suggested [5]:

"It might be more appropriate to liken the human genome to the
Phaestos Disk: an as yet undeciphered set of glyphs from a Mi
noan palace on the island of Crete. With regard to understanding
the A's, T's, G's and C's of genomic sequence, by and large, we
are functional illiterates."

Without apology we will begin our tasting of the "Pierian spring" by ex
amining the historical roots of our subject. So often the understanding of a
subject requires the understanding of its history. Yet, to really understand its
history, one must understand the subject. This paradox implies that the study
of a subject and of its history must go hand in hand. Furthermore, by study
ing history we learn about process. By understanding the process of past dis
covery we prepare ourselves for understanding, and perhaps participating in,
future discoveries.

History is about people, ideas and technologies. Our sources on these are
usually written sources. However, often ideas arrive before there are suitable
words to convey them. So the examination of the history of ideas can become
an examination of the words people coined and used, and of what they meant
by those words in particular circumstances . This is no light task but, as I hope
to show, is well worth the effort.

Textual and Hereditary Information

At the heart of the new bioinformatics are the ideas of "information" and
"memory" (i.e, stored information). To build a house you need bricks and
mortar and something else - the "know-how", or "information," as to how to
go about your business. You need a plan (i.e. again, stored information). Vic
torians like Charles Darwin understood this. In the context of the "building"
of animals and plants, the idea of "information," but seldom the word, recurs
in their writings.

Classical scholars tell us that Aristotle wrote that the "eidos", the form
giving essence that shapes the embryo, "contributes nothing to the material
body of the embryo but only communicates its program of development" [6].
Darwin's mentor, the geologist Charles Lyell, may have had some intuition
of this when in 1863, in his Geological Evidences on the Antiquity of Man
[7], he wrote in a chapter entitled "Origin and Development of Languages
and Species Compared:"

"We may compare the persistence of languages . .. to the force of
inheritance in the organic world.... The inventive power which
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coin s new word s or modifies old ones ... answers to the variety
making power in the anim ate creation."

Gre gor Mend el may have thought similarly when wondering in 1865 why
one pea plant looked so much like its parents, but another did not [8]. He
con sidered that "development must nece ssarily proceed in accord with a
law," and that "dist ing uishing traits ... can only be cau sed by differences in
the compos ition and grouping of . . . elements." One of the few famil iar with
Mend el ' s work, the botani st Ca rl von Nageli in Munich [9], agreed :

"To understand heredity , we do not need a special independ ent
symbol for every difference conditioned by space, time or qual
ity, but a substance whi ch can repre sent every possible combina
tion of differences by the fitting together of a limited number of
elements, and which can be tran sformed by permutations into
other combination s."

Darwin in 1868 considered the relativ e contributions of information in the
mal e gamete (pollen), and in the female gam ete (ovule), to the seed from
which a new plant would eme rge [10]. Thu s, he wrote of " the peculi ar/ ormo
tive matter" that was contained in male gametes and was need ed for "the full
development of the seed" and for " the vigour of the plant produced from such
seed." He noted that " the ovules and the male element have equal power of
tran smitting every single character possessed by either parent to their off
spring." Furthermore, phenomena such as the regenerati on of an entire plant
from leaf cuttings (vegetative propagation) suggested that the " format ive
element s" were " not confined to the reproductive organs, but are present in
the buds and cellular t issue of plants." So "the child , strict ly speaking, doe s
not grow into the man , but includes germs whi ch slowly and success ively be
com e dev eloped andjorm the man ."

He equated "germs" with the "formative matter," which "c onsists of min
ute part icles or gemmules." These were smaller than cell s, were capable of
independent multipl ication by "self-division," and were responsibl e for the
generat ion of new organisms . Thus: "An organism is a microcosm - a little
universe, form ed of a host of self-propaga ting organisms, inconce ivably min 
ute and numerous as the stars in heav en."

Th e major Victorian advocate of Darwin 's views , biologist Thoma s Hux
ley , anticipated modern ideas on "se lfish genes" [II] when writing in similar
ve in in 1869 [12,13] :

" It is a probable hypothesis that, what the world is to organisms
in general, each organism is to the molecules of which it is com
posed . Multitudes of these, havin g diverse tend encies, are com
pet ing with each other for opportunities to exist and multiply ;
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and the organism as a whole, is as much a product of the mole
cules which are victorious as the Fauna or Flora of a country is
the product of the victorious beings in it."

Mental Information

Darwin's ideas were based on three fundamental principles - variation, he
redity and natural selection . Variation caused an individual to differ in cer
tain characters from others. Heredity caused characters to be transmitted from
parents to children. Natural selection caused some individuals to survive and
reproduce better than others. Of these three - variation, heredity and natural
selection - only the basis of the latter was understood. For the Victorians, he
redity and variation were unknowns to be entrusted to the researchers of fu
ture generations . The words "heredity" and "variation" were handles with
which to manipulate these principles, irrespective of their underlying mecha
nisms. One Victorian, however, thought otherwise (Fig. 1-2).

Fig. 1-2. A self-portrait (1878) of Samuel Butler (1835-1902)
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Initi ally heredity was seen as the proc ess by which characters (which we
would now call the phenotype) were passed forward from parent to child.
However, around 1870 , this perspective was shifted by the physiologist
Ewald Hering in Prague, and by Samuel Butl er in London. They put the onus
on the embryo, which remembers its parents. The newly form ed embryo is a
passive recipient of parental information (which we now call the genotype),
and thi s information is used (recalled) by the embryo to con stru ct itse lf (i.e.
to regenerate phenotype from genotype). Heredity and memory are, in prin
cipl e, the same. Heredity is the transfer ofstored information . This powerful
conceptual leap led to new territory. Evolut ionary proc esses could thence
forth be thought of in the same way as mental processes . Hering [14] con sid 
ered that:

" We must ascribe both to the brain and body of the new-born in
fant a far-reaching power of rememberin g or reproducing thin gs
whi ch have already come to their development thou sand s of
times in the persons of the ir ancestors."

More s imply, Butler wro te [15]:

"There is the reproduction of an idea which has been produced
once already, and there is the reproduction of a living form
wh ich has been produced once already . The first reprodu ction is
certainly an effort of memory . It should not therefore surprise us
if the second reproduction should turn out to be an effort of
memory also. "

Perhaps sitt ing across from Karl Marx in the Readin g Room of the Briti sh
Museum in London, Butler devoured the evolution literature of his time and
challenged the men of science. Bateson, who himself opposed a too simplis
tic interpretation of Darwin ' s theory, cam e to regard Butler as "the most bril
liant, and by far the most interesting of Darwi n' s opponents" [16] . Butler
thou ght " that a hen is only an egg's way of makin g another egg" [17] . In the
twentieth century, zoologist Richard Dawkins thought similarly that a body is
only a gene' s way of making another gene [II]. An effort at reading Butler's
seemingly convoluted writings about plant seeds in Erewhon (the title is
close to "now here" backwards) is well rewarded [18] :

"The rose -seed did what it now does in the persons of its ances
tors - to whom it has been so linked as to be able to remember
what those ancestors did when they were placed as the rose-seed
now is. Each stage of development brings back the recollection
of the course taken in the preceding stage, and the development
has been so often repeated, that all doubt - and with all doubt, all
consciousness of action - is suspended. .. . The action which
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each generation takes - [is] an action which repeats all the phe
nomena that we commonly associate with memory - which is
explicable on the supposition that it has been guided by memory
- and which has neither been explained, nor seems ever likely to
be explained on any other theory than the supposition that there
is an abiding memory between successive generations."

Hering wanted his strictly materialist position be understood [14]: "Both
man and the lower animals are to the physiologist neither more nor less than
the matter of which they consist." He held that ideas that disappeared from
consciousness would be stored in some material form in the unconscious
memory, from which they could be recalled to consciousness. Thus, "the
physiology of the unconscious is no 'philosophy of the unconscious'."

Hering considered that actions that were repeated were more likely to be
stored in memory, and hence more accurately recalled, than actions that were
performed only once or twice. So practice-makes-perfect with respect both to
psychomotor functions, such as reproducing music on the piano, and to he
reditary functions , such as reproducing a cell from a parent cell , and repro
ducing an organism from a parent organism (asexual reproduction) or parent
organisms (sexual reproduction)(I4] :

"But if the substance of the germ can reproduce characteristics
acquired by the parent during its single life, how much more will
it not be able to reproduce those that were congenital to the par
ent, and which have happened through countless generations to
the organized matter of which the germ of today is a fragment?
We cannot wonder that action already taken on innumerable past
occasions by organized matter is more deeply impressed upon
the recollection of the germ to which it gives rise than action
taken once only during a single lifetime."

Among the recollections of the germ would be instinctual (innate) actions.
A pianist, having practiced a piece so well that it can be played virtually un
consciously, does not, as far as we know, pass knowledge of that piece
through the germ line to children. Yet, some psychomotor activities of com
parable complexity are passed on [14]:

"Not only is there reproduction of form, outward and inner con
formation of body, organs, and cells, but the habitual actions of
the parent are also reproduced. The chicken on emerging from
the eggshell runs off as its mother ran off before it; yet what an
extraordinary complication of emotions and sensations is neces
sary in order to preserve equilibrium in running. Surely the sup
position of an inborn capacity for the reproduction of these intri-
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cate actions can alone explain the facts. As habitual practice be
comes a second nature to the individual during his single life
time, so the often-repeated action of each generation becomes a
second nature to the race. "

In 1884 in his Mental Evolution in Animals, Darwin 's ex-research associ
ate, the physiologist George Romanes, was happy to consider instinctual ac
tivities, such as bird migration and nest-making, as requiring inherited
("ready-formed") information [19] :

"Many animals come into the world with their powers of percep
tion already largely developed. This is shown . . . by all the host
of instincts displayed by newly-born or newly-hatched animals.
.. .The wealth of ready-formed information, and therefore of
ready-made powers of perception, with which many newly-born
or newly-hatched animals are provided, is so great and so pre
cise, that it scarcely requires to be supplemented by the subse
quent experience of the individual."

But, much to Butler's frustration, he would not move beyond this [20] :

" Mr. Romanes ... speaks of ' heredity as playing an important part
in forming memory of ancestral experiences;' so that whereas I
want him to say that the phenomena of heredity are due to mem
ory, he will have it that the memory is due to heredity ... . Over
and over again Mr. Romanes insists that it is heredity which does
this or that. Thus, it is 'heredity with natural selection which
adapt the anatomical plan of the ganglia; ' but he nowhere tells us
what heredity is any more than Messrs. Herbert Spencer, Darwin
and Lewes have done. This, however, is exactly what Professor
I-Icring, whom I have unwittingly followed, does. He resolves all
phenomena of heredity, whether in respect of body or mind, into
phenomena of memory. He says in effect, ' A man grows his
body as he does, and a bird makes her nest as she does, because
both man and bird remember having grown body and made nest
as they now do . . . on innumerable past occasions. He thus re
duces life from an equation of say 100 unknown quantities to one
of 99 only , by showing that heredity and memory, two of the
original 100 unknown quantities, are in reality part of one and
the same thing." [Butler's italics]

Periodical Rhythms

In 1880 in his book Unconscious Memory Butler employed the word
"information" in the context of memory [21]:
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"Does the offspring act as if it remembered? The answer to this
question is not only that it does so act , but that it is not possible
to account for either its development or its early instinctive ac
tions upon any other hypothesis than that of its remembering,
and remembering exceedingly well. The only alternative is to de
clare . .. that a living being may display a vast and varied infor
mation concerning all manner of details, and be able to perform
most intricate operations, independently of experience and prac
tice ."

In 1887 in Luck or Cunning [22], Butler showed a good understanding of
the concept of information, and of its symbolic repre sentation in a form con
ditioned by factors both internal and external :

"This idea [of a thing] is not like the thing itself, neither is it like
the motions in our brain on which it is attendant. It is no more
like these than , say, a stone is like the individual characters, writ
ten or spoken, that form the word 'stone.' . . . The shifting nature
... of our ideas and conceptions is enough to show that they must
be symbol ic and conditioned by changes going on within our
selves as much as those outside us."

Later, he was more poetic [23]:

" Some ideas crawl, some run, some fly ; and in this case words are
the wings they fly with , but they are only wings of thought or of
ideas, they are not the thought or ideas themselves."

Again emphasizing " the substantial ident ity betw een hered ity and mem
ory, " Butler noted that "Variations [mutations to the modern reader] .. . can
only be perpetuated and accumulated because they can be inherited." Echo
ing Huxley, in 1880 he considered the unicellular amoeba [21]:

" Let us suppose that this structure less morsel of protoplasm is, for
all its structurelessness, composed of an infinite number of living
molecules, each one of them with hopes and fears of its own, and
all dwelling together like Tekke Turcomans, of whom we read
that they live for plunder only, and that each man of them is en
tirely independent, acknowledging no constituted authority, but
that some among them [DNA to the modern reader] exercise a
tacit and undefined influence over the others.

Let us suppose these molecules capable of memory [of storing
information] , both in their capacity as individuals [individual
molecules], and as societies [groups of molecules], and able to
transmit their memories to their descendents, from the traditions
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of the dimmest past to the experiences of their own lifetime.
Some of these societies will remain simple, as having no history ,
but to the greater number unfamiliar, and therefore striking, inci
dents [mutations to the modern reader] will from time to time
occur, which, when they do not disturb memory so greatly as to
kill [lethal mutations], will leave their impression upon it [ac
cepted mutations]. The body or society will remember these in
cidents, and be modified by them in its conduct, and therefore .. .
in its internal arrangements. ... This memory of the most striking
events of varied lifetimes [inherited information] I maintain ... to
be the differentiating cause, which, accumulated in countless
generations, has led up from the amoeba to man . . . .

We cannot believe that a system of self-reproducing associa
tions should develop from the simplicity of the amoeba to the
complexity of the human body without the presence of that
memory which can alone account at once for the resemblances
and differences between successive generations, for the arising
and the accumulation of divergences - for the tendency to differ
and the tendency not to differ."

Like most others, Butler discarded the "Russian doll" ("germs within
germs" or "preformation") model of inheritance [15]:

"When we say that the germ within the hen's egg remembers hav
ing made itself into a chicken on past occasions .. . do we intend
that each single one of these germs was a witness of, and a con
curring agent in, the development of the parent forms from their
respective germs, and that each of them therefore, was shut up
with the parent germ, like a small box inside a big one? If so,
then the parent germ with its millions of brothers and sisters was
in like manner enclosed within a grandparental germ , and so on
till we are driven to admit, after even a very few generations, that
each ancestor has contained more germs than could be expressed
by a number written in small numerals, beginning at St. Paul 's
and ending at Charing Cross.... Therefore it will save trouble . ..
to say that the germs that unite to form any given sexually pro
duced individual were not present in the germs, or with the
germs, from which the parents sprang, but that they came into
the parents ' bodies at some later period."

If the germs that un ited to form the parents were no longer present, then
this , of course, raises the question as to how new germs "came into" the par
ents. Butler continued [15]:
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"We may perhaps find it convenient to account for their intimate
acquaintance with the past history of the body into which they
have been introduced by supposing that by virtue or assimilation
[metabolism] they have acquired certain periodical rhythms al
ready pre-existing in the parental bodies, and that the communi
cation of the characteristics of these rhythms determines at once
the physical and psychical development of the individual in a
course as nearly Iike that of the parents [inheritance] as changed
surroundings [environment] will allow."

So the material forms taken by the parental information are no longer pre
sent in their child, but during its life "periodical rhythms" are communicated
to new material forms that will allow the generation of future children (the
grandchildren of the original parents). Were the original parental material
forms - the "papers" upon which the "plan" for their child was written 
completely destroyed in the child so that fresh germs had to be reconstructed
from scratch, like an architect taking measurements from an existing building
in order to prepare a plan for a new, identical, building? Probably not. The
term "periodical rhythms" suggests that Butler had some sort of copying in
mind [15]:

"For body is such as it is by reason of the characteristics of the
vibrations that are going on in it, and memory is only due to the
fact that the vibrations are of such characteristics as to catch on
to, and be caught onto by, other vibrations that flow into them
from without - no catch, no memory."

So, although the original parental material form of the plan (paper) would
no longer be present, its information would have been copied to create identi
cal plans on new papers. Thus, there would be a "recurrence" of the "rhythm"
[J5]:

"I see no way of getting out of this difficulty so convenient as to
say that a memory is the reproduction and recurrence of a
rhythm communicated directly or indirectly from one substance
to another, and that where a certain rhythm exists there is a cer
tain stock of memories [stored information], whether the actual
matter in which the rhythm now subsists was present with the
matter in which it arose, or not."

Butler considered that "matter . .. introduced into the parents' bodies dur
ing their life histories [i.e. food] ... goes to form the germs that afterwards be
come their offspring," but he was troubled as to whether this matter should
be considered as living or non-living, for "if living, it has its own memories
and life-histories which must be cancelled and undone before the assimila-
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tion and the becoming imbued with new rhythms can be complete. That is to
say it must become as near to non -living as anything can become" [15] .

Recall that he considered cells to consist of " living molecules, each one of
them with hopes and fears of its own, and all dwelling together like Tekke
Turcomans" [2]]. As we shall see in the next chapter, if we think of poly
meric DNA as "living", and the subunits (letters) from which DNA is con
structed (assimilated) as "non-liv ing," then Butler's abstraction is far from
wild. Food contains specific DNAs of other organisms, which encode their
specific characteristics ("memories and life histories"). These polymeric
DNAs are degraded ("cancelled and undone") in digestive systems to sub
units ("non-living") that are absorbed into bodies where they are repolyrner
ized in a new order ("imbued with new rhythms") to produce copies of the
bodies' own DNAs ("living"). He may have been thinking of the set of letters
that a nineteenth century printer would assemble on a printer's block when
preparing a newspaper. After a print run the letters would be removed from
the block and then reutilized (i.e. assembled together in a different order) for
the next day 's print run . Thus, when considering verbal communication But
ler wrote [23]:

"The spoken symbol . .. perishes instantly without material trace,
and if it lives at all does so only in the minds of those who heard
it. The range of its action is no wider than that within which a
voice can be heard ; and every time a fresh impression is wanted
the type must be set up anew."

Informational Macromolecules

That the "composition and grouping of . .. elements" might require some
material basis was recognized by many nineteenth century writers, including
the English philosopher Herbert Spencer, Nageli, and Darwin's cousin, Fran
cis Galton [24, 25]. Jt was noted that if the basis were material, since "the
ovules and male element have equal power of transmitting every single char
acter" (i.e . maternal and paternal contributions to offspring were equal), then
the quantity of that material could be no more than could be contained in the
smallest gamete, which was usually the male gamete (pollen or spermato
zoon; Fig . 1-3).

In ] 866 the English chemist William Crookes commented on the probable
nature of the poisonous "particles" of the cattle plague that was ravaging
Europe at that time. The particles could not be observed with the microscopes
then available. He deduced that they were not bland, but "organized" to a de
gree much greater than that of the chemical poisons with which people were
then familiar [26]:
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Fig. 1-3. If heredity has a non-compressible, non-stretchable, material basis,
then, since male and female contributions to our genetic heritage are ap
proximately equal, the quantity of hereditary material cannot be more than is
contained in the smallest of the two gametes, which is usually the male gam
ete (spermatozoon or pollen grain). Thus much of the material in the female
gamete (ovum or ovule) cannot be directly concerned with the transmission
of hereditary characters

"The specific disease-producing particles must moreover be or
ganized, and possess vitality ; they must partake of the nature of
virus rather than ofpoison. No poison yet known to chemists can
approach, even in a faint degree, the tremendous energy of the
active agent of infectious diseases . A poison may be organic. but
it is not organized. It may kill with far greater rapidity than the
virus of infection, but, unlike this virus, it cannot multiply itself
in the animal economy to such an extent as to endow within a
few hours every portion of its juices with the pow er of producing
similar results. A virus, on the contrary, renders the liquids of an
infected animal as virulent as the original germ."

Viruses, as we now know them, were first identified and named decades
later. Crookes used the word in the Latin sense understood by his contempo
raries, meaning, "poison" or "toxin." But his personal understanding appears
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modern in that he implied that a virus would use the resources available in
"the animal economy" to multiply itself. The word "germ" meant a biological
entity with the potential to sprout or "germinate" (like a plant seedling), and
as such the word was used in the context of organisms we now refer to as vi
ruses and bacteria. Darwin's notion of the organism as "a little universe,
formed of a host of self-propagating organisms" seems to have derived from
this emerging understanding of the minuteness and great proliferative powers
of the microorganisms responsible for the cattle plague. In his 1866 testi
mony to a government enquiry, John Simon, the Medical Officer of the Privy
Council suggested [27]:

"The several zymotic diseases are aetiologically quite distinct
from one another. ... How their respective first contagia arose is,
... quite unknown . This, in pathology , is just such a question as
in physiology is 'the origin of species.' Indeed ... it is hardly to
be assumed as certain that these apparently two questions may
not be only two phases of one . Hourly observation tells us that
the contagium of smallpox will breed smallpox, that the con
tagium of typhus will breed typhus, that the contagium of syphi
lis will breed syphilis, and so forth , - that the process is as regu
lar as that by which dog breeds dog, and cat cat, as exclusive as
that by which dog never breeds cat , nor cat dog ."

In 1868 Darwin advanced his "provisional theory of pangenesis," and
named a minute fundamental unit of heredity a "gemmule" [10]. By this
time, on the continent of Europe microscopic investigations had distin
guished cell nuclei and the phenomena of cell division (28). Galton in 1872
[29] and August Weismann in 1885 noted that for many organisms there was
a potential separation of the hereditary material in germ-line cells (that pro
duced gametes) from that contained in other body cells (the cells of the mor
tal "soma")[30] :

"Splitting up of the substance of the ovum into a somatic half,
which directs the development of the individual, and a propaga
tive half, which reaches the germ-cells and there remains inac
tive , and later gives rise to the succeeding generation, constitutes
the theory ofthe continuity ofthe germ plasm. "

Bateson considered that Butler had arrived at "this underlying truth" in
1878 "by natural penetration" [16, 17]. The Dutch botanist Hugo de Vries in
his Intracellular Pangenesis [31] boldly took the issue to the molecular level
in 1889, noting that an observed character of an organism could be "deter
mined by a single hereditary character or a small group of them." These de
termining "hereditary characters" are "units, each of which is built up of nu-
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merous chemical molecules," and are "arranged in rows on the chromatin
threads of the nucleus." The units which, rather than "gernmules," he named
"pangens," could, for example, confer the "power ofassuming a red colour"
in a plant. This "power ofassuming" was held to be different from the actual
"production of . . . the red colouring matter," which was "more or less in the
same manner as the action of enzymes or ferments ." Thus, de Vries distin
guished three hierarchically arranged elements: hereditary character units
(later known as the genotype), executive functions catalyzing chemical
changes (associated with enzyme-like elements), and observed characters
themselves (later known as the phenotype; Greek: phainomai = I appear).

The Swiss physiologist Johann Friedrich M iescher, discoverer of what we
now call DNA, suggested in 1892 that , by virtue of structural differences, one
class of "huge molecules" should suffice to convey the hereditary character
units [32J:

"In ... huge molecules .. . the many asymmetric carbon atoms
provide a colossal amount of stereo-isomerism. In them all the
wealth and variety of heredity transmiss ions can find expression
just as all the words and concepts of all languages can find ex
pression in twenty-four to thirty alphabetic letters . It is therefore
quite superfluous to make the egg and sperm cell a storehouse of
countless chemical substances each of which carries a particular
heredity quality . .. . My own research has convinced me that the
protoplasm and the nucleus, far from consisting of countless
chemical substances, contain quite a small number of chemical
individuals which are likely to be of a most complicated chemi
cal structure."

In 1893 in An Examination of Weismannism [33J Romanes, summarized
what, for many at that time, were obscure abstractions:

" But the theory of Pangenesis does not suppose the future organ
ism to exist in the egg-cell as a miniature (Romanes' italics): it
supposes merely that every part of the future organism is repre
sented in the egg-cell by corresponding material particles. And
this, as far as I can understand, is exactly what the theory of
germ-plasm [of WeismannJ supposes; only it calls the particles
'molecules,' and seemingly attaches more importance to the mat
ter of variations in their arrangement or ' const itut ion, ' whatever
these vague expressions may be intended to signify."

Along similar lines , in 1894 in Materials for the Study of Variation [34J,
Bateson stated :
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"The body of one individual has never been the body of its par
ent, . . . but the new body is made again new from the beginning,
just as if the wax model had gone back to the melting pot before
the new model was begun ."[Bateson's italics]

Later, agreeing with de Vries, Bateson considered enzymes affecting col-
our [35] :

"We must not suppose for a moment that it is the ferment [en
zyme], or the objective substance [colour], which is transmitted
[from generation to generation]. The thing transmitted can only
be the power or faculty to produce the ferment or objective sub
stance."

Rather than " hereditary characters," Bateson spoke of "character units, "
"genetic factors ," or "elements." Grasping for what we now know as DNA ,
in 1913 in his Problems in Genetics [36] he elaborated on the terms "geno
type " and "phenotype" that had been introduced by the Danish botanist
Wilhelm Johannsen :

"Of the way in which variations in the .. . composition of organ
isms are caused we have ... little real evidence, but we are begin
ning to know in what such variations must con sist. These
changes must occur either by the addition or loss of [genetic]
factors [to/from the gametes and hence to/from the offspring
formed by those gametes] . We must not lose sight of the fact
that, though the [genetic] factors operate by the production of: (i)
enzymes, (ii) bodies on which these enzymes can act [sub
strates], and (iii) intermediary substances necessary to complete
the enzyme action [enzyme co factors] , yet these bodies them
selves [all three of the above] can scarcely themselves be genetic
factors, but consequences of their existence."

The genetic factors could be newly acquired and had a continuity from
generation to generation, being apportioned symmetrically during cell divi
sion. Bateson continued:

"What then are the [genetic] factors themselves? Whence do they
come? \-low do they become integral parts of the organism?
Whence, for example, came the pow er which is present in the
White Leghorn of destroying ... the pigment in its feathers? That
power is now a definite possession of the breed, present in all its
germ-cells, male and female, taking part in their symmetrical di
visions, and passed on equally to all, as much as [is passed on]
the protoplasm or any other attribute of the breed."
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It seems that Bateson never stated that a genetic factor (i.e. the genotype)
conveyed "information for" , but only conveyed the "power to cause" en
zymes, substrates and enzyme-cofactors to appear in the offspring (and thus
generate the phenotype). However, in addresses in 1914 and later he showed
that he sensed that genetic factors (now interpreted as "genes") might be
some "phenomenon of arrangement" (now interpreted as "sequence"), and
that variation (now interpreted as mutation: Latin, muto = I change) could oc
cur when the arrangement changed. Indeed, he almost latched on to the idea
of a genetic code linking the observed characters of an organism (its pheno
type) to "elements upon which they depend" (now interpreted as genes)[37]:

"The allotment of characteristics among offspring is .. . accom
plished .. . by a process of cell-division, in which numbers of
these characters, or rather the elements upon which they depend,
are sorted out among the resulting germ-cells in an orderly fash
ion. What these elements, or factors as we call them, are we do
not know. That they are in some way directly transmitted by the
material of the ovum and of the spermatozoon is obvious, but it
seems to me unlikely that they are in any simple or literal sense
material particles. I suspect rather that their properties depend on
some phenomenon ofarrangement ... . That which is conferred in
variation must rather itself be a change, not of material, but of ar
rangement. ... By the re-arrangement of a very moderate number
of things we soon reach a number of possibilities practically in
finite."

Hering had spoken similarly, albeit more abstractly, in 1870 [14]:

"It is an error, therefore, to suppose that such fine distinctions as
physiology must assume, lie beyond the limits of what is con
ceivable by the human mind. An infinitely small change in posi
tion on the part of a point, or in the relations of the parts of a
segment of a curve to one another, suffices to alter the law of its
whole path, and so in like manner an infinitely small influence
exercised by the parent organism on the molecular disposition of
the germ may suffice to produce a determining effect upon its
whole further development. .. An organized being, therefore,
stands before us a product of the unconscious memory of organ
ized matter, which, ever increasing and ever dividing itself, ever
assimilating new matter and returning it in changed shape to the
inorganic world, ever receiving some new thing into its memory,
and transmitting its acquisitions by the way of reproduction,
grows continually richer and richer the longer it lives."



20 Chapter I

So, we can interpret "power to cause" as showing that Bateson (like Dar
win , Galton, Hering, and Butler) understood the information concept, al
though he never used the word in this context (but he used the word in other
contexts). He understood that different arrangements can convey different
pieces of information . He was prepared to believe his factors were molecules
of the type we would today call "macromolecules," but he was far from call
ing them "informational macromolecules" . There was not so much a concep
tual gap as a semantic gap. The story of how the semantic gap was later
bridged by Erwin Schrodinger and others has been told many times [38-41],
and will not be retold here .

Translation

Regarding the "difficulty of conceiving the transition of germinal sub
stance into som atic substance," Romanes considered "a transition of A into B
. . . where B is a substance which differs from A almost as much as a woven
texture differs from the hands that weave it"[33J. But he could not see A and
B as languages. He could not see a transition of this magnitude as a transla
tion from one form of information to another. The elements of language are ,
according to Butler [23]:

"A sayer, a sayee, and a convention, no matter what, agreed upon
between them as inseparably attached to the idea which it is in
tended to convey - these comprise all the essentials of language.
Where these are present there is language; where any of them are
wanting there is no language."

The need for a code (an agreed convention) to relate the information car
ried from generation to gen eration in the gametes (derived from germ cells in
the gonads) to the actual characters displayed by an organism (e.g. parts of
the body) was hinted at by Weismann in 1904 [42] :

"The germ substance never arises anew, but is always derived
from the preceding generation - that is . . . the continuity of the
germ plasm . ... We ... assume that the conditions of all the parts
of the body [are] ... reflected in the corresponding primary con
stituents of the germ plasm and thus in the germ cells. But, as
these primary constituents are quite different from the parts
themselves, they would require to vary in quite a different way
from that in which the finished parts had varied; which is very
like supposing that an English telegram to China is there re
ceived in the Chinese language."

This implied that one form of information, namely the "primary constitu
ents," must be translated into another form , namely, "the parts ." We would
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now relate "primary constituents" to DNA (the genotype), and "the parts"
(the phenotype) to certain clas ses of macromolecules, especially proteins.

The four main cla sses of mac romolecules found in living sys tems, - nu
c le ic acid s, proteins, complex fats (lipids), complex sugars (carboh ydrates) 
all convey information . However, the former two are special in that the latter
two are dependent upon them for their con stru ction. Nucleic acids and pro
teins construct both themselves and lipids and carbohydrates (Fig. 1-4).

Proteins~

/
/ Cornplex-»

/ Fats (Lipids)

~
Complex Sugars :>

(Carbohydrates)

-~..~RNAs :>

\
DNA

U

Fig. 1-4. Template-dependent reactions (heavy arrows), which require nu
cleic acids, result in the production from subunits (base-containing nucleo
tides, or amino acids) of "informational macromolecules" (DNA, RNA and pro
teins). Proteins (enzymes) catalyse both these template-dependent reactions
and the mechanical assembly from subunits (e.g. simple sugars, fatty acids)
of other macromolecules, namely complex fats (lipids) and complex sugars
(carbohydrates). When a nucleic acid acts as a linear template for the forma
tion of another nucleic acid, information is copied (replicated or transcribed) .
When a nucleic acid acts as a linear template for the formation of a protein,
one form of information is decoded (translated) to give rise to another form of
information. RNAs, proteins, lipids and carbohydrates collectively compose
the conventional Darwinian phenotype through which members of a species
interact with (track) their changing environment through the generations. The
curved arrow indicates the self-reproducing nature of the genotype

Nucleic acids and prot ein s have sequences that arc so varied that the " ma
chin es" that construction them (enzym es whi ch arc them selves mainly pro
teins) have to be programmed with linear inform ation templ ates (nucleic ac-
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ids) . On the other hand, lipids and carbohydrates have regularities in their
structures that allow their mechanical assembly by enzymes in the abs ence of
linear information templates. Thus, nucleic acids and proteins can be con sid
ered as " informationa l macromolecules," to ind icate that they contain a
higher order of information than lipid s and carbohydrates.

Butler supposed "a memory to ' run ' each gemmule" [17] , but , of course,
he knew the material basis of the storage of inherited information no more
than he knew the material basis of the storage of mental information. We
now know that DNA is the form er , but , at the time of this writing, st ill have
little understanding of the latter. If challenged, Butler would probably have
speculated that both forms of storage were the same (Occam 's principle; see
Chapter 3) . Current evidence does not support this . Just as DNA contains the
information for the construction, by some chain of events, of, say, a hand, so
DNA should contain the information for a particular pattern of cerebral "wir
ing" (an "anatomica l plan of the ganglia") that would, by some chain of
events, be manifest as a particular instinct. \-low such germ-line memories re
late to memories acquired during individual lifetimes ("cerebral alterations")
is still unknown. Romanes pointed out in 1881 [20] :

" We can understand , in some measure, how an alterat ion in brain
structure when once made should be permanent, . . . but we can
not understand how this alteration is tran smitted to progeny
through structures so unlike the brain as are the products of the
generative gland s [gametes). And we merely stultify our selv es if
we suppose that the problem is brought any nearer to solution by
asserting that a future individual whil e still in the germ has al
ready parti cipated, say, in the ce rebral alterat ions of its parents."

Butler seems to have been the first to extrapolate the principle that
" higher" forms of life evolve from " lower" form s, to suggest that eventually,
beyond man , machines made by man would take over the plan et [43). Today
we would equate this with computers. Butl er ' s genius was in seeing that in
heritance and mental function, like today 's computers, are all "modes of
memory" [I7] :

" Life is that property of matter whereby it can remember. Matter
which can remember is living; matter which cannot remember is
dead . Life, then. is memory. The life of a creature is the memory
of a creature. We are all the same stuff to start with, but we re
member different things, and if we did not remember different
things we should be absolutely like each other. As for the stuff
itself, we know nothing save only that it is 'such as dreams are
made of ." [Butler' s italics]
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Variation

"Memory" refers either to the physiological process by which stored in
formation is retrieved, or to the actual stored information itself. In the former
sense, the storage of information is implicit. In the latter sense, memory is
stored information. Whatever the sense, the concepts of memory and of
stored information are very close. At some point in time information is se
lected and assigned to a store, and at a later point in time it may be retrieved .
But storage of information is not enough. Information must be safely stored.
To select and to store is not to preserve. On a hot summer's day , a package of
ice-cream stored in your shopping bag will not be preserved. Stored informa
tion must also be preserved information. When preservation is not perfect,
there is variation.

Butler declared that "the ' Orig in of Variation, ' whatever it is, is the only
true ' Orig in of Species'," [17] . He knew the mechanisms by which Nature's
expressions vary from generation to generation, no more than he knew the
mechanisms by which mental expressions vary from day to day . Nor did he
know the scope of variation [34]. Variation can only occur in that which al
ready exists, and the nature of that which already exists, limits the scope of
its variation. Just as the scope of a dice is limited by its structure, so the
scope of variation of a living form is limited. From time to time a human is
born with six fingers, but , as far as we know, no human has ever been born
with a hundred fingers, or with feathers (see Chapter 3).

The Victorians delighted in games of chance. They appreciated that varia
tion in landing position of a balanced dice is random. The variation in land
ing position of an unbalanced dice is partly non-random. So, from first prin
ciples, it was supposed that variation in living forms might be either a chance
event, or biased . Whether unbiased or biased, a variation might be beneficial,
deleterious, or somewhere in between . Within its scope, the dice of life might
be multifaceted allowing fine gradations in variation. Alternatively variations
might be quite discrete (e.g. the usual six-sided dice). And would the dice of
life be thrown? If so , by what agency? If not thrown, then any variation that
occurred would be "spontaneous" and perhaps unbiased. If the dice of life
were thrown, then there would be a thrower. Would this agency be internal or
external to the organism? In either case, could the agency direct the bias to
the adaptive advantage of the organism? In other words, could the agency
"design" the organism?

Among these alternatives, current evidence shows (see Chapter 7) that
variation is a spontaneous property of matter, but that it may be affected, both
quantitatively and qualitatively, by external agents, such as X-radiation.
Variation is usually unbiased. It is not directed. There is no design by means
of variation, either internal or external. If an organism is closely adapted to
its environment then a variation is unlikely to be beneficial. If the environ-
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ment has recently changed dramatically, then a variation is more likely to be
beneficial. But variations, per se, do not occur "for the good of the organism"
(teleology) .

However, the parallels he had drawn between memory and heredity sug
gested to Butler a set of alternatives that had some plausibility at the time. He
opted for an agency internal to the organism that would, in small steps, bring
about variations that would accumulate to the advantage of the organism.
This set of alternatives had gained some scientific respectabili ty in both Eng
land (e.g. Spencer), and continental Europe (e.g. Nageli) and some came to
call it "orthogenesis," implying an innate tendency to progressive develop
ment [44]. Butler' s case rested on grounds that were both aesthetic and logi
cal.

Darwin' s argument that natural selection would cruelly send the weaker to
the wall and select the fittest to survive sufficed "to arouse instinctive loath
ing; ... such a nightmare of waste and death is as baseless as it is repulsive"
[23]. To buttress this feeling, Butler turned to an argument that will be made
here, in a different context, in Chapter 12. Microscopic studies of unicellular
organisms, such as amoebae, showed them to possess organelles analogous to
the organs of multicellular organisms. Thus, an amoeba, far from being an
amorphous mass of protoplasm, was seen to extrude "arms" (pseudopodia),
fashion a "mouth", and digest its prey in a prototypic stomach (digestive
vacuole). If it could achieve this degree of sophistication, then perhaps it
could, in an elementary way, also think? Butler was quite open with his
premises [45]:

"Given a small speck ofjelly with some power of slightly varying
its actions in accordance with slightly varying circumstances and
desires - given such a jelly speck with a power of assimilating
other matter, and thus, of reproducing itself, given also that it
should be possessed of a memory and a reproductive system ... ".

When something was counter-intuitive Butler spurned common-sense, but
when it served his purpose he often appealed to "people in ordinary life," or
"plain people" [23]:

"The difference between Professor Weismann and, we will say,
Heringians consists in the fact that the first maintains the new
germ-plasm, when on the point of repeating its developmental
process, to take practically no cognisance of anything that has
happened to it since the last occasion on which it developed it
self; while the latter maintain that offspring takes much the same
kind of account of what has happened to it in the persons of its
parents since the last occasion on which it developed itself, as
people in ordinary life take things that happen to them. In daily
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life people let fairly normal circumstances come and go without
much heed as matters of course. If they have been lucky they
make a note of it and try to repeat their success. If they have
been unfortunate but have recovered rapidly they soon forget it;
if they have suffered long and deeply they grizzle over it and are
scared and scarred by it for a long time. The question is one of
cognisance or non-cognisance on the part of the new germs, of
the more profound impressions made on them while they were
one with their parents, between the occasion of their last preced
ing development and the new course on which they are about to
enter."

Thus, Butler downplayed chance ("luck") and championed an intrinsic ca
pacity for bias ("cunning") as the means by which advantageous characters
acquired by parents would be transmitted to their children. In short, he ap
pealed to the doctrine of the inheritance of acquired characters that had been
advocated in France in 1809 by Jean Baptiste Pierre de Lamarck. Butler even
went so far as to assert, in Romanes' words [20], "that a future individual
while still in the germ has already participated ... in the cerebral alterations
of its parents." However, like Hering, Butler maintained a strictly materialist
position. He used the words "intelligent" and "design," often separately, and
sometimes together, but never in a way as to suggest the involvement of an
agency external to the organism [23] (see Appendix 3):

"The two facts, evolution and design, are equally patent to plain
people. There is no escaping from either. According to Messrs.
Darwin and Wallace, we may have evolution, but are in no ac
count to have it mainly due to intelligent effort, guided by ever
higher and higher range of sensations , perceptions and ideas. We
are to set it down to the shuffling of cards, or the throwing of
dice without the play, and this will never stand. According to the
older men [e.g. Lamarck], the cards did count for much, but play
was much more. They denied the teleology of the time - that is
to say, the teleology that sawall adaptation to surroundings as
part of a plan devised long ages since by a quasi
anthropomorphic being who schemed everything out much as a
man would do, but on an infinitely vaster scale. This conception
they found repugnant alike to intelligence and conscience, but,
though they do not seem to have perceived it, they left the door
open for a design more true and more demonstrable than that
which they excluded."

Butler soared beyond the comprehension of most of his contemporaries on
the wings of his conceptual insight that heredity was the transfer of stored in-
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formation. Although his dalliance with Lamarckism has not won support, the
robustness of the underlying idea led him close to solutions to fundamental
biological problems such as the origin of sex and the sterility of hybrids (see
Chapter 3), and aging (see Chapter 14). In his times, Butler's correct equa
tion of heredity with memory was beyond the pale , but his incorrect La
marckism seemed plausible. Spencer was , at heart , a Lamarckian and , at Dar
win 's behest, Romanes spent several years fruitlessly seeking to show that
gemmules containing information for acquired characters could be trans
ferred from normal parental tissues (soma) to the gonads (germ-line). And as
late as 1909 the German evolutionist, Ernst Haeckel , was proclaiming that
" natura l selection does not of itself give the solution of all our evolutionary
problems. It has to be taken in conjunction with the transform ism of La
marck, with which it is in complete harmony" [46] .

Latency

On e good reason why a character is not perceived in an organism is that
the information for that character is not present. Yet , information can be pre
sent but remain undetected because it is not expressed. Such information is
referred to as "latent." Francis Galton suggested in 1872 that individuals con
sist of "two parts , one of which is latent, and on ly known to us by its effects
on posterity, while the other is patent, and constitutes the person manifest to
our senses" [29]. Darwin [10] believed that "every character which occasion
ally reappears is present in a latent form in each generation," and in 1877
Butler, tongue in cheek, quoted him with approval in this respect [17] :

" We should expect that reversion should be frequ ently capricious
- that is to say , give us more trouble to account for than we are
either able or willing to take . And assuredly we find it so in fact.
Mr. Darwin - from whom it is impossible to quote too much or
too fully , inasmuch as no one else can furnish such a store of
facts, so well arranged, and so above all suspicion of either care
lessness or want of candour - so that , however we may differ
from him, it is he himself who shows us how to do so, and whose
pupils we all are - Mr. Darwin writes: ' In every living being we
may rest assured that a host of long-lost characters lie ready to be
evolved under proper conditions ' (does not one almost long to
substitute the word 'memories' for the word 'characters?) 'How
can we make intelligible, and connect with other facts , this won
derful and common capacity of reversion - this power of calling
back to life long-lost characters?' Surely the answer may be haz
arded, that we shall be able to do so when we can make intelligi
ble the power of calling back to life long-lost memories. But I
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grant that this answer holds out no immediate prospect of a clear
understanding."

Sometimes the information for an entire organism can be latent, as in the
case of the AIDS virus genome that, under certain circumstances, becomes
merged with human genomes but is not expressed. Darwin was thinking of
characters, distributed among members of a species, some of which might
remain latent for generations until suddenly they re-emerge among the mem
bers of a new generation. There are also characters that are usually present in
all members of a species, but are only observed at certain times in the life cy
cle, or under particular environmental conditions. Thus, information for a
butterfly is latent in its caterpillar. Human secondary sexual characters can be
considered latent until adolescence.

Increased pigmentation of the skin occurs in white people exposed to ex
cess sunlight; this inducible "tanning" is a latent ability. When white people
in the northern hemisphere move south their skins darken. On the other hand,
for black people, pigment formation is a permanent, "constitutive," ability.
When black people move north their skins do not whiten. Black pigment
(melanin) protects skin cells against radiation and in equatorial climes there
is still sufficient penetration of light to assist formation of the essential nutri
ent, vitamin D. When black people move north they risk vitamin D defi
ciency. Thus, there is a trade-off between the need to protect against radia
tion, implying more melanin, and the need to form vitamin D, implying less
melanin. It is possible that hairless hominoids first evolved in hot equatorial
climes, and were constitutively black. Through natural selection (see Chapter
7) those that migrated to and fro, from south to north and back again, ac
quired the ability to regulate melanin production [47].

All this implies that the expression of a piece of information can be regu
lated. It may, or may not, be expressed throughout a lifetime (constitutively),
or its expression may be confined to certain periods of life or to certain envi
ronments. Information may be expressed fully or partially, sometimes in a
precisely calibrated fashion, and sometimes more randomly. Just as a light
from a forest dwelling may be perceived only when its path is not blocked by
trees, so the penetrance of one piece of information (from within the organ
ism to the phenotype perceived from outside the organism) can sometimes
depend on the expression of other pieces of information that accompany it
within the organism.

Summary

Heredity requires stored information (memory). Early ideas that this in
formation storage might be "a phenomenon of arrangement" can now be in
terpreted in terms of the linear arrangement of bases in nucleic acid mole-
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cules. Typically, genes contain information for the construction of executive
units (proteins), which facilitate chemical reactions whose products give rise
to the observed features of an organism - its phenotype. Thus, the twentieth
century 's obsession with genes is understandable. However, the gene-centred
viewpoint spawned a corresponding bioinformatics very different from the
emergent, non-gene-centred, bioinformatics. The tasks of evolutionary bioin
formatics - the new bioinformatics - are to identify all forms of hereditary
information, both genic and non-genic, and show how conflicts between dif
ferent forms are accommodated to permit the proper functioning of biological
entities (e.g. genes, cells, individuals, species, genera). Because different
forms of information, be they mental, textual or hereditary, have common
characteristics, our understanding of the familiar forms (e.g. textual informa
tion) may assist our understanding of less familiar forms (e.g. hereditary in
formation) . For example, information, once selected and assigned to a store,
must be preserved. If preservation is imperfect, stored information will
change, and anything dependent on that information may also change. When
hereditary information changes, parental characters may vary in offspring,
and biological evolution can occur. Samuel Butler arrived at many of these
truths "by natural penetration."
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Chargaffs First Parity Rule

"The formation of different languages and of distinct [biological]
species, and the proofs that both have been developed through a
gradual process, are curiously the same... . Languages, like or
ganic beings, can be classed in groups under groups.. . . A lan
guage, like a species, when onc e extinct never .. . reappears. The
same language never has two birthplaces . .. . The survival or pre
servation of certain favoured words in the struggle for ex istence
is natural selection."

Charles Darwin (1871)[ I]

Consider a creature, whose attributes you are probably familiar with , perhaps
pausing in a posture similar to that which you are now adopting:

The cat sat on the mat.
The cat sat on the mat.

You might guess that, since the information is repeated and rhythms, it forms
part of some artistic endeavour that we might refer to as poetry . Alternatively,
the author may have had little faith in the typesetters and , to make assurance
doubly sure, sent the message twice. It is with the latter explanation that we
are most concerned at this point

Error-Detection

Since type-setting errors are usually random and rare , it is likely that, if an
error were to occur, it would affect only one of the above sentences. Instead
of " mat" on the top line you might have seen "hat" Coming across the two
parallel sentences for the first time, and knowing that the repetition was de 
liberate, how would you decide which was the correct sentence? You might
read the top sentence first as the "sense" text, and then read the bottom sen
tence to check that each of the letters of the alphabet is faithfully matched by
its "sense" equivalent (i.e . "a" is always matched by "a ;" " t" is always
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matched by "t," etc .). Thus, you would check that there is parity between the
two parallel lines.

Finding that "h" in "hat" in the top line is mismatched with " m' in " mat"
in the bott om line , you would know that an error had occ urred. But, in the ab
sence of oth er information you would not be able to decide whe ther " h" in the
top line was correct, or that it should be corrected to " m" based on the infor
mation in the bottom line. All you would know was that there had been an er
ror . Iffor some reason you were forced to decide, you might toss a coin. But
in the absenc e of other information, if you acce pted the coin ' s guidance there
would only be a 50 :50 chance ofyo ur being correct.

In-Parallel Redundancy

To increase the chance of accurate error-detection, and hence of accurate
error-correction, the author might have repeat ed the sentence, in-parallel ,
three times. If two lines contained the word "mat" and only one line the word
"hat," then you would prudently choose the form er. Your choi ce woul d be
even more likely to be correc t if the author repeated the sentence, in-para lle l,
four times, and only one line had the word "hat."

All thi s requires much redundant information, wh ich both takes up space in
the medium co nveying the message (in this case, the prin ted page) , and im
poses extra labour on the reade r. For some purposes it might suffice merely to
detect that an error has occurred. Havin g been alerted, you might then be able
to consult oth er so urces of information should the need to distin guish betwee n
"hat" and "mat" be critica l. For example, there are 25 possibl e alternatives to
"h" as the first letter in " hat." Of the result ing word s ~ aat, bat, cat , dat, eat,
fat , ga t, etc. - severa l can be excluded because there is no Eng lish dictionary
equiva lent, others can be excluded sy ntactica lly (e.g. "eat" is a ve rb not an
object), and oth ers can be excluded conte xtually (e .g. neighbouring text might
refer to mat , not to hat) .

Thus, there is much to be gain ed by duplication, but w ith increasin g level s
of redundancy (triplication, quadruplicat ion, etc.) the ga ins are less evident.
At face value, thi s appears to be a strategy adopted by biological sys tems for
accurate ly tran sferring information from generation to generation. Genetic
messages are sent as dupl exes, but with a "twist" in more than one sense .

DNA Structure

Contrasting with the 26 letter English a lphabet, the DNA alphabet has four
letters - the bases A (adenine), C (cytosin e) , G (guan ine) , and T (thymine) .
Thus, a message in DNA might read :

TACGACGCCGATAGCGTCGTA (2.1 )
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With duplex in-parallel redundancy, the message could be sent from gen
eration to generation as:

TACGACGCCGATAGCGTCGTA
TACGACGCCGATAGCGTCGTA

(2.2)

We might refer to this as "sense-sense" pairing since, like the cat sentences
above, both sentences read the same (i.e. A is matched with an A, and T is
matched with a T, etc.). However, when arriving at their model for the duplex
structure of the DNA in 1953, James Watson and Francis Crick [2J took into
account a "rule" enunciated by biochemist Erwin Chargaff. He and his co
workers had found that bases did not match themselves. They matched other
bases. In DNA, base A is quantitatively equivalent to base T, and base G is
quantitatively equivalent to base C. Chargaff speculated in 1951 that this
regularity might be important for DNA structure, noting [3J:

" It is almost impossible to decide at present whether these regu
larities are entirely fortuitous or whether they reflect the exis
tence in all DNA preparations of certain common structural prin
ciples, irrespective of far-reaching differences in their individual
composition and the absence of an easily recognizable periodic
ity."

In 1952 Canadian biochemist Gerard Wyatt went further, suggesting a spi
ral structure [4]:

"If you have a spiral structure" ... [it is quite possible to have the
bases1"sticking out free so that they don't interfere with each
other. Then you could have a regular spacing down the backbone
of the chain, in spite of the differences in sequence."

Later he added [5]:

"One is tempted to speculate that regular structural association of
nucleotides of adenine with those of thymine and those of gua
nine with those of cytosine ... in the DNA molecule requires that
they be equal in number."

If the top message were "sense," the bottom message could be considered
as "antisense." The above "sense" message could then be sent in duplex form
as:

T ACGACGCCGATAGCGTCGTA "sense"
ATGCTGCGGCTATCGCAGCAT "antisense"

(2.3)
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Error-detection would still be possible. In this "sense-antisense" error
detection system, errors would be detected when an A was matched with G ,
C or another A, rather than with T. Similarly, if G was matched with A, T or
another G, rather than with C, another error would have been detected.

That a base would not match itself was also right for chemical reasons . Just
as the letters of the standard alphabet come as either vowels or consonants, so
the bases of DNA are either purines (A and G) or pyrimidines (C and T; Ta
ble 2-1).

R (Purines) Y (Pyrimidines)

W (Weak)

5 (Strong)

Table 2-1. Symbols for groups of the four main bases in DNA. When picking
symbols for collectivities of bases some form of logic is attempted. Thus,
since purines and pyrimidines both begin with the same letter, the second
consonants Rand Yare employed. Watson-Crick base-pairing involves inter
actions (hydrogen-bonded, non-covalent) that are either "weak" (W) in the
case of A-T base-pairs, or "strong" (5) in the case of G-C base-pairs

Vowels and consonants often match or "complement" to the extent that
vowels separate consonants giving words a structure, which facilitates their
pronunciation. Purines are bigger than pyrimidines, and the chemical models
that Watson and Crick constructed required that a purine always match or
"complement" a pyrimidine. A molecular complex of two purines would be
too big. A molecular complex of two pyrimidines would be too small. The so
lution is that the purine A pairs with the pyrimidine T and the purine G pairs
with the pyrimidine C. By match we mean an actual structural (i.e . chemical)
pairing. Although your eyes can detect that A on one line matches T on the
other, inside our cells it is dark and there are no eyes to see. Matching is
something molecules do for themselves by recognizing complementary
shapes on their pairing partners, just as a key recognizes the lock with which
it "pa irs."

The key-lock analogy will serve us well in the present work; however,
pairing may require other molecular subtleties such as similar molecular vi
brations, or resonances [6]. To try to visualize this, in 1941 the geneticist
Herman Muller likened molecular mixtures to imaginary mixtures of floating
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electromagnets each charged with an alternating current of a particular fre
quency [7]. Since magnet polarity would depend on the direction of current
flow, the polarity of each magnet would be constantly changing at a fre
quency determined by the frequency of the alternating current.

Fig. 2-1. Double helix model for DNA. The base "message" is written on two
helical strands, which are shown here as twisted ribbons - the "medium."
Bases are arranged internally so that an A on one strand pairs with a T on the
other strand (and vice versa), and a G on one strand pairs with a C on the
other strand (and vice versa) . The bases are attached to the strands by very
strong (covalent) bonds , whereas the base-pairing interactions involve
weaker (non-covalent) bonds (shown as dashed lines) . Chemically, the bases
are like flat discs that are "stacked" on top of each other within the helical
strands, like a pile of coins (rouleau). These stacking interactions stabilize the
double-helical structure, and being largely entropy-driven (see Chapter 12),
become greater as temperature increases. However, in solution at high tem
peratures (e.g. 80GC) this can be overcome, and the two strands separate
(i.e. the duplex "melts") to generate free single strands. This figure was kindly
adapted by Richard Sinden from his book DNA Structure and Function [8]
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" If we had a heterogenous mixture of artificial electromagnets ,
floating freely about and having different frequencies of reversal
of sign, those of the same frequency would be found eventually
to orient towards and attract one another, specifically seeking
each other out to the exclusion of others."

Of course, the final twist of Watson and Crick was, literally, a twist. The
two sequences in DNA form two molecular strands that are wound round
each other in the form of a spatially compact helix (Fig. 2-1)[8]. Perhaps the
most famous throwaway line ever written came at the end of Watson and
Cricks' first paper [2]. Here, as an apparent afterthought, they casually noted:
" It has not escaped our notice that the specific pairing we have postulated
immediately suggests a possible copying mechanism for the genetic mate
rial." In other words, they were claiming not only to have discovered the fun
damental structure of genetic information, but also to have discerned from
that structure how the information would be faithfully replicated. When the
underlying chemistry was understood, the physiology could be explained - a
triumph for the"reductionist" approach. They had shown how the chemical
structure of DNA provided a basis for the continuity of inherited characteris
tics from organism to organism, and from cell to cell within an organism. In
Bateson 's words, they had discovered how "the allotment of characteristics
among offspring is ... accomplished." This was made explicit in a second pa
per [9]:

"Previous discussions of self-duplication [of genetic information]
have usually involved the concept of a template or mould. Either
the template was supposed to copy itself directly or it was to
produce a ' negative,' which in its turn was to act as a template
and produce the original ' positive' once again. ... Now our model
for deoxyribonucleic acid is, in effect, a pair of templates [Wat
son and Cricks' italics], each of which is complementary to the
other. We imagine that prior to duplication ... the two chains un
wind and separate. Each chain then acts as a template for the
formation on to itself of a new companion chain, so that eventu
ally we shall have two pairs of chains, where we only had one
before."

Armed with this powerful clue, within a decade biochemists such as Arthur
Kornberg in the USA had shown Watson and Crick to be correct, and had
identified key enzymes (e.g. DNA polymerase) that catalyze DNA replication
[10]. The stunning novelty of the Watson-Crick model was not only that it
was beautiful, but that it also explained so much of the biology of heredity.
One strand is the complement of the other, so that the text of one strand can
be inferred from the text of the other. If there is an error in one strand, then
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there is the potential for its repair on the basis of the text of the opposite
strand . When the cell divides the two strands separate. New "child" strands
are synthesized from nucleotide "building blocks" corresponding to A, C , G
and T. Eachof these blocks, consisting of phosphate, ribose and a base (Fig.
2-2) , replaces the former pairing partners of the separated strands, so that two
new duplexes identical to the parental duplex are created. In each duplex one
of the parental strands is conserved, being paired with a freshly synthesized
child strand (Fig. 2-3).

p

p

Fig. 2-2. The four nucleotide "building blocks" of which DNA is composed.
Each base is connected by way of a pentose sugar (pentagon) to a phos
phate (circle). The purine bases (A and G) are represented by larger boxes
than the pyrimidine bases (T and C). Nucleotides have in common a pentose
sugar and a phosphate, and differ in their bases. A major difference between
DNA and RNA is that the pentose sugar in DNA is deoxyribose (hence "de
oxyribonucleic acid" = "DNA"), whereas the sugar in RNA is ribose (hence "ri
bonucleic acid" = "RNA"). The carbon atoms that are part of the pentose
sugar are numbered, as indicated here for the third and fifth carbon atoms
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(a) (b)
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Fig . 2-3. DNA replication. Individual strands of a parental duplex partially
separate, and fresh child strands are synthesized by sequential introduction
and "zipping" up (polymerization) of complementary base nucleotide "building
blocks" (shown in grey). Thus, DNA is a linear polymer (Greek: poly =many
and meros =part) of nucleotide units (i.e. it is a polynucleotide). In (a), at the
point of child strand growth in the left limb of the replication fork (inverted Y),
an A (grey) is about to be joined to a G (grey). This join is complete in (b),
where the two parental strands are further separated. The new duplexes each
contain one parental strand (black), and one child strand (grey). Details of
synthesis in the right limb are dealt with in Chapter 6 (Fig. 6-6)

All nucleotide "building blocks" have in common phosphate and ribos e,
which are essential for continuing the phosphate-ribose "med ium," upon
which the base " message" or "pattern" is "written." Thus, any nucleot ide can
serve to ensure continuity of the phosphate-ribose medium, and the message
itself is determined only by which particular base-containing nucleotide is
placed in a particular position. This, in turn , is determined by the complemen
tary template provided by the parental DNA strands, which are recognized
according to the specific base-pairing rules (Fig. 2-4) .

The message you are now reading was imposed by the stepwise sequ ential
addition of letters to a pre-existing medium (the paper). Each letter required a
small local piece of the medium, but that medium was already in place when
the letter arrived . The medium had already been generated. When DNA is
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synthes ized each base " letter" arrives in a pre-existing associat ion with a
sma ll piece of the medium (phosph ate-ribose) that it locally requi res.

5'

p

p p

3'

3' 5'

Fig. 2-4. Model of base-pairing between the two strands of a DNA duplex.
Note that the larger purines pair with the smaller pyrimidines, so that the dis
tance between the two strands remains relatively constant. Because of this
size difference, the flat bases do not just "stack" (form a "pile of coins") above
and below neighbouring bases in the same strand (e.g. note that the two G's
on separate strands overlap each other, and thus partially stack together).
Rather, base-pairs "stack" with base-pairs. Numbering associated with the
pentose sugars indicates that strands have distinct directionality (polarity)
that, by convention, is written from 5' to 3' (see vertical arrows). Thus, the left
strand reads 5'TCGA3' from top to bottom. The right strand also reads
5TCGA3', but from bottom to top. The two strands are described as "antipar
allel." Since this short duplex as a whole has symmetry (i.e. putting the
purines first, the order is A-T base pair, G-C base pair, G-C base pair, A-T
base pair), then it can be said to show palindromic properties (see Chapter 4)
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Thus, the message and the medium are gen erat ed at the same t ime. The
message and the medium increase in length simultaneously. Remarkably , all
this had been sensed by Mull er , who had mentored Watson in the 1940s. In
1936 he wrote [II ]:

"The gene is, as it were , a mod eller, and forms an image, a copy
of itself, next to itself, and since all gene s in the chain do like
wise, a duplicate chain is produced next to each original chain,
and no doubt lying in contact with a certain face of the latter. . ..
There are thousands of different levels of genes, i.e. of genes
having different patterns, ... and ... each of these genes has to re
produce its own specific pattern out of the surrounding materials
common to them all. When , through some microchemical acci
dent, or chance quantum absorption, a sudden change in the
composition ( 'pattern ') of the gene takes place, known to biolo
gists as a ' mutation,' then the gene of the new type, so produced,
reproduces itself according to this new typ e, i.e. it now produces
preci sely the new pattern . This shows that the copy ing prop erty
depends upon some more fundamental feature of gene structure
[phosphate-ribose chain to the modern read er] than doe s the spe
cific pattern which the ge ne has [base sequence to the mod ern
reader], and that it is the effect of the former to cause a copying
not only of itself but also of the latter, more variable, features. It
is thi s fact which gives the possibil ity of biological evolution and
which has allowed livin g matter ultimately to become so very
much more highl y organized than non-living. It is this which lies
at the bottom of ... growth, reproduction, and hered ity."

As we sha ll see in Chapter 7, the "poss ibility of biological evo lution" oc
curs bec ause, although mutations are often repaired, sometimes they are not.
A change in "s pecific pattern " can then be passed on , by copying, to the next
generation. When cons idering pairs of bases, care should be taken to distin
gui sh between: (i) a Wat son-Crick base-pair (i.e. two bases on separate
strands, or separate part s of a strand, which are involved in the classical A-T
and G-C pairings), (ii) a dinucleotide consisting of two ordered contiguous
bases on the sam e strand (e.g. CpG; see Chapter 15), and (iii) the base com
position of a nucl eic acid segment (e.g. (G +C)%; see Chapter 8).

Turnover

The "microchemical accide nt," to which Mull er referred might have a defi
nite cau se (e.g. Muller him self had noted increased mutations following X
irradiation), or might loosely be described as " spontaneous." The accident
might result in one regular letter being substituted for another (e .g. "hat"
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rather than "mat"), or a regular letter might change to something else (e .g.
"\jIat" rather than "mat") , or simply be eliminated (e.g. "at" rather than
"mat"). As will be discussed later (under the heading "entropy;" Chapter 12),
it seems to be a general property of the universe that the elements that com
pose it, whatever their size, tend to become disordered and evenly distributed.
This is true at the chemical level where macromolecules tend to break down
to their micromolecular building blocks, and the building blocks themselves,
either separate or when they are part of macromolecu les, live under a constant
threat of structural change and dismemberment into their constituent atoms.

Photographers are sometimes confronted with the problem that they want
to photograph a busy city scene but without the people, traffic and parked
cars. The solution is to use time-lapse photography. A fixed camera takes a
picture once a day with a very short exposure time. The film is not wound on,
so daily pictures are superimposed. The first picture, if developed, would
show nothing. However, over weeks and months static objects begin to ap
pear, whereas the transient objects are never present long enough to register,
Since macromolecules tend to be transient, a magic time-lapse camera that
could see individual molecules in bodies would tend to register nothing - ex
cept for molecules of DNA. From this crude metaphor one should not deduce
that DNA molecules are static. Even buildings vibrate and move within their
confines. So do DNA molecules.

Two cell strategies for dealing with the constant breakdown of its parts are
recycling (so that macromolecules are degraded and then resynthesized from
their component parts), and repair. The former strategy (turnover) applies
mainly to four of the five major classes of macromolecules (lipids, carbohy
drates, proteins and RNA). The latter strategy applies mainly to the fifth class,
DNA. Thus, whereas a damaged amino acid in a protein (a polymer of amino
acid units) leads to the protein being degraded by specific enzymes (prote
ases) to its constituent amino acids, a damaged nucleotide in a DNA molecule
(a polymer of nucleotide units) often invokes a "rapid response team" of re
pair enzymes that will do its best to effect on-site repair without necessarily
interrupting macromolecular continuity.

Promiscuous DNA

Sometimes there is a break in a DNA duplex. The two ends may be recon
nected by various enzymes (e.g. " Iigases"). However, the tendency towards
disorder sometimes means that a DNA segment is incorrectly reconnected. A
random "cut" followed by a "paste" may result in one segment of DNA re
combining with a new segment of DNA so that the order of the information
they contain is changed (transposed or inverted). To the extent that such
changes are not critical for survival of the line, genomes are vulnerable to an
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on-going kaleidoscopic diversification, a constant shuffling, of the sequences
they contain .

More than this , DNA molecules are promiscuous - meaning, literally , that
DNA molecules are "pro-mixing." Place two duplex DNA molecules within a
common cell wall and they will seek each other and attempt to recombine.
We shall see that biological evolution became possible when DNA "learned,"
by adjusting sequence and structure, how to constrain and channel this ten
dency. Often the order of information in DNA is critical. Specific segments of
DNA have specific "addresses" in their chromosomes. The ability to accu
rately recombine specific segments of duplex DNA , while maintaining seg
ment order and the integrity of functional units, is a fundamental property of
living organisms. Indeed, US biologist George Williams, one of those respon
sible for our modern "selfish gene" concept, thought it better to define genes
in terms of their abilities to resist dismemberment by recombination, than in
terms of their functions (see Chapter 8) . The great evolutionary significance
of recombination was pointed out by Crick in 1970 [12] :

"There is also a major problem to which I believe biologists have
given insufficient attention. All biologists essentially believe that
evolution is driven by natural selection, but . .. it has yet to be
adequately established that the rate of evolution can be ade
quately explained by the processes which are familiar to us. It
would not surprise me if nature has evolved rather special and
ingenious mechanisms so that evolution can proceed at an ex
tremely rapid rate - recombination is an obvious example."

A year later Crick presented his "unpairing postulate" to explain how the
inward-looking bases in a DNA double-helix might look outward to recog
nize complementary bases in another helix (see Chapter 8).

Bits and Bats

There is a link with information theory. Since there are two main types of
bases, purines (R) and pyrimidines (Y), then, disregarding the phos
phate-ribose medium upon which the base message is written , a nucleic acid
can be represented as a binary string such as:

YRYRRYRYYRRYRRYRYYRYR (2.4)

Electronic computers work with information in this form - represented as
strings of Os and Is. If a Y and an R are equally likely alternatives in a se
quence position, then each can be quantitated as one "bit" (binary digit) of in
formation, corresponding to a simple yes/no answer.
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Confronted with a generic base (often expressed as N) you could first ask
if it was a purine (R). A negative reply would allow you to infer that N was a
pyrimidine (Y) . You could then ask if it was cyto sine (C). A positive reply
would allow you to infer that N was not thymine (T). Thus, by this criterion,
each position in a DNA sequence corresponds to two potential yes/no an
swers, or two "bits" of information. By this measure, the entire s ing le-strand
information content in the hum an haploid genome (3 x 109 bases) is 750
megabytes (since 8 bits make a byte), which is of the order of the amount of
information in an audio compact disk .

This way of ev aluating DNA information has been explored [13], but so
far has not been particularly illuminating with respect to DNA funct ion . One
reason for this may be that DNA is not just a binary strin g. In the natural du
plex form of DNA , a base in one strin g pairs with its complementary base in
another string. Each base is "worth" 2 bits, so that a base pair would corre
spond to 4 bits . However, even if not paired the two bases would still co llec
tively correspond to 4 bits. Thus, the chemical pairing of bases might increase
their coll ect ive information content to some value greater than 4 bits. But
does this come at a price?

So breath-taking was Watson and Crick 's model that som e potentially ma
jor criticisms were overlooked. If every line of the present book were re
peated, after the fashion of the cat sent enc es with wh ich th is chapter begins,
then the book would be twi ce as long as it now is. Not only doe s it make
sense to minimize the duplication of information in books, but there are cir
cumstances where it would appear advantageous not to duplicate information
in biological sys tems. Despite th is, dupl ication is the rule . For exampl e, one
of the two form s of gam ete, usually the male spermatozoon, has to be high Iy
mobil e and hence has a streamlined shape and , tadpole-like, is often equipped
with a flagellum. There appears to have been a se lect ion pressure to keep the
quantity of contained information (i.e. DNA) to a minimum (Fig. ]-3) . Virus
genomes, wh ich have to be packaged for tran sfer from organism to organism,
are also very compact. Yet, the DNA of spermatozoa and viru ses is always in
duplex form (with a few special exceptions).

At another level (literally and otherwise) cons ider flying organisms - bats,
birds, insects. In every case we find duplex DNA in cells. Every cell of all
multicellular organisms has duplex DNA, and flying organisms are no excep
t ions . Bats have 5.4 picograms per cell [] 4], where as equivalent mammals
(mice) have 7 picograms of DNA per cell. Bats app ear to have shed some of
the "excess" DNA (se e Chapter] 2 for discussion of "j unk" DNA), but that
which remains is still in duplex form . Birds have approximately 2.5 pico
grams of DNA /cell. A bird that could shed half its DNA and exist with single
stranded DNA would seem to have a weight advantage compare with a bird
that had duplex DNA. It should be able to fly faster and far ther than those
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with dupl ex DNA , a feature of particular importance for migratory bird s. But
again , the DNA is always in duplex form. Relative to humans, bird s have
shed "excess" DNA , and this has occurred more in the parts of genes that do
not encode proteins (introns) than in the part s of genes that mainly encode
proteins (exon s; Fig. 2-5 ; see Chapter 10).
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Fig. 2-5. Comparison of exon and intron lengths in a set of corresponding
genes of humans and chickens. Lengths are expressed in natural logarithms,
and the lines are drawn to best fit the points (see Appendix 1). In the case of
exon lengths (black circles) the slope is 1.0 showing that, on average, each
chicken exon is the same size as the corresponding human exon. In the case
of intron lengths (open circles) the slope is 0.4 showing that, on average,
each chicken intron is four-tenths the size of the corresponding human intron.
Both slopes are significantly different from zero (P < 0.0001). Note that, in
general, exons are smaller than introns (see Chapter 10), and the points for
exons fit more closely to their line (SEE = 0.11; ~ = 0.99) than the points for
introns fit to their line (SEE =0.80; ~ = 0.21). The lesser scattering of exon
length values indicates that the exons in the set of genes studied have been
under strong negative selection (i.e. individuals with exon mutations have
tended not to survive). Thus, since the time when humans and chickens di
verged from a common ancestor, exon sequences have been less successful
at varying than intron sequences (i.e. individuals with intron mutations have
survived more often than individuals with exon mutations; see Chapter 7).
This figure is adapted from reference [15]
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From thi s it seems that there are compelling reasons for keeping DNA in
dupl ex form at all stages of life . As we sha ll be considering, in biological sys
tem s there are conflicts and there have to be trade-offs. But abandoning the
dupl ication of DNA information is seldom one of them.

Haploidy and Diploidy

Many org anisms alternate during their life cycle between hapl oidy (one
copy of each chromosome, containing one DNA duplex, per cell) and dip 
loidy (two copies of each chromosome per cell). Most gametes are haploid
and so contain only one copy of each DNA duplex. When male and fem ale
gametes unite, the product (zygote) is diploid with two copies of each DNA
duplex-containing chromosome, one of paternal origin and one of maternal
origin. Som e organisms, such as the malaria paras ite Plasmodiumfalciparum,
quickly sw itch back to the haploid state, so its adult form is haploid. But for
many org ani sms, diploidy is the adult norm . Only when new ga metes are
formed is there a brief flirtation with haploidy.

Thus, we are confronted by the fact that there is redundancy of info rmat ion
not only because DNA mol ecules come as duplexes, but also because man y
organisms "choose" for most of their life cycles to have two copies of each
duplex. Sinc e each dupl ex has at least two-fold redundancy , diplo id organ
isms have at least four-fold redundancy in their content of DNA .

In-Series Redundancy

Why "at least"? There is only at least four-fo ld redundancy because we
hav e so far con s idered only in-parallel redundancy. The phenomenon of in
series redundancy was discovered when measurement s were mad e of the rate
at which duplexes would reform from si ng le strands when in so lution in test
tubes .

From knowledge of the length of a DNA duplex and the number of such
duplexes in a solution it was possible to calculate how rapidly the duplexes
should reform after the two strands hav e been separated from each oth er by
heating. Like separated partners on a dance floor, to reform, each single
strand would have to find its complem ent. If there were just one DNA dupl ex
present, then each single strand would hav e no option but to find its original
complementary partn er . If two ident ical dupl exes were present it would not
matter if a strand found a partner from the other duplex (i.e. it would sw itch
dancing partners). How ever , in th is case there would be twice the chance of
finding a partner in a given space and tim e, compared w ith the situation wh en
only one duplex was present. Thus, the more identical DNA duplexes present,
the more rapidly would the strands reform duplexes (anneal) after heating.
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When the experiment was carried out , it was found that for many DNA
samples the rate of duplex reformation was far greater than anticipated [16].
This was particularly apparent in the case of species with very long DNA
molecules. Further studies showed that within DNA there is a redundancy due
to the presence of repetitive elements. There are many more copies of certain
segments of DNA than the four expected from in-parallel considerat ions. Mo
lecular "dancing partners" may be found in series as well as in parallel. This
in-series redundancy will be discussed further in Chapter 12.

Accidents and Non-Accidents

In our lives we encounter two classes of adverse events - random and non
random. The non-paranoid designate random adverse events as "accidents."
There is conflict between the random forces of disorder and the forces of or
der, the former being not deliberately hostile, but merely reflecting the ten
dency of things, if left alone, to become untidy rather than tidy . This tendency
gets greater when things move faster, which usually means they get hotter, as
w ill be considered at the molecular level in Chapter 12.

In this chapter we have considered error-generation as driven by random
processes ("microchemical accidents"), and sequence redundancy as having
arisen to permit error-detection, and so, possibly, error-correction. Redun
dancy means that the qualitative characteristics (e.g. sequence) of an organ
ism's own DNA molecules can be compared, so allowing quality control . By
mechanisms to be touched on in Chapter 6, the total quantity of DNA in a cell
is maintained relatively constant. This is quantity control. Since the quantity
of DNA determines the "dose" of gene-products (e .g. proteins) that a cell
contains (see Chapter 14), this implies that the quantity of cellular macro
molecules can be regulated , directly or indirectly, by DNA quantity-control
mechanisms.

Sometimes the forces of disorder have an appreciable non-random compo
nent, as when a foreign virus (i.e. foreign DNA) deliberately enters a cell. The
repertoire of "self' macromolecules (M) then is supplemented by sets of "not
self' macromolecules (VM). So the total quantity of cellular macromolecules
(TM) can be written :

M +VM = TM (2.5)

Under normal circumstances, the quantity of macromolecules of virus ori 
gin (VM) would be zero. As will be seen in Chapters 13, there are sophisti
cated host strategies for distinguish ing "self' from "not-self," and to be suc
cessful (i .e. to increase VM) a virus must outsmart them. The closer the virus,
in its qualitative characteristics, can approach to self (i .e. become "near-self"
with respect to its host) the more likely it is to succeed. Host quality-control
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mechanisms, are then likely to be less effective. There is, however, the theo
retical possibility of using quantitative characteristics of viruses (i.e. VM it
self) as a basis for distinction by the host. The available strategies for organ
isms to respond internally to non-random adversities, in the forms of viruses,
are somewhat similar to the available strategies for countries to respond inter
nally to non-random adversities, in the forms of forgers of their currencies.
The metaphor may be helpful.

The aim of a forger is to fool you with counterfeit currency. If successful
the forger prospers, but if too successful there is the possibility that the entire
monetary system would collapse. This would not serve the forger well and, so
far as we know, no forger has gone to this extreme. Nevertheless, the counter
feit notes must be as like the real thing as the forger can contrive. At the
qualitative level , your visual and tactile sensory mechanisms for distinguish
ing real notes from counterfeit notes must be evaded. Accordingly, manufac
turers of a country's true currency are engaged in an "arms race" with the il
legitimate manufacturers of false currency . As forgers get progressively better
at counterfeiting currency that approaches progressively closer to the real
thing, so the manufacturers of true currency must add embellishments that are
difficult for forgers to imitate. This allows you to continue to make a qualita
tive distinctions on a note-by-note basis.

At the level of the entire currency system, however, it should in theory be
possible to detect that forged notes (FN) are present without looking at indi
vidual notes. Designating the quantity of real notes as N, we can write :

N+FN=TN (2.6)

TN represents the total quantity of notes. Here is how it would work. Given
knowledge of the initial quantity of real notes, and their rates of manufacture
and of destruction when worn-out, then it should be possible to know how
many real notes (N) exist. If there were a way of directly monitoring how
many notes actually existed at a particular time-point (e.g. knowing the aver
age "concentration" of notes and the area over which they were distributed),
then the actual number (TN) could be compared with the calculated number
(N). If the actual number exceeded the calculated number, then the presence
of forged notes (FN) would be inferred, alarm bells would be rung, and ap
propriate corrective measures implemented. In principle, if the system were
sufficiently sensitive, a small initial increase in forged notes would be imme
diately responded to . A forger would have difficulty opposing this form of
monitoring. But, of course, in practice such monitoring is difficult for coun
tries to implement.

Biological organisms are not so constrained. In general, "self' molecules
are manufactured at rates that have been fine-tuned over millions of years of
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evolution. Similarly, rates of destruction have been fine-tuned . Accordingly,
the concentrations of many molecules, including nucleic acids and proteins,
fluctuate between relatively narrow limits . Intru sive foreign "not-self" mac
romolecules would tend to increase total macromolecule concentrations in
ways that, in principle, should be detectable. This theme will be explored in
Chapters 12 and 13.

Summary

Most cell components undergo cycles of degradation and resynthesis
("turnover"), yet their concentrations fluctuate between only very narrow lim
its. The DNA of a cell provides information that specifies the quality and
quantity of these components. Accurate transmission of thi s information re
quires that errors be detected and corrected. If there is more than one copy of
the information (redundancy) then one copy can be compared with another.
For hereditary transmission of information, a " message" is "written" as a se
quence of four base " letters" - A, C, G , T - on a strand of phosphate and ri
bose (the "medium" ). In duplex DNA there is two-fold redundancy - the
"top" strand is the complement of the " bottom" strand. A on one strand
matches T on the other, and G on one strand matches C on the other. A check
for non-complementarity permits error-detection. Thus, Chargaffs first parity
rule is that , for samples of duplex DNA , the quantity of A (adenine) equals
the quantity ofT (thymine), and the quantity ofG (guanine) equals the quan
tity of C (cytosine). In diploid organisms there is four-fold sequence redun
dancy, due to the presence of a DNA duplex (chromosome) of maternal ori
gin , and a DNA duplex (chromosome) of paternal origin. There is also some
in-series, within-strand, redundancy . Trade-offs to optimize utilization of se
quence space usually do not include abandonment of dupl ex DNA or dip 
loidy . Birds lighten their DNA load by decreasing sequences (introns) that do
not encode proteins. DNA is promiscuous in readily acquiescing to a "cut
ting-and-pasting" (recombination between and within strands) that shuffles
the information it contains. Indeed, George Williams thought it better to de
fine genes in terms of their abilities to resist dismemberment by recombina
tion, than in terms of their functions . Furthermore, a codiscoverer of DNA
structure, Francis Crick, questioned the potency of natural selection of func 
tional differences as an evolutionary force , and pointed to possible " ingenious
mechanisms" involving recombination that might accelerate evolutionary
processes.



Chapter 3

Information Levels and Barriers

"All messages and parts of messages are like phrases or segments
of equations which a mathematician puts in brackets. Outside the
brackets there may always be a qualifier or multiplier which will
alter the whole tenor of the phrase."

Gregory Bateson (1960) [I]

Aristotle wrote that the form-giving essence, the eidos, "does not become
part of the embryo, just as no part of the carpenter enters the wood he
works ... but the form is imparted by him to the material" [2, 3]. A carpenter
will often hold the information for imparting form to wood in his head . If he
wishes to communicate this information to other carpenters separated from
himself in space and time he has to choose symbols and a code. The symbols,
0, 0, and W, if repeated and arranged in the sequence W, 0 , 0 , and J),

would be meaningless unless the receiver knew the transmitting carpenter's
code. Thus, implicit to the information concept is the idea that a grouping of
symbols can have a meaning, and that there can be a linkage ("mapping") be
tween the grouping and the meaning, which we call a code (an understood
convention).

Symbols and Code

If symbols are arranged as a string in one dimension, then the correspond
ing code is also likely to be one-dimensional. The code can be three
dimensional, as in the way a lock , by its complementary shape, "decodes" the
contours (i .e. the symbols) of a key . Indeed, it is in this three-dimensional
manner that biomolecules communicate with other biomolecules within and
between cells, to create the phenomenon we know as life. If the time of the
intermolecular communication were also encoded, then the code would be
four-dimensional , with time being the extra dimension. This would mean that
the decoding process might also involve the molecular resonances or vibra
tions referred to in Chapter 2.
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Primary and Secondary Information

Returning to our human written form of information, the sentence " Mary
had a little lamb its fleece was white as snow" contains the information that a
person called Mary was in possession of an immature sheep. The sentence is
a message, whereas the information, the meaning of the message, is itself an
abstract entity, which can only exist as a message. The message can be in the
form of an English text as above, or a French text, or a German text, or in
some (at the time of this writing) unknown molecular form in our brains. The
determination that the information was the same in these sources would be
made when it was extracted from the corresponding messages by applying a
decoding process and shown to be convertible to a common message form
(e.g. the English text) .

The information about Mary and the lamb can be conveyed in different
languages. So the message itself can contain not only its primary informa
tion, but also secondary information about its source - e.g. it is likely that an
author is more familiar with one language than others . Some believe that
English is on the way to displacing other languages, so that eventually it (or
the form it evolves to) could constitute the only language used by humans on
this planet. Similarly, in the course of early evolution it is likely that a proto
typic nucleic acid language, perhaps initially in a two-letter form (R and Y),
displaced contenders.

Because languages diverged from primitive root languages many thou
sands of years ago, it would be difficult to discern directly a relationship be
tween the English, French and German versions of "Mary had a little lamb its
fleece was white as snow." However, in England, if a person with a Cockney
accent were to speak the sentence it would sound like "Miree ader liawl
laimb sfloyce wors woyt ers snaa." Cockney English and "regular" English
diverged more recently (they are "a llied languages") and it is easy to discern
similarities. Now look at the following:

yewas htbts lIem ws arifea ac Mitte alidsnoe lahw
irsnwwis aee ar lal larfoMyce b sos woilmyt erdea

One line of text is the regular English version with the letters shuffled. The
other line is the cockney version with the letters shuffled. Can you tell which
is which? If the shuffling was thorough, the primary information has been de
stroyed . Yet, there is still some information left. With the knowledge that
cockneys tend to "drop" their I-Is, it can be deduced that the upper text is
more likely to be from someone who spoke regular English. With a longer
text , this could be more precisely quantitated.

Thus, languages have characteristic letter frequencies . You can take a
segment ("window") and count the various letters in that segment. In this
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way you can identify a text as English, Cockney, French or German . We can
call this information "s econdary information." There may be various other
levels of information in a sequence of symbols. To evaluate the secondary in
formation in DNA (with only four base " letters"), you can select a window
(say 1000 bases) and count each base in that window. You can appl y the
same window to another section of the DNA , or to another DNA mole cule
from a different biological species, and repeat the count. Then you can com
pare DNA "accents" (see Appendix 2).

Primary Information for Protein

The best understood type of primary information in DNA is the informa
tion for proteins. The DNA sequence of bases (one typ e of " lette r") encodes
another type of "l etter," the "amino acids." There are 20 members of the
amino acid alphabet, with names such as aspartate, isoleucine, serine and
valine. These are abbreviated as Asp, lie, Ser and Val (and sometimes as
single letters; i.e. D, I, S, V). Under instructions received from DNA, the de
coding and assembling machinery of cells joins amino acid s together in the
same order as the y are encoded in DNA , to form proteins. The latter, amino
ac id chains that fold in complicated ways, playa major role in determining
how we interact with our environment. Proteins constitute a major part of, for
example, the enzymes, which interact with other molecules (sub strates) to
catalyze chemical changes. The proteins largely determine our phenotype
(Figs. I-I, 1-4).

In an organism of a particular species ("A") , consider the twenty one base
DNA sequ ence:

TACGACGCCGATAGCGTCGTA (3 .1 )

This, read in sets of three bases ("codons") , can convey primary information
for a seven amino acid protein fragment (TyrAspAlaAspSerVaIVal). All
members of the species will tend to have the same DNA sequence, and dif
ferences betw een members of the species will tend to be rare and of minor
degree. If the protein is fundamental to cell function it is likely that organ
isms of another species ("B") will have DNA that encodes the same protein
fragment. However, when we examine their DNA we might find major dif
ferences compared with the DNA of the first species (the similarities are un
derlined):

(3.2)
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This sequence also encodes the above protein fragment, showing that the
DNA contains the same primary information as DNA sequence 3.\ above,
but it is "spoken" with a different "accent." Such secondary information
could have a biological role . It is theoretical possible (but unlikel y) that all
the genes in an organism of species B would have the "accent," yet otherwise
encode the same proteins as species A . In this case , organisms of specie s A
and B would be both anatomically and functionally (physiologically) ident i
cal, while differing dramatically with respect to secondary information. Bi
ologists som etime refer to species that show thi s tendency as "sibling spe
c ies" tespeces jumelles, Geschwisterart en) .

On the other hand , consider a single change in the sequence of species A
to:

TACGACGCCGITAGCGTCGTA (3.3)

Here the difference (underlined) would change one of the seven amino ac
ids. It is likely that such minor changes in a ve,y small number of genes af
fect ing development would be sufficient to cau se anatomical different iation
within species A (e.g. compare a bulldog and a poodle, as "varieties" of
dogs). Yet , in this case the secondary information would be hardly chan ged.

A view to be explored in this book is that, like the Cockney ' s dropped H's,
the role of secondary information is to initiat e. and , for a while, maintain, the
reproductive isolation (recombinational isolation) that is essential for the
proc ess by which biological species are formed. Secondary information is in
formation that preserves. Indeed, such is the promiscuity of DNA that, even
within the genome of a species, secondary information play s a similar role in
maintaining the recombinational isolation of individual genes. Secondary in
formation preserves gene s (Chapter 8).

Secondary information can exist because the genetic code is a "redundant"
or "degenerate" code, as we will see in Chapter 7; for example, the amin o
acid serine is not enc oded by just one codon ; there are six possible codons
(TCT, TCC, TCA , TCG, AGT, AGC). In DNA sequence 3.1 (species A),
serine (Ser) is encoded by AGC, whereas AGT is used in DNA sequence 3.2
(sp ecies B). On the other hand, the change in species A from GAT (sequence
3.1) to GTT (sequence 3.3) changes the encoded am ino acid from aspartic
acid (Asp) to valine (Val), and this might suffice to change the properties of
the corresponding protein, and hence to change one or more of the anatomi
calor physiological characters of an organism (its phenotype) that dep end on
that prot ein . As a consequence of the degeneracy of the genetic code, given a
nucleic acid sequence one can deduce the corresponding protein, but not the
conv erse . Thus, in this context, information is doomed to flow one way from
nucl eic acid to protein .
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Information Barriers

That it might be appropriate to draw an analogy between the evolution of
languages and of species has long been recognized [4]. A biological interest
of linguistic barriers is that they also tend to be reproductive barriers. Even if
a French person and an English person are living in the same territory (biolo
gists call this living "syrn patrically"), if they do not speak the same language
they are unlikely to marry. Of course, being of the same species, if there were
not this early barrier to reproduction, then the union would probably be fruit
ful in terms of the number and health of children. Thus, if this early barrier
wer e overcome, there would probably be no later barriers.

However, the French tend to marry French and produce more French. The
Eng lish tend to marry English and produce more English. Even in England,
because of the class barriers so colorfully portrayed by George Bernard Shaw
in Pygmalion, Cockneys tend to marry Cockneys, and the essence of the bar
rier from people speaking "regular" Engli sh is the difference in accent [5].
Because of other ("blending") factors at work in our society, it is unlikely
that this lingui stic "spec iation" will continue to the ext ent that Cockney will
eventually become an independent language.

The point is that when there is incipient linguistic "s peciation," it may be
the secondary information (dropped H's), rather than the primary infonna
tion , which constitutes the barrier. Similarly, secondary information in DNA
may provide a species barri er that keeps organisms reproductively separate as
distinct quantal " packages." Organisms are reproductively isolated (i .e. only
able to reproduce sexually with members of their own species). For purposes
of reproduction, members of a spec ies assort with their own type. An organ
ism that breeds with a member of an allied species may sometimes produce
healthy offspring, but these offspring are usually sterile ("hybrid sterility").

Secondary information in DNA can be considered as part of the "genome
phenotype," which in the context of reproduction, we may refer to as the "re
protype." In contrast, primary information in DNA is concerned with conven
tional phenotypic attributes, often dependent on proteins, such as the color of
a flower, or the speed at which a horse can run . It is with such attributes that
classical Darwinian natural selection is mainly concerned.

Barriers Preserve Discontinuity

If you fully understanding a concept then you should readily be able to de
duce its implications. While it can be argued that the Victorians understood
the information concept (Chapter 1), with the exc eption of Butler they did not
explore what was implicit in the language they spoke and the texts they read
and wrote. For example, information can be inaccurate; it may be accurate at
one moment at one place, but at a moment later, at the same or a different
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place, it may be inaccurate. A concept of information that does not include
the concept that information is subject to error is an incomplete concept of in
formation .

Galton in 1876 compared gametes to "mailbags" containing "heaps of let
ters," and regretted that, with current technology biologists were like persons
looking through the windows of a post office; they "might draw various
valuable conclusions as to the postal communications generally, but they
cannot read a single word of what the letters contain." Noting that the
"germs" from which bodily units were "derived" should have independently
varied in each parent, and hence become "deficient" in different ways, Galton
saw an advantage of sexual reproduction [6] :

"When there are two parents, and therefore a double supply of
material, the chance deficiency in the contribution of either of
them, of any particular species of germ [gene], tends to be sup 
pl ied by the other. No doubt, cases must still occur, though much
more rare ly than before, in which the same species of germ is ab
sent from the contribution of both , and a very small proportion of
families will thereby perish."

Butler said this more colorfully in 1877 when pondering what sex was for
[7]:

"We should expect to find a predominance of sexual over asexual
generation, in the arrangements of nature for continuing her
various species, inasmuch as two heads are better than one, and
a locus poenitentiae is thus given to the embryo - an opportunity
of correcting the experience of one parent by that of the other.
And this is what the more intelligent embryos may be supposed
to do; for there would seem little reason to doubt that there are
clever embryos and stupid embryos, with better or worse memo
ries , as the case may be, of how they dealt with their protoplasm
before, and better or worse able to see how they can do better
now ."

The possibility of error did not escape Miescher (Fig. 3-1) to whom we
will be returning in Chapter 14. In 1892 he suggested that sex might have
arisen to correct structural defects in molecules [8] :

"To me the key to the problem of sexual reproduction is to be
found in the field of stereochemistry. The 'gemmules ' of Dar
win 's pangenesis are no other than the numerous asymmetrical
carbon atoms of organic substances. As a result of minute causes
and external conditions these carbon atoms suffer positional
changes and thus gradually produce structural defects. Sexuality
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is an arrangement for the correction of these unavoidable
stereometric architectural defects in the structure of organized
substances. Left handed coils are corrected by right-handed
coils, and the equilibrium restored."

Fig. 3-1. Johann Friedrich Miescher (1844-1895)

As noted in Chapter 2 when considering Muller's "microchemical acci 
dents," error detection usually requires some form of redundancy, so that one
copy can be compared with another. To correct a play by Shakespeare you
need another copy of the same play . You cannot correct a copy of Macbeth
with a copy of The Tempest. Furthermore, a blended form, - a "Macpes t" or a
" Tembeth" - also would not suffice. Thus, like biological speci es, the plays
must be discrete, or "d iscontinuous." They must come as packets, but not
clonal packets. If you do not believe something in your newspaper you do not
go out and buy another copy of the same newspaper which, having been pro
duced as part of the same print run, contains identical information with iden
tical errors.

The property of discreteness implies that there are limits. Shakespeare was
able to explore the theme of personal ambition in Macb eth. A separate play
was required to explore the theme of shipwreck on an enchanted island. The
diversity of Shakespeare's plays can be compared with the diversity of bio
logical species. Within each species there is room for change, but within
limits. A species can attain a certain type and level of complexity, but for fur
ther change barriers must be breached and new barriers established. There
must be an origin of species. Butler related this to information [7] :

" Many plants and animals do appear to have reached a phase of
being from which they are hard to move - that is to say , they will
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die sooner than be at pains of altering their habits - true martyrs
to their convictions. Such races refuse to see changes in their sur
roundings as long as they can , but when compelled to recognize
them, they throw up the game because they cannot and will not ,
or will not and cannot, invent. Thi s is perfectly intelligible, for a
race is nothing but a long-li ved individual , and like any individ
ual. or tribe of men whom we have yet observed, will have its
special capacities and its spec ia l limit ation s, though, as in the
case of the individual, so also with the race, it is exceedingly
hard to say what those limit ations are, and why , hav ing been able
to go so far, it should go no furth er. Every man and every race is
capable of education up to a point, but not to the extent of being
made from a sow' s ear into a s ilk purse ."

In Scotland in 1867 a professor of engineerin g, Fleeming Jenkin, saw
members of a biological specie s as enclosed within a sph ere (Fig. 3-2). For a
particular character , say potent ial running speed, most members would be at,
or near, the centre of the sphere, since most memb ers are capable of average
speed . Jenkin noted that, under the then prevailing view that parental charac
ters were blended in offspring, there would always be a tendency for indi
viduals to vary centripetally, rather than centrifugally [9]:

"A given animal . . . appears to be contained . . . within a sphere of
variation; one individual lies near one port ion of the surface; an
other individual, of the same species, near another part of the
surface; the average animal at the centre. Any individual may
produce descendent s varying in any direction, but is more likely
to produce descend ents varying tow ards the centre of the sphere,
and the variations in that direction will be greater in amount than
the variations towards the surface. Thus a set of racers of equ al
merit indiscriminately breeding will produce more colt s and
foals of inferior than of superior speed, and the fall ing off of the
degenerate will be greater than the improvement of the se lect."

Thi s " regression to the mean ," given much weight by Galton, was invaria
bly observed when individuals of mixed pedigree were crossed. To maintain
the range of variant forms (i.e. to maintain racers of superior speed), on
going vari ation would have to replace tho se lost through regress ion. Johann
sen was later to show that if an individual of unmixed ped igree ("pure line")
were crossed with one of the same ped igree , then a position near the surface
of the sphere could be sustained. This was in keeping with Mendel' s laws
(see Chapter 7). How ever, even pure lines could not escape beyond the sur
face of the sphere.
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Fig. 3-2. Jenkin's sphere of species variation (grey). Members of a species
and the ranges of variation seen in their children are represented as white
circles, with arrows representing the directions of variations. Most individuals
are clustered at the centre (average phenotypes) where they are free to vary
in any direction. Those at the precise center can only vary away from the
center (i.e. centrifugally). The few individuals at the periphery (rare pheno
types with exceptionally positive or negative qualities), tend to vary towards
the center (i.e. centripetally). Thus their children cannot escape the confines
of the species (i.e. their exceptional qualities cannot develop further). Note
that the variations Jenkin refers to reflect differences in nature, not nurture.
He is not referring to variations acquired through interaction with the envi
ronment within an individual lifetime (e.g. increased muscular strength in an
individual that exercises)

To Select is Not To Preserve

Johannsen in 1909 suggested the word "gene" as a Rechnungseinheiten, or
accounting unit, that symbolized one of Bateson 's "character units. " In most
defin itions of the "gene" there is a loose or explicit refe rence to function . Bi
ologists talk of a gene encoding information for tallness in peas . Biochemists
talk of the gene encoding information for growth hormone, and relate this to
a segment of DNA . One popular biochemical text states that "each region of
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the DNA helix that produces a functional RNA molecule constitutes a gene"
[10]. Another states that "a gene is defined biochemically as that segment of
DNA (or in a few cases RNA) that encodes the information required to pro
duce a functional biological product" [11]. However, before it can function ,
information must be preserved. Classical Darwinian theory proposes that
function, through the agency of natural selection, is itself the preserving
agent (see Chapter 7). Thus, function and preservation go hand-in-hand, but
function is held to be more fundamental than preservation.

There is nothing so strange in this . Shakespeare's plays entertained far bet
ter than plays by other authors, and by virtue of this function they are with us
to this day. But the physical preservation of the plays, the maintenance of
their physical discontinuity from their surroundings, required much more 
durable ink and paper, and the bindings and cover that make a folio or book.
This was not all. The folios and books had to be carefully housed. The selec
tion and reproduction of ancient texts by generations of priests and scribes
came to nothing when the great library of Alexandria was burned to the
ground. It is only by references from other sources that we now know the
magnitude of our loss. The epic cycle poems of Homer's contemporaries
("The Little Iliad ," "The Destruction of Troy") , some of the plays of Sopho
cles, and the works of ancient historians such as Hecataeus, Hellanicus, and
Ephorus, are preserved only in fragments by later authors.

Bringing the metaphor closer to home, Mendel's ideas lay fallow for 35
years until their discovery in J900. Initially, the ideas were in Mendel's head
and in a certain issue of the obscure journal Verhandlungen des naturfor
schended Vereines in Brunn, copies of which were distributed to many aca
demic centers. Some copies were lost. Mendel died in 1884. But some of the
copies were bound into journals. For 35 years Mendel 's ideas were held be
tween pages 3 to 47 in volume four of the journal, not because their value
was recognized, but because the volumes were securely bound and stably
housed. The preservation of the journal was a precondition for the positive
selection of its contents.

Eventually Mendel's ideas ("mnemes," or "memes") [12] gained a life of
their own. The texts that contained them were sought out, reproduced, and
translated into many languages, and the ideas began to spread from head to
head. An interesting side-product was that the Verhandlungen des naturfor
schended Vereines in Brunn, and in particular the issue containing Mendel 's
paper, gained increased attention. Consequently, other papers in that issue
may have got a second reading, but not by virtue of their own intrinsic mer
its. In essence, they , like the journal, were able to "hitch-hike" on the success
of Mendel's paper (see Chapter 7).

So, in biological systems, which is more important, continuing demand for
function, or actual physical preservation? This book argues that preservation
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is often more fundamental than function . Furthermore, secondary information
(context) is an agency, distinct from natural selection, which brings this
about. Once biological information has been preserved then its meaning can
be displayed and its accuracy checked.

Another Order of Variation

William Bateson was concerned with the discreteness of biological spec ies
as distinct entities and the relationship of this discreteness to that of the envi
ronments they occupied . Thus fish spec ies live in water and non-fish species
live on land. The two species groups are discrete, as are their respective envi
ronm ents. So the discontinuity of the species matches the discontinuity of
their environments. But in the case of allied species - likely to have diverged
relatively recently from a common ancestral species - oft en differences in
environments do not match the observed differences in species. Allied spe
cie s are often found in the same territory (i.e. they are syrnpatric). Con
versely, members of a sin gle species sometime thrive in a wide range of envi
ronments. In 1894 the 33-year-old Bateson noted in his book Materials for
the Study of Variation Treated with Especial Regard to Discontinuities in the
Origin ofSpecies [13] :

"The differences between Species on the whole are Specific, and
are differences of kind , forming a discontinuous Series, while the
d iversities of environment to which they are subject are on the
whole differences of degree, and form a continuous Series; it is
therefore hard to see how the environmental differences can thus
be in any sense the directing cause of Specific differences, which
by the Theory of Natural Selection they should be." [Bateson 's
capita Iization]

The preservation of a species did not seem readily explicable on the basis
of conventional natural selection, often a relatively cont inuous environmental
force capable of bringing about profound changes, but usually within the con
fines of a species. For the discontinuity of species, Bateson believed there
should be a discontinuity in the way in which members of a species vary
from one another.

His use of the term "discontinuity" can perhaps be best understood if we
first con sider the term "continuity ." If a road is continuous then one process
- walk ing, running or riding - should suffice to reach a destination . If a road
is discontinuous, perhaps because there is an unbridged river or ravine, then
another process - wading, swimming or climbing - must intervene. Ifvaria
tion is continuous then , in principle, every possible intermediate between two
forms can now exi st, and one process that has removed intermediates that do
not match their env ironment suffices to explain the distinctness of diverse of
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typ es we sec around us. In short, Darwin 's natural se lection reigns. If varia
tion is discontinuous then cach of the two form s is limited in the extent to
wh ich it can now vary . Every possible interm ediate between the two form s
cannot now exi st (although intermediates may have existed in the past when
the forms were clo ser, having just begun to diverge from a common ances
tor) . So, in add ition to natural selection, another process that has something
to do with the gap betw een forms, is needed. However, at the time Bateson
could describe this only in very abstract term s:

" Upon the received hypothesis it is supposed that Variation is
continuous and that the Discontinuity of Species results from the
operation of Selection. ... There is an almost fatal objection in
the way of this belief, and it cannot be supposed both that al l
variation is continuous and also that the Discontinuity of Species
is the result of Selection . With evidence of the Discontinuity of
Variation this diffi culty would be removed." [Bateson's capita li
zation]

The need for some other ord er of vari ation had been perceived earlier by
Jenkin [9] :

"The theory adv anced [by Darwin] app ears rather to be that, if
owing to some other qualities a race is maintained for a very
long time different from the average or original race (near the
surface of our sphere), then it will spontaneous ly lose the ten
dency to relapse , and acquire a tendency to vary out side the
sphere. What is to produce this change? Time simply, appar
ently. . . . Not only do we require for Darwin's theory that time
shall first permanently fix the variety near the outside of the as
sumcd sphere of variation, we require that it shall give the pow er
of vary ing beyond that sphere ."

In his 1869 book Heredity Genius, Galton likened this power of varying
beyond the sphere to the effort needed to roll a rough stone from one position
of stability to another [) 4]. Initially , Bate son examined the observable char
acteristics of a wide range of plants and anim als to catalo gue the range of
variations that could occur. With the emergence of Mendel' s laws on quanti
tative aspects of variation, which demonstrated the discontinuity of genes
(i.e . the discreteness of the characters they encoded; see Chapter 7), it was
tempting think that this genic discontinuity might be the evid ence he sought.
However, although the discontinuity of genes clarified many issues , Bateson
came to the view that a different type of d iscontinuity was needed.

From the discontinuity of genes it followed that if a rare new mutant or
gani sm cro ssed with one of the abundant non-mutant form s in its species (the
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most likely occurrence), then the emergent mutant character would not im
mediately be diluted due to the blending of parental characters. The charac
ter' s increase or decrease in the population would be statistically determined,
depending on (i) its degree of dominance (see Chapter 7), (ii) whether it was
seen by natural selection as beneficial or detrimental, and (iii) whether at
some point, perhaps after preservation for many generations, there was a
cross with another organism with the same mutation. This latter point was
emphasized by Jenkin [9] :

"Any favourable deviation must .. . give its fortunate possessor a
better chance of life; but this conclusion differs widely from the
supposed consequence that a whole species mayor will gradu
ally acquire some one new quality , or wholly change in one di
rection and in the same manner."

Easy access to a mate with the same mutation had been a strength of the
Lamarckist doctrine of the inheritance of acquired characters. According to
Lamarck (and Butler) organisms subjected to the same environmental provo
cation would simultaneously adapt by mutation. Being colocalized in the
same environment there would then be little difficulty in their finding a mate
with the same adaptation. In this respect, the discovery of genic discontinu
ity, raising the possibility of preservation for many generations, was another
nail in the Lamarckist coffin.

Context as Barrier

Some mutations bring about dramatic, sometimes large scale, changes in a
single generation. For example, dwarfism , extra fingers , and a leg where a
fly's antenna should be (see Chapter 7) . Although initially misled into believ
ing that these "monstrosities" or "sports" might be examples of the disconti
nuity he sought, William Bateson came to realized that the process of varia
tion had to generate a non-genic discontinuity as a barrier that would
preserve species (see Chapter 8). Yet he did not see this discontinuity as a
barrier that might relate to error detection and correction. His thoughts on
evolution greatly influenced his son Gregory (named after Mendel ; Fig. 3-3),
who became an anthropologist/psychologist much interested in the hierarchy
of information levels in human communication .

In Steps to an Ecology of Mind, Gregory Bateson claimed his father's
heros (Voltaire, Butler) as his own , and pointed to the all-important role of
context [15] . He noted that schizophrenic patients often appear unable to rec
ognize the context in which primary information is conveyed . More simply
stated, there is no smile or wink acting as a "classifying metamessage." This
work of the younger Bateson and his colleagues is well summarized by his
biographer [16]:
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"Assuming the view that in communication there are primary
messages which are verbal and classifying messages which ex
press the on-going relationship of the actors, they proposed that
the discourse of schizophrenics especially distorts or omits the
signals about relationship.... The ability to discriminate the
various contextual cues which specify both the semantic and
personal meaning of a message seemed to be impaired. Human
communication was construed in terms of multiple levels of ref
erence, ... The problem which they posed for the schizophrenic
was how does a simple message mean if it is not pinned down
by normal metarnessages."

Figure 3-3. Gregory Bateson (1904-1980)

Gregory Bateson extrapolated this to biological information transfer, writ 
ing [15] :

"Both grammar and biological structure are products of commu
nicational and organizational processes. The anatomy of the
plant is a complex transform of genotypic instructions, and the
' language' of the genes, like any other language, must of neces
sity have contextual structure. Moreover, in all communication
there must be a relevance between the contextual structure of the
message and some structuring of the recipient. The tissues of the
plant could not ' read ' the genotypic instructions carried in the
chromosomes of every cell unless cell and tissue exist, at that
given moment, in a contextual structure."
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Gregory Bateson also equated a change in contextual structure to a special
type of change in the genomic information required for species divergence
that his father had postulated [17]:

" If evolution proceeded in accordance with conventional the
ory , its processes would be blocked . The finite nature of so
matic changes indicates that no ongoing process of evolution
can result only from successive externally adaptive genotypic
changes, since these must, in combination, become lethal,
demanding combinations of internal somatic adjustments of
which the soma is incapable. We turn therefore to a consid
eration of other classes of genotypic change. What is re
quired to give a balanced theory of evolution is the occur
rence of genotypic changes, which shall increase [Bateson 's
italics] the available range of somatic flexibility . When the
internal organization of the organisms of a spec ies has been
limited by environmental or mut ational pressure to some nar
row subset of the total range of living states, further evolu
tionary progress will require some sort of genotypic change
which will compensate for this limitation."

In Germany, Richard Goldschmidt (Fig. 3-4) had termed this "macroevo
lution."

Fig. 3-4. Richard Goldschmidt (1878-1958)

In Chapter 7 we will consider Goldschmidt's proposal that, within the con
fines of a species, the plasticity of the phenotype is limited since changes in
genotypic "pattern" (mi croevolution) are limited . A chromosomal "repattern-
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ing" (macroevolution) is required if spec ies are to diverge into new spec ies,
so expanding the scope of possible phenotypes. The relati onships of som e of
the dichotomies con sidered here to Goldschmidt' s terminology are indicated
in Table 3- I

Dichotomy

Information Type

DNA involved

Selection Type

Phenotype

Adaptation for:

Scope of Variation

Evolution Type

Goldschmidt Terminology

Table 3-1. Some of the dichotomies considered in this chapter. "Physiologi
cal selection" is a term introduced by Romanes to contrast with "Natural se
lection." When a particular genome phenotype ("reprotype") confers repro
ductive success or failure, then physiological selection has operated .
Similarly, when a particular conventional phenotype confers reproductive
success or failure, then natural selection has operated (see Chapters 7 and
8)

Not a Palimpsest

Today ' s metaphors may be tomorrow's truths. As we saw in Chapte r I,
Romanes could tolerate Butl er's relating heredity with memory as a meta
phor, but at that tim e the thought that within ce lls there might be so mething
ak in to a written text wa s goin g too far . Metaphors can help us understand
our genomes. But they have to be the right metaphors. Som e metaphors are
just not helpful. Oth ers can activ ely mislead.

The idea of levels of information invites comparison with palimpsests
(Greek: palimpsestos = scraped again). In ancient times messages on clay
tabl ets could be scraped off to allow the tabl et to be reused . The scrapings
may have been incomplete, but sufficient to a llow reuse. Likew ise, the mem-



Information Levels and Barriers 63

ory discs of today' s computers can have their contents erased so allowing
fresh messages to be entered. Again, the era sure s may be incomplete. Com
puters can "crash" and the messages on their discs can be accidenta lly erased.
There are processes by which erased mes sage s can sometimes be restored.

In 1906 in Constantinople a faded tenth century copy of Archimedes' long
lost Method ofMechanical Theorems was discovered on a parchment beneath
the lettering of a twelfth century Greek prayer book [18] . Such a document is
also referred to as a pal impsest. With modern technologies some palimpsests
are found to have multiple layers of text. C learly , the writers of the top layers
of text had no use for the preceding layers. For their purposes they were gar
bage and the only lament, if any , would be that they had been insufficiently
erased. Translating this mode of thought to the layers of information that
have been discovered in genomes, it was easy to assume that, while these
may be of intere st as possibl e remnants of anci ent messages laid down over
billions of years of evolution, they are not of relevance to genomes as they
now exist. Thus, the term "j unk DNA" did not seem inappropriate.

This view is challenged in Chapter 12. Because we are unable to conjure
up a functional explanat ion for something, it doe s not follow that it has no
function. Following the admonit ion attributed to Willi am of Occam, we
should accept a simple explanation if it fits in with the facts as well as, or bet
ter than , a more complex explanation. But we should also heed the admoni
tion attributed to Albert Einstein : "Make everything as simple as possible,
but not simpler."

Certainly, from modern DNA sequences we can infer some of the charac
teristics of anc ient sequences, but it does not therefore follow that modern
sequences are not strictly functional , serving the needs of modern organisms.
A popular form of "molecular archaeology" is to compare the sequences of
two species that are considered to have derived from a common ancestral
species (phylogenetic anal ysis) . What they have in common may have been
in the ancestral sequence (i.e. has been conserved). What they do not have in
common may have been acquired since their divergence into separate spe
cies . For example, modern passenger automobiles and airplanes both serve
the practical and aesthetic needs of modern humans. They have certain fea
tures in common, such as wheels, windows and at least one forward-looking
seat at the front. 11 is not unreasonable to infer that many "ancient" horse
drawn carriages had these features.

Hybrid Disciplines and Hybrid Sterility

Barri ers protect and preserve. People join clubs and societies in order to
associate with groups of like-minded types. This is also true for academic
disciplines. To become a member of a club, society or discipline, various en
try cr iteria must be satisfied (i.e. barriers must be breached). Here again, if
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not used with care, metaphors can mislead. When emphasizing the impor
tance of chemistry for understanding genetic function , Crick noted [19]:

"C lassica l genetics is .. . a black-box subject. The important thing
was to combine it with biochemistry. In nature hybrid species are
usually sterile, but in science the reverse is often true. Hybrid
subjects are often astonishingly fertile, whereas if a scientific
discipline remains too pure it usually wilts. In studying a compli
cated system, it is true that one cannot even see what the prob
lems are unless one studies the higher level s of the system, but
the proofof any theory about higher levels usually needs detailed
data from lower levels ." [Crick 's italics]

Hybrid subj ects are indeed astonishingly fertile, but not quite in the way
Crick implied. Hor ses and donkeys (asses) have been artificially crossed for
millennia because the mule that results, although steril e, is endowed with
great energy and vigor. Thus, hybrid animals and hybrid disciplines have in
common the feature that they tend to be more vigorous than the correspond
ing parental animals or disciplines. They are both highly productive, but not
highly reproductive. This is because they also have in common, a tendency
towards sterility, and for much the same reason s.

Within the barrier afforded by an academic discipline members are likely
to thrive, provided their activities remains within the confines of the group.
Here they are likely to be best understood, so their ideas become subject to
constructive criticism and error-correction. However, those who stray beyond
the confines of one discipline (in Mendel's case, Biology) and engage with
another discipline (in Mendel' s case, Physics), may be misunderstood by
tho se in both parental disciplines. Barrier breachers may be vigorously pro
ductive, but the communication gap may imperil both the novel ideas they
wish to convey and their personal fortunes . They run the risk of an alienation
that can disrupt their lives. At least in the short term, they are academic:ally
sterile (i.e, their ideas are not reproduced; see Epilogue).

Again, Butler, unique among the Victorians in his articulation of evolution
in informational terms, had some sense of this [7]. First he considered the
case of a cross between two types so disparate that the embryo did not de
velop correctly ("hybrid inviability") :

" We should expect to find that all species, whether of plants or
animals, are occasionally benefited by a cross; but we should
also expect that a cross should have a tendency to introduce a
disturbing element, if it be too wide, inasmuch as the offspring
would be pulled hither and thither by two conflicting memories
or advices, much as though a number of people speaking at once
were without previous warning to advise an unhappy performer
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to vary his ordinary performance. ... In such a case he will .
completely break down, if the advice be too conflicting, .
through his inability to fuse the experiences into a harmonious
whole."

Then , Butl er considered the reproductive events leading, in turn , to a pa
rental male horse, to a parental female donkey, and finally to their child, a
mule ("hybrid sterility"):

" [In] the case of hybrids which are born well developed and
healthy, but nevertheless perfectly sterile, it is less obvious why,
having succeeded in understanding the conflicting memories of
their parents, they should fail to produce offspring. .. . The im
pregnate ovum from which the mule 's father was developed re
membered nothing but its horse memories; but it felt its faith in
the se supported by the recoll ection of a vast numb er of previous
generat ions, in which it was, to all intents and purposes, what it
now is. In like manner, the impr egnate ovum from which the
mul e 's mother [donkey] was developed would be backed by the
assurance that it had done what it is going to do now a hundred
thousand times already . All would thus be plain sa iling. A horse
and a donkey would result. These two are brought togeth er ; an
impregnate ovum is produced which finds an unusual contlict of
memory between the two lines of its anc estors, nevertheless, be
ing accustomed to some contlict, it manages to get over the diffi
culty, as on either side itfinds itselfbacked by a very long series
of sufficiently steady memory . A mule results - a creature so dis
t inctly different from either horse or donkey, that reproduction is
baffled, owing to the creature's having nothing but its own
knowledge of itself to fall back upon. " [Butl er 's italics]

Sadly, Butler himself turned out to be an academic mule. With a few late
in-the-day exc eptions (e.g . William Bate son and Francis Darwin), his ideas
were scorned by the scientific establishment (see Epilogue) [20] .

Summary

Information is an abstract entity that we recognize in the form of a mes
sage conveyed in a medium. Messages are read (decoded) to extract their
meanings (information content) and are compared with copies of the same
messages to detect and correct errors. These functions require that a message
contain both its primary information and a barrier (secondary information)
that preserves the context within which the primary information is read both
for meaning and for errors. There must be discontinuity between different
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messages. Just as the themes that can be developed within the context of a
single play (e.g. Macbeth) are limited, so that new themes require new plays
(e.g. The Tempest), evolutionary themes that can be developed within the
context of a biological species are limited, so that further evolutionary pro
gress requires a barrier-breaching change that establishes a new species. Just
as error-correction of the text of Macbeth requires another text of Macbeth
from an independent source, so error-correction of a genome text is best car
ried out with a genome text from an unrelated member of the same species.
Sex is primarily a within-species error-correcting device requiring that spe
cies be discontinuous and reproductively isolated from each other. Members
of allied species that fail to recognize their context and breach the reproduc
tive barrier may produce sterile offspring (hybrid sterility). Similarly, humans
who fail to recognize the context of cognitive discourse may be schizophenic.
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Chargaff's Second Parity Rule

"Poetry 's unnat'ral ; no man ever talked poetry 'cept a beadle on
boxinday, or Warren 's blackin' or Rowland 's oil, or some 0'

them low fellows."
Mr. Weller. Pickwick Papers [I]

Information has many forms. If you turn down the corner ofa page to remind
you where you stopped reading, then you have left a message on the page
("bookmark"). In future you "decode" (extract information from) the book
mark with the knowledge that it means, "continue here." A future historian
might be interested in where you paused in your reading. Going through the
book, he/she would notice creases suggesting that a flap had been turned
down . Making assumptions about the code you were using, a feasible map of
the book could then be made with your pause sites. It might be discovered
that you paused at particular sites, say at the ends of chapters. In this case
pauses would be correlated with the distribution of the book's "primary in
formation." Or perhaps there was a random element to your pausing - per
haps when your partner wanted the light out. In this case pausing would be
influenced by your pairing relationship. While humans not infrequently get in
a flap about their pairing relationships, we shall see that flaps are useful
metaphors when we observe DNA molecules in a flap about their pairing re
lationships.

Information Conflict

The primary information in this book is in the form of the linear message
you are now decoding. If you turn down a large flap it might cover up part of
the message. Thus, one form of information can interfere with the transmis
sion of another form of information. To read the text you have to correct
(fold back) the "secondary structure" of the page (the flap) so that it no
longer overlaps the text. Thus, there is a conflict. You can either retain the
flap and not read the text, or remove the flap and read the text.
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In the case of a book page, the text is imposed on a flat two-dimensional
base - the paper. The mes sage (text) and the medium (paper) are different.
Similarly, in the case of our genetic material , DNA, the "medium" is a chain
of two units (phosphate and ribose), and the "mess age" is provided by a se
quence of "l etters" (ba ses) attached at intervals along the chain (see Fig. 2-4) .
It will be shown in chapter] 0 that, as in the case of a written text on paper,
"fl aps" in DNA (secondary structure) can conflict with the base sequence
(primary structure). Thus, the pressures to convey information encoded in a
particular sequence, and to convey information encoded in a "flap", may be
in conflict. If it is possible to recognize that one form of inform ation (e.g.
flap) is in some way higher than another form (e.g. text), then hierarchical
levels can be assi gned, and it can then be sa id that there is a conflict not only
between different fo rms of information, but also between different levels of
information. In biological system s where there is competition for genome
space, the " hand of evolution" has to resolve these intrinsic conflicts whil e
dealing with other pressur es (extrinsic) from the env ironment.

Prose, Poetry and Palindromes

Primary inform ation can be conveyed in pidgin English. "C at sat mat" can
convey essentially the same primary information as the more formal "the cat
sat on the mat. " It is known that the act of s itting is som ething cats frequently
do , and that mats usually occupy lowly places where they are vulnerable to
bein g sat upon . An important function of the syntax of formal prose - the
form the primary information would take in normal human disc ourse - is that
it can suggest the possibil ity that there has been an error in the primary in
formation . The sentence "The cat sat on the mat" is syntactically co rrect, and
on this basis we might judge that the author had reall y written what he/she
had meant to write . However, this com es at a price. "Cat sat mat" takes less
time to write or speak, and occupies less space. Definite articles and preposi
tions can be considered as redundant information. Provided we know that it is
cats that do the sitt ing, the less formal prose of pidgin Engli sh has certa in ef
ficiencies.

To those whose first language is English this may not be obvious. Like
Monsieur Jourdain in Moliere 's Le Bourgeous Gentilhomme, we discover
that we have been speaking and writing a high level formal pro se quite effort
lessly all our lives [2]. But, in fact , it has not been all our lives. As infants we
began by strin ging single words together in forms not too different from "cat
sat mat ," and had to learn, s low ly and laboriously (as most parents know), the
modifications that led to a higher level of discourse.

An even higher level of discourse would be poetry. The error-detecting
functi on would then be considerably increased . In this case the ear and eye
would, from childhood, have been so accustomed to meter and rhym e that, if
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these elements were missing, the listen er or viewer would then be alerted to
the possibility of error in the primary information . Yet , as Mr. Weller notes,
we do not naturally speak poetry. The advantage of this extra layer of error
detecting ability does not appear to have outweighed its disadvantages.

The same can be said of the writings of Christian B6k [3] . You should be
able to spot the potential error-detect ing device:

" Relent less, the rebel peddles these theses, even when vexed
peers deem the new precepts mere dreck. The plebes resent
newer verse ; nevertheless, the rebel perseveres, nev er deterred,
never dejected, heedless, even when hecklers heckle the veh e
ment speeches."

B6k constrains himself to use only the vowel "e". Georges Perec also tr ied
this in 1972 [4], and in an earlier novel he employed all the vowels with the
exception of ve" [5]. That an error had occurred in Bok 's text , and in Perce ' s
1972 text, would become detectable if a vowel other than "e" appeared. That
an error had occurred in Perec 's earlier text would become detectable if "e "
appeared.

The constraints become greater when discourse is palindromic (Greek:
palindromos = running back again):

"Madam I'm Adam."

The sentence reads the same forwards and backwards. If we count letters
we get: A = 4, D = 2, I = 1, M = 4. The palindrome is asymmetric with a lone
central " I." Otherwise, all the letters correspond to even numbers . Palin
dromes obey a parity rule.

With suffic ient ingenuity you can com e up with quite long palindromes.
Indeed, they have been known since anci ent times. Inscribed in Greek on
medieval fountains there is sometimes the admonition " Wash sins, not only
your face :"

"N ltPON ANOMHMATA MH MONAN O'flIN "

Here, A = 4, H = 2, I = 2, M = 4, N = 2, 0 = 4, 'fI = 2, and T = I. The fol
lowing, by geneticist Susumo Ohno, is symmetric:

"Doom ! Sad named was dog DNA, devil's deeds lived , and God saw
demand as mood."

Here again the parity rule is obeyed ( A = 8, D = 10, E = 6, G = 2, I = 2, L
= 2, M = 4, N = 4,0 = 6, S = 4, V = 2) . A check for even parity, which dis
regarded sentences with lone central letters, should be capable of detecting
errors quite powerfully, but at a very high cost. Normal human discourse
would be severely constrained if our communication were so limited.
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Yet we shall see that this form of human language serves as a good meta 
phor for the language of our genomes. In Ohnos words : " All DNA base se
quenc es, regardless of their origins or functions (codin g versus non-coding)
are messages written in palindromic verses" [6] . This ind icates that the error
detecting role of the genome language (in volving various form s of informa
tion that can be referred to as secondary) may be of more importance than the
immed iate efficiencies of communicating primary genetic messages (primary
information).

Intrastand Parity

Chargaff's second parity rule is that his first parity rule , which applies to
dupl ex double-stranded DNA, also applies, to a clo se approx imation, to sin
gle-s tranded DNA . If the individual strands of a DNA dupl ex are isolat ed and

their base compositions determined, then A% == T %, and G% == C% [7]. This
also means that the "top" and "bottom" strands of duplex DNA have ap
proximatel y the same base composition . For example, if we arrange for base
par ity in a sing le "top" strand:

5 ' AAAAACCCGGGTTTTT 3' (4.1)

Then, following Chargaff's first parity rule , the complem entary bottom
strand must have the same base compositi on :

3 ' TTTTTGGGCCCAAAAA 5' (4.2)

The validity of the second parity ru le becam e cle arer when complete ge
nomic sequences became available. For exa mple, the cowpox viru s (Vaccinia
viru s; Latin, vacca = a cow) that is used to vaccinate humans again st small
pox, has in its " top" strand, 63,921 As, 63,776 T s, 32,030 Gs, and 32,010 Cs ,
fora total of 191,737 bases. Cut the strand into two equal halves and the rule
stiII holds - A% == T % and G% == C%. Cut each of these halves into halves,
and again the rule holds . Indeed, it holds, albeit less prec isely, even when the
divi sion s continue down to segments of a few hundred bases [8].

To simplify, the relat ionship can be expressed as (A+G)% = (C+T)%, or
R% = Y%. Sinc e the proportions of purin es (R) and pyrimidines (Y) are re
ciprocally related (i.e. if a base is not an R it must be a Y, and vice -ve rsa),
then the degree of parity can be expressed as R% or (A+G)%, with a value of
50% representing precise parity (i.e . R % = Y%). This will be con sidered fur
ther in Chapters 6 and 9.

It is easy to dismiss the second parity rule as a product of random forces .
For example, in man y species there are approximately equal numbers of
male s and females. This sexual parity appears to follows from the fact that in
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one of the sexes there are usually two types of gamete (e .g. in human males
there are X-chromosome bearing spermatozoa and Y-chromosome bearing
spermatozoa; see Ch apter 14). These have approximately equal opportunities
of encountering a gamete of the opposite sex (e.g. the female X
chromosome-bearing ovum: see Fig . 1-3). Thus, on a chance basis, there
should be equal numbers of mal es (XY) and females (XX). However, chance
is supplemented by powerful evolutionary forces [9, 10].

Imagine that say , after a war, there were more females than males . Then
there would be more potential partners for the rare sex (m ale) . Each mal e
would, on average, come to leave more offspring than each female (polyg
amy being permitted). Biologists call this " frequency-dependent selection."
Now, whereas most families have a genetic tendency to produce equal num
bers of males and females, some families have a genetic tendency to produce
more males and som e hav e a genet ic tendency to produce more femal es (for
an example, see Chapter 14). When males are the rare sex, families with a
genetic tend ency to produce more males would leave more offspring. Hence
the proportion of males in the population would increase. When the
male/female ratio wa s restored, then families tending to produce more males
would no longer have thi s advantage, and their genetic characteristics, in
cluding the tendency to produce more males, would no longer gain a greater
representation in future populations. A s imi lar converse argument would ap
ply if there were a population fluctuation causing excess females. We shall
see that, as in the case of sexua l parity, Chargaff s second parity rule is the
result of randomness supplemented by powerful evolutionary forces .

If the second parity rule hold s for the two pairs of complementary bases (A
and T , G and C), what about the ten pairs of complementary base duplets, or
the 32 pairs of complementary base triplets, or the 128 pairs of complemen
tary base tetruplets, or .. . ? But we are getting a little ahead of ourselves. Let
us first sort out what we mean by complementary base duplets (dinucleo
tides), triplets (trinucleotides), tetruplets (tetranucleotides), quintruplets (pen
tanucleotides), etc. (Table 4-1).

Polarity and Complementarity

Sentences in English show polarity (i .e. they have a beginning and an end),
and are read sequentially from left to right. Following this , by convention we
write the "top" strand of a DNA duplex from left to right The strand has po
larity beginning on the left at what, for chemical reasons, is referred to as the
5 ' ("five prime") end, and terminating at the right at what, for chemical rea
sons, is referred to as the 3 ' ("three prime") end (see Fig. 2-4). The top strand
is the strand that is recorded in databases, such as the GenBank database
maintained at the National Center for Biotechnological Information (NCBI)
in Washington, DC. It should be not ed that although only one strand is re-
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corded in Washin gton there is global redundancy, since the same sequence is
stored at equivalent sites in Europe and Japan.

(a) (b)

A C G T AA TT

A AA AC AG AC GT

C CA CC CT AG CT

G GA GG GT CA TG

T TC TG TT CC GG

GA TC

Table 4-1 . Given that any base (N) can accompany any of the four bases (A ,
C, G, T) to form a dinucleotide (i.e. NA, NC, NG, NT) , then there are 16 pos
sible dinucleotides (a), which include 6 pairs of complementary dinucleotides
(b). The four dinucleotides TA , GC, CG and AT (in boxes) have themselves
as complement (e.g. the reverse complement of TA is TA, and so TAs on
one strand have TAs opposite them on the other strand). Thus, there are 10
complementary dinucleotide pairs , of which four are "self-complementary"

Watson and Crick found that the che mical co nstra ints on the ir double helix
mod el were best met if the bottom strand was in oppos ite orie ntat ion to the
top strand. So a duple x is like a two-l ane highway. The dupl ex sequence wr it
ten in Chapte r 2 can be labeled to show "antiparallel" strand polari t ies:

"top" 5'T ACGACGCCGA TA GCGT CGTA 3 '
" bottom" 3'ATGCTGCGGCT AT CGCA GCA T 5'

(4.3)

Und er certa in c ircumstances, thi s double helix can form " flaps." The se 
quences o f these two strands have been pre-arr anged so that they each can
form stem-loop secondary structures due to pa iring with co mplementa ry
bases in the same stra nd. For exa mple, if we unp eel the top st rand away from
the above two-strand ed dupl ex , it can fold into the followin g form with two
major e leme nts, a stem and a loop :
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C
5'TACGACGC G

A
3'ATGCTGCG T

A

75

(4.4)

(4 .5)

For this " flap" in DNA to occur there have to be matching (complemen
tary) bases . The stem consists of paired bases. Only the bases in the loop
(CGATA) are unpaired in this structure. In the loop there happen to be equal
numbers of Cs and Gs , but there is an extra A. It can be said that , in this case
Chargaff's parity rule applies, to a close approximation, to a single strand of
DNA (i.e. the second parity rule; in this case, A=5, C=6 , G=6 and T=4).

When one examines single strands of duplex DNA from whatever biologi
cal source, one invariably finds that the second parity rule applies. It turns out
that just as I arranged with my word-processor for the above sequence to
have regions where the base sequ ences complement, so throughout evolu
tionary time the "hand of Nature" has arranged for biological sequences to
have similar base arrangements. Look again at the sequence:

"top" 5 'TACGACGCCGATAGCGTCGTA 3'
"bottom" 3'ATGCTGCGGCTATCGCAGCAT 5'

Here the trinucleotide GTA in the top strand (underlined) has as its com
plement TAC in the bottom strand (underlined; Table 4-2). Both are, by con
vention, written in the sentence preceding this one with 5' to 3' polarity . The
strands of duplex DNA being antiparallel (see Fig. 2-4) , whenever there may
be any doubt, the complement is referred to as the "reverse complement."
Note that CAT in the bottom strand (underlined), written in this part icular
instance (i .e. in the sentence you are now reading) with 3' to 5' polarity,
would be the "f orward complement" of GTA in the top strand, if it were also
in the top strand and were hence written with 5' to 3 ' po larity .

Considering the top strand alone, TAC at the beginning of the sequence is
the reverse complement ofGTA at the end of the sequ ence, meaning that its
three bases could potentially base pair with the complementary three bases in
GTA to form the stem in a stem-loop secondary structure (see sequence 4.4
above). Given the tendency of DNA sequences to form palindromes (see
Chapter 5), single-stranded DNAs from most biological sources tend to have
equifrequencies of inverse complements (e .g. GTA and TAC), but equifre
quencies of forward complements (e.g. GTA and CAT) are much less appar
ent [I I] .

This was formally described as a "symmetry principle" by Indian physicist
Vinayakumar Prabhu in 1993 [12] . Referring to dinucleotides, trinucleotides,
tetranucleotides, etc., as "2-tuples," "3-tuples," "4-tuples," etc. , he wrote:
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A C G T

AA AAA AAC AAG AAT

AC ACA ACC ACG ACT

AG AGA AGC AGG AGT

AT ATA ATC ATG ATT

GA GAA GAC GAG GAT

GC GCA GCC GCG GCT

GG GGA GGC GGG GGT

CA CAA CAC CAG CAT

CC CCA CCC CCG CCT

CG CGA CGC CGG CGT

CT CTA CTC CTG CTT

TA

TC

TG

TT

TAA

TCA

TGA

TTA

TCC

TGC

TTC

TAG

TCG

TGG

TTG

TAT

TCT

TGT

TTT

Table 4-2. Given that any of the 16 dinucleotides can accompany any of the
four bases to form a trinucleotide, there are 16 x 4 =64 trinucleotides (3
tuples). Each of these can pair with one of the others (e.g. GTA and TAC, in
boxes), so there are 32 possible pairs of reverse complementary trinucleo
tides. Similar tables can be generated for the 64 x 4 =256 tetranucleotides
(4-tuples), and for the 256 x 4 =1024 pentanucleotides (5-tuples), etc
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"A study of all sequences longer than 50000 nucleotides currently
in GenBank reveals a simple symmetry principle. The number of
occurrences of each n-tuple of nucleotides in a given strand ap
proaches that of its complementary n-tuple in the same strand.
This symmetry is true for all long sequences at small n (e.g. n =

1,2,3,4,5). It extends to sets of n-tuples of higher order n with in
crease in length of the sequence."

The demonstration of symmetry depended on the length (n) of the se
quence under study . That this should be so is evident when one thinks about
our written language. Members of the word-pairs "rat"-"tar," and "dog"-
"god," can , for present purposes, be considered as complementary (i.e. if
there were sense-antisense pairing, one would match the other, letter by let
ter). If one took a text of only a few paragraphs one might, on a chance basis,
come across a disproportionate number of instances of one of these (say 95%
rat and 5% tar). In a longer text one would arrive at a more proportionate
number (say 60% rat and 40% tar), which might hold for similar texts of
similar lengths. For "dog" and "god" it is likely that the proportionate num
ber in the sam e texts would differ (say 75% dog and 25% god). In a veteri
nary text the proportions might be 90% dog and 10% god , and the reverse in
a religious text.

The amazing thing about the DNA language is that the proportions are of
ten close to 50% and 50% (i.e. Chargaffs second parity rule) , and this holds
in all "texts" examined for all pairs of complementary "words." Tuple pairs
of higher order than "rat" and " tar,"are not easy to find in our language (e.g.
"lager" and " regal"). One would have to search extremely long texts for
these words to arrive at a proportionate number that might hold for other
texts of similar length. Similarly, one has to search very long DNA texts to
approximate 50%:50% symmetry for high order n-tuples. But if a long
enough sequence is available, this is found .

Duplets and Triplets

It follows that if the frequency of each n-tuple in a given sequence is plot
ted against the frequency of its complementary n-tuple in the same sequence,
then the data points fall close to the diagonal. Figure 4-1a shows this for sin
gle bases (I-tuples) in Vaccinia virus (the values used are in the text above) .
The four bases form two complementary base pairs, so there are only two
points on the graph . A line through the two points extends back to zero. More
po ints could be produced for the graph by taking base composition values
from other organisms. However, since different organisms, or segments from
different organisms, often have different absolute numbers of bases, it is bet
ter to present values as percentages of the total number of bases (Fig. 4-1 b).
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Fig. 4-1, Equifrequencies of complementary bases (a, b), and dinucleot ides
(c) in the "top" strand of the Vaccinia virus genome (191737 bases). Since
there are only 2 pairs of complementary bases, there are only two points in
(a) and (b). Complementary dinucleotide pairs (see Table 4-1b) generate six
points in (c). Location on diagonals signifies equifrequency . In (c) dinucleo
tide frequencies are expressed as a percentage of the frequency of the most
abundant dinucleotide (AA) . Note that in (a) and (b) pyrimidines are assigned
to the X-axis, and purines are assigned to the Y-axis. This is not possible
with dinucleotides since some dinucleotides contain both a pyrimidine and a
purine. In this case assignment to one or other axis is arbitrary
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Even better, the values can be presented as percentages of the frequency of
the most abundant base . This is shown for the frequencies of s ix compleme n
tary dinucleotide pairs of Vaccinia virus in Figure 4-lc. Again, a line through
the data points extends (extrapolates) back to zero. Thu s, complementary di
nucleotides (2-tuples) are present in approximately equal quantities. This also
applies to complementary trinucleotides (3-tuples; Fig. 4-2a).
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Fig. 4-2. Approximate equifrequencies of complementary trinucleotides in the
natural (a, b, c) and randomized versions (d, e, f) of the "top" strand of the
Vaccinia virus genome (a, d), a human chromosome 19 segment (b, e), and
the Herpes simplex virus genome (c, f). Frequencies are expressed as per
centages of the most abundant trinucleotide in the natural sequence. Each
member of the 32 sets of trinucleotide pairs is assigned to either the X-axis or
the Y-axis in a standardized way (e.g. in the case of the point marked
"GTG/CAC" the frequency of GTG refers to the Y-axis, and the frequency of
CAC refers to the X-axis). "W" represents either A or T, and "5" represents
either G or C. In (a) and (c) boxes surround points corresponding to the 8
members of the W3 group of trinucleotides (4 complementary pairs), the 24
members of the W25 group, the 24 members of the 52W group, and the 8
members of the 53 group. Vertical dashed lines indicate the average fre
quency among members of each group. The best line fitting the 32 points
(regression line) forms the diagonal
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Figure 4-2 shows that the relationship holds for 3-tuples in a low (G +C)%
genome (Vaccinia virus), in an intermediate (G+C)% genome (a segment of
human chromosome 19), and in a high (G+C)% genome (Herpes simplex vi
rus). In the low (G+C)% genome there are many AT-rich 3-tuples (i.e. rich
in the W-bases) and few GC-rich 3-tuples (i.e. rich in the S-bases; Fig. 4-2a).
So, 3-tuples of general formula WWW (W 3) are abundant (e.g. ATA with its
complement TAT), and 3-tuples of general formula SSS (S3) are not abun
dant (e.g. GCG with its complement CGC). The converse applies to the high
(G +C)% genome (Fig. 4-2c). In the case of the intermediate (G+C)% ge
nome, 3-tuples corresponding to the extremes (W3and S3) are more generally
distributed (Fig. 4-2b).

2-tuples (dinucleotides) and 3-tuples (trinucleotides), are examples of oli
gonucleotides (Greek : oligo = few). The presence of a given oligonucleotide
(n-tuple) in a sequence is partly a reflection of the overall (G+C)% composi
tion of the sequence, and partly a reflection of the order of the bases. Thus,
GCG would satisfy a pressure for a high (G+C)% genome, but the pressure
would be equally satisfied by other combinations of G and C (e .g. by CGG,
GGC, CGC; see Appendix 2).

To distinguish pressures on base composition (i.e. pressures determining
mononucleotide frequency) from pressures on base order (i .e, pressures de
termining oligonucleotide frequencies) , sequences can be shuffled (random
ized). This maintains the base composition (mononucleotide frequency), but
disrupts the natural order of the bases, hence randomizing oligonucleotide
frequencies, (which can then be directly predicted from mononucleotide fre
quency; see later).

When this is done the data points becom e much less scattered (Figure 4
2d , e, f). Furthermore, as DNA segments depart from 50% G+C, there is an
increasing influence of base composition (l-tuple frequency) on n-tuple fre
quency (i.e. oligonucleotide frequency becomes more, but not entirely, pre
dictable from mononucleotide frequency ; see later). 3-tuples are distributed
among four distinct groups (centred at X-axis values marked by vertical
dashed lines in Figure 4~2). These are the W 3, W 2S, S2W , and S3groups [13].

A visual measure of the influence of base order is provided by comparing
the degree of scatter along the diagonal of the 32 points for natural sequences
(Fig. 4-2 a, b, c), with the degree of scatter along the d iagonal of the 32
points for the corresponding shuffled sequences (Fig. 4-2 d, e, f). A clearer
measure is provided by plotting the 64 frequencies of trinucleotides of the
shuffled sequences against the corresponding 64 frequencies oftrinucleotides
of the natural sequences (Fig . 4-3). Here the degree of horizontal dispersion
provides a measure of the role of base order. There is much more scope for
base order in the DNA segment with an intermediate (G +C)% value (52 .5%;
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Fig. 4-3b). In other words, departures from base cquifrequenci es constrain
base order.
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Fig. 4-3. Comparison of frequencies of the 64 trinucleotides in randomized
("shuffled") sequences with their frequencies in the corresponding natural,
unshuffled, sequences. Trinucleotide frequencies, expressed as a percent
age of the most abundant trinucleotide in the natural sequence, are plotted
against each other. Other details are as in Figure 4-2. Note that this proce
dure allows us to begin to dissect out one "principle component" of the plot,
base order, from another "principle component," base composition (see Ap
pendix 1)

Frequencies of n-tuples from one DNA source can also be plotted against
the frequencies of the sam e n-tuples in DNA from another source. In the case
of trinucleotides (3-tuples) there are 64 data points. Figure 4-4a shows that
when one segment of human DNA (from chromosome 4) is plotted against
another segment of human DNA (from chromosome 19) that has about the
same (G+C)%, the points again fall clo se to the diagonal. Yet, a plot of hu
man DNA (chromosome 19) against a segment of DNA from the gut bacte
rium Escherichia coli, which has about the same (G+C)%, reveals no corre
lation (Fig. 4-4b). The E. coli sequence behaves much as the shuffled human
sequence shown in Figure 4-3b.

Thus, with respect to human DNA , E. coli DNA would appear as random
ized sequence. But two segments of DNA from different parts of the human
genome, which encode entirely different functions , have very similar base
order-dependent contributions to n-tuple frequencies (Fig. 4-4a). Given a par
ticular base-compos ition , and other pressures being equal, the genome of a
given species will opt for particular set s of n-tuples, rath er than others. Ge
nome n-tuple frequency values tend to be species specific [14J. One cause of
this is a pressure in organisms con sidered higher on the evolutionary scale
(e.g. humans , fruit fly) to loose the self-complementary dinuclcotides CpG
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and TpA (see Chapter IS). This is not so strange. N-tuple frequencies also
show specificity in spoken languages. For example, the 2-tuple "sz" is found
in Polish names (e.g . Szybalski), but infrequently in English names.
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Fig. 4-4. Comparison of frequencies of 64 trinucleotides in different se
quences each with G+C percentages around 50%. Trinucleotide frequencies
in either a segment from human chromosome 4 (a), or a segment from the
bacterium E. coli (b), were plotted against the corresponding trinucleotide
frequencies in a segment from human chromosome 19 [13]

In Figure 4-4a there is a high slope (0 .88) and the probability that the dif
ference from zero slope had occurred by chance is very low (P<O.OOOI). In
contrast, in Figure 4-4b the slope is low (0.02) and the probability that the
difference from zero slope had occurred by chance is very high (P = 0.84).
Thus, the former slope is highly significant, but the latter is not (see Appen
dix I). By comparing the slopes for DNA segments from different species
their degree of similarity can be measured, and this generally fits in with evo
lutionary expectations [13].

Another measure is the square of the correlation coefficient. In Figure 4-4a
93% of the variation between the two human segments can be expla ined by
the correlation (r2 = 0.93) . Only 7% remains unaccounted for. In contrast, in
Figure 4-4b there is no correlation (r2 <0.000 I). 100% of the variation re
mains to be accounted for. Again, by comparing r2 values (or ju st r values)
for DNA segments from different species, the degree of similarity can be
measured, and this generally fits in with evolutionary expectations [13, 15].

Normally, before the DNA of an organism is sequenced the organism is
isolated from other organisms in its environment and its DNA purified . Even-
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tually a set of sequenced DNA fragments is obtained . These can be matched
end-to-end by virtue of sequence overlaps, to generate an entire genomic se
quence. However, because each species has a distinctive hierarchy of oli
gonucleotide frequencies it is possible to identify speci es-specific fragments
from the total DNA obtained directly from a particular environment, without
a prior isolation of organisms. For example, there are about 160 different
species of microorganisms in one milliliter of sea water. DNA can be pre
pared directly from a sample of sea water and the resulting fragments then
sequenced. Assignment of a particular fragment to a particular species can be
made retrospectively based on differences in oligonucleotide hierarchies.
Thus, in principle, the genomes of multiple species occupying a particular
habitat can be simultaneously sequenced without identifying each species in
advance. This signifies the existence of a level of information in DNA se
quences that may be used to distinguish spec ies. Wheth er such species
identifying information appears after two species have diverged from a
common ancestral species, or is an agency initiating the process of diver
genc e (speciation), is considered in Chapters 7 and 8.

For some purposes you can confine your study to species with similar
(G+C)% valu es as in Figure 4-4 , so avoiding the effects on oligonucleotide
frequencies of differences in base composition (i .e. di fferences in mononu
c leotide frequencies). Alternatively, various software packages provide
" princ iple component analy sis," whi ch allows you to dissect out the role of
(G+C)% differences, so that the contributions of other factors (i .e. base or
der) to the variation can be assessed.

Introns Obey

In Figure 4-4a, two human DNA segments are compared. These segments
each contain genic DNA and non-gen ic DNA . Furth ermore, the genic DNA
consists of segments that appear in the cytoplasmic RNA derived from those
genes (exons), and segments that do not appear in the cytoplasmic RNA de
rived from those genes (introns; see Chapter 10). It is possible to compare the
oligonucleotide frequencies between these distinct segments within a species ,
using eith er the above graphical approaches (Figs. 4-2 to 4-4), or principle
component analysis. In this way Emanuele Bultrini and her Italian colleagues
showed that intronic DNA and non-genic DNA have s imilar oligonucleotide
frequencies, which differ from the oligonucleotide frequencies of exon ic
DNA. Furthermore, introns and non-genic DNA obey Chargaff s second par
ity rule more closely than exons. This provides a way of locating exons in
unch arted DNA sequences, and has implications for the differing potential of
these segments to adopt secondary structures. Intronic and non-genic DNA
sequences should more readily form stem- loop structures than exonic se
quences [15] :
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"A symmetrical trend is apparent on a scale of a few kilobases in
individual .. . introns. This short-range property of introns is not
simply due to their symmetrical base composition , since it is
drastically reduced in randomized introns. Rather, it results from
the preferred use of reverse complementary oligomers . ... It
would be tempting to link the above symmetry properties of in
trons to formation of stem-loop structures."

Level of Selection?

All this bears on the question as to whether Naturejirsl "wrote" sequences
with single base parity, from which the observed parity of complementary
dinucleotides, trinucleotides, etc., is an automatic consequence? Phrased evo
lutionarily, the question is, do selective pressures, be they extrinsic or intrin
sic to the organism, operate such as to promote directly single base parity?
Alternatively, do the pressures operate at another level so that single base
parity is an automatic consequence of a primary pressure for parity at another
(higher) level? These horse-and-cart questions were posed in 1995 as follows
[13]:

"Did evolutionary forces select for the Chargaff ratios in single
DNA strands, with equality of complementary oligonucleotide
frequencies being an automatic consequence? Alternatively, did
evolutionary forces select for equality of complementary oli
gonucleotide frequencies, with the Chargaff ratios being an
automatic consequence?"

If Nature "writes" a sequence with parity at the oligonucleotide level,
then parity at the single base level is an automatic consequence . However,
the converse does not apply. In Table 4-3 it is shown that if evolutionary
forces cause a sequence to be "written" with parity at the level of single
bases, then, however long the sequence, parity at the oligonucleotide level
does not necessarily follow. Since biological sequences generally show parity
at the oligonucleotide level, this suggests that they were initially "written" at
that level.

Thus, it is likely that sequences that are of biological origin, and are of suf
ficient length, demonstrate parity at the single base level because "Nature"
initially "wrote" them under the influence of evolutionary forces that re
quired parity at the oligonucleotide level (e.g. to form stems in stem-loop
secondary structures) . Nature "writes" with parity primarily at the oligonu
cleotide level and, by default, there is parity at the mononucleotide level [16].
This view has been supported by Pierre-Francois Baisnee and his coworkers
using a statistical approach [17].
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(a) AAAAAAAATTTTTTTT

(b) AA AA AA TT TT TA
AA AA AT TT TT

AA AA TT TT TT

(c) AAA AAT TTT
AAA ATT TTT

AAA TTT TTA
AAA TTT TA A

AAA TTT
AAA TTT

(d) TCACTAGGGATACATT

(e) TC CT GG AT CA TT
CA TA GG TA AT

AC AG GA AC TT

(f) TCA GGG CAT
CAC GGA ATT

ACT GAT TTT
CTA ATA TTC

TAG TAC
AGG ACA

Table 4-3. Demonstration that, if Chargaff's second parity rule applies for
complementary mononucleotides (single bases), it does not always extend to
complementary dinucleotides, and higher order complementary oligonucleo
tides, when they are arranged in a circular single-strand sequence. For sim
plicity, first take just two bases, A and T, which pair with each other. Write
out a sequence with eight As and eight Ts. Although this sequence (a) is for
convenience written as a linear sequence, imagine it is circular with the last
base (T) being connected to the first base (A). Does it obey Chargaffs sec
ond parity rule? Yes, there are 8 As and 8 Ts. Does the rule extend to com
plementary dinucleotides? Remembering that the sequence is circular, and
that base pairs can overlap, score by writing dinucleotides below the se
quence and then counting, as in (b). Note that AA = 7 and its complement
TT= 7; AT= 1 and its complement AT = 1; TA = 1 and its complement TA =
1. The similar decomposition into trinucleotides (c) shows AAA =6 and its
complement TTT = 6; AAT = 1 and its complement ATT = 1; TTA = 1 and its
complement TAA =1. In this particular sequence there is no numerical dis
tinction between reverse and forward complements in the same strand [11].
Note that the 16 base sequence could be repeatedly copied and the resulting
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copies joined together end-to-end (concatenated) to produce one large circu
lar single strand. Whatever the extent of this replication and concatenation,
the parity relationship would be retained at the levels both of single bases
and of the above oligonucleotides. Thus, if this were the concatenated se
quence of some organism, it would not be possible to determine whether
"Nature" had first "written" the sequence at the single base level, with parity
at the oligonucleotide level being an automatic consequence, or the con
verse. Sequence (d), however, also obeys the parity rule (A =5, T =5, G =
3, C = 3). Here complementary dinucleotides, trinucleotides, etc., are not
necessarily present in equal frequencies. For example, there is no reverse
complement (GT) for the two CAs. The trinucleotide TTT is not matched by
an AAA. The trinucleotide GGG is not matched by a CCC. Again, the 16
base sequence could be repeatedly copied and the replicates concatenated
to produce one large circular single strand. Disparities at the oligonucleotide
level would still be present. Parity at the level of single bases does not nec
essarily imply parity at the oligonucleotide level. Since biological sequences
generally show parity at the oligonucleotide level, this suggests that they
were initially "written" at that level

For the mathemat ically inclined we can say that , on a random basis, given
that %A = %T in a sequence, then the probability of A (written as P(A» at
any position will equal the probability of T (written as P(T» at any position .
Thus, P(A) = P(T) . On a random basis, the probabilities of finding the corre
sponding dinucleotides would be written as P(AA) and P(TT). Then, P(AA)
= P(A) x P(A) = p(Ai = p(Ti = P(T) x P(T) = P(TT).

In 1995 in the USA , biochemist Noboru Sueo ka argued that parity follow s
from mutational biases acting at the mononucleotide level [18]. How ever, the
actual obs erved frequencies of higher oligonucleotides (e.g. AA or TT), can
not be predicted simply from the frequen cies of the corresponding mononu
cleotides. Thus, if you accept values for p(A) and p(T) based on the actual
observed frequencies of these single bases, you cannot then predict the fre
quencies of AA and TT by multiplying the probabilities of the single base s.
Similarly, if you accept probability values for the four mononucleotides
P(A), P(C), P(G), P(T), and for the d inucleotide P(AA), based on actual ob
served frequencies, you cannot then predict the observed frequencies of the
various trinucleotides containing AA (i.e . AAA, AAC, AAG, AAT, CAA,
GAA, TAA). Blaisnee and his colleagues argu ed persuasively that parity (i.e.
symmetry of base composition between two strands in a duplex) derives
largely from forces acting at higher oligonucleotide level s [17] :

"The underlying assumption is that base composition symmetry
results from single point mutations that equally affect comple
mentary strands. .. . In addition higher-order symmetry is widely
considered, implicitly or explicitly, as the consequence of first-
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order symmetry. ' " [However], reverse-complement symmetry
does not result from a single cause, such as point mutation [i.e .
mutational bias], .. . but rather emerges from the combined ef
fects of a wide spectrum of mechanisms operating at multiple or
ders and length scales."

At the heart of the problem is the need to identify a distinct selective force
operating at one or other level. We shall see in the next chapter that a primary
pressure operates at least at the level of complementary dinucleotides (which
include the self-complementary dinucleotides; Table 4-1). Indeed, Israeli
biochemist Ruth Nussinov has suggested that dinucleotide frequencies are
more fundamental than trinucleotide frequencies, so that we should seek to
explain the latter in terms of the former, and not vice versa [19] .

Rule Too Precise?

We have seen that, at least by virtue of the stems in DNA stem-loop struc
tures, there would have been an evolutionary pressure lor single-strands of
DNA to have approximate equivalences of the Watson-Crick pairing bases.
Thus, Chargaffs second parity rule is consistent with single strands of DNA
having considerable potential for forming secondary structure.

However, loops with some numerically unpaired bases make up a large
part of most structures, so that the second parity rule for single-stranded nu
cleic acid would be expected to be much less precise than the first parity rule
for nucleic acid in duplex form . Accordingly, it must be noted that in some
organisms the second parity rule shows remarkable precision (e.g. see the
above base composition of Vaccinia virus). Explanations for this include the
possibility of a requirement for some base-pairing between loops, which may
not necessarily be closely colocalized in a single DNA strand. Thus, we be
gin to recognize the possibility of long-range base pairing interactions be
tween distant loops [8].

Much of the above discussion might appear laborious to someone with a
mathematical turn of mind. For example, some observations (Fig. 4-2) appear
as a simple application of the binomial theorem (i.e. of complementary trinu
cleotides there are 4 pairs in the S3 (SSS) group, ] 2 pairs in the S2W group,
12 pairs in the W 2S group, and 4 pairs in the W 3 group). However, non
mathematical members of the species Homo bioinformaticus should usually
be able to get there, albeit slowly, by the careful use of pencil and paper as
indicated here (Table 4-3). And there are now powerful computers and pro
grams (e .g. principle component analysis) that can take us into realms that
previously only the mathematically gifted could contemplate.
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Summary

Prose, poetry and palindromes can be seen as informational devices that
trade-off increasing degrees of redundancy in order to increase error
detecting power. The most extreme of these is the palindrome which, if a
general restriction, would severely compromise the normal transfer of infor
mation between humans, while greatly decreasing the chances of error. That
hereditary information in the form of DNA sequences is palindrome-like,
suggests that evolutionary pressures for error-detection may be at least as
powerful as those for the encoding of primary messages. Given limits on ge
nome space, there are potential conflicts between different forms and levels
of information . Classical Darwinian selective forces in the environment act 
ing on an organism's form and function provide extrinsic constraint, but ge
nomes are also under intrinsic constraint. In palindromes there is a one-to
one pairing relationship between symbols (letters, bases). In DNA this finds
expression as Chargaff's second parity rule, namely Chargaffs first parity
rule for duplex DNA also applies, to a close approximation, to single
stranded DNA . Selective forces generating the second parity rule equiva
lences may have acted at higher oligonucleotide levels than the level of sin
gle bases. Diminished second parity rule equivalences in coding regions sug
gests diminished potential for secondary structure (stem-loops) in these
regions .
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Stems and Loops

"No system consisting of these elements could possibly have the
properties that atoms were known to have. ... In Bohr's paper of
1913 this paradox was met by introducing the notions of stable
orbits and jumps between these orbits. . . . These were very irra
tional assumptions, which shocked .. . many physicists . ... The
crucial point . . . is the appearance of a conflict between separate
areas of experience, which gradually sharpens into a paradox and
must then be resolved by a radically new approach."

Max Delbruck ( 1949) [ I]

The sequence of a single-stranded nucleic acid is referred to as its primary
structure. When it form s a duplex by pairing with a complementary single
strand it adopts a secondary structure. Chargaffs first parity rule for duplex
DNA was consistent with the Watson-Crick idea of a base in one strand of
the duplex pairing with a complementary base in the other strand of the du
plex (int erstrand base pairing), thus stabilizing the secondary structure (Fig.
2- 1). By the same tok en , the existence of a parity rule for single strands of
nucleic acid (see Chapter 4) , suggested intrastrand base pairing. At least by
virtue of the composition of the stems in stem-loop secondary structures,
there should be approximately equivalent quantities of the classical pairing
bases. Do single-stranded nucleic acids have the potential to form such in
trastrand secondary structures? If so , is this a chance event, or are adaptive
forces involved? These questions began to be addressed when the sequences
of various tRNAs and bacterial viruses became available in the 1970s . It be
came evid ent that nucleic acid structure ("flaps") is a form of information
that has the potential to conflict with other forms.

Transfer RNA

Having adopted a stem-loop secondary structure, a single-stranded nucleic
acid can participate in more elaborate intrastrand bonding to generate higher-
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ordered structures (tertiary, quartern ary , etc. ). However, for many purpo ses
nucleic ac id structure can be adequ ately discussed in term s of secondary
structure. Thi s can be s imply drawn in two dim ension s without show ing the
pairin g strands as double helices (Fig. 5-1) .

G
G

Anticodon loop

.:

TT
AAD

Transfer RNA ~~iCA~
C
C
G 5'
A U
G C
G C
C G
G U
C G

U U U A
A CCCCG U
A GGGGC A

CPT U GUUP

A G U A A G

GACG ACD

C G
G C
U G
G C

C P
G U

Messenger RNA C U G
5' ... A U C G C C A C U G A C A G C G U U A A C ... 3'

Fig. 5-1. Stem-loop secondary structure of a transfer RNA (tRNA) molecule,
in simple two-dimensional form. Successive triplet codons in the messenger
RNA are underlined (bottom). The mRNA codon for aspartic acid (GAC, in
grey) interacts with ("kisses") the complementary sequence at the tip of the
anticodon loop of the tRNA (GUC, in grey). Note that in RNA there is some
pairing between G and U (as well as the more usual A-U pairing). Further
more, tRNA molecules often have a few unusual bases (here designated P,
D and T) that are not normally found in mRNA molecules. Some bases may
be methylated (not shown here; see Chapter 15)
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When the first transfer RNA (tRNA) sequences became available it was
found they could be folded so that stem-loop-containing structures were gen
erated. In any cell engaged in protein synthesis there must be at least twenty
tRNA types, corresponding to the twenty amino acids. The 3' end of each
tRNA type is attached to a particular amino acid that will be transferred to a
growing chain of amino acids (hence "transfer RNA"). The chain of amino
acids (peptide chain) will give rise to a protein .

At the tip of one of the loops (the anticodon loop) there is a three base se
quence (5' GUC 3' in Fig. 5-1) that is able to base pair with the complemen
tary sequence (5' GAC 3') of a codon in mRNA. This is a brief, reversible
interaction, which can be referred to as "kissing" (see Chapter 6). The base
pairing follows Watson and Crick in that the pairing strands are anti-parallel
- an arrangement applying both to the intrastrand pairing within the tRNA
molecule, and to its transient interstrand pairing with the codon sequence in
the mRNA . We should note that in RNA, unlike DNA, there is usually the
base U instead ofT. Like T, U pairs best with A, but a weaker pairing with G
can also occur. We should also note that the base in tRNA before (on the 5'
side of) the anticodon triplet is almost invariably U, and the base after (on the
3' side 01) the anticodons triplet is usually a purine (R). The significance of
this will be discussed in Chapter 7.

The finding of distinctive secondary structures in tRNAs made sense, since
a particular tRNA functions cooperatively with a specific enzyme that adds a
specific amino acid to the 3' end of the tRNA. The specificity of interaction
with the enzyme (a protein) is largely determined by the structure of the
tRNA, which allows the enzyme to distinguish it from other tRNA types.
Apart from tRNAs there are other RNAs whose roles are critically linked to
their structure. These include RNAs that, like tRNAs, take part in protein
synthesis (e.g. ribosomal RNAs; rRNAs). Much of the cytoplasm is con 
cerned with protein synthesis (e .g. it contains many rRNA-containing parti
cles known as "ribosomes" that act as protein-assembly "work-benches") .
Accordingly , like other components of the "machinery" for protein synthesis,
tRNAs and rRNAs are abundant, collectively making up about 96% of total
cell RNA.

From the above one might infer that the RNA species concerned with the
programming (templating) of ribosomes, namely mRNA, would not demon
strate much in the way of secondary structure. Indeed, such structure might
even interfere with the translation process. Yet, every RNA is a transcript de
rived by copying (transcribing) the sequence of another (usually genom ic)
nucleic acid (usually DNA) following the Watson-Crick base-pairing rule
(see Chapter 6). If it were advantageous for genomic nucleic acid to have
secondary structure then mRNAs might have a structure by default. Genomes
of viruses should be informative in this respect, since viruses employ their
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host cell's mach inery for protein synthesis and often do not have information
for tRNAs and rRNAs in their genornes.

The Bacteriophage Paradox

In some viruses that infect bacteria the genome is RNA (e.g. bacterio
phages RI7 and MS2), and in others the genome is DNA (e.g. bacteriophage
'1'4). Genomes of bacteriophage (Greek: phagein = to eat) consist of tightly
packed genes from which mRNAs are transcribed for translation into proteins
by the host 's translation machinery. These proteins of bacteriophage origin
assist it to control the host and, late in the cycle of infection, include coat pro
teins into which new phage genornes are packaged prior to release of virus
particles from the infected cell.

In classical Darwinian terms it was assumed that bacteriophages that en
coded optimal proteins were best adapted to their environment. Thus, the en
vironment acting on virus proteins would have selected for survival the " fit
test " viruses whose genes encoded optimal proteins. Yet, paradoxically, it
was observed that the base sequence seemed to serve the needs of nucleic
acid structure just as much as the protein-encoding function. Indeed, the
needs of nucleic acid structure som etimes seemed to be served better than
those of the protein-encoding function . Although not widely perceived at the
time, this paradox shattered the Darwinian orthodoxy and pointed to the need
for "a radically new approach."

At what level might structure be of most selective importance? This could
be at the level of mRNAs themselves, or of the genes that encoded them , or
of the entire genome. Winston Salser in 1970 opted for importance at the
mRNA level [2]:

" RNA phage R17 has very extensive regions of highly ordered
base pairing. It has seemed likely that this might be necessary to
allow phage packaging. ... [We] were therefore somewhat sur
prised to find that T4 messengers [mRNAs], which do not have
to be packaged, also have a very large amount of secondary
structure. ... Our results suggest that a high degree of secondary
structure may be important in the functioning of most mRNA
molecules... . The possible functions of such extensive regions
of base-pairing are unknown ."

In 1972 Andrew Ball drew further implications [3] :

"The selection pressure for specific base pairing in a messenger
RNA severely limits its coding potential" ... [so that] . . . "there
is a pressure for some amino acid sequences to be selected ac-
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cording to criteria which are dist inct from the structure and func
tion of the proteins they constitute."

A solution to the paradox, which we will e laborate in Chapters 8 and 10,
was arrived at when better methods for calculating RNA secondary structure
became available. It will be shown in this chapter that , for many mRNA se
quenc es, the energetics of the foldin g of natural sequences are better than
those of sequences derived from the natural sequences by shuffling the order
of the bases. Natural sequences must be shuffled and then folded many tim es
to arrive, by chance, at a structure approaching the stability of the folded
natural sequence [4, 5]. It appears that "the hand of evolution" has arran ged
the order of bases to support structure, sometimes at the expense of the pro
tein-c oding function .

Genome-Level Selection

Alth ough abundantly present in cells, tRNAs and rRNA s are encoded by a
relativ ely small part of genomes . In microorganisms (e.g. bacteria) the se
quences of mRNAs are more representative of the sequences of the corre
spond ing genomes. If many mRNAs have highly significant secondary struc
ture , then the corresponding genomic regions (i.e. the genes from which the
mRNAs are tran scr ibed) should also have this potential . Indeed, as indicated
above, the primary evolutionary pressure for the elaboration of mRNA sec
ondary structure might have been at the genomic level rather that at the
mRNA level. If so , regions of a genome that are not tran scribed into mRNAs
might also demonstrate potential for secondary structure.

When fold ing programs were appli ed to the sequ ences of individual DNA
strands, it was found that there is indeed considerabl e potential for seco ndary
structure throughout genomes. Stem-loop potential in DNA is not restricted
to reg ions encod ing mRNA (or rRNA or tRNA), but is also present in inter
genic DNA and, in the case of intron-containing organisms, also in intron s
(indeed , it is greater in intron s than exons; see Chapter 10). Stem -loop poten
tial , greater than that of the corresponding shuffled sequences, is wid ely and
abundantly distributed throughout the genomes of all spec ies examined (Fig.
5-2).

Calculation from Single Base Pairs

With a knowledge of the Watson-Crick base-pairing rules, given the se
quence of a tRNA one should be able to arrive at the stru cture shows in Fig
ure 5- 1 with pencil and paper by a process of trail and error. Thi s would be
quite laborious and with longer sequ ences it becomes impracticable. So com
puters are used. For present purposes it is not necessary fully to understand
the programs (algorithms) that allow computers to calculate e laborate secon-
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dary structures, but the princ iples are relatively stra ightforward. Even so, it is
conceptually quite tricky. Don 't worry if it doesn't click the first time
through. It took one of the masters of folding, Michael Zuker, severa l dec
ades of exclusive focu s to find the st ill far-from-perfect algorithm.

5' ACCTATTACGACGCCGATAGCGTCGTAGCCTTG 3'
3· TGGATAATGCTGCGGCTATCGCAGCATCGGA AC 5'

A
G T

C A
C G
G C
C G
AT
G C
C G
AT
TA

5' ACCTAT GCCTTG 3'
3· TGGATA CGGAAC 5'

AT
TA
G C
C G
T A -E._"---~~ Stem

G C
C G
G C

G T -E:'--- Loop
C A

T

Fig. 5-2. Reversible extrusion of stem-loop secondary structures from duplex
DNA. Here there is classical Watson-Crick pairing in the stems. However.
just as G and U can pair weakly in RNA (see Fig. 5-1). so some extruded
DNA structures have pairing between G and T . Since the process is reversi
ble. then, unless otherwise restrained (e.g. by interactions with proteins) a
segment of DNA should vibrate between the two conformations. The fre
quency should be lower for GC-rich DNA where the structures are more sta
ble, than for AT-rich DNA where the structures are less stable. It follows that
sequences of a given (G+C)% should have close vibration frequencies and,
according to Muller's vibration model (see Chapter 2), should therefore have
the potential to seek each other out. Since secondary structure stabilities are
also affected by base order (see later), then when two sequences have simi
lar base orders they should have even closer vibration frequencies
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The energetics of nucleic acid folding can be considered simply in terms of
base composition and base order. In other words, the total folding energy can
be decomposed into two components, a base composition-dependent compo
nent and a base order-dependent component. The latter is determined by sub
tracting the base composit ion-dependent component from the total folding
energy.

First a computer give s you a value for the total folding energy of a natural
sequence. The tricky part is then getting the base composition-dependent
component. To do th is you have to destroy the base order-dependent compo
nent by shuffl ing to get a randomized sequence with the same base composi
tion . Then you get the computer to fold this sequence and calculate the fold
ing energy. The trouble with this is that, on a chance basis, the randomized
version of the sequence that the computer has first generated might just hap
pen to have a particular base ord er that generates an idiosyncratic energy
value. To allow for this , you get the computer to shuffle and refold the origi
nal sequence, and then recalculate the folding energy, several more time s.
Each successive randomized version has a particular base order different
from the original base order of the natural sequence, but retains the original
base composition . Thus, the average folding energy of the set of different
randomized versions of the natural sequence reflects this commonality - their
base composit ion. In short, the base composition composition-dependent
component is determined by shuffling and refolding a sequence severa l
times, thus destroying the base order-dependent component, and then taking
the ave rage foldin g energy of the resulting structures .

To begin , we can , following Ignacio Tinoco and his coworkers [6], ass ign
"stabil ity numbers" of I and 2 to A-T and G-C base pairs, respectively. Thi s
acknowledges in crud e form the greater strength of the pairing (Il-bonding)
inte raction between G and C, compared with that between A and T (Table 2
I). A series of hypothetical stem-loop structures that might be extruded from
duplex DNA are shown in Figure 5-3 . To simplify, we allow only a sing le
stem , and disallow sliding of strands relative to each other . Furth ermore, the
role of the loop is ignored.

The first "s tem" con sist s of two sets of 8 consecutive A residues, which do
not complement each other. Thus, if this were part of a natural DNA se
quence, either the sequence would remain unextruded from duplex DNA (i.e.
the two sets of con secutive A residues would remain paired with two sets of
consecutive T residues on the complementary strand), or a large loop (rather
than a stem) would form .

In the second stem a quarter of the base s are T res idues. With the value I
assigned to an A-T base pair, the total stability of the stem can be scored as
4, with a high score meaning high stability . Since T residues are infrequent , it
is likely that T s will be opposite As, rather than opposite T s (i.e. if As and Ts
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in the proportions 3: I were allowed to randomly combine, there would be
more A-Ts than T-T s). Thus base composition, rath er than base order, can be
conside red to make the major contribution to the score. Thi s is a fundamental
point to wh ich we will return.

SCORE

Total Base + Base order-=composition- dependent
dependent

1 CAAAAAAAA
0 = 0 + 0AAAAAAAA

CAATAAAAT
2 I I I I 4 = 3 + 1

AAAATTAA

CAAAAAAAA3 I I I II I I I 8 = 4 + 4
T T T T T T T T

4CA ATTTTAA
0 = 4 + -4

AATTTTAA

CGTCAGTC
5 I I II II \I 8 = 3 + 5

C T G ACT G

c: G G A C T T
6 0 = 3 + -3TGACTG

FONS = FORS-M + FORS-D

Fig. 5-3. Relative contributions of base order and base composition to the
stability of stems in DNA stem-loop structures. The weakly bonding A-T
base-pairs (the W bases) are assigned a score of one. The strongly bonding
G-C base-pairs (the S bases) are assigned a score of two. Absence of base
pairing scores as zero. The stability of a stem is quantitated as the total sta
bility score, which may be contributed to both by base order and by base
composition. The terms FONS, FORS-M and FORS-D are described in the
text
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The third stem consists of equal proportions of As and Ts. The total possi
ble number of A-T base-pairs (eight) is formed . The average number of A-T
pairs that would be formed if 8 As and 8 Ts were randomly mixed would be
4 (try it by shaking the letters in a bag and picking out pairs). Thus, the con
tribution to the score attributable to base composition alone is 4. By subtrac
tion we can determine that the base order-dependent component of the score
is 4.

The fourth stem has the same base composition as the third stem, so that
the potential base composition-dependent contribution to the stability re
mains at 4. However, the distribution of As and Ts is such that no A-T base
pairs form. Thus, the total score is zero, and by subtraction we determine that
the contribution of base order is minus 4. The bases are ordered so as to op
pose the random tendency for a sequence of 8 As and 8 Ts to form 4 A-T in
trastrand base-pairs. Stem-loop extrusion from duplex DNA would be op
posed. Alternatively, if associated with an extruded structure, the order of
bases would favour loop , rather than stem, formation .

The fifth and sixth stems contain equal proportions of all four bases (i.e.
their base compositions are identical) . In the fifth stem only four complemen
tary pairs are present. These are G-C pairs, to each of which we assign the
score of 2, for a total score of 8. The relative contributions of base composi
tion and base order are 3 and 5, respectively (as will be shown below). The
sixth stem has no base pairing, so the total score is zero. The potential contri
bution of base composition remains at 3 so that, by subtraction, the contribu
tion of base order is minus 3.

In summary, Figure 5-3 shows that the correct bases may be present in the
correct proportions, but if base order is inappropriate there may be no stem
(zero total score). Stem stability depends on base composition in two ways.
Complementary bases must be present in equal proportions, and the more G
C (rather than A-T) pairs there are, the higher will be the stability.

Role of Base Composition

If the fifth stem in Figure 5-3 were a natural sequence, then we could call
the total score (which sums to 8) the "folding of natural sequence" (FONS)
value. How do we calculate the relative contributions of base composition
and base order to that score? As indicated above, the stem has a unique char
acteristic, its base order, and two other characteristics that it shares with a
large set of other possible DNA sequences, its length and base composition.
The natural sequence is but one member of a hypothetical set of sequences
that share length and base composition. Any average characteristic of this
hypothetical set must reflect their shared lengths and base compositions. This
is another, quite fundamental, point.
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By keeping length constant, we can focus on the role of base composition.
If the order of bases is randomized (shuffled), keeping the length constant,
then members of the set which differ only in base order, are obtained . The
sixth stem in Figure 5-3 is one member of the set. Figu re 5-4 shows 10 other
members of the set. These happened, by chance, to be those I f irst generated
by consecutively shuffling base order in the fifth stem in Figure 5-3. Associ
ated with each member is a total score. Each score is a "folding ofrandom
ized sequence" (FORS) value for the fifth stem in Figure 5-3.
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Fig. 5-4. A set of stem-loop structures that happened to be generated first by
successively randomizing (shuffling) the order of bases in the fifth stem in
Figure 5-3, and then refolding

It is seen that most members score less than the natural sequence. The
mean score of the set of lOis 3.3, which approx imate s to 3. This is the ''fold
ing of randomized sequence mean" (FORS-M) value, which is an average
characteristic of the set , and thus should be base order-independent. The
value provides a measure of the contribution of base composition to the
FONS value for the 5th stem of Figure 5-3 . By subtraction from the FONS
value , the contribution of base order is found to be 5. This is the ''folding of
randomized sequence difference" (FORS-D) value, which provid es a measure
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of the contribution of the primary sequence (base order) to the stability of
stem-loop structures in a natural sequence of given length. Thus, FONS =

FORS-M + FORS-D. In the present case, the FORS-D value is positive, and
is significantly different from zero. This makes it likely that the sequence of
the fifth stem in Figure 5-3 had accepted mutations to increase the formation
of complementary base pairs, thus enhanc ing its stem potential.

It will be noted that four of the stems derived by randomization (Fig. 5-4) ,
have lower total scores than 3. An extreme example of this is the s ixth stem
in Figure 5-3 . To generate by chance a stem with no base-pairs would usually
required more randomizations than the ten used to generate Figure 5-4 . Thus,
the sixth stem of Figure 5-3 is highly improbable. If the sixth stem were part
of a real natural sequence, then the low FORS-D value would imply that base
order had been working against base composition in determining the total
score [4] .

Six complementary
dinucleotide pairs

Four self-complementary
dinucleotide pairs

-0 .9

-2.1

-1 .7

-1 .8

-2 .9

-2.3

-1 .1

-3.4

-2.0

-0.9

Table 5-1. The ten complementary base pairs in DNA (see Table 4-1) with
approximate values for pairing energies (in negative kilocalories/moL). Val
ues for DNA and RNA are different, but of the same order. Note that the W
base-rich pairs have less negative values (indicating weak pairing) than the S
base-rich pairs. Since G can pair very weakly with T (or U), precise analysis
of stem-loop potential also requires values for complementary base pairs that
include this non-classical pairing [7J
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Calculation from Dinucleotide Pairs

If the bases of the complementary Watson-Crick base-pairs just paired
with each other, and neighbouring bases had no influence on this , then re
finement of computer folding programs would largely require finding precise
values to replace Tinoco's two crude "stability numbers ." However, when
double helices are formed , the flat bases slack above each other (like piles of
coins, or "rouleaux"). This displaces water molecules. The increased freedom
given to the water molecules (see Chapters 12, 13) makes a major contribu
tion to the energetics of helix formation . The actual value depends on the na
ture of the two flat bases that form the "sandw ich" from which water mole
cules are liberated. Thus, sequence (i.e. base-order) is of much importance in
determining the stability of a nucleic acid duplex.

It is observed that this base order-dependent component can be accounted
for by moving from Tinoco 's two stability numbers for single base pairs, to
ten numbers for dinucleotide pairs (Table 5-1). Each of these ten numbers has
been determ ined using chemical methods (7]. For most purposes there is no
need to go to higher sequence levels (e.g. use numbers corresponding to the
32 complementary trinucleotide pairs). A sequence can be decomposed into a
set of overlapping dinucleotides (Table 5-2) and the corresponding numbers
summed to determine the total folding energy. A computer is able repeatedly
to fold a single-stranded nucleic acid, each time calculating the score and dis
carding folding patterns corresponding to poor scores, until it arrives at a
folding pattern the score of which cannot be improved upon .

5' T A

3' A T

C

G

G A
C T

C

G

G

C

C

G

C

G

G A
C T

T A

A T
G

C

C

G

G T
C A

C 3'
G 5'

Table 5-2. Decomposition of a duplex, (which might be part of a long stem in
a stem-loop structure), into individual members of the set of 10 complemen
tary dinucleotides. Each of these can be scored using values from Table 5-1.
The sum of the scores provides an overall energy value for the stem (in
negative kilocalories/mol)

How do we determine that a calculated structure (Fig. 5-5) corresponds to
the actual structure the nucleic acid adopts within cells? Support for calcu-
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lated structures has been obtained in cases wh ere nucleic acids have been
crystallized and structures determined by X-ray crystallography . Also there
are enzymes (nucleases) that recognize spec ific fea ture s of nucleic acid struc
ture . A good calculated structure allows prediction as to which nucleases a
nucleic acid will be susc eptible.

so

Fig. 5-5. Calculated structure of the mRNA for the oncoprotein c-fes. The lad
dering indicates individual base pairings. For present purposes all structures
are "stem-loop: ' but a few would be considered "bulge loops." The structure
includes some weak pairings between G and U (not shown). Extruded DNA
segments corresponding to this sequence (exons) have some pairings be
tween G and T. Similar, highly significant, structures are generated when
non-genic and intronic sequences are folded similarly. Stem-loop potential is
widely and abundantly distributed throughout genomes
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RNA Structure and Conflict

All mRNAs have a coding region , namely a region containing a sequence
of non-overlapping codons that must be " read," one at a time, by correspond
ing tRNAs, to allow the synthesis of a specific sequence of amino acids. As a
linear sequence, mRNAs may begin with a 5' non-coding region that is fol
lowed by the coding region, and may then terminate with a 3' non-coding re
gion.

Figure 5-5 shows the calculated structure of the 408 base sequence of the
human mRNA encoding the cancer-related protein (oncoprotein) cFes [8].
This structure has a calculated stability of about - 300 kilocalories/mole. Do
not worry what the energy units mean, but note that the energy value is nega
tive, as are the energy values for complementary dinucleotide pairs shown in
Table 5-1. Greater negativity corresponds to greater stability. This is because,
by convention, the stability of a structure is assessed by the energy made
available when the structure forms. The structure itself loses energy in this
process, and it is this net energy loss (loss being negative, gain being posi
tive) that is taken as a measure of stability . This contrasts with the positive
scoring scheme used earlier in the chapter when calculating structures using
the Tinoco numbers .

If one were to shuffle the natural c-fes mRNA sequence and then calculate
the energetics of the resulting structure, the chances would be great that the
stability value would be considerably "higher" (i.e . would be much less nega
tive) than that of the natural sequence (i.e . the stabil ity itself would be less).
One would have to test shuffle and calculate folding values many times in
order to obtain, by chance, a structure of energy value similar to that of the
natural sequence. Thus, it is extremely improbable that the structure shown in
Figure 5-5 would be arrived at by chance. The structure of the natural se
quence is of high statistical significance [4,5].

It should be noted that the structure encompasses all parts of the mRNA,
including the coding region. Thus, there is a potential contlict between the
"need" of the nucleic acid sequence for secondary structure and the "need"
for it to encode an optimally functioning protein (Fig. 5-6). By the same to
ken, it is possible that there will be a conflict between the "needs" of the
genes encoding tRNAs and rRNA for secondary structures appropriate for
their functions in the nucleus, and the "needs" of the tRNAs and rRNAs
themselves to have structures appropriate to their functions in the cytoplasm.

The genes (DNA) have essentially the same sequences as their RNA prod
ucts. Yet, the structures of tRNAs and rRNAs, arrived at in response to selec
tive pressures operating during protein synthesis in the cytoplasm, may not
optimally served the "needs" for structure of their corresponding genes.
These genes may be presumed to have arrived at their structures in response
to selective pressures operating during their function in the nucleus (or in the
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cytoplasm in organisms, or cell cycle stages, when there is no defin ed nu
cleus). Thus, the sequences of these nucl eic acid molecules may be a com
promise between competing demand s operating at genomic (i .e. DNA) and
cytoplasmic (i .e. RNA) levels . One possible solution is to edit mRNAs en
route from the s ite of tran scription to the site of tran slation, so that their se
quences end up different from the sequ enc es of the corresponding genes (see
a lso Chapter 10) [9].

Tyr Asp Ala /C"
5' T A C G A C G C G

A Asp
3' A T G C T G C G T

--". /
Val Val Ser A

Fig. 5-6. Potential conflict between the "need" of a nucleic acid for a particu
lar structure and its need to encode a particular amino acid sequence. Se
quence 3.1 of Chapter 3 is here folded into a stem-loop structure. If it were
part of the protein-coding region of an mRNA, it could encode the amino acid
sequence TyrAspAlaAspSerValVal. If stem-formation is essential, then
there is less flexibility in the encoding of amino acids. For example, the codon
TAC encoding tyrosine, Tyr, must exist opposite the codon GTA encoding
valine, Val. If the protein "wants" the tyrosine, then it must accept the valine,
and vice versa. Otherwise, the encoding nucleic acid must weaken, or dis
pense with, the stem

DNA as Substrate

Proteins are macromolecules that often act as enzymes catalyzing changes
in other molecules, the ir specific sub strates, which may be micromolecules
such a glucose or fatty acid s, or macromolecules (e.g . DNA). In the course of
evolution there are changes in proteins and in the DNAs that encode those
proteins (Fi g. 1- 1). Substrates do not usually participate in this directly . For
example, glucose is a preferred energy source in many organisms. As organ
isms evolve, spec ific enzymes may change and so improve the util ization of
glucose. But g lucose itself has no say in thi s. There is no way it can change
to lighten, or impede, the task of the enzy mes.

For some enzymes, however, DNA is a substrate. DNA both encodes the
enzymes (locally in the regions of their gen es) , and is eith er their local or
general substrate. We have seen here that, by virtue of changes in the ord er or
composition of its bases, DNA can change a character such as stem-loop po
tential. Thus, it has a means of lightening or impeding the tasks of the en-
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zymes that act on it. More than this, the constancy of glucose means that the
enzymes of glucose metabolism can count of glucose being the same from
generation to generation . The limited constancy of DNA means that many of
its enzymes are on a treadmill. They must change as their substrate changes
(see Chapter 9).

Summary

Transcription of DNA generates single-stranded RNAs that may operate
by virtue of their structures (tRNAs, rRNAs), or by virtue of their encoding
of proteins (mRNAs). The former consist of a small number of types which,
while quantitatively abundant, are collectively encoded by a small part of ge
nomes. The latter consist of a large number of types which, while each quan
titatively sparse, are collectively encoded by a much larger part of genomes.
All types of RNA fold into highly significant (non-random) secondary " stem
loop" structures. While the selective forces affecting tRNA and rRNA struc
tures largely relate to their roles in the cytoplasm, those affecting mRNA
structures largely relate to the need for structure (stem-loop potential) of the
genes from which they were transcribed - a need that may conflict with the
need to optimize the sequence of an encoded protein. Sinc e non-genic re
gions of genomes also reveal the potential for highly significant stem-loop
structure, the potential is likely to be a genome-wide response to some selec
tive force. Higher ordered structures of single-stranded nucleic acids may be
calculated from the base-pairing energies of overlapping dinucleotides, which
are fundamental units of nucleic acid structure. Contributions to the energet
ics of such structures decompose into base composition-dependent and base
order-dependent components. The latter is determined by subtracting the base
composition-dependent component from the total folding energy. The base
composition composition-dependent component is itself determ ined by shuf
fling and refolding a sequence several times, thus destroying the base order
dependent component, and then taking the average folding energy of the re
sulting structures.
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Chargaff's Cluster Rule

"Another consequence of our studies on deoxyribonucleic acids
of animal and plant origin is the conclu sion that at least 60% of
the pyrimidines occur as oligonucleotid e tracts [run s] containing
three or more pyrimidines in a row: and a corresponding state
ment must, owing to the equality relationship [betw een the two
strands], apply also to the pur ines."

Erw in Chargaff(1963) [ I]

A nucleic acid sequence has three fundamental characteristic s - its length, its
base composition, and its sequence. If you know the sequence then you can
calculate length and base composition with great precision. How ever, before
the emergenc e of sequencing technologies in the 1970s there were biochemi
cal methods that could provide values for length and base composition, albeit
less precisely. Furthermore, Charga fT and his coworkers developed a method
for evaluating a particular sequence characteristic - base clu stering - that
could distinguish DNA samples on the basi s of sequence differences.

Base Clusters

It is a chemical property of DNA that under ac id cond itions it loses its
purines (R), but retains it pyrimidines (Y). The loss of purin es makes it easier
to break the mol ecule chemically at the site s from which purines have been
stripped. Thi s leaves free segments (oligonucleotides) containing clusters of
pyrimidines. The following two lines show a sequence with the pyrimidine
clusters that would result if the sequence were broken in this way :

YYRYYYYRRRRYRYRRYRRRRYYYYYYYRYY
YY YYYY Y Y Y YYYYYYY YY (6.] )

Pyrimidine clusters can be separated on the basis of size differences to
generate a distinct profile for any particular DNA molecule. From sequence
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6.], for example, we obtain 3 Ys, 2 YYs, 0 YYYs, I YYYYs, 0 YYYYYs, 0
YYYYYYs and 1 YYYYYYYs.

It is easy to dismiss such clusters as trivial. After all , in an average audi
ence you may see several members of the same sex together in a row. Males
and females are usually not evenly distributed. There are statistical tech
niques for telling whether clustering is likely to be a chance phenomenon.
Chargaff found that the clustering of pyrimidines was more than expected on
a random basis. Furthermore, with the knowledge that DNA was usually in
duplex form with pyrimidines in one strand pairing with purines in the other,
it was easy to infer that purine clusters must complement pyrimidine clusters.
Thus the above single-strand would appear in duplex form as :

5'YYRYYYYRRRRYRYRRYRRRRYYYYYYYRYY3 '
3 'RRYRRRRYYYYRYRYYRYYYYRRRRRRRYRR 5'

(6.2)

Chargaffs observation has been found, like his first and second parity
rules, to apply to many genomes, and so can be considered a species
invariant feature of DNA.

Although the clusters themselves are not random, are they randomly dis
tributed in the genome, or are they more prevalent in certain regions? Assum
ing that , like many things on this planet, random distribution (chaos) is the
default state (see Chapter 12), what selective forces might have allowed clus
tered bases to persist? A cluster, by definition, locally violates Chargaffs
second parity rule; but a cluster of pyrimidines might be locally matched by
purines (clustered or relatively unclustered), so the violation might usually
not extend beyond several bases. On the other hand , if clusters were them
selves clustered (i.e. pyrimidine clusters clustering with pyrimidine clusters,
and purine clusters clustering with purine clusters), violations might be more
extreme.

Clusters of Clusters

The cluster observation was extended by work from Wac law Szybalski's
laboratory in the I960s, which showed that clustering of clusters in microor
ganisms is most evident in transcriptionally active regions, and that the na
ture of the clustering of clusters (purine or pyrimidine) relates to transcription
direction [2]. The "top" strand of part of a DNA duplex that is transcribed
contains pyrimidine clusters if transcription is to the left of the promoter
(where the enzyme RNA polymerase initiates transcription), and purine clus
ters if transcription is to the right of the promoter (Fig. 6-]). Base clustering
does not necessarily imply an extensive local conflict with Chargaffs second
parity rule. For example, a run ofT residues, might be accompanied by a cor
responding number of dispersed A residues, so that A% == T%.
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Fig. 6-1. Purine-loading of loops in RNAs is reflected in deviations from
Chargaffs second parity rule in the corresponding DNA regions from which
the RNAs are transcribed. Heavy black horizontal arrows refer to the "top"
and "bottom" strands of duplex DNA. Two genes (boxes) are transcribed from
a central promoter (site of binding of RNA polymerases), one to the left, and
one to the right. Black balls with thin horizontal arrows (indicating the direc
tion of transcription) are RNA polymerases that have moved either left or
right from the promoter transcribing RNA molecules, which are shown pro
jecting at an angle from the horizontal axis. As the RNA molecules grow they
assume stem-loop structures with R-rich loops (purine-loading). The graphi
cal representation at the bottom shows that in a region of leftward transcrip
tion the "Chargaff difference" for the top (template) strand favours pyrimidines
("Y-skew"). In a region of rightward transcription the "Chargaff difference" for
the top (RNA-synonymous) strand favours purines ("R-skew"). If the RNA in
question is mRNA, then RNA-synonymous strands are also "coding strands"
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However , Oliver Smithies showed that there arc distinct local deviations
from the second parity rule , which again corre late with tran scription direction
[3] . Thus, clu stering of clusters can result in local deviations from the second
parity rule in favour of the clustered bases. When transcription of mRNA is
to the left , the top strand is the "mRN A template" strand (pyrimidine-rich),
and the bottom strand is the "m RNA sy nonymous," or "coding," strand
(purine-rich). When transcription of mRNA is to the right , the top strand is
the coding strand (purine-rich), and the bott om strand is the template strand
(pyrimidine-rich). It follows that, whether arising from a gene tran scribed to
the left or to the righ t, the tran scribed RNAs them selves tend to be purine
rich ("purine-loaded"). As will be con sidered further in Chapters 8 and 9,
purine-l oad ing is extrem e in thermophiles (Fig. 6-2) .
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Fig. 6-2. Purine or pyrimidine excess in the top strand of the first 20 kb of the
genomic sequence of the thermophile Methanococcus jannaschii, a bacte
rium-like microorganism classified as a species of archaea. A 1 kilobase se
quence window was moved in steps of 0.1 kilobase and base compositions
were determined in the window at each step. Total pyrimidines were sub
tracted from the total purines to give the recorded values (in bases/kilobase).
When there are equal quantities of purines and pyrimidines, the difference
("Chargaff difference") between purines and pyrimidines is zero. Thus, points
above the dashed horizontal line correspond to purine excess, and points be
low the dashed horizontal line correspond to pyrimidine excess. The loca
tions of genes (open reading frames) are shown as boxes (white when tran
scribed to the left and grey when transcribed to the right). Transcription
directions are also marked by horizontal arrows below each box. While most
genes correspond to proteins that are currently only hypothetical, some have
been tentatively identified, and their abbreviated names are shown above the
boxes
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Sm ithies used non-overlapping "wi ndows" of a constant size (approx. 0.1
kilobase) to examine base composition. Bases were counted in a window and
then the window was moved along the sequence, and the count repe ated .
Thus, a base composition profile for a genomic region was constructed.
When sequences of much larger genomes became available, it was found that
window sizes between 0.5 kilobase and I kilobase (overlapping or non
overlapping) were optimal for determining the locations of genes (op en read 
ing frames) and their transcriptional orientation in previously uncharted DNA
[4-6]. In most cases, the transcripts were mRNAs that could be tran slated
into the corresponding proteins. However, the purin e-loading phenomenon is
a characteristic of all transcripts, whether they are templates for a protein
product (mRNAs), or exist in their own right (e .g. tRNA, rRNAs and other
RNAs with various functions)[7] .

Polarity

The text you are now read ing was written in the direction you are reading
it - most helpful if you had wanted to read it as it was being wr itten . Look ing
over my shoulder, you could have begun reading before the sentence was
complete. But the nature of the present med ium is such that there is a consid
erable delay between the time of composition and the tim e of reading. So the
sentence could have been written backwards, for all you could care. Or the
middle words could have been written fir st, and then words at the end s add ed
later. All you want is that the final product be in the left-to-right order with
which you are familiar .

As discussed in Chapter 4, we write nucleic ac id sequences from left to
right beginning with the 5 ' end . Because we have, by convention, chosen to
writ e them this way, it does not necessarily follow that nucl e ic acid se
quences are assembled in biological systems in the same way. Yet , it is a
chemical property of the nucleotide " build ing blocks" from which nucleic ac
ids are composed (Fi g. 2-2), that the 5' end of one is joined to the 3' end of
the nucleotide that has already been added to the growing chain (Figs. 2-3, 2
4) . In biological systems nucleic acid synthesis has polarity, beginning at the
5 ' end and proceeding to the 3 ' end. This applies not only for replicat ion 
the copying of DNA information into DNA informat ion, but also for tran
script ion - the copying of DNA information into RNA information.

Furthermore, a nucleic acid sequence is " read" biologically in the same di
rection as it has been "written" biologically . Translation - the decoding of
mRNA information to form a sequence of amino ac ids - proc eeds from 5' to
3 ' . Prot ein s hav e their own polarity, beginning and ending at what, for
chemical reasons, are known as the amino-terminal, and carboxyterm ina I
ends, respective ly. Proteins are "written" with thi s polarity. But proteins fold
into unique structures, so are not " read" by the molecules,with which they
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interact three-dimensionally to generate the phenotype (Fig. 1-4), in the same
way as they are synthesized. Similarly, nucleic acid transactions that require
secondary and higher ordered structures (see Chapter 5), are usuall y uninflu
enced by the way the nucleic acid sequence was assembled.

However, in some cases there are alternative, som etimes energetically
equiva lent, folding patterns. Folding can begin at the end of a protein or nu
cleic acid that is synthesized first , before the synthesis of the other end is
complete. This early folding can influence the folding path adopted by a later
synthesized part of a molecule. To this extent, the order of synthesis of the
primary sequence can influence the folding pattern, and hence the subsequent
three-dimensional interactions, of a macromolecule. Furthermore, a macro
molecule that is synthesized rapidly may not be able to follow slow folding
paths. In this circumstance there may be se lection for codons that are trans
lated slowly (codon bias; see Chapter 9) , perh aps because of a deficiency
(quantitative or qualitative) in the corresponding transfer RNA s. Thi s s lows
the synthesis rate and allows slow folding processes to occur. Even so, the se
lection of a parti cular folding pathway may not be able to proceed without
the aid of other molecules (molecular chaperones: see Chapters 12 and 13).

Origin of Replication

The enzyme RNA polymerase initiates transcription at distinct sites in the
genome (promoters) that have certain general features (e.g. often there is the
base sequence TATA, known as the "TATA box"). The RNA tran script is
then synthesized sequentially by the addit ion of ribonucleotides (nucleotides
with ribose as the pentose sugar), one at a time, until appropriate termination
signals are encountered (again, often there is a distinctive base sequence).
Because there is usually a need to tran scribe a particular RNA at a particular
time , the enzyme has to begin and end transcription at distinct sites where
transcription can be regulated .

However, since an entire chromosome (often circular in microorganisms)
has to be replicated, in theory the enzyme DNA polymerase could initiate
DNA replication at any site by joining together deoxyribonucleotides (nu
cleotides with deoxyribose as the pentose sugar) according to the dictates of
the parental DNA template. The enzyme could then proceed from that start
ing point round the circular genome until returning to the starting point.

Yet , presumably to facilitate regulation, there is usually one distinct origin
of replicat ion in a circular chromosome (say 12 o'clock), from which DNA
replication proceeds leftwards and rightwards, bidirectionally. Thus, when
the chromosome is half-replicated there are at least two DNA polymerases
tracking in different directions (say at 9 o'clock and 3 o'clock; Fig. 6-3).
They complete replication by meeting at a point in the circle approximately
opposite the starting point (say, at 6 o'clock). This is the point of termination.
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DNA polyme rases

~Origin~

~

Fig. 6-3. Bi-directional replication of a circular chromosome from a single ori
gin (box) by DNA polymerases (grey balls) that attach at the origin of replica
tion. One DNA polymerase travels anticlockwise and the other DNA poly
merase travels clockwise , so that at any moment there are two Y-shaped
replication forks as shown in Figure 2-3. It is possible that there is more than
one polymerase at each replication fork - at least one for the "leading" strand
and at least one for the "lagging" strand (see Fig. 6-6.)



11 2 Chapter 6

In a short linear chromosome, the origin is usually at, or near, one end. In a
long linear chromosome there may be multiple origins so that segments of
the chromosome may be replicated simultaneously by independent DNA po
Iymerases, and then the segments joined together by other enzymes ("Ii
gases").

Origins and terminations of replication often have distinctive sequence
characteristics, but these alone are usually insufficient for us to determine
origins and terminations by inspection of the DNA sequence. However, Szy
balski and his colleagues found for the circular lambda phage genome, that
genes to the left of the origin of replication were transcribed to the left, and
genes to the right of this origin were transcribed to the right [8]. Since left
ward-transcribing and rightward transcribing genes are distinguishable by top
strand pyrimidine-loading and purine-load ing respectively, it follows that the
switch from pyrimidines to purines, and vice-versa, provides a method of de
termining origins of replication and sites of termination (Fig. 6-4).
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Fig. 6-4. Purine or pyrimidine excess in the top strand of the 48 kilobase ge
nomic sequence of lambda phage. Base frequencies were determined in 1 ki
lobase windows, which were moved in steps of 0.1 kilobase. Since numbers
of pyrimidines are subtracted from numbers of purines, positive values indi
cate top-strand purine-loading, and negative values indicate top-strand
pyrimidine-loading. Horizontal lines with vertical cross-hatching show the lo
cation of genes. Long continuous horizontal arrows show the collective tran
scriptional orientation of groups of genes. The vertical arrow refers to the ori
gin of replication within the interval 38686-39585 bases, from which
replication proceeds bidirectionally to terminate around base 21000. Thus,
the horizontal rightward arrow at top left, corresponding to rightward move
ment of a DNA polymerase around the circular chromosome, is an extension
of the horizontal rightward arrow at top right



Cha rgaffs Cluster Rule 113

The possible general nature of this became evident from studies in organ
isms considered higher in the evolutionary scale [3]. In the circular genome
of SV40 virus, which infects monkeys, genes are transcribed to the left, to the
left of the origin of replication, and here C% > G%; genes are transcribed to
the right, to the right of the origin of replication, and here G% > C%. When
further sequ ences became available the relationship to the or igin of replica
tion was found to be a feature of many microbial genomes [9] . Instead of de
tennining the origin of replication by differen ces between purin es and
pyrimidines in moving sequence windows ("skew analysis"), an intere sting
variation is to allow the differences to summate ("cumulative skew"; Fig. 6
5).
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Fig. 6-5. "Cumulative skew" presentation of the lambda phage data shown in
Figure 6-4. Instead of plotting directly, values for consecutive windows from
left to right are progressively summed so that the curve slopes upwards in
regions of rightward transcription and downwards in regions of leftward tran
scription. Origin and termination regions for DNA synthesis are indicated by
inflections around 21000 bases (termination) and 39000 bases (origin)

Yet, although often highl y informative, for some genome sequences skew
plot s (Chargaff difference plot s) or cumulative skew plots (cumulative Char
gaff difference plot s) give ambiguous results. Whil e reasons for this ambi gu
ity remain uncertain, one factor causing ambiguity is the movement of genes,
or groups of genes, from one part of a genome to another (tran sposition).
This movement provided an opportunity to address the chicken-and-egg
que stion as to whether repl ication direction can determine tran scription direc
tion , or vice -versa. If a rightward-transcribing gene to the right of the origin
of replication were transposed to the left of the origin of replication, but kept
its orientation so it was still rightward-transcribing, would it retain its purine-
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loading (i.e . would transcription overrule replication)? The answer seems to
be that it begins to accept mutations from purines to pyrimidines (i .e. replica
tion overrules transcription). The mutations can sometimes change amino ac
ids, so that a gene transposed in this way has increased opportunities for
functional change [10] .

Why should there be a relationship between replication direction and tran
scription direction? One suggestion is that it is necessary not to interrupt
transcription when replication is occurring in the same part of the genome.
Perhaps there is less disruption if RNA polymerase and DNA polymerase
move in the same direction on a strand of DNA that is acting as a template
for synthesis of complementary anti-parallel strands of RNA or DNA , respec
tively [II]. One possibility is that if DNA polymerase and RNA polymerase
were not moving in the same direction, they might collide "head-on." A re
sult of such a collision might be that DNA in the region could end up irre
versibly knotted [12].

Leading and Lagging Strands

The facts that nucleic acid synthesis is directional, from 5' to 3', and that
the two strands of the DNA dupl ex are antiparallel (Fig. 2-4) , has the interest
ing implication that one of the two child strands at the Y-shaped replication
fork (Fig. 2-3) has to be synthesized in the opposite direction to the d irection
in which the replication point itself is moving. This is shown in Figure 6-6 in
which the two strands are labeled as " leading" and " lagging," depending on
whether DNA synthesis is continuous ("leading strand") , or discontinuous,
being synthesized in fragments that are later joined up ("lagging strand"). As
drawn, this does not seem very elegant. Surely Nature could do better? Na
ture probably does. A three dimensional model with a multiplicity of mobil e
molecular actors might do her more justice.

In passing we should recall that the two parental strands in the stem of the
Yare actually coiled around each other as a double helix (Fig. 2-1) . Further
more, when DNA synthesis is complete the two new duplexes go their sepa
rate ways. To separate the parental strands for child strand DNA synthesis,
the helix has to be uncoiled (unwound). If the entire chromosome is circular,
this means that for every uncoiling step there has to be, first a transient strand
breakage, then an uncoiling, and then a rejoining of the broken ends. Long
linear DNA molecules are anchored in such a way that they usually also re
quire this. The uncoiling is carried out by enzymes (topoisomerases) wh ich,
when a DNA duplex is not being replicated, tend to uncoil it s light ly without
strand breakage. This "negative supercoiling" places the helix under stress, a
stress that can be partly relieved by the extrusion of stem-loops (see Fig. 5-2) .
Thus, stem-loop extrusion is normally favored energetically by the negatively
supercoiled state of DNA duplexes.
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Fig. 6-6. Leading and lagging strand synthesis of DNA at the inverted Y
shaped point of DNA replication. Since parent (black) and child (grey) strands
are antiparallel , on the left limb of the replication fork the "leading" child
strand can be synthesized in the same direction as overall replication is oc
curring (with the separation of the two parental strands; see Fig. 2-3). On the
right limb of the replication fork, the "lagging" strand is synthesized in a direc
tion opposite to that in which overall replication is occurring . Discontinuous
child strand DNA synthesis generates fragments that are joined up to make a
continuous strand, so that overall replication occurs in the 3' to 5' direction.
The detailed figure with bases (boxed in (b)) is part of a larger scale figure
without bases (a), which indicates the initial fragmentary nature of the lagging
strand

Purine loading

Chargaff s main interest in the base clu ster phenom enon was that , prior to
nucleic acid sequencing technology, it provided some measure of the unique
ness of the base order ofa nucleic acid. Szybalsk i' s main interest was that the
c lustering might played a role in the control of tran scr iption. This implied an
evolutionary se lection pressure for clu stering so that organisms with clusters
would better control tran scription than organisms that did not have clusters.
However, following a better understanding of Chargaffs second parity rule
as a reflection of nucl eic acid secondary structure (see Chapters 4 and 5), a
case could be made that a se lection pressure for clustering had arisen at the
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level of complete RNA transcr ipts ( i.e. afte r transcription had occ urred), and
was re lated to the seco nda ry struc ture of ind ividual RNA molecules.

An important impl ication of what may be called "Szyba lski's transcription
direct ion rule" is that RNAs, in general, tend to be purine-load ed (Fig. 6- 7).
T his was sugges ted by Chargaff's work on the base compos it ion of RNA ex
tracted from vari ous spec ies, but his data would then have mainl y reflected
the co mpos itions of the most abundant RNA typ e, the rRN As [13,14].
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Fig. 6-7. Distribution of purine-loading among 3000 species. Positive X-axis
values indicate purine-loading (R > V). Negative values indicate pyrimidine
loading (Y > R). The purine-loading value for all human genes (excluding mi
tochondria) is 42 bases/kilobase, so that, on average, there are 42 more
purines than pyrimidines for every kilobase of coding sequence. The shoul
der with negative purine-loading values (i.e. pyrimidine-loading) corresponds
mainly to mitochondria. Purine-loading of coding regions was calculated from
codon usage tables for all species represented in the GenBank database (in
1999) by four or more genes. The purine-loading value (bases/kilobase) for a
species is calculated as 1000[(G-C)/N] + 1000[(A-T)/Nj , where G, C, A, and
T correspond to the numbers of individual bases, and N corresponds to the
total number of bases in the codon usage table for that species. This meas
ure of the purine-loading of RNAs disregards 5' and 3' non-coding sequences
in mRNAs. When purine-loading is zero, (A+G)% is 50. This may be calcu
lated from the formula: Purine-loading =20[(A+G)%j-1000
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Giv en that RNAs in general tend (i) to be loaded with runs of purines, and
(ii) to have an elaborate secondary structure, where in the structures would
purine clusters be found ? Since, for base-pairing in duplex stem s, purine
clusters must be matched with complementary pyrimidine clusters , and since
pyrimidine clusters are scarce in RNA s, purine clusters should occupy the
unpaired regions of RNA secondary structures, namely the loops. Indeed, this
is where they are found in calculated mRNA and ribosomal RNA (rRNA)
structures [5, 15,16]. Why should it be advantageous for an RNA to " load"
its loops with purines?

A possibl e answer derives from the studies of Jun-ichi Tornizawa on the
way a "sense" RNA molecule and its complementary "antisense" RNA mole
cule interact, prior to forming a double-strand duplex molecule (dsRNA) [17,
18]. In some organisms such sense-antisense interactions are important in
regul ation . In some experimental situations, antisense RNAs and DNAs are
employed to bind to complementary sense mRNAs to impair their translation
[19]. Tomizawa found that sense sequ ences in RNA sea rch out complemen
tary anti sen se sequences through "kissing" interactions betw een the tips of
the loops of stem-loop structures. If Watson-Crick base-pairing betw een the
loops is achieved, then the formation of a length of dsRNA becomes feasible
(Fig. 6-8). Thus, if RNA loops were purine-loaded, " kissing" interactions
would decrease (because purines pair poorly with purines), and henc e the
probability offorming dsRNA would decrease .

Why would f ailure to form dsRNA be of se lective advantage? Or , in other
words, why would formation of dsRNA be disadvantageous? One explana
tion aris es from the phy sico-chemical state of the fluid part of the cytoplasm
(the cytosol), where macromolecul es are highly concentrated. The "crowded"
cytosol, is an environment that besid es encouraging interactions between dif
ferent parts of a molecule (intramolecular interaction s), also encourages in
teractions between molecules (int ermol ecular interactions; see Chapter 13).

That RNA-RNA interactions would be affected can be deduced from first
principles. Cytosolic characteristics such as sa lt concentration and hydrogen
ion concentration (i.e. degree of acidity or alkalinity) should have been fine
tuned to support the rap id and accurate interaction between codons in mRNA
sequences and the anticodons oftRNA molecules that are so vital for prot ein
synthesis. As a by-product of this , interactions between RNA molecules in
general would also have been facilitated . However, when so tied up in RNA
RNA interactions, mRNAs might be less available for association with ri
bosomes where protein synth esis occurs. Purine-loading should militate
against mRNA-mRNA interactions, while not compromising mRNA-tRNA
interactions.

Whatever the merits of thi s argument, which at the time of this writing re
main to be investigated [20] , it would follow that RNAs might have achieved
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the same result by adopting pyrimidine-loading rather than purine-loading
(since pyrimidines pair poorly with pyrimidines). All the RNAs in a given
cytosol should adopt the same strategy (purine-loading or pyrimidine
loading), so this can be compared with the decision made within a country
for all vehicles to drive either on the left side or on the right side of the road.
Yet, within the RNAs of a species there is variation in the extent of purine
loading. Indeed, some "maverick" RNAs showing pyrimidine-loading.

UGGU UAGC
UA
AU
CG
UA
CG
GC
AU

U A
G C
AG UG

U.A

GC
!, U
GC
UA
FU

UGj\U C Ltv

UGGU UAGC
UA
AU
CG
UA
CG
GC
AU

U A
G C
AGUG
UCA C

j', . !

U f\
CC

U
GC
U /"
- . U

U /; u c c uu

U C
G G

G A
U U

UAC UCGAUGAGUGCA UCGAG UA
AUGAG CUA UCACGUA UC U

u

u
u

Fig. 6-8. A stem-loop "kissing" model for the initiation of hybridization be
tween two RNA species (black and grey base letters). The physico-chemical
state of the crowded cytosol (see Chapter 13) is conducive to intramolecular
interactions, so that single-stranded RNAs in solution rapidly adopt energeti
cally stable stem-loop structures. These structures must be disrupted if two
free RNA species are to form a mutual duplex. Accordingly, there are two
steps in duplex formation. The two RNAs first interact transiently at the tips of
stem-loops ("kissing"), mainly by conventional G-C and A-U base-pairing. If
this pairing is sufficiently stable, it propagates progressively, and the stem
loop structures unfold to generate a duplex. In the present case, the pairing
cannot proceed beyond 22 base-pairs (about two helical turns), since beyond
this limit base-complementarity is lost. Here, as in Figure 5-2, all duplex
structures are dynamic, undergoing vibratory partial disruptions ("breathing"),
which, as the critical temperature is approached, result in increasing degrees
of strand separation. Thus, the reverse process probably occurs in one step
(i.e. there might not be a distinct multistep path). For this, the duplex would
have to be heated to a critical temperature when the two strands would sud
denly separate and each would immediately adopt the stable stem-loop con
figurations shown at the left
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Pyrimidine-Loading

From the average distribution of loading (purine versus pyrim idine) among
species (Figure 6-7) it can be seen that, although most spec ies purine-load,
some pyrimidine-load . Mi tochondria, the intracellular organelles con cerned
with energy generation, gen erally pyrimidine-load their RNA s. A cell may
have its cytosolic RNAs "driving" on the purine side of the road , but its mi
tochondria, which ex ist in the sam e cytosol (but have the ir own genomes, cy
tosols, and RNA types) , "drive" their RNAs on the pyrimidine side. Thus,
some aspect of the intra-mitochondrial env ironment may have been particu
larly conducive to pyrimidine-loading of mitochondrial RNAs. On the oth er
hand, during evolut ion the first mitochondrial "Eve" may just have happened
to have its RNAs pyrimidine-loaded, and this feature was retained in all sub
sequent mitochondrial lineages.

Since transcription in mitochondria tends to be un idirectional (i .e. most
genes are ori entated togeth er in one strand), there is usually a strong
purine/pyrimidine asymmetry between the two strands of mitochondrial
DNA (i.e. C hargaffs second parity rule is strongly violated). The " top,"
pyrimidine-loaded, mRNA-synonymous, st rand is likel y to be less vulnerable
to mutat ion than the "bottom," purine-loaded , strand, which, in its role as
template , is likely to be more exposed to the alk aline intra-mitochondrial en
vironment. Could thi s expla in the evolut ion of pyrimidine-l oading? Alk ali
favors deamination of cytosine (see Chapter 15), whil e militating against
depurination. Thus, it would appear adaptat ively adv ant ageous to ass ign
pyr imidines to the less exposed top strand. A purine-rich template strand
should be less vulnerable to mut ation (or perhaps eas ier to repair), than a
pyrimidine-rich template strand.

Mitochondria generate a highly mutageni c witch 's brew of toxic oxy gen
derivatives (superoxides and hydrogen peroxide). It is perh aps for thi s reas on
that there are multiple "back-up" copies of the genome (at least ten in each
human mitochondrion), that may fac ilitate DNA repair (see Chapter 14). The
maintenance of mitochondrial funct ion is of fundament al importance, not
only because of their role in energy generation (ATP synthes is), but also be
cau se m itochondria can release proteins that instigate " programmed cell
death" (apoptosis; see Chapter 13). A failure to maintain the integrity of mi
tochondrial DNA would imperil mitochondrial function and hence the life of
their host ce ll. It is perhaps for this reason (among others) that there are mul 
tiple " back- up" mitochondria per cell , and even suggestive evidence that mi 
tochondrial DNA, or perhaps intact mitochondria, can transfer between ce lls
[21 ].

Mitochondrial genornes are attractive subj ects for bioinformatic investi ga
tion. Generally they are quite small (16.6 kilobases in humans), and many se
quences are available. Furthermore, wherever their host ce lls go , there must
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mitochondria go. Thus, if a host cell has adapted to grow in an extreme envi
ronment, it is likely that its mitochondria have similarly adapted.

In some species groups there is a reciprocal relationship between the de
gree of purine-loading and (G+C)% (see Chapter 9). When purine-loading is
high , (G+C)% is low. Conversely, when purine-loading is low (i .e.
pyrimidine-loading is high), (G+C)% is high. This does not apply to mito
chondria. Across all speeies examined, mitochondria have pyrimidine
loading (top strand) and low (G+C)% (both likely to decrease vulnerability
to deamination of cytosine). We should also note that, while most viruses are
purine-loaded like their host cells, some are strongly pyrimidine-loaded, and
these have high (G+C)% values (e .g. HTLVI see Chapter 8; EBV see Chap
ter 11). This will be further considered in Chapter 12 where the role of dou
ble-stranded RNA (dsRNA) as an intracellular alarm signal is reviewed.

Summary.

The two DNA strands of a gene are the mRNA-synonymous "coding"
(codon-containing) strand and the mRNA-template (anticodon-containing)
strand. Clusters of clusters of purines are general features of coding strands
of DNA , which usually contain an excess of purines ("purine-loading"). Ac
cordingly, since purines pair with pyrimidines, complementary clusters of
clusters of pyrimidines are general features of the corresponding template
strands, which usually contain an excess of pyrimidines ("pyrimidine
load ing"). The clustering of clusters within a gene locally violates Chargaff's
second parity rule. This permits prediction of transcriptionally active regions
in uncharted DNA and, in some cases, the origins and termination sites of
DNA replication. RNA transcription and DNA replication appear to proceed
optimally when the enzymes performing these functions (polyrnerases) are
moving in the same direction along the DNA template. Since the stems of
nucleic acid stem-loop structures require equal numbers of complementary
bases, clusters tend to occupy loop regions. Here they would militate against
the loop-loop "kissing" interactions that precede the formation of nucleic
acid duplexes. Thus, the loading of loops with bases that do not strongly
base-pair with each other should decrease unproductive interactions between
nucleic acids, so leaving them freer to engage in productive interactions, such
as those between mRNAs and tRNAs that are critical for protein synthesis.
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Chapter 7

Species Survival and Arrival

"We have all grown up in the greatest confidence that we all
knew ... what Darwin meant. I am very t ired of having some
excessively loosely expressed truism, such as that ' a ll defective
deer must be devoured by tigers ' , put forward as 'the ordinary
Darwinian argument'."

Ronald Fisher (1930) [I]

If it had inherited a mutated gene that impaired its ability to run, then , rela
tive to its companions, a deer would be defective and thus subject to selective
devourrnent by predators. This is Tennyson 's "Nature, red in tooth and
claw," and Darwin 's "natural selection." In 1862, shortly after reading Dar
win 's Origin ofSpecies by Means ofNatural Selection while breeding sheep
in New Zealand, the 27 year old Butler appeared to accept "the ordinary
Darwinian argument," albeit with some important caveats [2]:

"That the immense differences between the camel and the pig
should have come about in six thousand years is not believable;
but in six million years it is not incredible . .. . Once grant the
principles, once grant that competition is a great power in Na
ture, and that changes in circumstances and habits produce a
tendency to variation in the offspring (no matter how slight that
variation may be), and unless you can define the possible limit
of such variation during an infinite series of generations, unless
you can show that there is a limit , and that Darwin's theory
oversteps it, you have no right to object to his conclusions."

Yet in 1930 the great statistician Ronald Fisher began the preface of his
book, The Genetical Theory ofNatural Selection , with the statement: "Natu
ral Selection is not Evolution" (Fisher's capitalization) [3]. In so doing he
drew attention to a question that had much concerned Darwin. To what extent
can evolution be due to natural selection? Seeming to look to causes beyond
natural selection, Fisher placed two quotations in a prominent position at the
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opening of his first chapter. The first was from an 1856 letter by Darwin that
downplayed the evolutionary role of "e xternal conditions" (e.g. tiger s) [4] :

"At present ... my conclusion is that externa l co nditions do ex
tremely little , except in ca using mere va riability. Thi s mere var i
ability (cau sing the child not closely to resemble its parent) I
look at as very different from the form ation of a mark ed vari ety
or new species." [Darwin 's italics]

The second was from a paper by Willi am Bateson , who by J909 had be-
come famili ar with Butler' s wr itings [5]:

"As Samuel Butl er so truly sa id: 'To me it see ms that the "Origin
of Variation",whatever it is, is the only true "Origin of Spe
cies" ."

However, despite the caution imp lied by thes e quotations, Fisher set out to
show, using math emat ical proc edures referred to by biologi st Ernst Mayr as
" bean bag genetics," that natural se lect ion was, in essenc e, evo lut ion. Natura l
selection was respon sibl e not only for spec ies survival, but also for species
arrival . Thus, Fisher fanned the class ica l Darwinist flam e long tended by Al
fred Wallace and August Weismann, whi ch had flickered but never faded
under the attacks of Bateson and others in the early decades of the twenti eth
century. We will here first rev iew the mutation al processes that give rise to
variant organ isms that may be d ifferentia lly se lected. We will then con sid ers
a specia l typ e of mutation , which cau ses a ch romosomal "repatterning" that
may be conducive to a different kind of select ion, so leading to an "arrival"
of species.

Separating Process from Result

Members of a biological species vary. We acknowledge as a "va riation" an
observed character in an organism that is different from the character seen in
most other members of its species . Hence the organism would be called a
"v ariant." The difference may be in number, or in arrangement, or in an ac
tual character itself. Long before the nature of mutati ons at the DNA level
was understood , Bateson suggested that these distinctions were fund am ental.
Variations in the number or arrangement of body parts, he deemed " merist ic"
and "homeotic" variations, respectively. Variations in the substances of
which the parts were composed (i.e. their chara cteri stics) , he deemed "s ub
stantive" variations. Thus, a variant organism with an extra, but otherwise
normal, finger (Fig. 7-1) would be a meri st ic variant (Greek : meros = part) . A
variant organism with rearrangements of body part s (e .g. an insect's leg
where its antenna should be, or a flow er ' s stamen where a petal should be)
would be a homeotic variant (Greek : homeo = same). In Bateson' s word s:
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"The essential phenomenon is not that there has merely been a change, but
that something has been changed into the likeness of something else. " A vari
ant organism with loss of normal colouration (e .g. an albino) would be a sub
stantive variant [6].

Fig. 7-1. A merist ic variat ion (from William Bateson 's 1894 text)

It was difficult for Bateson to imagine that variations in number or ar
rangement could have originated in the same way as variations in ch aracters
themselves. He could not separate the cau se of a variation (now regarded as a
"spontaneous" or indu ced mutation in DNA) from the actual variation ob
served in the organism itself. He could not separate the mutational (variant
generat ing) process from the result .

We now know that mutations at the DNA level may sometimes produce no
observable effect. Among mutations producing an observable effect, some
happen to result in meristic variations, some happen to result in homeotic
variations, and some happen to result in substantive variations. It is true that
there are different types of mutation (changes in DNA), but a giv en type of
DNA mutation doe s not correspond to a particular type of observed variation.
A single base change from , say, T to G ("micromutation") can produce ex
treme changes in structure or physiology (phenotype). A deletion of a large
segment of DNA ("macromutation") can result in no phenotypic change.

Note that, in the sc ient ific literature, a mutation at the DNA level , and the
observed result of that mutation (a "variant" or " mutant" organism) may both
be called "a mutation." So whether the word refers to cause or effect must be
determ ined by context. By the same token , " rn icromutat ion" and " macromu-
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tation" may refer, as above, to an actual mutat ion at the DNA level , o r to the
extent of a change in phenotype. Again, cont ext is important since, Gold
schmidt used these term s to distin gui sh fund amentally different mut ation al
processes (Table 3-1). A mut ation at the DNA level may be repaired, som e
times with in seconds. In thi s case it will usually be both chemic ally and bio
logically undetectable (i.e. with current technology we can only hyp othesize
that such mutations occur) . If not repaired , it will be an "accepted mutation."
Th is acc eptance initially occurs within an indiv idual and then may spread,
sometimes by positive se lection (see below), sometimes randomly (e.g.
"drift" in small populations), to other members of a spec ies .
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UUU Phe UCU Ser UAU Tyr UGU Cys

UUC Phe UCC Ser UAC Tyr UGC Cys

UUA Leu UCA Ser UAA Stop UGA Stop

UUG Leu UCG Ser UAG Stop UGG Trp

CUU Leu CCU Pro CAU His CGU Arg

CUC Leu CCC Pro CAC His CGC Arg

CUA Leu CCA Pro CAA Gin CGA Arg

CUG Leu CCG Pro CAG Gin CGG Arg

AUU lie ACU Thr AAU Asn AGU Ser

AUC lie ACC Thr AAC Asn AGC Ser

AUA lie ACA Thr AM Lys AGA Arg

AUG Met ACG Thr AAG Lys AGG Arg

GUU Val GCU Ala GAU Asp GGU Gly

GUC Val GCC Ala GAC . Asp GGC Gly

GUA Val GCA Ala GAA Glu GGA Gly

GUG Val GCG Ala GAG Glu GGG Gly

Table 7-1. The genetic code as it would appear in mRNA. At the DNA level T
would replace U. Amino acids are represented as three letter abbreviations.
UAA, UAG and UGA are stop codons that term inate a growing cha in of
amino acids . The amino acids also have single-letter abbreviations, usually
corresponding to their first letter. Exceptions are Phe (F), Tyr (Y), Trp (W),
Gin (Q) , Arg (R), Asn (N), Lys (K), Asp (D) , and Glu (E)
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The Genetic Code

We refer to the genetic code because, with few exceptions, all species usc
the same code. The code defines a relationship between amino acids and
groups of nucleic acid bases (Table 7-1) . Each position in a triplet codon can
be occupied by one of four bases. There are four alternatives for the first po
sition, four alternatives for the second position, and four alternatives for the
third position. Thus, there are 4 x 4 x 4 = 43

= 64 possible triplets combina
tions (see Table 4-2) . Sixty-one code for the twenty amino acids normally
found in proteins, and the remaining three provide alternative signals for
stopping the synthesis of a protein.

Since there are more triplet codons than amino acids, and all codons are
potentially employable, then the code is described as "degenerate." There is
not a reversible, one-to-one, relationship between codon and amino acid. If
you know the codon you know the amino acid , but if you know the amino
acid you do not know the codon. The only exceptions are UGG , which usu
ally encodes only the amino acid tryptophan, and AUG, which usually en
codes only the amino acid methionine. The latter codon is special s ince, in
the appropriate context, AUG provides a signal for methionine to begin the
sequence of a protein. Thus, AUG and the three chain-termination triplets
(UAA, UAG, UGA) provide punctuation signals to a cell's protein synthesiz
ing machinery, so that it "knows" when to start and stop tran slating the se
quence of an mRNA template.

The degeneracy of the code mainly relates to the th ird position of codons.
Thus, GGN is a generic codon for glycine. The third base (N = any base) can
be any of the four bases and the encoded amino acid will still be glyc ine. A
mutation from GGU to GGC would be a non-amino-acid-changing mutation,
otherwise known as a "synonymous" mutation (i .e. the mutation might occur,
but the encoded amino acid would be the same, and so would have the same
name ; Greek: syn = same, onyma = name). Mutations in the first and second
codon positions are usually amino-acid-changing mutations, otherwise re
ferred to as "non-synonymous" mutations (i.e. the encoded amino acid would
be different, and so would have a different name).

A nucleic acid sequence can display some flexibility in that it can change
considerably with respect to third codon positions while still encoding the
same protein (see sample sequences 3.\ and 3.2 in Chapter 3). However, this
flexibility has its limits. Extreme shifts in base composition can affect the
amino acid composition of a protein . Amino acids are divided into various
groups on the basis of their physical and chemical properties (e.g. acidic, ba
sic, hydrophilic, hydrophobic). For a position in a protein sequence that must
have a basic amino acid , but is otherwise flexible, a genome rich in A and T
(i.e. low (G+C)%) will tend to have the codons AAA or AAG, which encode
the basic amino acid lysine; for the same position, a genome rich in G and C
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(i.e. high (G+C)%) will tend to have one of the GC-rich codons for the basic
amino acid arginine (CGN).

Mutation is usually a random process and , within a short time frame, two
mutational events are unlikely to occur in close proximity in DNA (see later).
Thus, one base in a triplet codon is likely to change at a time. This one-step
mutational process means that a mutation in the first codon position will tend
to change an amino acid to one vertically related to it in Table 7-1 (e.g. CUU
to GUU shifts coding from leucine to valine). A mutation in the second
codon position will tend to change an amino acid to one horizontally related
to it (e.g. CUU to CAU shifts coding from leucine to histidine). A mutation
in the third codon position may change the amino acid only if there is more
than one type of amino acid in the same box (e.g. CAU to CAA shifts coding
from histidine to glutamine).

This implies that a particular amino acid is related, through mutation, to a
certain set of other amino acids; in the case of mutations affecting first and
third codon positions the amino acid replacements often show some similar
ity to the original amino acid in their physical and chemical properties. Thus,
leucine and valine (related through first position mutation) are both classed as
"water-fearing" (hydrophobic) amino acids, likely to locate to the interior of
a protein. Histidine and glutamine (related through third position mutation)
are both "water-loving" (hydrophilic) amino acids, which may locate to the
surface of a protein. To some extent, the genetic code would appear to buffer
the immediate effects of a mutation in that an original amino acid would be
replaced with an amino acid with somewhat similar properties. By this token,
mutations involving second codon positions are the most likely to be lethal
(e .g. leucine-histidine inte rchange).

When the actual mutational changes undergone by proteins are examined,
it is seen that many of them fit the one-step pattern, but there are also many
amino acid substitutions (e.g. leucine to aspartic acid) that would require
more than one step (e.g. CUU to GUU or CAU, and then either GUU to
GAU, or CAU to GAU). Thus, the mutational process may take more than
one path , and this may require that an organism with an intermediate mutant
form (GUU or CAU in this example) be viable for a number of generations
to provide time for a second mutation to occur. Each of the twenty amino ac
ids can mutate to one of the nineteen others, for a total of 190 possible inter
changes. Of these, 75 require only single base substitutions. The remaining
115 require substitutions in two or three bases.

Since there are three bases in a codon and each base can be substituted by
one of three other bases, a given codon is related by one-step mutation to
nine other codons. Given 61 codons for amino acids, there are 549 (i.e. 61 x
9) possible codon base substitutions (183 for each codon position). Of these
549, it can be determined from the genetic code (Table. 7-1) that 134 would
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be non-amino acid-changing (synonymous) and 415 would be amino acid
changing (non-synonymous). The relationship s of different types of muta
tions to codon positions are shown in Table 7-2. Mutations may be from
purine to purin e, or from pyrimidine to pyrimidine ("transition mutations") ,
or may be betw een purine and pyrimidine ("transversion mutations").

Mutations Codon Position

Total

Synonymous

Amino acid-changing

1

183

8

2

183

o

3

183

57

All

549

134

415

Table 7-2. Distribution of non-amino acid-changing (synonymous) and amino
acid-changing (non-synonymous) mutations among the three codon posi
tions, as calculated from the genetic code. There are many technical prob
lems in arriving at accurate values for the numbers of synonymous and
amino acid-changing differences between two similar nucleic acid se
quences. Mathematically-inclined biologists spend much time on this. How
ever, for many purposes it suffices to assume that amino acid-changing mu
tations involve first and second codon positions, and synonymous mutations
involve third codon positions (see boxes)

RNY Rule

A codon in mRNA, and its anticodon at the tip of a tRNA loop, tran siently
" kiss" to form a short helical duplex (see Fig. 5- 1). The specificity of this in
teraction appears to depend on complementary base pairing of three or less of
the bases in a tripl et codon . However, codo n-ant icodon interactions are more
than tripl et-triplet interactions. Neighboring bases are drawn in so that there
is a quintuplet-quintuplet interaction. Thi s is because a major component of
the interaction energy betw een two complementary base s deriv es from the
stacking interactions with their ne ighbors (see Chapter 5). Thus, the bases in
mRNA on the 5 ' side of the first base of a codon and on the 3' side of the
third base of a codon influence the recogniti on of the codon by the corre
sponding anticodon .

Whereas the tripl et anticodon sequences in tRN As vary according to the
amino acid specificity of the tRNA, the flanking bases that can affect tRNA-
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mRNA interactions sh ow regul ar it ies [7, 8]. On one side of tRNA anticodons
there is a re lative ly invariant pyrimidine and on the othe r s ide there is a rela
tively inva riant purine. Acc ording ly, it would see m advantageous for a codo n
in mRNA when interacting with its anticodon to be preceded in the mRNA
by an NNY codon (so that the Y in the codon can pa ir w ith the invariant
purine in the tRNA), and to be followed in the mRNA by an RNN codo n (so
that the R in the codon can pair with the invar iant pyrimidine in the tRNA).
Thu s, if we ex press our ce ntral pairing codo n as NNN (wh ere N is any base),
the sequence of codons should read . . .,NNY, NNN, RNN ,... . Since, codo ns
are transla ted successively, it fo llows that codons that , whil e encoding amino
ac ids correctly, can also obey an "RNY -ru le," w ill be preferr ed. Thus, all
central codons and the ir two flanking codo ns, should ideally read .. .,RNY,
RNY, RNY,... [9]. The tend enc y of cod ons to adopt a generic RNY form is
so evident that it can assist detection of prot ein -cod ing regions in unchart ed
sequences [10] . The mRN A codons in Figure 5-1 have been arranged to be
consistent with the ru le.

The sequence of a codon in mRNA also exists at the level of the co rre
spond ing gene in duplex DN A. Here, in the mRNA-syn onymous (" coding")
DNA strand, RNY codons base-pai r with the ir co mple me nts (RNY anti
codons) in the other DNA (mRNA "template") strand. Thus, the RNY patt ern
is present in both stra nds (Fig. 7-2).

>
TOP
STRAND 1 IR N Y)jR N Y>!R N Y>

5' 2 IN Y R)j N Y R)j N Y R> 3'
3 IY R N>!Y R N)lY R N>

E
BOTTOM
STRAND 1 <Y N RKY N RKY N RI

3' 2 < N R YKN R Y KN f:; YI 5'

3 <R Y NKR Y NKR Y NI

Fig . 7-2. The RNY pattern is in both DNA strands. Since the genetic code is
a non-overlapping triplet code, there are three potential reading frames in the
top strand of DNA, and three potential reading frames in the bottom strand of
DNA. The pattern RNY can only correspond to one of the three frames and,
since R always pairs with Y in duplex DNA, whichever frame RNY occupies
in the top strand, it must also occupy in the bottom strand (here frame 1). Ar
rowed boxes indicate the polarity of coding triplets
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In the case of amino acids whose codons contain Y in the first position or
R in the third position, "RNY-pressure" on codons is in potential conflict
with protein pressure (the pressure to insert a particular amino acid in a par
ticular position in a protein). Also to be accommodated are GC-pressure (see
Chapter 8) and AG-pressure (purine-loading pressure; see Chapter 6). In
deed, in species under high AG-pressure third codon positions tend to ac
quire purines and the RNY rule may no longer apply (see Chapter 9) .

Negative and Positive Selection

If reproductive success is impeded by a mutation, then selection of organ
isms with the mutation is negative. If reproductive success is promoted then
the selection is positive. These are two , mutually exclusive, consequences of
a mutation in a nucleic acid sequence. The extreme imperative of negative se
lection is: if you mutate, you die. Thus, the broad population of non-mutators
remains and the few mutators die . The extreme imperative of positive selec
tion is: if you do not mutate, you die . Thus, the broad population of non
mutators dies, and the few mutators flourish (i.e. there is a population "bottle
neck" from which only the mutators emerge). Occupying the middle-ground
between these extremes are "neutral" mutations, and mutations that may lead
to either weak positive or weak negative selection. In the latter cases there
will, by definition, be effects on the number of descendents, but only in the
long-term.

Whether a base mutation will lead to negative or positive selection de
pends on the part of a gene-product (usually a protein) that it affects. A muta
tion affecting the active site of an enzyme will usually disturb enzyme func
tion and this may impair the function of an organism to the extent that it will
produce fewer descendents than will organisms without the mutation (i.e. its
fitness to reproduce its kind is impeded). In the extreme, this is ensured by
the death of the organism. On the other hand, a mutation affecting an antigen
at the surface of a pathogen may allow it to evade the immune defenses of its
host. A pathogen mutating in this way may produce more descendents than
will pathogens without the mutation (i.e. its fitness to reproduce its kind is
enhanced). In the extreme this is ensured by the death of pathogens that do
not have the mutation.

Nucleic acid bases that are evolving slowly (i.e . they are conserved among
related organisms) are likely to affect functions subject to negative selection
(i.e. organisms with mutations in the bases are functionally impaired). Nu
cleic acid bases that are evolving very rapidly (i.e. they are not conserved
among related organisms) are likely to affect functions subject to positive se
lection (i.e. organisms with mutations in the bases are functionally im
proved). So a determination of evolutionary rate can assist the distinction be
tween bases under positive selection, and bases under negative selection, and
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hence can provide information on the function of a nucleic acid segment. For
this, base differences between sequences can be calibrated against some tem
poral scale (e.g. the period from the present to the time of evolutionary diver
gence of sequences from a common ancestral sequence). Accumulation of a
large number of differences (base substitutions) in a short time can be taken
to indicate positive selection. However, accurate temporal calibration is diffi
cult .

A more direct way to evaluate the mutational rate of a nucle ic acid seg
ment can be understood by considering a nucleic acid in the same way as we
consider a language with different levels of information (see Chapter 3). A
public speaker conveys both a message (primary information) and an accent
(secondary information). Imagine requiring each member of a group of com 
peting speakers, one at a time, to read a given text to a large audience. The
speakers are informed that they will be timed to determine the slowest, and
that the audience will be polled to determine the most incomprehensible. The
slowest and the most incomprehensible speakers will then be eliminated. The
performance will be repeated, after which the slowest and most incompre
hensible speakers will again be eliminated . This process will continue until a
winner emerges.

Initially, each speaker relays both the text (primary information) and an
individual accent (secondary information). However, under pressures both to
speak rapidly and to be understood, speakers with more dev iant accents are
soon eliminated . Speakers are under strong pressure to eliminate personal
idiosyncrasies of accent (i.e. to mutate their secondary information). The
pressures for fast and coherent speech will progressively decrease the diver
sity of the secondary information among surviving group members. The final
sound of the text will probably be the same for any large group of speakers
exposed to the same large audience. Thus, the divergent accents of the initial
multiplicity of speakers converge on a single accent to which the hearing of
the average member of the audience is best attuned .

In a competition where there is no pressure for speed, idiosyncrasies of ac
cent are less likely to interfere with comprehension (i.e . the diversity of sec 
ondary information is tolerated). The speakers can then compete on the basis
of emphasis, charm, body-language, or what you will (other forms of infor
mation), but not on the basis of accent.

Viewed from this perspective, it can be seen that a nucleic acid segment
which is evolving rapidly with respect to its primary information (e.g. the se
quence of a protein) may not be able to accommodate some of the other
forms of information ("accents") that it might be carrying. These other forms,
perhaps evolving leisurely under negative selection, include the ordering of
bases to support stem-loop potential, as will be shown in Chapter 10. Thus,
sequences under positive selection are also likely to be sequences where one
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or more forms of secondary information are impaired . On this basis the type
of selection can be evaluated in a sequence of DNA without temporal calibra
tion and without a need to compare with sequences in other genomes.

There is another way to evaluate the type of selection. The further apart
two genes, the more likely they are to be separated by recombination . The
frequency of recombination may then be sufficient to allow separation of a
nucleic acid segment containing a gene that is evolving slowly from
neighboring segments in the region. There can be gene shuffling (see Chap
ters 8 and 14). Thus, in one individual within a population a slowly evolving
conserved gene may occur in association with a particular neighboring gene.
In another individual the conserved gene may occur in association with a
variant form of the neighboring gene (especially likely if the neighboring
gene belongs to a polymorphic gene family) . Among members of the popula
tion there is sequence diversity in the region.

However, in the case of a nucleic acid segment conta ining a gene that is
evolving rapidly (i.e. individuals containing it are being positively selected),
there may not be time for separation from neighboring segments through re
combination . Thus, neighboring genes of particular types will tend to remain
attached (linked). They will " hitchhike" through the generations with a posi
tively selected gene. Variant forms of neighboring genes will be lost from the
population in the course of this "selective sweep." Consequently, among
members of a population, variation in the region of a positively selected gene
is decreased. Sequence diversity is lost locally due to the imposition of a
" bott le-neck" on the population by the positively selected gene. This way of
evaluating the type of selection requires that sequences from different indi 
viduals be compared .

Neutral Mutations

The idea of neutral mutations was attractive to those seeking an internal
frame of reference for evaluating mutation rates, and for determining whether
a mutation would impede or promote reproductive success. Mutations in third
positions of codons often do not change the nature of the encoded amino
acid, and hence do not change the corresponding protein (Tables 7-], 7-2) .
Accordingly, any anatomical or physiological characteristics of an organism
that depend on the protein do not change. It was tempting to consider such
synonymous mutations as "neutral."

The most obvious advantage of the use of a particular codon, rather than a
synonymous one, is that certain codons might be translated more rapidly, or
more accurately. This is indeed of evolutionary significance in the case of
certain unicellular organisms where the rate of protein synthes is is critical
(bacteria, yeast) [I I]. Here synonymous mutations may not be neutral. But in
many organisms the rate of protein synthesis is not critical. In these cases ar-
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guments that mutations in third codon positions might not be neutral tended
to be overlooked.

To provide a relatively time-independent, internal , frame of reference for
determining the form of selection (negative or positive), it was found conven
ient to compare the ratio of amino acid -changing (non-synonymous) base
substitution mutations (da) to non-amino acid-changing (synonymous) base
substitution mutations (d.) in genes. For this , it was usual to align similar
(orthologous) sequences from members of different species. At points where
the bases were not the same, the differences were scored as either amino
acid-changing or synonymous. The procedure assumed that synonymous mu
tations were adaptively neutral, and hence reflected a "background" rate of
accepted mutation in a genomic segment of interest. Thus, the ratio (da/ds)

within a nucleic acid segment seemed capable of providing an index of the
rate at which that segment was evolving. A high ratio suggested that the
segment was under positive selection. A low ratio suggested that the segment
was under negative selection.

In many cases values for synonymous mutations (d.) are significantly
above zero , and determinations of ratios agree with biological expectations.
This suggests that third codon position mutations can indeed be neutral. Yet
it is not unusual to find values for synonymous mutations at or close to zero.
This is particularly apparent with certain genes of the malaria parasite , Plas
modium falciparum. Some interpreted this as revealing a recent population
bottle-neck (i.e . a shrinking of the population, the surviving members of
which become founders for a subsequent population expansion) [12, 13]. Fol
lowing the bottle-neck (i.e. a loss of population diversity) there would have
been insufficient time for new synonymous mutations, to accumulate. Thus,
at the extreme, existing species members could have been derived from one
"Eve" of recent origin.

However, others proposed that zero values for synonymous mutations
could result from high conservation of bases that, while not determining the
nature of an encoded amino acid, do determine something else (unspecified
secondary information). This would violate the neutral assumption, so that
both the recent origin argument, and calculations based on ratios (da/ds),
would be invalid . Favouring this view, it was shown that, more than most ge
nomes, that of the malaria parasite is sensitive to some of several non
classical selective factors, which affect third codon positions and collectively
constitute the "genome phenotype." Some examples of this will be given in
Chapter II .

Genome Phenotype

Sometimes an amino acid can be encoded from among as many as six pos
sible synonymous codons (Table 7-1). In 1974 this prompted US geneticist
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Walter Fitch to remark that "the degeneracy of the genetic code provides an
enormous plasticity to achieve [nucle ic acid] secondary structure without sac
rificing specificity of the message" [14]. Yet , sometimes this "plastic ity"
(flexibi lity) is insufficient, so that , with the exception of regions of genes un
der strong positive Darwinian selection pressure (see Chapter 10), genomic
pressures can "call the tune".

When this happens, genomic pressures modify the amino acid sequence
(non-synonymous codon changes), sometimes at the expense of protein struc
ture and function. A protein has to adapt to the demands of the env ironm ent ,
but it also has to adapt to pressures that have derived, not from the conven
tional environment acting upon the conventional ("cl assical") phenotype, but
from other environments, including what may be called the "reproductive en
vironment" acting on the "genome phenotype." Thus, Italian biochemist
Giorgio Bernardi noted in 1986 [15] that:

"The organismal phenotype comprises two components, the clas
s ica l phenotype, corresponding to the 'gene products,' and a
' genome phenotype ' which is defined by [base] compositional
constraints."

To further illustrate this , let's consider a set of homologous (orthologous)
genes that carry out essentially the same function in mice and rats - two spe
cies that diverged from a common ancestral species some ten million years
ago. Although they have many similar characters, mice are anatomically and
physiologically different from rats , and we would expect to find these pheno
typic differences reflected in differences in some of their proteins (i.e. differ
ences in the classical phenotype). For the protein-coding regions of individ
ual genes of the set, geneticists Kenneth Wolfe and Paul Sharp in Ireland
compared base substitutions (DNA divergence) with amino acid substitutions
(protein divergence) [16] .

In Figure 7-3 each point corresponds to an individual gen e. Plotted against
the percentage DNA divergence between mouse and rat for each gene are the
corresponding protein divergences (Fig. 7-3a), and the corresponding amino
acid-changing (d.) and synonymous (d.) divergences (Fig. 7-3b). Genes differ
dramatically in the extent of divergence. While some proteins (bottom left of
Fig . 7-3a) have not diverged at all, the corresponding DNA sequences have
diverged a little . Some proteins (top right of Fig . 7-3a) have diverged more
than 20% and the corresponding DNA sequences are also highly diverged.
The two divergences are linearly related with an intercept on the X-axis cor
responding to a DNA divergence of 5.4%.

So it appears that for ten million years some proteins (bottom left of Fig. 7
3a) have remained unchanged. Presumably any organisms with mutations in
these proteins have died before they could reproduce their kind (i .e. they
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have been negatively selected), and so no mut at ions are found in modern or
ganisms . On the other hand , organisms with synonymous mutations that do
not chan ge the nature of an encoded amino acid would not have been
counter-selected so seve rely. Thus, for a gene whose prot ein is unchanged
there is a DNA divergence of about 5.4% (intercept on X-axis) , implying that
some, alb eit only a few, synonymous mutations have bee n accepted. Thi s is
shown in Figure 7-3b where, as expected, the plot for amino acid-chang ing
mut ations (d.) resembles that in Figure 7-3a, and the plot for synonym ous
mut at ions (d.) extrapolates back close to zero.
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Fig. 7-3. Divergence between 363 genes of mouse and rat spec ies. For each
gene is shown the relat ionship between DNA divergence (bases %) and ei
ther (a) protein divergence (amino acids %), or (b) mutations per synony
mous site (black squares) and per amino acid-changing site (grey triangles) .
For conven ience, in (b) each value is multiplied by 100 and points are fitted
to third order regress ion lines . Note from Table 7-2 that more bases in the
DNA of coding regions are available for amino acid-chang ing mutation than
for synonymous mutat ion. Thus , in (b) values are expressed as mutations
relative to the number of sites (bases) available for that class of mutat ion.
Since there are fewer sites available for synonymous mutat ion, when muta
tion rates are high (or over long time scales) , synonymous sites are more
likely to become saturated, and so are unable to accept more forward muta
tions. This might be responsible for the curve of d, to the right in (b). Data for
preparing this figure were kindly prov ided by Kenneth Wolfe
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The linear relationship shows that amino acid-changing mutations, and
synonymous mutations are correlated. If a gene has zero or a few amino
acid-changing mutations (i.e. it is likely to have been under negative selec
tion), then it will have few synonymous mutations, and will display a low
overall DNA divergence. If a gene has many amino acid-changing mutations
(i.e. it is likely to have been under some degree of positive selection), then it
will also have many synonymous mutations and will display a high overall
DNA divergence. Thi s is a general observation and is not confined to the
mou se-rat divergence. Why should there be this correlation? Why is the syn
onymous DNA divergence so low in genes with low protein (i.e. low am ino
acid) divergences?

It seems likely that, within the group of codons that encode a particular
protein, the demands of the conventional phenotype and of the genome phe
notype interrelate. An accepted amino acid-changing mutation often cannot
help change one or more aspects of the genome phenotype. By the same to
ken , an accepted mutation that changes the genome phenotype may happen to
be amino acid-changing and so may also change the conventional pheno type.
For example, a mut ation from the codon ACA to AAA may be to the selec
tive advantage of an organism because it cau ses a lysine to be substituted for
a threonine; but the mutation might also marginally affect DNA conforma
tion (stem-loop potential ; Chapter 5), purine-loading (Chapter 6) and
(G +C)% (Chapter 8). A mutation from the codon AGC to AGG, while not
affecting (G +C)%, cau ses an arginine to be sub stituted for serine, which may
be of selective advantage to an organism; but the mutation might also mar
gina lly affect DNA conformation, purine-loading, and RNY-pressure . A
pressure to purine-load might chang e ACA to AAA, or AGC to AGG, thu s
conferring adaptive advantages; but the mutations could also cause protein s
to encode lysine or arg inine "against their will s" (i.e . purine-loading would
"ca ll the tune") .

Most importantl y, it should be noted that genes with similar degrees of di
vergence do not necessarily colocalize in a genome. A gene encoding a pro
tein with zero divergence may be the neighbor of a gene encoding a protein
with 20% divergence. Thu s, the borders of a region within which amino
acid-changing mutations and non-amino acid-changing mutations can co
adapt may approximate to the borders of an individual gene. In this respect
each gene is a "se lfish" autonomous entity in the sense implied by George
Williams (see Chapters 8-10).

Compensatory Mutations

We should now qualify the above assertion that, mutation being essentially
a random process, within a short time frame two mutational events are
unlik ely to occur in close proximity in DNA. If by " in close proxim ity" we
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included codons within a common gene , then the chances of a second muta 
tional event being favored by a prior mutational event in the same gene are
quite high. For example, the above amino acid-changing mutation from ACA
to AAA may have been accepted primarily because it changed a threonine to
a lysine . As a by-product the purin e content of the gene increased. This may
have made it propitious for the subsequent acceptance of a synonymous
purine-to-pyrimidine substitution mutation elsewhere in the gene , thus restor
ing the original degree of purine-loading without further changing amino ac
ids. Currently, it is not clear how short the time fram e between the two muta
tions would usually be, or how close within a gene the compensatory second
mutation would usually be to the first.

Sometimes the second mutation will be a back-mutation at the same site.
But a back-mutation is unlikely if the prior forward-mutation is lethal. Thus,
the glycine codon GGA can forward-mutate to TGA, which is a stop codon
and so is likely to be immediately lethal. When a GGA cod on exits a genome
in thi s way (because organisms with the mutation are no longer around to re
produce), it is not readily restored. For this reason the frequency in the popu
lation of GGA relative to the other three glycine codons should diminish. Al
though glycine in a certain position might be optimal for the function of a
protein, the amino acids substituted for glycine when the latter three glycine
codons mutate might be consistent with viability for a time sufficient for a
back-mutation to glycine to occur, so restoring optimal protein function.

It can be seen in Figure 7-3b that as overall DNA divergence increases, the
plot for protein divergence (da) increases linearly, whereas the plot for syn
onymous divergence (d.) curves to the right. Thus, at high degrees of diver
gence, in many , but not all, genes the da/ds ratio increases. This might be in
terpreted as revealing that many widely diverged genes have been under
positive selection pressure (acting on the conventional phenotype). However,
it should be noted that the ratio increase is due more to a decline in d, than to
an increase in da. So the plots show that , at high degrees of divergence, syn
onymous mutations tend to be constrained in some gene s, but not others.
Bases at synonymous sites may be conserved, or the sites may have become
mutationally "s aturated," so that no more forward mutations can be accepted.
Thus, there are pressures on the genome phenotype that resist change (de
crease d.) despite concurrent pressures on the conventional phenotype that
promote change (increase da).

RNA viruses, because they evolve rapidly (see Chapter 8), are very suit
able for such studies. Isabelle Novella and her colleagues demonstrated the
parallel evolution of various virus strains as they adapt to new conditions
(presumed to be primarily due to the acceptance of amino acid-changing mu
tations). However, concurrent synonymous mutations do not occur randomly
as classical neutral theory would predict. The same synonymous mutations
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are accepted independently in different evolving strains [17]. Thus, either
synonymous mutations independently contribute to strain adaptations (e.g.
affecting RNA structure), or they are secondary to (compensatory for) pri
mary adaptations at amino acid-changing sites (or vice-versa).

From all this it can be seen that the synonymous mutation rate (ds) , al
though often correlated with the amino acid-changing mutation rate (d.) , has
a life of its own. Its utility as a frame of reference for evaluating changes in
da (i.e. the da/ds ratio) may be somewhat limited [12]. We will return to this
later.

Limits of Natural Selection

Despite Darwin 's belief that "external conditions . . . cause mere variabil
ity" [4], the generation of DNA mutations is a random process that is essen
tially independent of any Darwinian environmental factor. These mutations,
in turn, can generate organisms ("mutants," "variants" ) with variant charac
ters . Favorable or disfavorable variant characters favor or disfavor the organ
isms bearing them, so that their descendents accordingly increase or decrease
in the population by natural selection. Whatever the selection, be it positive
or negative, it is the classical natural selection of Darwin, who used the term
to contrast with the artificial selection carried out by man in his role as
breeder or horticulturalist. Natural selection is generally acknowledged as a
major driving force of linear, within-species, evolution.

However, within the constraints of a species, the ability of Nature to "in
vent" new phenotypes is limited. As discussed in Chapter 3, Shakespeare
could explore the theme of personal ambition in a castle in Scotland in one
play , but other themes required that new plays be written. For real novelty ,
just as Shakespeare's works diverge, so must those of Nature. The only fig
ure in Darwin's great book, The Origin of Species by Means ofNatural Se
lection, depicted this divergence. In even simpler form than Darwin's origi
nal, evolution can be represented by an inverted letter Y, with a linear stem
and two linear arms (Fig. 7-4). Thus, at least two evolutionary processes are
distinguished: - linear, within-species, evolution (represented by the linear
stem and the two linear arms), and divergent, between-species, evolution
(represented by the point of divergence from stem to arms) . The title of Dar
win's book suggested that both were driven by natural selection, although he
cautioned [18]: " I am convinced that natural selection has been the most im
portant, but not the exclusive, means of modification."

Natural selection favors or disfavors organisms by virtue of the characters
they possess, which we now know to be encoded by genes in DNA se
quences. Thus, natural selection in the classical Darwinian sense is selection
acting on gene-products - a process that can be referred to as "genic" se
lection. There is little disagreement that natural genic selection plays an im-
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portant role in the process of linear, non-branching, within-species, evolution
(vspecies survival"). However, throughout the nineteenth and twentieth cen
turies its role in the branching that creates two linear growing arms from one
stem ("species arrival") was more contentious. Was species arrival due to
business-as-usual natural selection, or was there a need for an underlying
"genetic revolution"? Overcoming constraints in human thought sometimes
requires powerful "paradigm shifts." Perhaps, in similar fashion, constrained
species need to be periodically jolted out of their complacency? If so, what
could be the ultimate molecular basis of this genetic kick-in-the-pants para
digm shift? Before considering this, we should first review some basic genet
ics as set out by the man who, in the early I 860s, while Samuel Butler was
breeding sheep in New Zealand, was breeding peas in Moravia - Gregor
Mendel.

Linear,
within-species
evolution

Branching evolution

Linear,
within-species
evolution

HORSE

Hybrid sterility

E--- Hybrid inViability

\-E----Prezygotic isolation

GIRAFFE

Fig. 7-4. Divergence into two species, which is preceded and followed by
phases of linear, within-species, evolution. Successive barriers to reproduc
tion supplement or replace earlier ones. In the general case, at the point of
divergence there is the chromosomal pairing barrier (a postzygotic barrier
producing hybrid sterility). This may be followed by a developmental barrier
(a post-zygotic barrier producing hybrid inviability), and then by a gamete
transfer barrier (a prezygotic barrier)
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Blending Inheritance

Do the characters of two parents blend in their children, or do children in
herit certa in discrete characters from one parent and other discrete characters
from the other (see Chapter 3)? If blending were the rule , then variation in a
population would be con stantly decreasing unless opposed by some differen
t iating force (i.e. fresh mutations). An analogy is drawn with the mixin g of
black and white paints to produce a uniform grey paint from which the origi 
nals would not be recoverable. On the other hand , if characters were inherited
discretely, although within a line of inheritance half the parental characters
would , on average, be lost in each generation, those that were transmitted
would be undiluted. Variation within a population would tend to remain con 
stant depending to the relativ e rates of gain and loss of mutations. In 1857,
two years before the publicat ion of The Origin a/Species, Darwin incl ined to
the latter view [19]:

" I have lately been inclined to speculate, . . . that propagation by
true fertili zation will turn out to be a sort of mixture, and not
true fusion , of two distinct individuals, or rather of innumerable
indiv iduals, as each parent has its parents and ancestors. I can
understand in no other view the way in which crossed form s go
back to so large an extent to anc estral form s."

Consistent with this, his friend the botanist Joseph Hooker noted in 1860
(20):

"A very able and careful experimenter, M. Naudin, performed a
ser ies of experiments at the Jardin des Plantes at Paris , in order
to discover the duration of the progeny of fertile hybrids. He
concludes that the fert ile posterity of hybrids disappears , to give
place to the pure typical form of one or other parent."

Shortly thereafter the suspicions of Darwin, Naudin and Hook er were con
firmed by Mendel ' s breeding studies with peas [2 I ]. When he crossed pure
tall plants with pure small plants all the resulting hybrid offspring were tall.
The small character had disappeared. When these offspring were cro ssed
among themselv es, the small character re-emerged in the next gen eration. On
average, there were three tall plants to one small plant. The tall character was
considered to be "dominant" to the small character ("recessive") . How ever,
Mendel's studies remained largely unnoticed until 1900 . Someone who may
have paid attention was Romanes. He cited Mendel in 188 I and in 1894
wrote [22] :

" I have found , aft er several years experimenting with rats [and]
rabbits . . . , that one may breed scores and hundreds of first
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crosses between different varieties, and never get a single mon
grel throwing intermediate characters - or indeed any resem
blance to one side of the house. Yet, if the younger are subse
quently crossed inter se (i.e . brothers and sisters, or first
crossings) the crossed parentage at once repeats itself. Ergo,
even if the pups which are to be born appear to give a negative
result, keep them to breed from with one another."

With hindsight the ability of characters to retain their identities through
generations of breeding is rather obvious. Your father was male and your
mother was female, yet you have inherited this characteristic - their sex 
quite discretely. You are either male or female . You are not a mixture (a
hermaphrodite). Despite their mothers being female , boys usually do, in time,
become as masculine as their fathers. Despite their fathers being male, girls
usually do, in time, become as female as their mothers. Darwin reiterated this
point in later correspondence with Wallace [23]:

"My dear Wallace ... I do not think you understand what I mean
by the non-blending of certain varieties. It does not refer to fer
tility; an instance will explain. I crossed the Painted Lady and
Purple sweet peas, which are very differently coloured varieties,
and got, even out of the same pod, both varieties perfect but
none intermediate. Something of this kind I should think must
occur at least with your butterflies and the three forms of Ly
thrum; tho' these cases are in appearance so wonderful, I do not
know that they are really more so than every female in the world
producing distinct male and female offspring."

In his usual colorful way, Butler made the same point in J877 [24] :

"The memory [stored information in the embryo] being a fusion
of its recollections of what it did, both when it was its father and
also when it was its mother, the offspring should have a very
common tendency to resemble both parents, the one in some re
spects, the other in others; but it might also hardly less com
monly show a more marked recollection of the one history than
of the other, thus more distinctly resembling one parent than the
other. And this is what we observe to be the case ... so far as
that the offspring is almost invariably either male or female, and
generally resembles rather the one parent than the other."

Characters Determined by Single or Multiple Genes

If a particular character is determined by one gene for which two types (al
leles) exist among members of a species, say T and t, then individual diploid
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organisms ca n either be pure 1'1' (homozygote), Tt (heterozygote), or pure tt

(ho mozygote). There shou ld norma lly be sim ilar numbers of diploid Tt males
and dipl oid Tt fema les in the species. Eac h Tt individu al w ill have inher ited a
T gene (a lle le) from one parent and a / gene (a llele) from the other. A particu 
lar chromosome will contai n eit her T or / at a particular "slot" or "address"
(locus), thus defi ning T and I as a llelic genes, or alleles, that are mutually ex
c lusive with respect to locat ion on a single chromosome (Fig. 7-5)
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Fig. 7-5. Random distribution of allelic genes for tallness (T) and smallness
(t) according to Mendel. A diploid organism inherits one allelic gene for a par
ticular character (e.g. height) from its father, and one allelic gene for the
same character from its mother. The paternal and maternal genes are desig
nated "allelic" because they are potential alternative versions ("alleles") and
occupy corresponding positions ("slots") on homologous chromosomes. The
diploid state can be written as "TT" for a tall organism and "tt" for a small or
ganism . Since the alleles are the same in each organism, then the organ isms
are individually homozygous ("pure") for the height character. From these or
ganisms two types of haploid gametes (with either the paternally- or mater
nally-derived character) would be produced. Thus, the homozygous parents
from which gametes are derived might be designated TpTM, and MM (with P
and M referring to the corresponding parents of the parents ; i.e. the four
grandparents) . However, for simplicity the subscripts are omitted.

Each box shows the genotype of four children that would be produced, on
average, if four maternal gametes and four paternal gametes met. For
crosses when male and female homozygotes are of the same kind, all chil
dren are of the parental type [see (a) and (b)]. For crosses when male and
female homozygotes are of different kinds [see (c)], all children are heterozy
gotes with respect to the height character (i.e . Tt) . If T is dominant to t, then
all heterozygotes appear tall . If a male heterozygote is crossed with a female
heterozygote [see (d)] , gametes of type T and t are produced in equal quanti
ties by both parents and, of four children , on average three appear tall (TT ,
Tt, tT) and one appears small (tt). These are the famous Mendelian ratios . If
T had not been dominant, some interaction between the T and t genomes
might have produced a new phenotypic character, such as intermediate
height. Note that Tt and tT ("reciprocal crosses") are equal heterozygotes;
the order simply relates to the convention of placing the genome of paternal
origin first, so that these might also be designated as TptM, and tpTM

If two Tt parents mate , then, with random mixing of chromosomes during
meiot ic production of gametes, the probability of a TT child is 25%, of a Tt
child is 50%, and of a u child is 25% (Fig. 7-5d). However, on a chance basis
("random drift"), whenever fertilization occurs a t spermatozoon from one
parent might happen to always meet a t ovum from the other parent, so that
all their children would be tt, and the T genes the parents had been carrying
through the generations would be lost. Of course, fresh T genes could be rec
reated by fresh mutations. If the difference between the T and t alleles were a
single base in DNA causing a difference in an amino acid at a particular posi
tion in an encoded protein, then t could retain the potential to mutate to T, so
allowing generation of a new Tt individual. Such mutations being rare , only
one allele would mutate at a time. Thus, pure !t parents, already most
unlikely to produce Tt offspring by mutation, would be even more unlikely to
produce TT offspring by mutation .
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All this implies a one -to-one relationship between an allelic gene and a
character (unigenic character trait). In such circumstances there is true non
blending inheritance. However, many characters are the product of the inter
actions of several non-allelic genes (multigenic character traits). In this cir
cumstance there may , indeed, be blending inheritance (i.e. parental characters
appear to blend in their children). For example, genes A, B, C and D that col 
lectively determine tallness may be contributed by one parent, and the corre
sponding allelic genes A', B', C ' and D ' that collectively determine smallness
may be contributed by the other parent. If tallness and smallness are other
wise neutral in their phenotypic effects, then members of the population will
have all possible combinations, and their children will inherit these alleles in
all possible combinations. Depending on the various dominance-recessive re
lationships, among a large number of children there could be a smooth (bi
nomial) distribution of heights between the rare extremes of "pure" tall
(ABCD) and of " pure" small (A 'E'CD '). In 1894, six years before Mendel 's
work emerged, Bateson had some feeling for this [6]:

"An error more far-reaching and mischievous is the doctrine that
a new variation must immediately be swamped, . .. . This doc
trine would come with more force were it the fact that as a matter
of experience the offspring of two varieties, or of variety and
normal, does usually represent a mean between the characteris
tics of the parent. Such a simple result is, I believe, rarely found
among the facts of inheritance.. . .Though it is obvious that there
are certain classes of characters that are often evenly blended in
the offspring, it is equally certain that there are others that are
not. In all this we are still able only to quote case against case .
No one has [yet] found general expressions differentiating the
two classes of characters, nor is it easy to point to anyone char
acter that uniformly follows either rule. Perhaps we are justified
in the impression that among characters which blend or may
blend evenly, are especially certain quantitative characters, such
as stature; while characters depending on differences in number,
or upon qualitative differences, as for example colour, are more
often alternative in their inheritance."

Following the discovery of Mendel's work, Bateson and Saunders noted
[25]:

" It must be recognized that in, for example, the stature of a . . .
race of man , a typically continuous character, there must cer
tainly be on any hypothesis more than one pair of possible al
lelomorphs [alleles] . There may be many such pairs, but we
have no certainty that the number of such pairs, and conse-



146 Chapter 7

quently of the different kinds of gametes, are altogether unlim
ited even in regard to stature. If there were even so few as, say,
four or five pairs of possible allelomorphs, the various homo 
and hetero-zygous combinations might, on seriation, give so
near an approach to a continuous curve [i.e. blending], that the
purity of the elements would be unsuspected" [Bateson's italics].

Mendel himself had reached this conclusion when studying beans (Phaseo
Ius), rather than his favourite plant , the pea (Pisum) [21] :

"Apart from the fact that from the union of a white and a purple
red (crimson) colouring a whole series of colours results, from
purple to pale violet and white, it is also striking that among 31
flowering plants only one received the recessive character of the
white colour, while in Pisum this occurs on the average in every
fourth plant. . . . Even these enigmatic results, however, might
probably be explained by the law governing Pisum if we might
assume that the colour of the flowers and seeds of Ph. multiflo
rus is a combination of two or more entirely independent col
ours, which individually act like any other constant character in
the plant. "

The above "pure" combinations ABCD and A 'B'C 'D' could correspond to
the " pure lines" of Johannsen (see Chapter 3). If bred with their own kind
(e.g. an ABCD male gamete meets an ABCD female gamete), they would not
be diluted or "swamped" (i.e . they would retain their positions near the sur
face of Jenkin 's sphere; see Fig. 3-2). However, if crossed (e.g. an ABCD
male gamete meets an A 'B 'C D ' female gamete), then their rare distinctive
characters (extremes of tallness and smallness) might not be seen among the
children (i.e. there could be a regression towards the mean).

Pattern Change

As set out in my book, The Origin ofSpecies, Revisited [26] , in his 1886
theory of "physiological selection,"Romanes distinguished the mechanisms
of the two evolutionary processes that we now call genic (associated with
linear evolution), and non-genic (associated with branching evolution).
Unlike most other evolutionists, Bateson, then only 25, immediately took to
the idea [27]:

"The scheme thus put will at least work logically, while the other,
as left by Darwin, would not. I did not suppose Romanes would
even write as good a paper, . .. it is a straight forward, common
sense, suggestion."
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After various false leads, Bateson went on to infer that an inherited "resi
due" or " base" (like the base of a statue), distinct from genes, would played
an important role in the branching proc ess [28]. Perhaps Goldschmidt in
Germany had this in mind when in 1917 he depicted genes ("particulate he
redit ary factors") as mov eable elements reversibly anchored in specific order
to a fixed chromosome base (Fig. 7-6) [29] .
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Fig. 7-6. Model of a chromosome as seen by Goldschmidt in 1917. Like
Bateson, he distinguished the genic factors (white balls) from a "base," or
"residue" (long grey rectangles), upon which the factors rested: "The force
that anchors a particulate hereditary factor to its chromosome is denoted by a
right-angled anchor, whose size corresponds to the quantity of the force." We
now know that genes consist of a collection of purines and pyrimidines that
are "anchored" to a phosphate-pentose sugar chain. Since purines are liber
ated from DNA under acid conditions more readily than pyrimidines (see
Chapter 6), it follows that purine-rich genes can be considered as anchored
more loosely than pyrimidine-rich genes. However, it will be proposed (see
Chapter 8) that the best modern depiction of Bateson's abstract "residue" is
the (G +C)%. Goldschmidt probably arrived at his model in an attempt to ex
plain why the chromosomes, seen so clearly by light microscopy during cell
division, seemed to disappear in non-dividing cells. De Vries had proposed
that working gene copies would pass from nucleus to cytoplasm where they
would program cell function (i.e. mRNA to the modern mind), but Gold
schmidt seems to have thought that the genes themselves would move to
and-fro between the nucleus (where they would be visible but not functional),
and the cytoplasm (where they would functional but not visible)
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In 1940, Goldschmidt, now in the USA, postulated a mutational underpin
ning of the duality, referring to the process of genic, linear, non-branching,
evolution as due to "micrornutat ions," and to the process of non-genic,
branching, evolution, as due to "systemic mutations." Changes in genes,
which could be followed through the generations by examining the assort
ment of the characters they represent among the children, he considered to be
examples of "microevolution" occurring within a single "reaction system."
Systemic mutations were changes in the overall "pattern" of chromosomes
that were responsible for divergent, between-species, "macroevolution."
Chromosomal repatterning was an on-going process that could be "neutral"
to the extent that there would be no necessary change in genic characters
[30]:

"So-called gene mutation and recombination within an inter
breeding population may lead to a kaleidoscopic diversification
within the species, which may find expression in the production
of subspecific categories [races, varieties], if selection, adapta
tion , isolation, migration, etc., work to separate some of the re
combination groups.... But all this happens within an identical
general genetic pattern which may also be called a single reac
tion system... . The change from species to species is not a
change involving more and more additional atomistic changes,
but a complete change of the primary pattern or reaction system
into a new one, which afterwards may again produce intraspeci
fic variation by micromutation. One might call this different
type of genetic change a systemic mutation, though this does not
have to occur in one step."

Goldschmidt distinguished his postulated repatterning due to "systemic
mutations" from chromosomal "macromutations" that were sometimes visi
ble by light microscopy (segment deletions, inversions, transpositions, or du
plications). He proposed that chromosomal "repatterning" might proceed
slowly and progressively, without necessarily producing any change in the
structure or function of organisms, until a new species emerged that was re
productively isolated from the old one by virtue of the new pattern being "in
compatible" with that of the old:

"A systemic mutation (or series of such), then, consists of a
change of intrachromosomal pattern .... Whatever genes or gene
mutations might be, they do not enter this picture at all. Only the
arrangement of the serial chemical constituents of the chromo
somes into a new, spatially different order; i.e. a new chromoso
mal pattern, is involved. The new pattern seems to emerge
slowly in a series of consecutive steps ... . These steps may be
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without a visible effect until the repatterning of the chromosome
... leads to a new stable pattern, that is, a new chemical system.
This may have attained a threshold of action beyond which the
phy siological reaction system of development, controlled by the
new genetic pattern , is so basically changed that a new pheno
type emerges, the new species, separated from the old one by a
bridgeless gap and an incompatible intrachromosomal pattern."

By " incompat ible" Goldschmidt was referring to differences between the
chromosomes of two potential parents. Th ese chromosome s would conse
quently not be able to cooperate functionally and/or to pair properly at meio
sis within their child . Thus, the two parents would be reproductively isolated
in that , even if they could produce children, those children would be inviable
or infertile:

"An unlimited number of patterns is available without a single
qual itative chemical change in the chromosomal material, not to
speak of a furth er unlimited number after qualitative changes
(model : addition of a new amino acid into the pattern of a pro
tein molecule). ... These pattern change s may be an accident,
without any significance except for creating new conditions of
genetic isolation by chromosomal incompatibility... ."

In striving to give some meaning to his concept of pattern , Goldschmidt
wrote in bioinformatic term s:

" Let us compare the chromosome with its serial order to a long
printed sentence made up of hundreds of letters of which only
twenty-five different ones exist. In reading the sentence a mis
print 0 f one letter here and there wiII not change the sense of the
sentence; even the misprint of a whole word (rose for sore) will
hardly impress the reader. But the compositor must arrange the
same set of type into a completely different sentence with a
completely new meaning, and thi s in a gre at many different
ways, depending upon the number of permutating letters and the
complexity of the language (the latter acting as a 'se lection' ). To
elevate such a model to the level of a biological theory we have,
or course, to restate it in chemical term s."

Four years before Oswald Avery showed that DNA was the form in which
hereditary information was transferred through the generations [31] , and thir
teen years before Watson and Crick presented their model for DNA , it was
not unreasonable to think of chromosomal patterns in terms of amino acid ,
rather than nucleotide, sequences. Thus Goldschmidt wrote in 1940 :
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"I do not think that an actual chemical model can yet be found .
But we might indicate the type of such a model which fulfills at
least some, though not all , of the requirements . It is not meant as
a hypothesis of chemical chromosome structure, but only as a
chemical model for visualizing the actual meaning of a repat
terning process .... Let us compare the chromosome to a very
long chain molecule of a protein. The linear pattern of the
chromosome is then the typical pattern of the different amino
acid residues."

A need for a change in reaction pattern for divergent evolution to occur
finds an easy metaphor in human political systems. " Every boy and gal born
into the world alive , is either a little Liberal, or else a little Conservative,"
went the Gilbert and Sullivan ditty as one Gladstone administration operating
within a linear liberal reaction pattern was succeeded by a Disraeli admini
stration operating within a linear conservative reaction pattern. Typically,
dictatorships allow only linear progress. At the time of this writing (2003) to
change reaction pattern in the Middle East has required outside military in
tervention.

Reproductive Isolation

To ask about the "arriva l" ofa new species is to ask about the nature of the
process by which one line diverges into two lines. Members of one line are
unable to reproduce with members of the other and , on this basis, are defined
as members of independent species. For reproductive purposes, members of a
species assort with their own kind. In other words, for reproductive purposes
members of a species positively assort with their own kind (members of the
same species), and negatively assort with other kinds (members of other spe
cies). The origin of species is the origin of reproductive isolation. Members
of two species, being reproductively isolated, are unable to swap genes, or
any other segments of their DNAs. So a character encoded by a gene tends to
remain discrete as it moves "vertically" through the generations while re
maining within species bounds (Fig. I-I).

Until a species becomes extinct, reproduction within that species is a con 
tinuous cyclic process proceeding from gametes, to zygotes, to adults with
gonads, where new gametes are produced to continue the cycle. It is a charac
teristic of cyclic processes that they may be arrested by an interruption at any
stage. Thus, reproductive isolation will be achieved when the cycle is inter
rupted at some stage. The problem of the origin of species is essentially that
of determining what form that interruptionjirst takes, and at what stage in the
cycle it usually occurs.



Species Survival and Arrival 151

There are three fund amental barriers to cycle operation, one operating to
prev ent gametes meeting (the transfer or prezygotic barrier), and two operat
ing after the gametes have merged to form the single-cell ed zygote, which
then divides repeatedl y to produce a multicellular embryo and eventu ally a
mature, gonad-bearing, adult (postzygotic barriers). The Montagues and the
Capulets had only the gamete tran sfer barrier to keep apart Romeo and Juli et.
Nature also has the two post-zygotic ba rriers. Nature may permit Romeo to
fertilize Juli et, but then , cruelly, may not allow the two parental sets of chro
mosome s to cooperate effe ctiv ely , either for development of the embryo or
child ("hybrid inviab ility") , or for the pairing process (meiosis) within the
adult gon ad that is required for the formation of gametes ("hybrid ste rility").

At the bott om of the inverted Y in Figure 7-4 it is obvious that today ' s
horses and g iraffes are prezygotically isolated. Anatomical, physiological and
psychological differences conspire to make this absolute. As we move back
through tim e, up alon g the limbs of the inverted Y, one by one, these differ
enc es diminish and disappear. Eventua lly a stage is reached where copulation
and fertil ization can occur. How ever, gene products (e.g. proteins) do not co
operate in the embryo and development fail s. We are at the hybrid inviability
barrier. Moving closer to the fork of the Y, gene products becom e increas
ingly compatible. The hybrid inviability barrier eventually falls and devel
opment proceeds normally . A child is born and it grows into an adult. Only
one barrier, the hybrid sterility barrier, remains.

Hybrid sterility is an intr insic isolating barrier. But , as in the case of the
Mont agues and the Capulets, externa l (extrinsic) barriers a lso have the poten
tial to reproductively isolate . A group within a spec ies can become geo
graphica lly isolat ed from the main spec ies group. Under the protection of this
"allopatric" reproductive isolation, the groups can independently evolve to
such an extent that, should the geographica l barrier be removed, members of
one group are no longer reproductively compat ible with members of the
other. For example, there might have been mutations in gene s det ermining
the structures of the organs of copulation. Biologists have long disagreed on
whether such genic changes can account for origins of species as they have
generally occurred over evolutionary time [26]. Darwin found hybrid sterility
particularly puzzlin g [18] :

"On the case of natural selection the case is especially important,
inasmuch of the ste rility of hybrids could not possibly be of any
advantage to them, and therefore could not have been acquired
by the continued preservation of success ive profitable degrees of
sterility ."

He here wrote about a hybrid that, by virtue of its sterility, would be dead
in an evolutionary sense since it could no more continue the line than a slow
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deer, which had been eaten by a tiger. But what mattered were the parents of
the sterile hybrid, which itself was merely the expression of their incompati
bility . Darwin seemed not to see that at least one of the parents might have
been on a "journey" (by accumulating mutations) towards a new species, thus
renouncing membership of the old one. As long as it was traveling in the
right direction, the further that parent "traveled" from the old species the
c loser it must have got to the new one . Steri Iity of the offspring produced by
crossing with a member of the old species would be considered disadvanta
geous to a parent when it was still perceived as close to most members of that
old species (i .e. when it had not " trave led" far by mutation). But when per
ceived as a potential member of the new species, increasing degrees of steril
ity of the offspring produced by crossing with members of the old species (as
the member of the new species continued "traveling" and accumulating fur
ther mutations) could be considered extremely "profitable," since it would
eventually lead to "species arrival" (i.e. complete reproductive isolation from
the old species, but complete reproductive compatibility with other members
of the new species).

First Mutations Were Synonymous?

To conclude, we consider again the data for mouse and rat , two species
deemed to have diverged from a common ancestor (Fig. 7-3) . Can we infer
from the sequences of two modern genomes the likely nature of the first mu
tations that distinguished the mouse and rat lineages ten million years ago?
More simply, can we infer whether those mutations were likely to be am ino
acid-changing (non-synonymous), so implying that changes in the conven
tional (genic) phenotype) had been instrumental in initiating the divergence
process (i .e. classical Darwinian natural selection)? Alternatively, were the
first mutations synonymous, so implying that changes in the genome pheno
type had been instrumental in initiating the divergence process?

Given that each gene has a specific mutation rate , with a proportionate
number of synonymous and amino acid-changing mutations (Fig. 7-3), the
problem is set out in simple terms in Figure 7-7 . Given a sustained and uni
form proportionality within a gene, the plots should extrapolate back to zero.
If at the outset one type of mutation made a disproportionate contribution,
then there should not be extrapolation to zero. Hence, the nature of the muta
tions, which, by their accumulation contributed most to the initial divergence
from a common ancestor is hinted at in Figure 7-3 . Indeed, since DNA diver
gence increases with time, the X-axis can be viewed as a time axis [13]. Ex
trapolating back to zero divergence (zero time) it can be seen that synony
mous mutations (i.e. third codon position mutations) are the most likely
candidates (Fig. 7-3b). Synonymous differences begin to appear at zero time,
whereas amino acid-changing differences (involving first and second codon
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positions) emerge later. In other words, the divergence of proteins (Fig. 7-3a)
is likely to be secondary to whatever initiated the divergence process.
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Fig. 7-7. Were the first mutations (X) associated with the mouse-rat diver
gence, synonymous (S) or amino acid-changing (A; non-synonymous)?
Genes A, Band C have low, intermediate, and high mutation rates, respec
tively. This is inferred from the number of known substitutions that distinguish
the modern genes (bottom three lines). Under the assumption that rates of
synonymous and amino acid changing mutations are positively correlated
(i.e. proportionate), hypothetical intermediate substitution levels at progres
sive intervals following the divergence are shown, with proportionate num
bers of synonymous (S) and amino acid-changing (A) mutations in each gene

From Figure 7-7 it might be argued from the bottom line ("known") that in
gene A we see merely high conservation relating to some important pheno
typic function (e.g. histone proteins). But , as indicated by the lack of syn
onymous mutations in A (relative to B and C), there has been a proportionate
high conservation of functions related to the genome phenotype. Thus, the
above inference from the extrapolation in Figure 7-3 seems reasonable.

For those who , like me, are addicted to metaphors, the following may help .
At the time of the divergence ("acceleration" of a new species "to cruising
speed"), synonymous mutations ("gasoline consumption"), mainly in genes
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of class C, would have been differentially accepted ("high gasoline consump
tion relative to distance traveled"). After the divergence ("attainment of
cruising speed") , both synonymous mutations ("gasoline consumption"), and
amino acid-changing mutations ("distance traveled"), would have been ac
cepted proportionately in genes of all classes. Synonymous mutations, being
non-amino acid changing, are a useful indicator of mutations occurring con
comitantly both extragenically, and within introns. The latter mutations, in
concert with intragenic synonymous mutations, would have driven the diver
gence process. Indeed, synonymous, intronic, and extragenic mutation rates
(all three) are often found to be closely correlated.

However, the case that species divergence is mainly driven by synony
mous mutations, does not rest on Figure 7-3 alone. In the next chapter we
consider a possible intrinsic , essentially non-genic, biochemical basis for
Goldschmidt's postulated pattern change, which can lead to hybrid sterility,
and hence to a sympatric origin of species. In this, we shall be taking advan
tage of the special properties of third codon positions that are generally free
from protein-encoding constraints. While being closely located to first and
second codon positions, which thus serve as "controls," third codon positions
provide a "window" for evaluating some important non-genic pressures that
operate, free from protein-encoding constraints, in introns and in non-genic
regions of a genome.

Summary

Anatomical or physiological varia tions that are inherited are due to inher
ited changes (mutations) in base sequences of DNA. Mutations that change
genes can affect the conventional phenotype resulting in linear within-species
evolution, often under the influence of natural selection (species survival).
Changes in the conventional phenotype are usually associated with amino
acid-changing (non-synonymous) mutations in the first or second bases of
triplet codons. DNA mutations can also result in changes in the genome phe
notype. These changes include synonymous (non-amino acid-changing) mu
tations, usually in the third bases of codons. Each gene in a genome has dis
tinctive rates of acceptance of amino acid-changing and synonymous
mutations, which are positively correlated. A gene with few amino acid
changing mutations also has few synonymous mutations. A gene with many
amino acid-changing mutations also has many synonymous mutations. Two
genes may be closely located but differ greatly in their mutation acceptance
rates. Thus, each gene is an independent mutational entity. Synonymous
changes may be of particular importance in changing the "pattern" of a ge
nome, so facilitating branching evolution (species arrival).
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Chargaff's GC rule

"DNA is in its composition characteristic of the species from
which it is derived. This can . .. be demonstrated by determining
the ratios in which the individual purines and pyrimidines occur
.... There appear to exist two main groups of DNA, namely the
' AT type,' in which adenine and thymine predominate, and the
' GC type,' in which guanine and cytosine are the major con
stituents."

Erwin Chargaff (1951) [1]

Evolutionary selective pressures sometimes act to preserve nucleic acid fea
tures at the expense of encoded proteins. That this might occur in the case of
nucleic acid secondary structure was noted in Chapter 5. That this might also
apply to the species-dependent component of the base composition, (G+C)%,
was shown by Sueoka in 1961 [2]. The amino acid composition of the pro
teins of bacteria is influenced, not only by the demands of the environment
on the proteins, but also by the (G+C)% of the genome encoding those pro
teins.

From the genetic code (Table 7-1) it can be inferred that AT-rich genomes
tend to have more codons for the amino acids Phe, Tyr, Met, lie, Asn, and
Lys. These amino acids have single-letter abbreviations that collectively spell
"FYMINK." GC-rich genomes tend to have more codons for the amino acids
Gly, Ala, Arg and Pro. These amino acids have single-letter abbreviations
that collectively spell "GARP." If you know the FYMINK/GARP ratio of an
organism's proteins, then you can make a good guess as to its (G+C)%.
Sueoka's observation has since been shown to apply to a wide variety of
animal and plant species. Could an organism's (G+C)% have arisen ran
domly and yet be so powerful that it could force a gene to encode an amino
acid "against its will" (i.e. to encode an amino acid that might not best serve
the needs of the encoded protein, and hence , of the organism)? Can a selec
tive force be recognized?
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Uniformity of (G+C)%

Chargaffs "GC rule" is that the ratio of (G+C) to the total bases
(A+G+C+T) tends to be constant in a particular species, but varies between
species. Sueoka further pointed out that for individual "strains" of Tetrahy
mena (ciliated protozoans) the (G +C)% (re ferred to as "GC" ) tends to be
uniform throughout the genome:

" If one compares the distribution of DNA molecules of Tetrahy
mena strains of different mean GC contents, it is clear that the
difference in mean values is due to a rather uniform difference
of GC content in individual molecules. In other words, assuming
that strains of Tetrahym ena have a common phylogenetic origin,
when the GC content of DNA of a particular strain changes, all
the molecules undergo increases or decreases of GC pairs in
similar amounts . This result is consistent with the idea that the
base composition is rather uniform not only among DNA mole
cules of an organism, but also with respect to different parts of a
given molecule."

Again, this observation has since been shown to apply to a wide variety of
species, although many organisms have their genomes finely sectored into
regions ("homostability regions" or " isochores") of low or high (G+C)% (see
later). Sueoka also noted a link between (G+C)% and reproductive isolation
for strains of Tetrahym ena:

"DNA base composition is a reflection of phylogenetic relation
ship. Furthermore, it is evident that those strains which mate
with one another (i.e. strains within the same 'variety ') have
similar base compositions. Thus strains of variety I ..., which
are freely intercrossed, have similar mean GC content."

The Holy Grail

It seems that, in identifying (G+C)% as the component of the base compo
sition that varies between species, Chargaff had uncovered what can now be
recognized as the "holy grail " of speciation postulated by the Victorian
physiologist George Romanes [3]. Romanes had drawn attention to the pos
sibility of what we would now call non-genic variations (germ-line mutations
that usually do not affect gene products). As manifest in the phenomenon of
hybrid sterility, these would tend to isolate an individual reproductively from
most members of the species to which its close ancestors had belonged, but
not from individuals that had undergone the same non-genic variation . Ro
manes held that, in the general case, this isolation was an essential precondi-
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tion for the preservation of the anatomical and physiological characteristics
(genic characteri st ics) that were distinctive of a new species.

In the early dec ade s of the twentieth century William Bateson also postu
lated non-genic inherited vari ations that tend to remain relatively constant
(vary only within narrow limits) with in a species, but would vary between
species (i .e. a species member would not differ from its fellow species mem
bers, but would differ from members of allied species). The non-genic varia
tion s, in whatever was responsible for carry ing hereditary information from
generat ion to generation (not known at that time), would have the potential to
lead to spec ies differentiation, so that variant individuals (con stituting a po
tential "not-self' incipient species) would end up not being able to reproduce
with members of the main speci es ("seW' species).

Reproduction bein g unsuccessful, the main species can be viewed as con
st ituting a "reproduct ive environment" that moulds the genome phenotype
("reprotype") by negatively se lect ing (by den ying reproductive success to)
variant organisms that attempt (by mating and producing healthy, fertile , off
spring) to recross the emerging interspecies boundary. Thu s, the main spe
cie s positively selects itself by negatively selecting variants. Should these
variants find compatible mates, then they might accumulate as a new species
that, in turn , would positiv ely select itself by negatively selecting further
variants. This is "spec ies se lect ion," a form of group se lect ion that many bi
ologists have found hard to imagine. Indeed, Richard Dawkins, hav ing
sco rned the "argume nt from personal incredulity," was obliged to resort to it
when confro nted with the possibility of species se lect ion: " It is hard to th ink
of reasons why species survivabi lity should be decoupled from the sum of the
survivabilit ies of the individual members of the spec ies" [4].

When the latter sentence is parsed its logic see ms imp eccable. Hold tight ,
and we will see if we can work it out. "The spec ies" is the establi shed main
species, members of which imperil themselves only marginally, if at all , by
mating with (denying reproductive success to) members of a small poten
tially incipient species . Thu s, in reproductive interactions between a main
and an incipient spec ies, survivability of the main spec ies is coupled nega
tively to the sum of the survivabilit ies of ind iv idua l members of the incipient
species (i .e. it surv ives when they do not survive), much more than it is cou
pled positively to the sum of the survivabilit ies of its own individual mem
bers (i .e. it survives when they survive). In this sense, main spec ies surviv
ability is coupled to the sum of the survivabilities of individual members of
the incipient species, and decoupled from the sum of the survivabilities of its
own individual members.

Of course, by individual survivabilities is meant, not just mer e survival,
but survival permitting unimpeded production offertile offspring. Survival of
members of an incipient species occurs, not only when classical Darwinian



158 Chapter 8

phenotypic interactions are favourable (e.g. escape from a tiger), but also
when reprotypic interactions are favourable (e .g. no attempted reproduction
with members of the main species). Tigers are a phenotypic threat. Members
of the main species are a reprotypic threat [3].

Individual members of a main species that are involved (when there is at
tempted crossing) in the denial of reproductive success to individual mem
bers of an incipient species, are like individual stones in the walls of a species
fortress against which the reproductive arrows of an incipient species become
blunted and fall to the ground . Alternatively, the main species can be viewed
as a Gulliver who barely notices the individual Lilliputian incipients brushed
off or trampled in his evolutionary path. Just as individual cells acting in col
lective phenotypic harmony constitute a Gulliver, so individual members of a
species acting in collective reprotypic harmony constitute a species. That
harmony is threatened, not by its own members, but by deviants that, by
definition, are no longer members of the main species (since a species is de
fined as consisting of individuals between which there is no reproductive iso
lation). These deviants constitute a potential inc ipient species that might one
day pose a phenotypic threat to the main species (i.e. they will become part
of the environment of the latter) .

It is true that a member of a main species that becomes irretrievably pair
bonded with a member of an incipient species (e .g. pigeons) will leave fewer
offspring, so that both members will suffer the same fate (have decreased
survivability in terms of number offertile offspring). But, in the general case,
one such infertile reproductive encounter with a member of an incipient spe
cies will be followed by many fertile reproductive encounters with fellow
members of the main species. Members of the main species are most likely to
encounter other members of the main species - hence, there will be fertile
offspring. Members of an incipient species, being a minority, are also most
likely to encounter members of the main species - hence, there will be infer
tile (sterile) offspring. Much more rarely , a member of an incipient species
will encounter a fellow incipient species member with which it can success
fully reproduce - an essential precondition for species divergence.

Once branching (reproductive isolation) is initiated (Fig. 7-4), the natural
selection of Darwin should help the branches sprout (extend in length) . Natu
ral selection would favour linear species differentiation by allowing the sur
vival of organisms with advantageous genic variations, and disallowing the
survival of organisms with disadvantageous genic variations. These genic
variations would affect an organism's form and function (the classical pheno
type).

Darwin thought that natural selection might itself suffice to bring about
branching. Indeed, it appears to do so in certain circumstances, as when
segments of a species have become geographically isolated from each other.
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However, here the branching agency is whatever caused the geographical iso
lation , not natural selection. Speciation requires isolation in some shape or
form. The probl em of the origin of species is that of determining what form
isolation takes in the general case . In his faith in the power of natural selec
tion , Darwin was like the early chemists who were s atisfied with atoms as the
ultimate basi s of matter. But for some chemists phenomena such as swinging
compass needles (magnetism) , falling apples (gravity), and (lat er) radioactiv
ity, were manifestations of som ething more fundamental in chemistry than
atom s. Likewise, for some biologists the phenomenon of hybrid sterility
seemed to manifest something more fundamental in biology than natural se
lection [3].

Romanes referred to his holy grail (speciating factor) as an abstract " intrin
sic peculiarity" of the reproductive system. Bateson described his as an ab
stract " res idue" with which genes were independ ently associated. Gold
schmidt's was an abstract chromosomal "patte rn" caused by "sys temic
mutations" that would not necessaril y affect genic functions (see Chapter 7).
These are just what we might expect of (G +C)%. Indeed, in bacteria, which
when so inclined inte rmitte ntly transfer DNA in a sexual fashion [5], differ
ences in (G +C)% appear early in the speciation process [6], in keeping with
Sueoka 's above obs ervations in ciliates.

As shown in Chapter 3, where different levels of genetic information were
considered , a metaphor for the role (G +C)% might play in keeping individu
als reproductively isolated from each other, is their accent [7]. A common
language brings people together, and in this way is conducive to sexual re
production . But languages can vary , first into dialects and then into inde
pendent sub-languages . Lingu istic differen ces keep people apart, and this dif
ference in the reproductive environment can militate against sexual
reproduct ion .

At the molecular level , we see similar force s acting at the level of meiosis
- the dance of the chromosomes. In the gonad similar paternal and maternal
chromosomes (homologues) align . The early microscopists referred to this as
"conj ugation." If there is sufficient sequence identity (i.e. the DNA " accents"
match), then the band plays on . The chromosomes continue their minuet,
progressing through various check-points [8], and gametes are formed. If
there is insufficient identity (i .e. the DNA "accents" do not match) then the
music stops. Meiosis fails , gametes are not formed , and the child is ster ile - a
" mule." Thus, the parents of the child (their "hybrid") are reproductively iso
latedfrom each other (i.e. unable to generate a line of descendents due to hy
brid sterility), but not necessarily from other members of their species. At
least one of the parents has the potential to be a founding member of a new
species, provided it can find a mate with the same DNA "accent." Differ
ences in (G+C)% have the potential to init iate the speciation process creating
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first " incipient species" with partial reproductive isolation, and then "spe
cies" that, by definition , are fully reproductively isolated. To see how this
might work, we consider the chemistry of chromosome alignment at meiosis
[9].

Crick's Unpairing Postulate

In 1922 Muller suggested that the pairing of genes as parts of chromo
somes undergoing meiotic synapsis in the gonad might provide clues to gene
structure and replication [10] :

"It is evident that the very same forces which cause the genes to
grow [duplicate] should also cause like genes to attract each
other [pair] .... If the two phenomena are thus dependent on a
common principle in the make-up of the gene, progress made in
the study of one of them should help in the solution of the other."

In 1954 he set his students an essay "How does the Watson-Crick model
account for synapsis?" [II] . The model had the two DNA strands " inward
looking" (i.e. the bases on one strand were paired with the bases on the other
strand). Crick took up the challenge in 1971 with his " unpairing postulate" by
which the two strands of a DNA duplex would unpair to expose free bases in
single-stranded regions [12]. This would allow a search for sequence similar
ity (homology) between two chromosomes (i.e. between two independent
duplexes). Others later proposed that the single-stranded regions would be
extruded as stem-loops. The "outward-looking" bases in the loops would be
available to initiate the pairing process [13-15].

Thus, for meiotic alignment, maternal and paternal chromosomal homo
logues should mutually explore each other and test for "self' DNA comple
mentarity , by the " kissing" mechan ism noted in Chapter 6 [16-18]. Under
this model (Fig. 8-1), the sequences do not commit themselves, by incurring
strand-breakage, until a degree of complementary has been recognized. The
mechanism is essentially the same as that by which tRNA anticodon loops
recognize codons in mRNAs, except that the stem-loop structures first have
to be extruded from DNA molecules that would normally be in classical du
plex form . In all DNA molecules examined, base-order supports the forma
tion of such secondary structures (see Chapter 5). If sufficient complementar
ity is found between the sequences of paternal and maternal chromosome
homologues (i .e. the genomes are "reprotypically" compatible), then crossing
over and recombination can occur (i.e. the "kissing" can be "consummated") .

The main adaptive values of this would be the proper assortment of chro
mosomes among gametes, and the correction of errors in chromosome se
quences (see below and Chapter 14). "Kissing" turns out to be a powerful
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metaphor, since it implies an exploratory interaction that may have reproduc
tive consequences .

p

(G+C)% = X

M

X

p

X

M

X + 1

~ ~

~p J ~p(;,

~ ~

~~~ ~~ ~
~ ~

PAIRING NO PAIRING

Fig. 8-1. The exquisite sensitivity of stem-loop extrusion from duplex DNA to
differences in base composition can prevent the initiation of pairing between
homologous DNA sequences . At the left, paternal (P) and maternal (M) du
plexes have the same (G+C)% value (X). As negative supercoiling progres
sively increases, the strands of each duplex synchronously open to allow
formation of equivalent stem-loop secondary structures so that "kissing" in
teractions between loops can progress to pairing. At the right, paternal and
maternal duplexes differ slightly in (G+C)% (X, and X + 1). The maternal du
plex of higher (G+C)% opens less readily as negative supercoiling increases,
so strand opening is not synchronous, "kissing" interactions fail, and there is
no progress to pairing. In this model, chromosome pairing occurs before the
strand breakage that accompanies recombination (not shown). Even if strand
breakage were to occur first (as required by some models), unless inhibited
by single-stranded DNA-binding proteins the free single strands so exposed
would rapidly adopt stem-loop conformations . So the homology search could
still involve kissing interactions between the tips of loops
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The model predicts that, for preventing recombination (i.e. creating repro
ductive isolation), a non-complementarity between the sequences of poten
tially pairing strands, in itself, might be less important than a non
complementarity associated with sequence differences that change the pattern
of stem-loops. This implies differences in the quantities of members of the
Watson-Crick base pairs in single strands (i.e. a parity difference).This is be
cause parity between these bases would be needed for optimum stem forma
tion . Parity differences should correlate with differences in stem formation,
and hence, different stem-loop patterns, as will now be con sidered.

(G+C)% Controls Pairing

What role does the (G+C)% "accent" play in meiotic pairing? From calcu
lated DNA secondary structures, it has been inferred that small fluctuations
in (G +C)% have great potential to affect the extrusion of stem-loops from
duplex DNA molecules and , hence, to affect the pattern of loops which
would then appear (Fig. 5-2). A very small difference in (G+C)% (reprotypic
difference) would mark as "not-self' a DNA molecule that was attempting to
pair meiotically with another DNA ("self'). This would impair the kissing in
teraction with the DNA [19, 20], and so would disrupt meiosis and allow di
vergence between the two parental lines , thus initiating a potential speciation
event.

The total stem-loop potential in a sequence window can be analysed quan
titatively in terms of the relative contributions of base composition and base
order, of which base composition plays a major role (see Chapter 5). Of the
various factors likely to contribute to the base composition-dependent com
ponent of the folding energy of an extruded single stranded DNA sequence,
the four simplest are the quantities of the four bases.

Two slightly more complex factors are the individual bases, from each po
tential Watson-Crick base pair, that are present in lowest amounts. For exam
ple, if the quantities of A, G, C and T in a 200 nucleotide sequence window
are 60, 70, 30 and 40 , respectively , then what may be referred to as "A T min"

would be 40, and the corresponding "GCmin" would be 30 . These numbers
would reflect the upper limit on the number of base pairs that could form
stems, since the quantity of the Watson-Crick pairing partner that was least
would placc a limit on the possible number of base pairs. This value might be
expected to correlate positively with folding stability.

Conversely, the excess of bases without a potential pairing partner (in the
above example A-T = 20 and G-C = 40) might provide an indication of the
maximum number of bases available to form loops . Since loops tend to de
stabilize stem-loop structures, these "Chargaff difference" values might be
expected to correlate negatively with folding stability.
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Although the bases are held in linear order, a vibrating single-stranded
DNA molecule has the potential to adopt many structural conformations,
with Watson-Crick interactions occurring between widely separated bases.
Accordingly , pairing can also be viewed as if the result of random interac
tions between free bases in solution. This suggests that the two products of
the quantities of pairing bases could be important (60 x 40 , and 70 x 30, in
the above example). The products would be maximal when pairing bases
were in equal proportions in accordance with Chargaffs second parity rule .
Thus, [50 x 50] > [60 x 40] > [70 x 30]). The product values (2500 > 2400 >
2100) might provide an index both of the absolute quantities of the members
of a Watson-Crick base pair, and of their relative proportions.

In an attempt to derive formulae permitting prediction of folding energy
values directly from the proportions of the four bases , Jih-H . Chen [21] ex
amined the relative importance of e ight of the above ten factors in determin
ing the base composition-dependent component of the folding energy
(FORS-M; see Chapter 5). These factors were A, G, C, T , ATmi." CGmi,,, A x
T, and G x C (where A, C , G, and T refer to the quantities of cach particular
base in a sequence window). The products of the quantities of the Watson
Crick pairing bases (A x T, and G x C) were found to be of major impor
tance, with the coefficients of G x C (the strongly interacting S bases),
greatly exceeding those of Ax T (the weakly interacting W bases). Less im
portant were AT min and CGmin, and the quantities of the four bases.

All ten parameters were exam ined in an independent study, which con
firmed the major role of the product of the quantities of the S bases in a seg
ment (Table 8-1) [22].

Number of Individual bases Base products Minimum bases Chargaff differences

predictors A T C G AxT GxC ATmin oc. ; A-T G -C t

0.92

2 + 0.96

3 + + 0.98

4 + + + 0.98

Table 8-1. Relative abilities of ten base composition-derived parameters to
predict the base composition-dependent component of the folding energy of
single-stranded DNA. Best predictors are marked as plus. With 1 predictor,
the product of G and C has a correlation of 0.92, as assessed by the r" value
(see Appendix 1). Adding further predictors (rows 2, 3 and 4) does not greatly
improve on this value
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Of particular importance is that it is not just the absolute quantities of the
S bases, but the product of the multiplication of these absolute quantities.
This should amplify very small fluctuations in (G+C)%, and so should have a
major impact on the folding energy of a segment and, hence, in the pattern of
stem-loops extruded from the duplex DNA in a chromosome engaging in a
"kissing" homology search for a homologous chromosome segment.

If stem-loops are ofcritical importance for the initiation of pairing between
segments of nucleic acids at meiosis, then differences in (G+C)% could
strongly influence the establishment of meiotic barriers, so leading to specia
tion . But barriers may be transient. Having served its purpose, an initial bar
rier may be superseded later in the course of evolution by a more substantial
barrier (see Figure 7-4). In this circumstance evidence for the early transient
barrier may be difficult to find. However, in the case of different, but related,
virus species (allied species) that have the potential to co infect a common
host cell , there is circumstantial evidence that the original (G+C)% barrier
has been retained.

Mutational Meltdown

Modern retroviruses, such as those causing AIDS (HIV-1) and human T
cell leukemia (HTLV-I), probably evolved by divergence from a common
ancestral retrovirus. Branching phylogenetic trees linking the sequences of
modern retroviruses to such a primitive retroviral " Eve" are readily con
structed, using either differences between entire sequences, or just (G+C)%
differences [23]. The fewer the differences, the closer are two species on
such trees.

Unlike most other virus groups, retroviruses are diploid . As indicated in
Chapter 2, diploidy entails a considerable redundancy of information, a lux
ury that most viruses cannot afford. They need compact genomes that can be
rapidly replicated, packaged and dispersed to new hosts. However, different
virus groups have evolved different evolutionary strategies.

The strategy of retroviruses is literally to mutate themselves to the thresh
old of oblivion ("mutational meltdown"), so constituting a constantly moving
target that the immune system of the host cannot readily adapt to . To gener
ate mutants, retroviruses replicate their nucleic acids with self-encoded en
zymes (polymerases) that do not have the error-correcting ("proof-reading")
function that is found in the corresponding enzymes of their hosts. Indeed,
this is the basis of AIDS therapy with AZT (azidothymidine), which is an
analogue of one of the nucleotide building blocks that are joined together
(polymerized) to form linear nucleic acid molecules ("polymers;" see Chap
ter 2) . AZT is recognized as foreign by host polymerases, which eject it. But
retroviral polymerases cannot discriminate, and levels of mutation (in this
case termination of the nucleic acid sequence) attain values above the obi iv-
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ion threshold ("hypermutation") from wh ich it is impossible to recover ("er
ror catastrophy"). Below the thre shold, there is a most effective mech ani sm
to counter mutational damage.

The retroviral counter-mutation strategy requires that two complete sing le
strand retroviral RNA genomes be packaged in each viru s particl e (i .e. dip 
loidy). Each of these genomes will be severely mutated but, since mutations
occur randomly, there is a chance that each genome will have mutations at
different sites. Thus, in the next host cell there is the possibility of recombi
nation (cutting and splicing) betw een the two genomes to generate a new ge
nome with many less, or zero, mutations [24] .

The copackaging of the two genomes requires a proc ess analogous to mei
otic pairing. On each genome a "dimer initiation" nucleotide sequenc e folds
into a stem- loop struc ture. " Kissing" interact ions between the loops preced e
the form ation of a short length of duplex RNA (Fig. 6-8), so that the two ge
nomes form a dimer. This allows packaging and , in the next host , recomb ina
tion can occur.

Coinfecting Viruses

What if two diploid viru ses both infected the same host ce ll, thus releasing
four genomes into an environment conducive to recombinat ion? In many
cases th is would be a most favorable circumstance, sinc e there would now be
four damaged genomes from which to regenerate, by repeated acts of recom
bination, an ideal genome. Thus, it would seem maladaptive for a viru s with
this particularly strategy to evo lve mechanisms to prevent entry of anoth er vi
rus ("sup erinfect ion") into a cell that it was occupying, at least in the early
stages of infection [25].

This presupposes that a co-infec ting viru s will be of the same species as
the virus whi ch first gain ed entry . However, H1V-1 and HTLV -l are retrovi
ruses of alli ed, but distin ct, species. They have a common host (humans) and
common host cell (known as the CD4 T-Iymphocyte). When in the cou rse of
evolution these two virus species first began to diverge from a common an
cestral retroviral species, a barrier to recombination had to develop as a con
d ition of successful divergence. Yet, these two virus types needed to retain a
common host cell in which they had to perform similar tasks. Thi s meant that
they had to retain similar gen es. Many simi lar gene-encoded functions are
indeed found . Similar genes implies similar sequences, and similar sequences
implies the possibility of recombination betw een the two genomes. Thu s, co
existence in the same host cell could result in the viruses destroying each
other, as distinct species members, by mutually recombining (shuffl ing their
genomes tog ether).

Without a recombination barrier each virus was part of the selective envi
ronment of the other. This should have provided a pressure for genomic
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changes that, while not interfering with conventional phenotypic functions ,
would protect against recombination with the other type. If (G+C)% differ
ences could create such a recombination barrier (while maintaining, through
choice of appropriate codons, the abilities to encode similar amino acid se
quences), then such differences would be selected for. When we examine the
(G +C)% values of each of these species there is a remarkable difference.
J-1IV-I is one of the lowest (G+C)% species known (i.e. it is AT-rich).
J-1TLV-I is one of the high est (G+C)% species known (i.e. it is GC-rich).
This might be regarded as just a remarkable coincidence save for the fact
that, in some other situations where two viruses from different but allied spe
cies occupy a common host cell , there are also wide differences in (G +C)%
[3, 19]. As set out above, these (G+C)% differences alone should suffice to
prevent recombination.

Polyploidy

The plant which gives us tobacco, Nicotiniana tabacum, is a tetraploid
which emerged some six million years ago when the two diploid genomes of
Nicotin iana sylvestris and Nicotiniana tomentosiform is appeared to fuse .
Nicotiniana tabacum is designated an allotetraploid (rather than an auto
tetraploid) since the two genomes were from different source species (Greek :
allos = other; autos = same). The two species are estimated to have diverged
from a common ancestral species 75 million years ago . As allied species they
should have retained some sequence similarities; so within a common nu
cleus in the tetraploid there should have been ample opportunity for recombi
nation between the two genomes. Yet , the genomes have retain ed their sepa
rate identities. This can be shown by backcrossing to the parental types. Half
the chromosomes of the tetraploid pair at meiosis with chromosomes of one
parent type. Thus, recombination of the other chromosomes of the tetraploid
with chromosomes of that parent type is in some way prohibited. In 1940
Goldschm idt noted [26]:

"Clausen ... has come to the conclusion that N. tabacum is an al
lotetraploid hybrid, one of the genomes being derived from the
species sylvestris, the other from tomentosa. By continuous
backcrossing to sylvestris the chromosomes deriv ed from sylves
tris can be tested because they form tetrads with the sylvestris
chromosomes. They have been found to be completely different
genetically [from tomentosa]. The idea of reaction system [pat
tern] thus becomes less generalized [less nebulous] and actually
applies to the whole architecture of individual chromosomes."

The separateness of the genomes in allotetraploids is reflected in meiosis
where, although there are four potentially pairing copies of each chromosome
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(four homologous chromosomes), each parental type only pairs w ith its own
type. The two sets of chromosomes differ in a key sequence characteristic,
their (G +C)% [27] .

Gene Duplication

The survival of a duplicate copy of a gene depends on a var iety of factors ,
including (i) natural select ion favouring organisms where a function encoded
by the gene is either increased or changed (i.e . there is either concerted or di
vergent gene evolution), (ii) a recombination-depend ent proc ess known as
gene conversion , and (iii) a recombination-dependent process that can lead to
copy-loss (see Fig. 8-2). These intragenomic recombinations can occur when
there is a successful search for similarity between DNA strands . Thi s is likely
to be greatly influ enc ed by the (G+C)% environment of the or iginal gene and
the (G +C)% environment wh ere the duplicate copy locates.

Once a (G +C)%-dependent speciation proc ess has begun, factors other
than (G +C)% are likely to replace the original difference in (G +C)% as an
intergenomic barrier to reproduction (i .e . a barri er to recombination between
diverged paternal and maternal genomes within their hybrid, if such a " mule"
can be generated; Fig . 7-4) . In this circumstance, (G +C)% becomes free to
adopt other roles, such as the prevention of recombination within a genome
(intragenom ic recombination). This can invo lve the differentiation of regi ons
of relatively uniform (G+C)%, that Japanese physicists Akiyo shi Wada and
Akira Suy ama referred to as having a "homostabizing propensity" and Gior
g io Bernardi and his coworkers named " isochores" (Greek : iso = same;
choras = group) [28 , 29] . These hav e the potential to recombinationally iso
late different part s of a genome.

T hus, the attempted duplication of an ance stral g lobin gene to generate the

a-globin and [3-globin genes of modern primates might have fa iled sinc e se
quence similarity would favour recombination between the two genes and in
cipi ent differences (early sequence divergence) co uld have been e liminated
("gene conversion;" Fig. 8-3). How ever, the dup lication app ears to have in
volved relocation to a different isochore with a different (G +C)%, so the two
genes became recombinationally isolated to the extent that initially the se
quences flanking the genes d iffered in (G +C)%. Later the new gene would
have increased its recombinational isolation by mutating to acquire the
(G+C)% of its host isochore. As a con sequence of the differences in
(G+C)% the corresponding mRNAs today utilize different codons for corre
sponding amino ac ids, even though both mRNAs are tran slated in the same
cell using the same ribosomes and same tRNA populations. So it is most
unlikely that the primary pressure to differentiate codons arose at the transla
tional level.
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Fig. 8-2. Model for possible outcomes of a gene duplication. The duplication
from (a) can result in identical multicopy genes (b) that confer an ability to
produce more of the gene product. If this is advantageous, then the multicopy
state will tend to be favored by natural selection. If unmutated (white box in
(b)) or only slightly mutated (light grey striped box in (c)) , there are not suffi
cient differences between the duplicates to prevent a successful homology
search (d). This allows the mutation (c) to be reversed to (b) by the process
known as gene conversion (see Fig. 8-3). This maintains identical copies, so
allowing concerted evolution of the multicopy genes to continue. However,
the recombination necessary for gene conversion can also result in removal
of a circular intermediate (e, f), and restoration of the single copy state (g).
The risk of copy-loss due to recombination (d-g) can be decreased by further
mutation (dark grey striped box in (h)) . This will decrease the probability of a
successful homology search. Being protected against recombination (i.e.
preserved), the duplicate is then free to differentiate further by mutation
(black box in (i)) . If the product of the new gene confers an advantage, then
the duplicate will be further preserved by natural selection (divergent gene
evolution). In the general case, mutation facilitating recombinational isolation
(h) precedes mutation facilitating functional differentiation (ij under positive
Darwinian selection
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Fig. 8-3. Recombination repair and gene convers ion. (a) Sequences 3.1 and
3.3 of Chapter 3 are taken as paternal (P) and maternal (M) versions (alleles)
of a particular gene, with a single base-pair difference (underlined in the grey
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maternal version). (b) Following a successful homology search, exchange of
single-strands results in a P segment becoming part of the bottom duplex,
and an M segment becoming part of the top duplex, without permanent
strand breakage ("paranemic joint"). Because of the single base-pair differ
ence, the recombination complex has an A mismatched with an A (top du
plex), and a T mismatched with a T (bottom duplex). (c) Cross-over points
can migrate without any permanent strand breakage (shown at left). (d)
Strand breakage and resealing (ligation) occur, so that single-strand seg
ments are exchanged between the duplexes (recombination) . Without guid
ance, the "repair" of each mismatch has a 50% chance of restoring the status
quo as in (a) (i.e. replacing the A-A non-Watson-Crick base pair with an A-T
Watson-Crick base-pair in the top duplex, and replacing the T-T non-Watson
Crick base-pair with a T-A Watson-Crick base pair in the bottom duplex). In
the alternative shown here, the status quo is restored to the top duplex (an A
is mutated to T), but in the bottom duplex the T-T non-Watson-Crick base
pair is replaced with an A-T Watson-Crick base-pair (i.e. a T is mutated to an
A). Thus, there has been conversion of the sequence of the original M allele
to that of the P allele. There has been a loss of heterozygosity (as in (a)) and
a gain of homozygosity (as in (d)). In this example, gene conversion involves
copies of homologous genes (alleles) on different chromosomes. However,
gene conversion can also involve homologous genes (non-allelic
"paralogues") on the same chromosome (see Fig. 8-2). Note that, in Chapter
4, sequence 3.1 (P above) is shown to form a stem-loop with the central
bases being located in the loop (sequence 4.4). Since the single base-pair
difference between P and M versions is in this loop, then the M version has
the potential to form a similar stem-loop. Because the loops differ slightly,
during the initial homology search loop-loop "kissing" interactions might fail
and prohibit subsequent steps. However, cross-over points can migrate (e.g.
(b) to (c)), so that if crossing over is prohibited in one region there is some
possibility of a migration from a neighboring region that would reveal mis
matches. Thus, multiple incompatibilities (base differences) are most likely to
inhibit the pairing of homologous chromosomes and the repairing of multiple
mismatches

Each isochore would have arisen as a random fluctuation in the base com
position of a genomic region such that a copy of a duplicated gene that had
transposed to that region was able to survive without recombination with the
original gene for a sufficient number of generations to allow differentiation
between the copy and its original to occur. Thi s would have provided not
only greater recombinational isolation, but also an opportunity for functional
differentiation. If the latter differentiation were advantageous, organisms
with the copy would be favoured by natural selection. The regional base
compositional fluctuation would then have "hitch-hiked" through the genera
tions by virtue of its linkage to the successful duplicate (i.e. the copy would
have been positively selected). By preserving the duplicate copy from re-
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combination with the original copy, the isochore would, in turn , have itself
been preserved by virtue of its linkage to the duplicate copy.

When functional differentiation of a duplicate is necessary for it to be se
lected (divergent evolution), there is the danger that, before natural selection
can operate, recombination-mediated gene conversion will reverse any in
cipient differentiation, or intragenic recombination between the copies
(paralogues) will result in copy-loss. In the case of duplicate eukaryotic
genes that have diverged in sequence, Koichi Matsuo and his colleagues
noted that divergence was greatest at third codon positions, usually involving
a change in (G+C)% [30-33]. Thus, there was a codon bias in favour of the
positions of least importance for the functional differentiation that would be
necessary for the operation of natural selection. Where amino acids had not
changed, different gene copies used different synonymous codons. It was
proposed that the (G+C)% change was an important "line of defence" against
homologous recombination between the duplicates . Thus, recornbinational
isolation of the duplicate (largely involving third codon position differences
in (G+C)%) would protect (preserve) the duplicate so allowing time for func
tional differentiation (largely involving first and second codon position dif
ferences), and hence, for natural selection to operate. In the general case, iso
lation would precede functional differentiation, not the converse. (G+C)%
differentiation, largely involving third codon positions, would precede func
tional differentiation, largely involving first and second codon positions un
der positive Darwinian selection .

From all this it would be predicted that, if a gene from one isochore were
transposed to an isochore of different (G+C)%, and its ability to recombine
with its allele were advantageous, then the gene would preferentially accept
mutations converting its (G+C)% to that of the new host isochore (i .e. organ
isms with those mutations would be genetically fitter and thus likely to leave
more fertile offspring than organisms without the mutations). Indeed, there is
evidence supporting this. The sex chromosomes (X and Y) tend not to re
combine at meiosis except in a small region (the "pseudoautosomal" region;
see Chapter 14). Transfer of a gene from a non-recombining part of a sex
chromosome to the pseudoautosomal region forces the gene rapidly to
change its (G+C)% value [34].

For various reasons (e.g. large demand for the gene product), certain genes
are present in multiple identical copies. But, in the absence of some restraint,
copies that are initially identical will inevitably diverge in sequence [3]. So
how can multicopy genes (e .g. rRNA genes) preserve their similarity to each
other? To prevent divergence through the generations (i.e . to allow "con
certed evolution"), they should mutually correct each other to eliminate devi
ant copies. This is likely to occur by a recombination-dependent process 
"gene conversion" (Figs. 8-2, 8-3; see Chapter 10). Thus, multicopy genes
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should all be, either in the same isochore, or in isochores of very close
(G+C)%, so that recombination can occur.

Isochores Early

Before DNA sequencing methods became available, " isochores" were de
scribed as DNA segments that could be identified on the basis of their dis
tinct densities in samples of duplex DNA obtained from organisms whose
cells had nuclei (eukaryotes). The method involved physically disrupting
DNA by hydrodynamic sheering to break it down to lengths of about 300 ki
lobases. The fragments were then separated as bands of distinct densities by
centrifugation in a salt density gradient. The densities could be related to the
average (G+C)% values of the segments, since the greater these values, the
greater the densities. This way of assessing the (G+C)% of a duplex DNA
segment distinguished one large segment from another, and largeness became
a defining property of isochores.

Isochores, as so defined, were not identified in bacteria, which do not have
distinct nuclear membranes (prokaryotes; see Chapter 10). Since prokaryotes
(e.g. bacteria) and eukaryotes (e.g. primates) are considered to have evolved
from a common ancestor, does this mean that the ancestor had isochores that
were subsequently lost by prokaryotes during or after their divergence from
the eukaryote lineage (isochores-early)? Or did the ancestor not have isocho
res, which were therefore freshly acquired by the eukaryotic lineage after its
divergence from the prokaryotic lineage (isochores-late)? If prokaryotes
could be shown to have isochores, then this would favour the isochores-early
hypothesis .

Indeed, prior to modern sequencing technologies, physical methods dem
onstrated small segments of distinct (G+C)% in the genomes of prokaryotes
and their viruses. The 48 kb duplex genome of phage lambda (see Chapter 5)
was extensively sheered to break it down to subgenome-sized fragments.
These resolved into six distinct segments, each of relatively uniform
(G+C)%, by the density method [35], and into thirty four "gene sized" seg
ments by another, more sensitive, method (thermal denaturation spectropho
tometry) [36].

With the advent of sequencing technologies, in 1984 Mervyn Bibb and his
colleagues were able to plot the average (G+C)% values of every third base
for small windows in the sequences of various bacteria (Fig. 8-4) [37] . Three
plots were generated, the first beginning with the first base of the sequence
(i.e. bases in frame I, 4, 7, etc.), the second beginning with the second base
of the sequence (i.e. bases in frame 2,5,8, etc.), and the third beginning with
the third base of the sequence (i.e. bases in frame 3, 6, 9, etc.). In certain
small regions (G+C)% values were relatively constant within each frame.
These regions ofconstant (G+C)% corresponded to genes.
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Fig. 8-4. The (G+C)% of every third base tends to be both distinct from
neighboring bases, and constant, in the region of a gene. Bases were
counted in windows of 126 bases (a) or 42 bases (b) , in one of three frames,
either beginning with base 1 (frame 1, 4, 7, etc.), or with base 2 (frame 2, 5,
8, etc.), or with base 3 (frame 3, 6, 9, etc.). Thus, for calculating average
(G+C)% values, each frame takes into account either 42 bases (a) or 14
bases (b). The frames are here named according to the positions of bases in
the codons of the gene (encoding the enzyme aminoglycoside phosphotrans
ferase in the GC-rich bacterium Streptomyces fradiae) . Vertical dashed lines
and the grey rectangle indicate the limits of the rightward-transcribed gene.
Note that the relative constancy of (G+C)% is most for the third codon posi
tion (mainly independent of the encoded amino acids), and least for the sec
ond codon position (most dependent on the encoded amino acids). The fluc
tuation in values at the second codon position is more apparent when a
window size equivalent to 14 codons is used (b) than when a window size
equivalent to 42 codons is used (a). This figure was redrawn from ref. [37]
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Thus, individual genes have a relatively uniform (G+C)% and each codon
position makes a distinctive contribution to that uniformity . This is not con
fined to bacteria. Wada and Suyama noted that, whether prokaryotic or eu
karyotic, "every base in a codon seems to work cooperatively towards realiz
ing the gene's characteristic value of (G+C) content." This was a
"homostabilizing propensity" allowing a gene to maintain a distinct (G+C)%,
relatively uniform along its length , which would differentiate it from other
genes in the same genome [38) . Thus, each gene constitutes a homostabiliz
ing region in DNA .

Stated another way , if large size is excluded as a defining property, many
bacteria have isochores. When isochores are defined as DNA segments of
relatively uniform (G+C)% that are coinherited with specific sequences of
bases, then bacteria have isochores. To contrast with the classical isochores
of Bernardi, these are termed "rnicroisochores," and their length is that of a
gene, or small group of genes (see Chapter 9). Thus, classical eukaryotic iso
chores ("macroisochores") can be viewed as constellations of microisochores
of a particular (G+C)%. The proposed antirecombination role of (G+C)%
would required that , unless they represent multicopy genes, microisochores
sharing a common macroisochore (i.e. they have a common (G+C)%) have
other sequence differences that are sufficient to prevent recombination be
tween themselves [39). Within an organism, genes with similar (G+C)% val
ues may sometimes locate to similar tissues, so that there is a tissue-specific
codon usage tendency [3 I).

Since both prokaryotic (e.g. bacterial) and eukaryotic (e.g. primate) line
ages have some form of isochore, this appears most consistent with the iso
chores-early hypothesis. While not endorsing a particular role for (G+C)%,
this underlines the fundamental importance of (G +C)% differences in biol
ogy . Let metaphors multiply! A given segment of DNA is coinherited with a
"coat" of a particular (G+C)% "color." A given segment of DNA "speaks"
with a particular (G+C)% "accent," (and hence has a distinct potential vibra
tional frequency; see Fig. 5-2) . A fundamental duality of information levels is
again manifest.

The Gene as a Unit of Recombination

As will be further considered in Chapter 9, it is likely that differences in
(G+C)% serve to isolate recombinationally both genes within a genome, and
genomes within a group of species (a taxonomic group). The power to re
combine is fundamental to all life forms because, for a variety of reasons, it
is advantageous (see Chapter 14). However, the same power threatens to ho
mogenize (blend) genes within a genome, and to homogenize (blend) the ge
nomes of members of allied species within a taxonomic group (i.e. genus).
This would countermand evolution both within a species and between spe-
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cies. Thus, f unctional differentiation. be it between genes in a genome. or be
tween genomes in a taxonomic group (spec iation), must. in the general case,
be preceded (or closely accompanied) by the establishment of recombina
tional barriers. Species have long been defined in terms of recombinational
barriers (see Chapter 7). In some contexts, genes are defined similarly. A
species can be defined as a unit of recombination (or rather, of antirecombi
nation with respect to other species). So can a gene .

Most definitions of the "gene" contain a loose or explic it refe rence to func 
tion. Thus, biologists talk of a gene encod ing information for tallness in peas.
Biochemists ta lk of the gene encoding information for growth hormone (a
protein), and relate this to a segment of DNA (see legend to Fig . 10-1) . How
ever, before it can function , information must be preserved. Classical Dar
winian theory proposes that function , through natural selection, is itself the
preserving agent. Thus, function and preservation go hand-in-hand, but func
tion is more fundamental than preservation . In 1966 biologi st George Wil
liams in the USA , an originator of the "se lfish gene" con cept, seemed to ar
gue the converse when arriving at a new definition.

The function of any multipart entity, which needs more than one part for
this function , is usually dependent on its parts not being separated. Preserva
tion can be more fundamental than function . Williams proposed that a gene
should be defined entire ly by its property of remaining intact as it passes
from generation to generation. He identified recombination as a major threat
to that intactness. Thus, for Williams, "gene" meant any DNA segment that
has the potential to persist for enough generations to serve as a unit for natu
ral selection; this requires that it not be easily disruptable by recombination .
Th e gene is a un it of recombination (or rather, of antirecombination with re
spect to other gen es) [40] .

"Socrates' genes may be with us yet, but not his genotype, be
cau se meiosis and recombination destroy genotypes as surely as
death. It is only the meiotically dissociated fragments of the
genotype that are transmitted in sexual reproduction , and these
fragments are further fragm ented by meio sis in the next genera
tion . If there is an ultimate indivisible fragment it is, by defini
tion, ' the gene ' that is treated in the abstract discussions of popu
lation genetics. Various kind s of suppress ion of recombination
may cause a major chromosomal segment or even a whole chro
mo some to be transmitted entire for many generations in certain
lines of descent. In such cases the segment, or chromosome, be
haves in a way that approximates the population genetics of a
s ingle gene . . . . I use the term gene to mean ' that which segre
gates and recombines with appreciable frequency ' .... A gene is
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one of a multitude of meiotically dissociable units that make up
the genotypic message."

Despite this, Williams did not invoke any special chromosomal character
istic that might act to facilitate preservation . Pointing to "the now discredited
theories of the nineteenth century," and lamenting an opposition that "arises
. . . not from what reason dictates, but from the limits of what the imagination
can accept," his text Adaptation and Natural Selection made what seemed a
compelling case for "natural selection as the primary or exclusive creative
force ." No other agency was required. This tendency, which can be infec
tious, to bolster the scientific with the ad hominem in otherwise rational dis
course, will be considered in the Epilogue.Jn contrast, we have here consid
ered intergenomic and intragenomic differences in (G+C)% as an agency,
essentially independent of natural selection, which preserves the integrity of
species and genes, respectively .

Within a species individual genes differ in their (G+C)%. Relative posi
tions of genes on the (G+C)% scale are usually preserved through speciation
events. If, in an ancestral species, gene A was of higher (G+C)% than gene E,
this relationship has been sustained in the modern species that resulted from
divergences within that ancestral species. Accordingly, when the (G+C)%
values of the genes of one of the modern species are plotted against the cor
responding (G+C)% values of similar (orthologous) genes in the other mod
ern species, the points usually fit a close linear relationship (c.f. Fig. 2-5) .

Species with intragenomic isochore differentiation can themselves further
differentiate into new species. In this case, a further layer of intergenomic
(G+C)% differentiation would be imposed upon the previous intragenomic
differentiation . Again, when a sufficient degree of reproductive isolation had
been achieved this initial barrier between species would usually be replaced
by other barriers, thus leaving (G+C)% free to continue differentiating in re
sponse to intragenomic demands. However, (G+C)% is never entirely free. It
can itself be constrained by demands on gene function (i .e. natural selection)
that primarily affect first and second codon positions. Furthermore, as we
shall see next , in extreme environments, natural selection can make direct
demands on (G+C)%, which might then conflict with its role as a recombina
tional isolator.

Thermophiles

There are few environments on this planet where living organisms are not
found . Hot springs, oceanic thermal vents, and radioactive discharges of nu
clear reactors, all contain living organisms ("extremophiles"). Fortunately,
since heat and radiation are convenient ways of achieving sterilization in
hospitals, none of these organisms has been found (or genetically engineered
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to become) pathogenic (so far) . Thermophiles are so-called because they
thrive at high temperatures. Proteins purified from thermoph iles may show
high stability at normal temperatures, a feature that has attracted commercial
interest (i.e. they have a long "shelf life") . Hence, the full genomic sequences
of many prokaryotic thermophiles (bacteria and archaea) are now available .

Some thennoph iles normally live at the temperature of boiling wat er. Nu
cleic acid s in solution at this temperature soon degrade. So how do nucleic
acid s survive in thermophiles? The secondary structure of nucleic acids with
a high (G+C)% is more stable than that of nucl eic acids with a low (G+C)%.
This is con sistent with Watson-Crick G-C bonds being strong, and A-Tor A
U bonds being weak (see Table 2-1). Do thermophiles have high (G +C)%
DNA ?

In the case of gen es corresponding to RNAs whose structure is vital for
RNA function , namely rRNAs and tRNAs, the answer is affirmative. Free of
coding con straints (i .e . they are not mRNAs), yet required to form part of the
precise structure of ribo somes where prote in synthesis occurs, genes corre
sponding to rRNAs appear to have had the flexibility to accept mutations that
increase G +C (i.e. organisms that d id not accept such mutations perished by
natural selection, presumably acting again st organ isms with less effic ient
prot ein synthesis at high temperatures) . The G+C content of rRNAs is di
rectly proportional to the normal growth temperature, so that rRNA s of ther
mophilic prokaryotes are highly enriched in G and C [41-43]. Yet , althou gh
optimum growth temperature correlates positively with the G+C content of
rRNA (and hence of rRNA genes), optimum growth temperature does not
correlate positively with the overall G+C content of genomic DNA , and
hence with that of the numerous mRNA populations transcribed from the
genes in that DNA (Fig. 8-5a). Instead, optimum growth temperature corre
lates positi vely with A+G content (Fig. 8-5b ; see Chapter 12) [44] .

The finding of no consistent trend tow ards a high genomic (G +C)% in
thermophilic organi sms has been interpreted as supporting the "neutralist"
argument that vari at ions in genomic (G +C)% are the consequences of muta
tional biases and are , in themselves, of no adaptive value, at least with re
spect to maintaining duplex stability [43, 45]. However, the finding is also
consistent with the argument that genomic (G +C)% is too important merely
to follow the dictates of temperature, since its primary role is related to other
more fundamental adaptations.

The stability of duplex DNA at h igh temperatures can be ach ieved in ways
other than by an increase in G+C content. These include association with
small basic peptides (polyamines) and relaxation of tor sional strain (super
coiling) [46, 47]. Thus, there is every reason to believe that , whatever their
(G+C)% content, thermophiles are able , both to maintain their DNA s in clas
s ica l duplex stru ctures with Watson-Crick hydrogen-bonding between oppo-
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site strands, and to adopt any necessary extruded secondary structures involv
ing intrastrand hydrogen-bonding (i .e. stem-loops). This will be further con
sidered in Chapter 9.
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Saltum?

Darwin held that biological evolution reflected the accumulation of fre
quent very small variations, rather than few intermittent large variations. That
Nature did not work by means of large jumps was encapsulated in the Latin
phrase "Natura non facit saltum." However, Huxley, while supporting most
of Darwin's teachings, considered it more likely that evolution had proceeded
in jumps ("Natura facit saltum"). According to the arguments of this chapter,
both are correct. Within some members of a species small variations in the
genome phenotype (i .e. in (G+C)%) accumulate, so that these members be
come progressively more reproductively isolated from most other members
of the species, initially without major changes in the conventional phenotype.
As it accrues, reproductive isolation increasingly favors rapid change in the
conventional phenotype, often under the influence of natural selection. So,
when their appearance is viewed on a geological time scale, new species can
seem to "jump" into existence.

The rate increase reflects better preservation of frequent phenotypic mi
cromutations rather than of infrequent phenotypic macromutations (i.e . of
"hopeful monsters," to use Goldschmidt 's unfortunately term). In other
words, while there is continuity of variation at the genotype level , as far as
speciation is concerned variants (mutant forms) seem to emerge discontinu
ously at the phenotype level. Being infrequent, and hence unlikely to find a
member of the opposite sex with the same change, organisms with macrornu
tations are not the stuff of evolution.

Summary

Single strands extruded from duplex DNA have the potential to form stem
loop structures that, through exploratory loop-loop "kissing" interactions,
may be involved in the homology search preceding recombination. The total
stem-loop potential in a sequence window can be analyzed quantitatively in
terms of the relative contributions of base composition and base order, of
which base composition, and particularly the product of the two S bases (G x
C), plays a major role . Thus, very small differences in (G +C)% should im
pair meiotic pairing, resulting in hybrid sterility and the reproductive isola
tion that can initiate speciation (i.e. because their hybrid is sterile, the parents
are, in an evolutionary sense, "reproductively isolated" from each other). In
chemical terms, Chargaff's species-dependent component of base composi
tion, (G+C)%, may be the "holy grail" responsible for reproductive isolation
(non-genic) as postulated by Romanes, Bateson and Goldschmidt. Once a
speciation process has initiated, other factors (often genic) may replace
(G+C)% as a barrier to reproduction (preventing intergenomic recombination
between species). This leaves (G+C)% free to assume other roles, such as
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preventing intragenomic (e.g. intergenic) recombination within a species.
Thus, many organisms have "macroisochores," defined as long segments of
relatively uniform (G+C)% that are coinherited with specific sequences of
bases. These may facilitate gene duplication. Indeed, each gene has a "homo
stabilizing propensity" to maintain itself as a "microisochore" of relatively
uniform (G+C)%. Protection against inadvertent recombination afforded by
differences in (G+C)% facilitates the duplication both of genes, and of ge
nomes (speciation). George Williams' definition of a gene as a unit of re
combination rather than of function is now seen to have a chemical basis, and
many of the old disputes among evolutionists (e.g. saltum versus non-salturn)
appear reconcilable.
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Chapter 9

Conflict Resolution

"There would appear to be no reason why the recombinator
should not be a sequence which codes in the normal way for
amino acids, and that it would therefore be within the genes
rather than between them".

Robin Holliday (1968) [I]

The tasks of evolutionary bioinformatics are to identify the forms of infor
mation that genomes convey, and show how potential conflicts between dif
ferent forms are reconciled. Apparent redundancies (e.g. diploidy; Chapter
2), and beliefs in the existence of "neutra l" mutations (Chapter 7), and of
"junk" DNA (Chapter 12), tended to support the view that there is much va
cant genome space, and hence "room for all" in the journey of the genes
through the generations. Suggestions that there might be conflicts between
different forms of information were not taken too seriously. However, when
genomic information was thought of in the same way as the other forms of
information with which we are familiar (see Chapters 2-4), it became evident
that apparent redundancies might actually play important roles - error
detection and correction, and much more. The possibility of conflict could no
longer be evad ed. The essential argument of this book is that many puzzling
features of genomes can best be understood in such terms, as will be empha
sized in this and subsequent chapters.

The idea of competition at different levels can be trac ed back to Galton
[2]. In 1876 he noted that "the limitation of space in the stirp [germ-line]
must compel a limitation ... in the number of varieties of each species of
germ" [now interpreted as gene]. Furthermore, there was the possibility of
gene interactions:

"Each germ [gene] has many neighbours: a sphere surrounded by
other spheres of equal sizes, like a cannon ball in the middle of a
heap of them, when they are piled in the most compact form, is
in immediate contact with at least twelve others. We may there-
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fore feel assured, that the germs may be affected by numerous
forces on all sides, varying with their change of place, and that
they must fall into many positions of temporary and transient
equilibrium, and undergo a long period of restless unsettlement,
before they severally attain the positions for which they are fi
nally best suited ."

Two Levels of Information

DNA molecules engage in various protein-mediated transactions (tran
scription, replication, recombination, repair), which requ ire that specific
DNA sequences be recognized by specific proteins. Included among these
recognition sequences in DNA might be sequences that themselves encode
proteins. Thus some sequences would both encode, and be recognized by,
proteins. This was noted by British geneticist Robin Holliday in 1968 in the
context of a specific sequence recognized by proteins mediating recombina
tion that he referred to as a " recornbinator" sequence [I].

In this light in J971 Israeli geneticist Tamar Schaap distinguished the po
tential for two kinds of information in a DNA sequence, one "active" and one
"passive" [3]:

" If indeed recognition sites are located intragenically, the DNA
must contain two kinds of information: the information tran
scribed into mRNA and translated into polypeptides, henceforth
named 'active', and the information serving to distinguish par
ticular regions of the DNA molecule, henceforth called ' pas
sive ' ."

Recognizing that the coding needs of the two kinds might differ, Schaap
continued :

"It seems therefore logical to assume that the two kinds of infor
mation are carried by different codes using the same letters: the
four nucleotides, which are read in triplets in the active informa
tion code, form "words" of a different length and /or different
structure in the passive information code. A word in the passive
code may, for example, consist of a nucleotide sequence in
which only every second or third nucleotide is essential to the
message."

Thus, an individual base mutation should have the potential to affect either
one or both coding functions. Although Schaap used the term "passive," an
underlying function could be affected by mutations in the passive informa
tion code. A mutation in Holliday's recombinator sequence, for example,
might impair DNA recognition by recombination proteins, and hence impair
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recombination-dependent functions. So recombination could be impaired by
mutations both in the DNA encoding the recombination proteins themselves,
and in the DNA targets (substrates) of those recombination proteins. The
former mutations would tend to be localized to the regions of the correspond
ing genes. The latter mutations would tend to be generally distributed.

Codon Bias

Schaap noted that the needs of passive information might dictate that cer-
tain codons be utilized preferentially (i .e. there would be codon bias):

" We re homologous [synonymous) codons fully equivalent, the
establishment of any particular one would have been most easily
understood as the result of a random process . . . . However , non
equivalence of homo logous codons may stem from their partici
pation in sequences forming recognition sites. Consequently, the
choice of a particular codon rather than its homologs may be a
function of the selective value of recombination, or initiation of
repl ication or transcription in its vicinity. Thus, the est ablishment
of specific codons at particular site s may well be the result of
natural selection rather than a rand om proc ess."

A consequence of this was that a mutation, eve n though not changing an
amino acid , was deemed unlik ely to be neutral in its effect on the organ ism:

"The dual information carried by DNA can also explain the so
called neutral mutations .. .. The difference between the selec
tive va lues of an active and an inactive recognition site may be
greater than the one between two polypeptides differing in one
amino acid. In such cases , the passive rather than the active in
formation will be the crit erion for selection, causing the estab
lishment of mutat ions with no apparent se lect ive advantage."

Henc e, se lect ion would be on the genome phenotype, rather than on the
conventional (classical) phenotype :

"The establishme nt of homologous [synonymous] and neutral
mutations, usually attributed to random processes, can be accord
ingly understood as the result of natural selection acting at the
level of the DNA rather than that of the polypeptide."

In the 1970s nucleic acids from various species were first sequenced.
Codon bias emerged as a phenomenon that wa s both general and speci es spe
cific. There was a tendency for all the coding regions of genes within a spe
cie s to use the same sub-set of the possibl e range of codons (Table 9-1).
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Sextet = A Quartet plus a Duet

Quartets

Threonine

Duets

Aspartic

Proline

Tyrosine

Leucine

Alanine

Glutamine

Cysteine

Histidine

Phenylalanine

Serine

Valine

Glutamic

Odd Numbers

Isoleucine Methionine

1:>ilAUG,\NI
Tryptophan

I WUGG>+I
Terminators

Table 9-1. Codon sets (sextets, quartets, duets). Codons within a set are not
uniformly employed. Species, and to a lesser extent genes within a species,
differ in their choice of the most usual codon to encode a particular amino
acid (codon bias). The 61 codons for amino acids are grouped into 20 sets of
between one and six synonymous members. The code includes eight quar
tets and twelve duets, the isoleucine trio, the single codons of methionine
and tryptophan, plus the three codons that signal termination of a protein se
quence. Changes in first codon positions always change the nature of the
encoded amino acids, with leeway only in the sextet sets. Changes in second
codon positions always change the nature of the encoded amino acids, with
leeway only in the case of the serine sextet. Changes in third codon positions
fail to change the nature of the encoded amino acid, with leeway only in the
duets (e.g. CAA to CAU), and odd numbered codon sets (e.g. AUU to AUG).
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The issue of which codon was employed in a particular circumstance was
considered in France by one of the founders of evolutionary bioinformatics,
the USA-expatriate Richard Grantham. He observed in 1972 [4] that codon
usage was not random in microorganisms, "suggesting a mechanism against
[base] composition drift ". Observing that "little latitude appears left for 'neu
tral' or synonymous mutations" , he was led to his "genome hypothesis",
which specified that undefined adaptive genomic pressure(s) caused changes
in base composition and hence in codon usage [5] :

"Each ... species has a ' system' or coding strategy for choosing
among synonymous codons. This system or dialect is repeated in
each gene of a genome and hence is a characteristic of the ge
nome."

Grantham sensed that the coding strategy was of deep relevance to an or-
ganism 's biology:

"What is the fundamental explanation for interspecific variation
in coding strategy? Are we faced with a situation of continuous
variation within and between species, thus embracing a Darwin
ian perspective of gradual separation of populations to form
new species . . .? This is the heart of the problem of molecular
evolution. "

He further pointed to the need to determine "how much independence ex
ists between the two levels of evolution" (that of the genome phenotype and
of the classical phenotype) and considered " it is too easy just to say most mu
tations are neutral."

Grantham posed good questions, but left them unanswered. "Easy," non
adaptive, "neutralist," explanations won general support. Codon biases were
held to reflect mainly biases in the generation or repair of mutations. It was ,
however, conceded that an adaptive factor influencing codon bias might be
the need for highly expressed genes to be efficiently translated [6].

Adaptive factors such as the need to translate an abundant mRNA effi
ciently can, indeed , influence codon usage, but this cannot explain the gener
ality of codon bias, since only in certain species is translation rate-limiting in
the process of maximizing the number of descendents (i.e. maximizing bio
logical fitness) . Furthermore, while mutational biases (i.e. a tendency to mu
tate unidirectionally from one base to another) are possible [7] (see also
Chapter 15), this explanation is a "default" (fall-back) explanation that
thrives mainly because other explanations for codon-bias have not been
forthcoming.

This book argues that genomic factors, such as GC-pressure, purine
loading pressure and fold pressure, play an important, and sometimes domi-
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nant, role in determining which codons, from a range of codons (from as
many as six alternatives; Table 9-1), are preferred to encode a particular
amino acid in a particular species. In general, codon-bias is not a primary
phenomenon, but is secondary to underlying phenomena.

It: for reasons set out in Chapter 8, a particular species has a high genomic
(G +C)% (which affects both coding regions and non-coding regions), there
will be a bias in favour of GC-rich codons, rather than AT-rich codons. Thus
instead of the RNY periodicity (see Chapter 7), coding sequences will tend to
adopt a GNC periodicity (e.g. . .. GNC,GNC,GNC,GNC. . .). Similarly, cod
ing sequences in AT-rich, low (G+C)%, genomes will tend to adopt an ANT
periodicity (e.g... .ANT, ANT, ANT, ANT, ... ). If accommodation to high
GC is insufficient, then an encoded amino acid may have to change to one of
the "GARP" amino acids. If accommodation to low GC is insufficient, then
an encoded amino acid may have to change to one of the "FYMINK" amino
acids (see Chapter 8).

GC-Pressure Versus Protein-Pressure

Since it is often independent of the encoded amino acid , the third codon
position should be freer than the other codon positions to respond to pres
sures other than those related directly to protein synthesis. As such , it serves
as a "control" against which to compared protein pressures on codons (i.e.
the need to encode a particular amino acid at a particular position). Thus, it
allows a contrast to be drawn between the conventional phenotype and the
genome phenotype.

A way of showing this , elegantly exploited by Akira Muto and Syozo
Osawa in Japan, is to plot separately the average base composition of each
codon position of the set of all the sequenced genes of a species, against the
average base composition of the genome of that species [8]. Figure 9-1 shows
the three plots that result in the case of the (G+C)% of 1046 bacterial species
[9, 10]. Each point here refers to a codon position in an individual bacterial
species.

The first thing to note is the wide difference in (G+C)% among species,
which ranges from around 20% to 80% in bacteria (see X-axis). We shall see
in Chapter 11 that it is most appropriate to regard values around 50% as the
norm, so that below 50% there is "downward GC-pressure", and above 50%
there is "upward GC-pressure." However, it is sometimes convenient to think
of bacterial species as responding to a pressure progressively to increase their
overall (G+C)%. In this respect, all three codon positions participate posi
tively in the species " response" to GC-pressure (i.e. the slopes in Figure 9-1
are all positive). However, third codon positions are freer to respond than
first and second codon positions (i.e . the plot for third codon positions has the
steepest slope).
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Fig. 9-1. Genomic codon position plots showing relative responses of differ
ent codon positions to GC-pressure in the 1046 species of bacteria repre
sented in GenBank in the year 2000 by four or more genes. For each species
there are 3 values corresponding to the average (G+C)% of first codon posi
tions (open circles), the average (G+C)% of second codon positions (grey
squares), and the average (G+C)% of third codon positions (black triangles).
These three values are plotted against an estimate of average genomic
(G+C)% derived from the coding regions of all sequenced genes of the spe
cies. Note that the slope values (of the regression lines) increase from 0.43
(second codon positions) to 1.88 (third codon positions). These slopes so
obviously differ from zero that P values are not shown. It might appear that
the points for third codon positions fit their line better than the points for first
and second codon positions fit their respective lines. However, the standard
errors of the mean (see Appendix 1) are 2.54 (first codon position plot), 2.54
(second codon position plot) and 3.74 (third codon position plot). Similar plots
are obtained with other taxonomic groups of organisms
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Values for (G+C)% for third codon positions cover a wide range, with
some species having values below 10%, and others having values approach
ing 100% (see Y-axis). Thus, for genomes that are at the extremes of
(G+C)% (low or high) , the third codon position appears to amplify either a
low average genomic (G+C)% by exceeding the first and second codon posi
tions in its AT-richness, or a high average genomic (G+C)% by exceeding
the first and second codon positions in its GC-richness. In some bacterial
species, every third base in every codon is almost exclusively A or T . In oth
ers it is almost exclusively G or C. First and second codon positions are con
strained by the pressure to encode proteins, some of which may be species
specific proteins with distinctive amino acid compositions; here the range of
(G+C)% values (see Y-axis) is much narrower than in the case of third codon
positions.

Species Versus Genes

Whereas Figure 9-1 shows the variation of base composition for different
codon positions among entire genomes (i.e. among species), Figure 9-2
shows this for different codon positions among the sequenced genes of two
bacterial species, one of very low, and the other of very high , genomic
(G+C)%. Whereas each po int in Figure 9- 1 represents an average value for
all sequenced genes of a species (i.e. each point represents a species), each
point in Figure 9-2 represents an average value for an individual gene within
a species (i.e . each point represents a gene).

Being at the extremes, the (G+C)% values for all codon pos itions tend to
be low in the low (G+C)% species (so that all points tend to be in the bottom
left corner of the figure), and high in the high (G+C)% species (so that all
points tend to be in the top right corner of the figure) . Nev erthel ess , there is
still considerable differentiation among codon positions. Of particular note is
that, whereas slopes for genic first and second codon positions are steep,
slopes for genic third codon positions are almost horizontal. Thus, within
each of these two genomes, genes differ from each other in (G+C)% mainly
in their first and second codon positions. This would partly reflect the needs
of the encoded proteins. In contrast, within a genome all genes have ap
proximately the same (G+C)% in their third codon positions. The (G +C)%
values of third codon positions would seem to be dedicated to the roles of
keeping genomic (G+C)% low in the low (G+C)% species, and high in the
high (G +C)% species.

This emphasises the independence of third codon positions, which appear
to serve exclusively the need s of GC-pressure (i.e. the needs of the species),
not the needs of the genes that contain them . Whatever the gene, its third
codon position (G +C)% value is essentially the same as that ofother genes of
the same species. Thus, for species at the extreme s of genomic (G+C)% (ei-
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ther low or high), the dist inctiveness of the (G+C)% of a particular gene is
largely determined by the (G +C)% of first and second codon pos itions . Yet,
despite the tendency towards uniformity by virtu e of con stant third codon po
sition (G+C)% value s, there is some differentiation of genes (into "rnicro iso
chores;" see Chapter 8). The range of this differentiation is limited . In the
low (G+C)% species the range varies from 5-30%. In the high (G +C)% spe
cies the range varies from 60-80% (see X-axis of Fig. 9-2).
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Fig. 9-2. Genic codon position plots showing responses to GC-pressure of
different codon positions within individual genes for a low genomic (G+C)%
species (15.6% average G+C), and for a high genomic (G+C)% species
(75.0% average G+C). Each point represents the average (G+C)% value for
a particular codon position in all the codons of a particular gene (i.e. there are
three points for each gene, represented by a circle, a square, and a triangle

Most species have intermediate genomic (G +C)% values. One might pre
dict that plots for genic third codon positions would again be almost horizon
tal , so that the needs of the species would again dom inate . This is not so. In
fact, the very opposite is observed. Slopes for genic third codon positions are
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steeper than s lopes for genic first and second codon positions. The gut bacte
rium E. coli, provides a good example.

Escherichia coli
(G+C)% =51 .8
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Fig. 9-3. Genic codon position plots showing responses to GC-pressure of
different codon positions for each of the 4290 genes of an intermediate ge
nomic (G+C)% species (E. call). Each point represents the average (G+C)%
value for a particular codon position in all the codons of a particular gene (i.e.
there are three points for each gene). The standard errors of the mean (see
Appendix 1) are 4.20 (first codon position plot), 4.07 (second codon position
plot) and 4.53 (third codon position plot)

Figure 9-3, wh ich shows average codon pos ition (G+C )% values for each
of the genes of E. coli, is like Figure 9-1 , wh ich shows average va lues for the
set of all the sequenced genes of each of a wide range of bacterial species.
Furthermore, the genes (microisochores) differ from eac h other ove r a wide
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range of (G+C)% values (25% to 70%). Thus, the dispersion of (G+C)%
values among genes within a genome (fig. 9-3) matches the dispersion of
(G +C)% values among genomes within a taxonomic group bacteria; Fig . 9
I).

This similarity between the sets of codon position plots for genes and sets
of codon position plot s for genomes was noted in 1991 by Wada and his co
workers [II]. The plots are essentially context-independent (i .e. the same for
genes and for genomes). Wad a suggested that the plots "might be univ ersal
ones and the constraint parameters might have general biological meanings in
relation to the DNA /RNA and protein functions ." Thus, whatever was caus
ing the dispersion among genes might also be causing the dispersion among
genomes (e.g. the need to avoid intergenic or intergenomic recombination:
see Chapter 8) .

Species Win at (G+C)% extremes

In species with extreme genomic (G +C)% values, the slope values for
gen ic first and second codon positions exceed those for third positions (Fig.
9-2), wh ereas the opposite holds for a species with intermed iate genomic
(G+C)% values (Fig. 9-3). Accordingly , at some genomic (G+C)% values
between extreme and intermediate, the patterns must switch. This sw itch
over is shown when the three slope values taken from genic codon position
plots for numerous individual bacterial species (of which Figs. 9-2 and 9-3
are examples) are plotted against the genomic (G +C)% values for thos e spe
cies. The switches occur at about 37% and 68% (Fig. 9-4).

Because they cover a wide range of genomic (G +C)% values, bacterial
species are ideal for studies of this nature . However, s imilar result s are found
in "higher" organisms. Figure 9-5a shows that the low (G +C)% genome of
the malaria parasite P. fa lciparum give s essentially the same result as the low
(G +C)% genome of a bacterium (fig. 9-2). figure 9-5b shows that the inter
mediate (G+C)% genome of rice (Oryza sativa), gives essentially the same
result as the intermediate (G +C)% genome of a bacterium (Fig. 9-3).

Henc e, it is generally true that species with extreme genomic (G+C)%
valu es (low or high) sustain those valu es largely by maintaining constant, ex
treme, third codon position (G+C)% values, which may be dubbed "gene
independent" in that they are only slightly influenced by the gene that con
tains them . Valu es for first and second codon positions, that specify amino
acids, are partly gene-dependent, and do not so obviously contribute to the
extreme (G +C)% values of the species. The situation changes dramatically in
species with intermediate genomic (G +C)% values. All three codon positions
assume gene-dependent (G +C)% values, and this is most evident in the case
of third codon positions (F igs. 9-3, 9-5b).
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Fig. 9-4. Slopes of genic codon position plots for first and second codon posi
tions (a , b) are low in species of intermediate genomic (G+C)%, and high in
species with extreme genomic (G+C)%. Conversely, slopes for third codon
positions (c) show the opposite trend. Slope values are from individual genic
codon position plots for each of 546 bacterial species (each with at least 20
sequenced genes). Slope values were fitted to second order regression
curves (see Appendix 1). In species of intermediate genomic (G+C)%, differ
entiation of genes for protein-encoding (mainly dependent on first and sec
ond codon positions) is reflected in slope values of 0.9 (or less) for these po
sitions (a, b). It is unlikely that, in species of extreme genomic (G+C)%,
differentiation of genes for protein-encoding would be greater than in species
of intermediate genomic (G+C)%. Yet, in species of extreme genomic
(G+C)%, slope values are around 1.5 in plots for first and second codon posi
tions (a, b). The extra 0.6 slope units may reflect the need of genes in ex
treme genomic (G+C)% species to differentiate their (G+C)% values (to pre
vent intergenic recombination). This differentiation, as reflected in first and
second codon position values, would be less in species of intermediate ge
nomic (G+C)%, since here third codon positions (c) play the major role in
achieving genic (G+C)% differentiation
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Fig. 9-5. Genic codon position plots of eukaryotes resemble those of pro
karyotes of the same average genomic (G+C)%, as exemplified by (a) 205
genes from the second chromosome of the malaria parasite (P. falciparum;
(19.7% average G+C) and (b) 3111 genes from the genome the rice plant
(Oryza sativa; 43.3% average G+C)

So, if first and second codon positions within a gene have low (G+C)%
values, then the corresponding third codon positions will have even lower
(G+C)% values (i.e . they are richer in A and T). I f first and second codon
positions within a gene have high (G +C)% values, then the corresponding
third codon positions will have even higher (G+C)% values (i.e. they are
poorer in A and T). Accordingly, a low (G+C)% gene has many AT-rich
codons such as TTY (generic codon for phenylalanine). Here TTT is pre
ferred over TTC. On the other hand, a high (G +C)% gene has many GC-rich
codons such as GGN (generic codon for glycine). Here GGC and GGG are
preferred over GGT and GGA. Thus, third codon positions support and ex
tend the (G +C)% values of first and second codon positions. Or, as stated by
Wada and Suyama in 1985:

"The average (G+C)-content of each gene is altered mainly by
base substitution at the third site of the codon and . .. from the
positive correlation between . .. [the three] sites, which is re
vealed when they are averaged over the entire length of a gene
[see Fig. 8-4], every base in a codon seems to work coopera
tively toward realizing the gene's characteristic value of (G +C)
content."
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In this way, each gene in a species of intermediate genomic (G +C)%
has come to occupy a distinct GC-niche (microisochore) amongst its fel
low genes. In contrast to genes in species of extreme genomic (G+C)%,
genes in species of intermediate genomic (G+C)% collectively span a
wide (G+C)% range [12].

Intermediate (G+C)% Allows Compromise

Why are species with extreme genomic (G+C)% values so different? It is
intuitively apparent that a sequence with only one base would have less abil
ity to transmit information than a sequence with four bases. In fact , elemen
tary information theory shows that information transmitting potential is
maximized when the four bases are present in equal proportions (i.e. when
Chargaff's second parity rule is obeyed; see Chapter 11). Thus, departures
from 50% (downwards or upwards) are likely to progressively compromise
the ability ofgenomes to transmitfurther information. The trade-off seems to
be that, at extreme genomic (G+C)% values (below 37% and above 68%),
third codon positions serve the information needs of the species, rather than
of individual genes within that species. Why further information? It is likely
that departures from 50% themselves have information content, which, at the
extremes, happens to be of more relevance to the species than to individual
genes (Chapter 8).

In species with intermediate genomic (G +C)% values, the contribution to
genic needs is shared by all codon positions, with third positions making the
greatest contributions (i .e. slope values are greatest for third positions; Figs.
9-3, 9-4c, 9-5b). In species with extreme genomic (G +C)% values, third po
sitions do not contribute to genic needs, but, relative to species with interme
diate genomic (G+C)% values, first and second codon positions increase
their contributions (Fig . 9-4a, b). Thus, the slope values for the first and sec
ond codon positions in species with extreme genomic (G+C)% values are
greater than in species with intermediate genomic (G+C)% values. This pro
vides for some genic differentiation into microisochores in extreme (G+C)%
genornes. However, the range of this genic differentiation (see X-axis values)
is less than the range of genic differentiation in intermediate (G+C)% ge
nomes. The position of a gene in that restricted range in extreme GC-species
is partly determined by protein-pressure (the pressure to encode a particular
protein) and partly determined by local genic pressure for (G+C)% differen
tiation as a rnicroisochore distinct from other microisochores (genes).

While the nature and location of certain amino acids in a protein may be
critical for protein function , the nature and location of certain amino acids
encoded by genes in extreme GC-species is also strongly influenced by the
general genomic pressure for that (G+C)%. Along similar lines, we shall see
here and in Chapter II that sometimes base composition pressures cannot be
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accommodated without changing proteins, sometimes even to the extent of
increasing their lengths, by inserting "placeholder" amino acids. The in
creases are sometimes evid ent as low complexity segments that primarily
serve the needs of the encoding nucleic acid, not of the encoded protein .

Levels of Selection

The plot s shown above illustrate the separate operations of gene-level se
lection and genome-level selection - subj ects of much controversy and se
mantic confusion. The conflict between "se lfish gen es" and "selfish ge
nom es" is reflected in the diffe rential surviva l (reproductive success) of
individuals (individual level selection) that, when the crunch com es (i.e. ex
treme genomic (G+C)% values), serv es the species (i.e. "se lfish genomes").
The quotation marks indicate that genes and genomes are not consciously
selfi sh, but the dynamics of their evolution easily lends itself to this colorful
implication.

Can natural se lectio n act both on individuals and on species? There is
sometimes talk of "s pecies se lection, in which whol e species are the target of
natural se lect ion." It is even predicted that: "Species that split into new spe
cies faster than, or become extinct slower than , other species will become
more common" [13]. But , what is usually the most important biologically is
not the number of species, but the number of individuals within each of those
species. A species can diverge into severa l new species, and the members of
each can com e to occupy distinct eco logica l niches that each supports, say, a
million individuals. However, a group of species coll ectively comprising
severa l million individuals cannot be considered more successful biologically
than an ind iv idual species of, say, one hundred million individuals.

And how can a species itselfbecome " more common" when the speciating
(branching) event that creates it merely distinguishes one individual species
from another individual species? It was impossible for the individual, Charles
Darwin, to become more common. There was only one Charles Darwin. So, a
species that is better able to diverge into new species than another species,
may end up containing more individuals in its species collective (genus) than
if it had not diverged. But here natural se lection still has acted on individual
members of each species, not on the specie s them selves. Individual members
of a species, not individual species, become " more common" by virtue of
natural selection

In passing it can be noted that species in which only a few of the total
genes have been sequenced at the time of this writing (Fig s. 9-2) appear just
as informative in the present context as species in which many gene s have
been sequ enced (Figs. 9-3 , 9-5b). Evolutionary bioinformatics, the " new bio
informatics," often finds many incompletely sequenced genomes of greater
value than aftw completely sequenced genomes.
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Dog Wags Tail

In the context of the " holy grail " of Romanes and Bate son (see Chapter 8),
variations (mutations) of importance for achi eving differentiation of species
(reproductive isolation) are often independent of var iation s that affect genes.
But GC-pressure acts both on intergenic DNA and gen ic DNA . To the exte nt
that a gen e does not "want" to chan ge the nature of its products (RNA and /or
prot ein) it must accommodate to the pressure for their continued faithful
elaboration - for example, by accepting only a synonymous mutation that
doe s not change the nature of an encoded amino acid . To th is extent the syn
onymous mutation, although structurally "genic" (i.e. loca lized in a seg ment
we call a gene), can be viewed asf unctionally " non-ge nic."

On the other hand , a mutation pr imarily affecting a gene could marginally
affect the (G+C)% of a genome. If natural selection lead s to an acce pted
genic chang e, mean ing a changed gene product, then there may be some local
increase or decrease in (G+C)%. Thu s, while both functionally and structur
a lly "genic," the mutati on , albeit only mar ginally, would also be functionally
"non-genic."

As part of a spec iation event, two divergent lines may progressively differ
in (G +C)% and the part s of genes under funct ional constra int (e.g. first and
second codon positions) will tend to oppose this. Accordingly, the rates of
mutat ion of first and second codon positions will usually be less than the
rates of mut at ions of third codon positions, intron s, and inte rgen ic DNA (Fig.
2-5) . Except ions may be genes (i.e. nucleic acid) that encode proteins whose
substrate (i.e . target) is itself nucl eic acid . While prot ein s recogni ze nucleic
ac ids generically by virtue of their common phosphate-ribose structure, many
are not indi fferent to the composit ion or order of bases. So, as nucleic acid s
change in (G +C)%, the proteins that recognize nucleic acid s may need to
adapt functionally to ensure optimal binding to the ir DNA substrate . The y are
on an adaptive treadmill. This impli es that, when lines are diverging, the mu
tation rate in nucl eic acid recognition proteins should be greater than in most
other proteins, as is indeed found [14].

Thus, GC-pressure ("dog"), while cau sing mutation of both non-genic and
genic DNA , particularly impresses the DNA of DNA-recognition enzymes
("t ail"). Conversely, it mi ght seem possibl e that mutations in genes encoding
certain genera l DNA-recognition enzymes (e.g. DNA repair enzymes) might
lead to directional changes in genomic (G+C)%. That the tail can wag the
dog is indeed true in the case of certain "mutator" genes [7]. Since these
genes can change (G+C)% gen erally, it would be tempting to consider them
as candidate "speciation genes." However, such genes are likely to be excep
tions rather than the rule . It is more likely that the small regions of genomic
DNA encoding DNA -recognition proteins ("tail ") , by virtu e of their small-
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ness, adapt to overall changes in the large lumbering genomic (G +C)%
("dog"), but usually do not themselves drive (G+C)% changes.

Certa in dinucleotides differ less between spec ies than other dinucleotides.
In a high (G +C)% species (i.e. a low (A+T)% species) a high frequency of
SS dinucleotides and a low frequency of WW dinucleotides is expected.
However, dinucleotid es of composition SW or WS are at intermediate fre
quencies, and vary less between species that differ in (G +C)%. Thus, en
zymes which needed to recognize SW and WS dinucleotides might have to
evolve less rapidly than enzymes that need ed to recognize the SS and WW
dinucleotides.

AG-Pressure Versus Protein-Pressure

The respon siveness of different codon positions in bacter ial genomes to
AG-pressure (purine-loading pressure) is shown in Figure 9-6 . Followin g
Figure 9-1 , the average (A+G)% of individual codon positions of a species is
plotted again st the corresponding genomic (A+G)% of the spec ies .
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Fig. 9-6. Genomic codon position plots showing relative responses of differ
ent codon positions to AG-pressure in 1046 species of bacteria. For each
species there are 3 values corresponding to the average genomic (A+G)% of
first codon positions (open circles), the average genomic (A+G)% of second
codon positions (grey squares), and the average genomic (A+G)% of third
codon positions (black triangles) . These three values are plotted against an
estimate of the average (A+G)% of the genome derived from the coding re
gions of all the sequenced genes. Note that slope values increase from 0.77
(second codon positions) to 1.15 (third codon positions)
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Here the range of genomic values is much less than in the case of GC
pressure (compare X-axis values with those of Fig. 9-1). In keeping with the
RNY-rule (see Chapter 7), for all species the first codon position makes the
greatest contribution to genomic purine-loading, and no species has a ge
nomic (A+G)% value less than 50 for this codon position (i.e. no pyrimidine
loading). Few bacterial genomes achieve these high values in the second and
third positions. Also in keeping with the RNY -rule , third codon positions are
predominantly pyrimidine-loaded (values less than 50%) . This purine-poor
position would seem to be best poised to respond to AG-pressure. Indeed ,
from the slopes of the plots , third positions appear most responsive to AG
pressure so that , in species with high genomic (A+G)% values, third codon
position values can exceed 50%. Thus, there is purine-loading, so that RNY
becomes RNR, and the RNY-rule no longer holds . This may be construed as
a conflict between purine-loading pressure ("R-pressure") and "R NY
pressure," which is settled in these species in favour of purine-loading pres
sure.

As in the case of the response to GC-pressure (Fig . 9-1) , the response to
AG-pressure is least in the second codon position (slope value of only 0.77) .
However, species with high genomic (A+G)% values have proteins enriched
in amino acids encoded by purine-rich codons [15]. This may be construed as
a conflict between purine-loading pressure and protein -encoding pressure,
which is settled in these species in favour of purine-loading pressure.

GC-Pressure Versus AG-Pressure

Of course, the content of (G+C) in a sequence segment, is not independent
of its content of (A+G), since both composit ions include the base G . Indeed,
there is a potential conflict between AG-pressure and GC-pressure. There are
two ways to modulate genomic (G +C)% when the total number of bases is
constant - either by changing the number of G's, or by changing the number
of C 's. If an increase in the number of G 's is matched by a decrease in the
number of C 's, then there will be no overall change in (G+C)%. If one of
these bases increases more than the other decreases, then there will be an
overall increase. As genomic (G+C)% increases, replacing A with G, or T
with C, would not affect the genomic AG-pressure (i.e. there would be no
change in total purines). But if T were replaced with G, AG-pressure would
increase as (G+C)% increases. Conversely, if A were replaced with C, AG
pressure would decrease as (G +C)% increases. The latter inverse relationship
is observed in bacterial genomes, and in their viruses (bacteriophage), and in
the several eukaryotes that have been examined. This indicates a preference
for trading A for C as genomic GC content increases [16] . In a survey of
1046 bacterial species, 53% of the variation (r2 = 0.53) could be explained in
terms of the inverse relationship between (A+G)% and (G+C)% (Fig. 9-7) .



Contlict Resolution 20 I

w< >8
70 ,.---,.---,----.- ,--- - ,---- ---,

R

Y

100

o
o

Slope =-0.17
r2 = 0.53

o
o

20 40 60 80

(G + C) % of genome

40 '--__J.-..__.L.---J-_-'--__-'--_-'

o

Q)

E
o
a3 60
(9

'0
?F-
.--..
(9 50

+
«
'--"'

Fig. 9-7. Inverse relationship between average (A+G)% and average
(G+C)% in the codons of 1046 species of bacteria. Each point represents an
individual species. Horizontal arrows (top) indicate upward pressures towards
high (G+C)% values (i.e. high S values) and downward pressures towards
low (G+C)% values (i.e. high W values), when values depart from 50%. Ver
tical arrows (right) indicate pressures towards purine-loading (R), and
pyrimidine-loading (Y), when values depart from 50%

To what extent do different codon positions contribute to this trading rela
tionship? This can be examined by plotting the result, shown in Figure 9-7 ,
for each codon position individually (Fig . 9-8) . Peering beneath the fog of
multiple data points it can be seen that, being already highly Y-loaded in ac
cord with the RNY-rule, genomic th ird codon positions are less in a position
to give up A and acquire C as (G +C)% increases. So third codon positions
appear less responsive to this aspect of GC-pressure (slope of only -0.10)
than the first and second codon positions. By the same token, being already
highly R-loaded in accord with the RNY-rule, genomic first codon positions
should best be able to trade A for C. But genomic second codon positions,
the positions of most importance in determining the amino acid and least re
spons ive to GC- and AG-pressures individually (Figs. 9-1 and 9-6) , are more
responsive than first positions in the trading relationship (slopes of -0.32 ver
sus - 0.23). In other words, at extreme (G +C)% values (low and high) , AG
pressure is modulated by the introduction (when (G+C)% is low), or the re
moval (when (G+C)% is high) , of amino acid s corresponding to purine-rich
codons. Do these amino acids nece ssarily serve prote in function?
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AG-Pressure and "Placeholder" Amino Acids

The reciprocal relationship between GC-pressure and AG-pressure sug
gests that we should be careful when trying to attribute a given effect to just
one of these pressures. For example, in animals a weak negativ e relation ship
between the (G +C)% of protein-encoding region s (exon s) and the lengths of
the corresponding proteins has been descr ibed [17]. This is seen qu ite clearly
in the case of proteins encoded by the malarial parasite P. f alciparum. In Fig.
9-9a (G+C)% values of exons are plotted against the corresponding lengths
in kilobases. Note that 5% of the variation in (G+C)% can be explained on
this basis (r2

= 0.05; P = 0.0009). When the sam e lengths are plotted against
(A+G)% the value increases to 7% (r2 = 0.07; P <0.000 1; Fig. 9-9b). Thus, if
you had to suggest which pressure might most likely be primarily related to
protein length you would prudently pick AG-pressure .
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Fig. 9-9. Protein length is inversely proportional to (G+C)% and directly
proportional to (A+G)% in 205 proteins encoded by chromosome 2 of P. (al
eiparum . Each point refers to the protein-encoding region of a particular
gene. (a) (G + C)% for all bases encoding each protein. (b) (A+G)% for all
bases encoding each protein. Corresponding values for the three individual
codon positions in each protein are shown for (G+C)% in (e), and for (A+G)%
in (d). First codon positions (GC1, AG1; open circles), second codon posi
tions (GC2, AG2; grey squares), and third codon positions (GC3, AG3; black
triangles). Slopes are expressed in percentage unitslkilobase of protein
encoding sequence.

The relationship with AG-pressure becomes more apparent when the base
compositions of different codon positions are plotted against the lengths of
the corresponding protein-encoding segments. In the case of GC-pre ssure
(Figs. 9-9c), first and third codon position valu es change little as protein
lengths increase. Second codon position valu es show the best correlation with
protein lengths (slope = -1.0%/kilobase), and 7% of the variation can be ex
plained on this basis (r2 = 0.07).
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In the case of AG-pressure (Fig. 9-9d) the RNY-rule prevails. In nucleic
acid segments encoding both short and long proteins, first codon positions
tends to be R-rich (i.e . high (A+G)%), and third codon positions tend to be
V-rich (i.e. low (A+G)%). The s lopes, while modest, both support these
trends (i.e . first codon position slopes are positive, indicating increasing R
loading, and third codon position slopes are negative, indicating increasing
Y-loading).

Second codon positions app ear much freer to vary their (A+G) % value s as
the lengths of protein-encoding regions increase (slope = 1.4%/kilobase), and
17% of the variation can be explained on this basis (r2

= 0.17). Since second
codon positions are most affected, it can again be inferred that base composi
tional pres sures have caused amino acid-changing (non-synonymous) muta
tions to be accepted. Increased protein lengths appear to reflect the inserti on
of amino acids with R-rich codons, at the expense of S-rich (i.e. GC-rich)
cod ons.

In F igure 9-9 slopes differ from zero because, on average, when their base
compositions are presented as percentages, nucleic acid segments encoding
large proteins differ from nucleic acid segments encoding small proteins.
Why cannot sma ll protein- encoding segments contain proportionately as
many R-rich codons, as long protein-encoding segments, so that zero slopes
result?

As will be further cons idered in Chapters 10 and I I, the probable explana
tion is that proteins tend to fold into a number of independent functional do
main s. Domains may involve from 60 to 300 contiguous amino acids. Small
proteins tend to have just one domain. Large proteins tend to have many do
main s, and it is the space between dom ains that most readil y accepts inser
tion s of "placeho lder" amino acid s. These may not necessary playa role in
the actual functioning of the protein . They are there by default because the
corresponding genes have not "found" how to cater to the demands of nucleic
acids in any way oth er than by adding interdomain codons.

By the same token, by virtue of their possession of more interdomain re
gions, genes encoding long prot eins should more readily respond to pres sures
to mutate. For example, the preservation of a gen e duplicate requires that it
quickly mutate to avoid recombination with the source gene (see Fig. 8-2) .
Thi s predicts that genes encoding long proteins should more readily form du
plicates than genes encoding short proteins.

Thermophiles

We have already noted for prokaryotes that optimum growth temperature
correlates both with (A+G)% and (G+C)%, but better with the former (see
Chapter 8). Figure 9-10 shows this at the level of individual bases.
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Fig. 9-10. Variation of the frequencies of bases in the DNA of the coding re
gions of genes of each of 550 prokaryotic species (eubacteria and archae
bacteria) with the temperature require for optimal growth of that species.
Each point represents a species. (a) The W bases: A, filled circle; T, open
circle. (b) The S bases: G, filled square; C, open square. All slope values are
significantly different from zero (P < 0.001). In addition, slope values for
members of each pair are significantly different from each other; in (a) P =
0.0005, and in (b) P =0.0001

Although an increa se in (G+C)% can stabilize RNAs that must function by
virtue of their structure in the cytoplasm, there is no consistent trend towards
a high genomic (G +C)% in thermophiles. This may partly reflect a conflict
with genomic AG-pressure , wh ich increases with optimum growth tempera
ture , and is accompanied by a small , but significant, decrease in genom ic
(G+C)% (see Fig. 8-5). Hence, a causal chain of evolutionary events might
be: (i) need to adapt to high environmental temperature, (ii) purine-loading
(to diminish RNA-RNA interactions; see Chapter 12), and (iii) decrease in
(G +C)%. As might be expected from the decre ase in genomic (G+C)% as
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optimum growth temperature increases, the increase in genomic (A+G)%
mainly reflects an increase in base A at the expense of base C. Thus, the lev
e ls of the bases T and G remain relatively constant as the optimum growth
temperature increases .

Since thermophiles strong ly purine-load their RNAs, it might be suspected
that the interdornain regions of their prot eins would have many placeholder
amino acids encoded by purine-rich codons. However, the demand of stabil
ity at high temperatures tends to exclude large interdomain regions from the
proteins of thermophiles . Thus, the extra purines must usually be accommo
dated with in intradornain regions [I 7, 18].

Summary

Genome phenotypes and classical phenotypes make potentially conflict
ing informational dem ands. The composition and order of base s in the nu
cleic acids of members of a particular biological species reflect the demands
both of the genome phenotype (e.g. GC-pressure) and of the classical pheno
type (e.g. prot ein-pressure - the pressure for a particular composition and or
derin g of amino acid s in a protein). Base compositions of third codon posi
tions, being less constrained by protein-pressure, can provide indice s of non
classical pressures, so facilitating the identification and calibration of con
flict s. Since changes in genetic fitness (number and repr oductive heal th of
desc endents) can result from changes in the cla ssical phenotype and/or the
genome phenotyp e, a mutation appearing neutral with resp ect to the classical
phenotype can nevertheless affect fitne ss by changing the genome phenotype.
Within a group of species (taxonomic group), genomic (G +C)% value s can
cov er a wide range that is most evident at third codon positions. However,
within a genome, genic (G+C)% values can also cover a wide range that is,
again , most evident at third codon positions. The dispersion of (G+C)% val
ues among genes within a genome, matches the dispersion of (G +C)% valu es
among genomes within a taxonomic group . This suggests that both disper
sions are driven by a common factor - such as the need to avoid recombina
tion in order to faci litate dupl ication, either of gen es, or of genomes (e.g..
speciation). Third codon positions usually relate more to the gene s that con
tain them than to the species. However, extreme (G+C)% values (low or
high) constrain the potential of a genome to transmit further inform ation .
Th ird codon positions then tend to maintain a con stant (G +C)%, thus relating
more to the species than to the genes that contain them. Each gene in an in
termediate (G+C)% genome has come to occupy a discrete (G+C)% niche
(microisochore) amongst its fellow genes, which collectively span a wide
(G+C)% range. Genes in extreme (G+C)% genomes rely mainl y on first and
second codon positions for differentiation as microisochores, which collec
tively span a narrow (G +C)% range.
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Exons and Introns

"Ideas in the theory of evolution can be used in situations far re
moved from biology. Similarly, information theory has ideas that
are widely applicable to situations remote from its original inspi
ration."

Richard Hamming (1980) [1]

Organisms can be divided into those whose cells do not have a nucleus, the
single celled " prokaryotes" (Greek: pro = before; karyon = nucleus), and
those whose cells have a nucleus, the single- or multi-celled "eukaryotes"
(Greek: eu = good or normal ; karyon = nucleus) . Prokaryotes include species
of bacteria (eubacteria) and archaea (archaebacteria), the latter being a bacte
ria-like group sometimes found in extreme environments (e .g. hot springs).
Eukaryotes (eukarya) include all species of animals and plants, both single
celled (protozoa, protophyta) and multi-celled (metazoa, metaphyta) .

The etymology may suggest that organisms without a nucleus, somewhat
like modern bacteria or archaea, evolved before organisms with a nucleus.
However, as discussed in Chapter 8 when wondering whether isochores ap
peared early or late, prokaryotes and eukaryotes are believed to have evolved
from a common ancestor, whose properties we can now only infer. It may
appear parsimonious to imagine an ancestor without a nucleus. But parsi
mony may be in the mind of the beholder. Unlikely maybe, but perhaps the
ancestor had a nucleus?

In the 1960s many eukaryotic RNAs were found to be first synthesized as
"giant" RNAs, a large part of which was subsequently "wasted" as the RNAs
were " processed" to generate mature cytoplasmic products. Considering a
" gene" as corresponding to a unit of transcription, it appeared that a large
part of a gene might contain redundant information. Eukaryotic ribosomal
RNAs (rRNAs) were transcribed from DNA as long precursor RNAs that
were subsequently processed by the removal of apparently functionless inter 
nal "spacer" sequences [2]. However, prokaryotic (bacterial) rRNA genes
were more compactly organized. Did rRNA genes in the first organisms to
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evolve have the spacer sequences, wh ich dec reased later in prokaryotes
("spacers-early") , or were the long spacer sequences acquired later in eu
karyotes ("spacers-late")?

A similar proc essing wa s found in the case of eukaryotic messenger RNA s
(mRNAs). Again , bacterial mRNA genes were more compactly organized.
By 1970 it had been shown that many fre shly minted giant nuclear RNA s
conta ined sequences corresponding to smaller mature cytoplasmic mRNAs.
A simple model was that each giant RNA con sisted of an mRNA sequence
that was flanked by long redundant RNA segments [3] . It turned out , how
ever, that instead of one DNA se quence segm ent compactly encoding one
protein , as in most prokaryotic gen es, eukaryotic genes often encode proteins
in sequence seg ments that are interrupted by sequenc e segments that do not
usually encode prote ins. Thu s, if a mature "sense" mRNA be represented as:

Maryhadalittlelambitsfleecewaswhiteassnow (10 .1)

Then the corresp ond ing giant precursor RNA would con tain segments of,
what would appear to be, "nonsense:"

MaryhaxqvhxmgeqzdalittlelaqwxglpscrmbitsfleecewazgjXnyqswhiteassnow ( 10.2)

Sinc e an entire ge ne was transcribed, the intern al RNA sequences (e.g.
xqvhxmgeqz) deri ved from DNA " introns," had to be rem oved from the ini
tial t ranscript. What rem ained in the processed RNA, the mRNA, was de
rived from DNA "exons " (Fi g. 10-1) [4] . Thus, a prot ein- encoding gene con
sists of exons and introns. Since the "s pace r" phenomenon had a lready been
described for rRNA it sho uld not have been a surprise that it also applied to
mRNAs; but man y, myself included, were surprised at its generality .

This chapter present s evide nce that introns are a way of resol ving intrage
nomic conflicts between different form s and level s of information. Cases o f
extreme intragenomic conflict, as when genes in "arms races" evolve rapidly
under posit ive select ion, demonstrate most clearly that " information theory
has ideas that are wid ely applicable" [I ].

Introns Interrupt Information

Although there were many attempts, it proved difficult consistently to as
soc iate exo ns w ith domains of protein structure or function [5, 6]. Introns in
terrupt genetic information per se, not just protein -encoding informat ion.
Thu s, int ron-encoded information is removed dur ing tran script processing
both from parts of mRNA precursors that encode protein , and from parts of
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mRNA precursors that do not encode protein (i.e. from 5' and 3' non-coding
sequences). Certain special RNAs which, like rRNAs, are not translated to
give a protein product (e.g. see Chapter 14), also have introns.

DNA
5'---
3"~--

Intran 1 Intran 2
---~3'
----5'

transcription by RNA polymerase

Tran~.cript
proci~smg

/
!

.... 3'

3' non-coding
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Fig. 10-1. Transcription and processing of mRNA from a eukaryotic gene.
Sequences that correspond to the final mRNA are marked as boxes on the
duplex DNA. The enzyme RNA polymerase initiates transcription at the left
end of exon 1 using the bottom DNA strand as template, and terminates
transcription at the right end of exon 3. Intron sequences are spliced out from
the initial transcript, so that the mature mRNA consists of a 5' non-protein
coding region, a central protein-encoding region, and a 3' non-protein-coding
region. The central region is translated into protein. A gene may be narrowly
construed as corresponding to the segment of DNA that is transcribed. A
broader definition would include other segments (e.g. the promoter region
where RNA polymerase initially binds to DNA), which may lie outside the
transcribed segment. Williams gives a different definition (see Chapter 8)

Exons have a narrow size range, with a peak at about 100 bases (Fig. 10-2)
[7]. If coding, this would correspond to 33 amino acids. So proteins, often
containing hundreds of amino acids, are usually encoded by long genes with
many exons [8]. There appears to be a limit to the extent to which a genome
will tolerate a region that both encodes protein, and is purine-loaded (see
Chapter 6). When that lim it is reached, protein-encoding and purine-loading
functions are arrested, and can restart only after a "decent" interval - namely
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an intron interval. Introns are generally longer than the exons that surround
them (see Fig. 2-5) . Each exon being separated from its neighbours by in
tron s, the sum of intron lengths tends to increase proportionately as the sum
of exon lengths increases [9] .

100 150 200 250 300 350 400 450

Numbe r of Bases in Exon

50

10000 i
i

8000 l
I

6000 ~
i
i

4000 f

!

2000 ~
!

o "-I -~-~-~-~-~-~-~~-'------'
o

'+-o
Cii
.0
E
::J
Z

III
C
o
X
W

Fig. 10-2. Distribution of exon sizes in eukaryotic genes. The number of ex
ons in different size categories increases to a maximum and then progress
s ively declines. Most exons are about 100 bases in length. (Data are from the
Exlnt database)

What function(s), if any , do introns have? Did introns appear early or late
in the evolution of biological forms? If introns can be dispensed with in bac
teria, then perh aps they have no function . Alternatively , wh atever function
introns have, e ither is not necessary in bacteria, or can be achieved in other
ways by bacteria. Sinc e members of many bacterial species appear to be un
der intense pressure to stre amline their genomes to facilitate rapid replication,
if it were possible they should hav e dispensed with any preexisting introns
and/or should have been reluctant to acquire them . On the other hand, if in
trons playa role , and /or do not pre sent too great a se lect ive burden, then or
ganisms under less pressure for genome compaction might have retained pre 
existing introns, or might have acquired them .

An early origin of introns is suggested by the fact that the humans share
the positions and sequences of many introns with a marine worm, indicating
that their common ancestor had the same introns [10] . Introns did not first
appear so that at some remote future date organisms with exons would be ad
vantaged. Nature is not prescient. Although something playing a role at one
point in time can come later to se rve a quite unrel ated role , in general evolu-
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tion does not work this way. Sometimes a random event (genetic drift) pro
vides an evolutionary toe-hold, but for something so widespread and drastic
as introns there should be some immediate selective advantage.

Knowing the function of introns seemed critical for sorting this out. There
were many ingenious suggestions. Some thought introns were just another
example of the apparently useless "j unk" DNA that appeared to litter the
DNA of many organisms (see Chapter 12). Others thought that introns might
have facilitated the swapping of protein domains to generate new proteins [4,
11], but that did not explain how intron s initially arrived .

However, the notion of "message" sequences interrupted by "non
message" sequences is familiar to those working on noise affecting signal
transmission in electrical systems. In these systems information scientist
Richard Hamming pointed out that the non-message sequences can have an
error-checking function that permits the receiver to detect and correct errors
in the message sequence [J] . Could introns have a similar error-checking role
[l2]?

It appears that the order of bases in nucleic acids has been under evolu
tionary pressure to develop the potential to form stem-loop structures, which
might facilitate "in-series" or "in-parallel" error-correction by recombination
(see Chapter 2). This means that genomic sequences convey more than one
level of information (see Chapter 9). Furthermore, as predicted in 1893 by
the discoverer of DNA , Johann Miescher, a sexual process that brings mole
cules from separate sources together, could facilitate the mutual correction of
errors (see Chapters 3 and 14). However, the need to participate in the proc
ess of error-detection and correction can result in redundancies and various
constraints (see Chapter 4).

The error detection and correction process requires an alignment of two
sequences, which itself depends on an initial "homology search." Thus, there
must be sufficient similarity between two sequences for a successful homol
ogy search. One outcome of this is that segments of DNA link up ("recom
bine") with other segments. In the course of this swapping of segments, er
rors can be detected and corrected ("gene conversion;" Fig . 8-3) . The process
is referred to as recombination repair, which distinguishes it from a variety of
other repair processes that will not be considered here [13]. The adaptive
value of recombination repair is likely to be very great. So, if it could have
arisen early in the evolution of primeval biological forms (perhaps in an
" RNA world") prior to the evolution of protein-encoding capacity (i.e. if it
were chemically feasible) , then it would have arisen. Williams noted in 1966
[14]:

"The existence of genetic recombination among the bacteria and
viruses, and among all of the major groups of higher organisms,
indicates that the molecular basis of sexuality is an ancient evo-
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lutionary development. Our understanding of the structure of the
DNA molecule makes recombination at this level easy to visual
ize. In a sense sex is at least as ancient as DNA . . . . I would
agree, therefore, . . . that sexual reproduction is as old as life, in
that the most primitive living systems were capable of fusion and
of combination and recombination of their autocatalytic particles.
Modern organisms have evolved elaborate mechanisms for regu
lating this primitive power of recombination and for maximizing
the benefits to be derived from it."

Given an early evolution of recombination, protein-encoding capacity
could then have had to intrude into the genomes of biological forms already
adapted for recombination . Would this intrusion have been readily accepted?
Or would protein-encoding capacity have had to elbow its way forcibly into
primeval genomes?

Protein Versus DNA

Although the degeneracy of the genetic code provides some flexibility as
to which base occupies a particular position, there may still be a contlict be
tween the needs of a sequence both to encode a protein and to respond to
other pressures. Situations where protein-encoding and /or other pressures are
extreme should be particularly informative in this respect.

Extreme protein-encoding pressure is apparent in the case of genes under
very strong positive Darwinian selection. In Chapter 7 competition among
speakers for the attention of an audience provided a simple metaphor for
positive selection . In that case, speakers were positively selected if they could
communicate rapidly to a fixed audience by overcoming idiosyncrasies of
accent. Under biological conditions, however, "the audience" is not fixed.
Positive selection often occurs under conditions where both "speakers" and
"audience" are rapidly changing. This includes genes affected by "arms
races" between predators and their prey.

For example, snake venom may decrease the rodent population (prey) until
a venom-resistant rodent line develops and expands (i.e. a mutant line arises
with this selective advantage). Now, while the rodent population expands, the
snake population (predators) decreases because its members cannot obtain
sufficient food (i.e. rodents). This decrease continues until a line of snakes
with more active venom, which can overcome the resistance, develops and
expands (i.e. a mutant line arises with this selective advantage). This popula
tion of snakes now expands, and the rodent population begins to fall again.

The cycle constitutes a biological arms race, and influences particular gene
products. Parts of venom proteins which are important for toxicity are re
quired to change so rapidly in response to this strong pressure from the envi-
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ronment (i.e. from rodents), that the corresponding genes can no longer af
ford the luxury of both encoding the best proteins (primary information) and
attending to other pressu res (second ary informat ion). They must encode bet
ter proteins even at the ex pense of their abilities to respond to other pres 
sures . Accordingly, under extreme posit ive se lect ion pressure the rate of se
quence chan ge in protein -encoding regions is high ( Fig. 10-3) .

~
HFt-- - ---=j -120 g.

~tIl
01-

-100 0 ~
zro

-80 .CI! =il
~O

-60 g.g
-40 ~"J

3-
-20 g~

~

C -20
(1)Cij'6
-g~E -15
(1)C -'"
0.2 Cij
(1) 0 0 -10"9n.g
... o...lI:
(1) 0 . • -5"Eooo. I

'EU) 0~Q)O::
l/)~O
roU)LL

5III ~

100

80

60

40

20

o
-20

-40
C 10 f----+----'+---L-------'------'----i~---L-_1
Q)

""C ~

53 - "0 -120
c..!!! E
Q) C ~ -100
"9.:Bo
:5 &g -80
+:i ...x:
·iii c. . .
o 0 ~ -600. 0 ,
E 'U)
O Eo:: 40
020 
' U) LL
~ ~ -20
ro
III

500 1000 1500 2000 2500

Length of Sequence (bases)

Fig. 10-3. High base substitution frequency and low base order-dependent
stem-loop potential in exons of the rattlesnake gene encoding the basic sub
unit of venom phospholipase A2 (PLA2 ) , which is under positive Darwinian
natural selection. The distribution of base substitutions (continuous line in (a)
is compared with values for FORS-D (closed triangles in (a), FORS-M (open
triangles in (b) , and FONS (closed circles in (b). Values were determined for
overlapping 200 base windows, which were moved in steps of 50 bases.
Substitutions are base differences relative to the rattlesnake PLA2 acidic
subunit gene. The two genes are likely to have arisen by duplication of a
common ancestral gene. Boxes in (b) indicate the location of the four exons,
with dashed vertical lines showing, consecutively, the beginning of exon 1,
the beginning of the protein-coding part of exon 1, the end of the protein
coding part of exon 4, and the end of exon 4
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When sequences of similar venom proteins (e.g. phospholipase A2) from
two snake species (or from duplicated genes within a species) are compared,
great differences are found in the protein-encoding parts of exons (i .e. low
sequence conservation). In contrast, small differences are found in introns,
and in the 5' non-coding and 3' non-coding parts of exons (i .e. high sequence
conservation; Fig. 10-3a). This is a dramatic reversal of the more usual situa
tion where, in genes under classical negat ive ("purifying") Darwinian selec
tion, exons are conserved much more than introns (i.e. introns display more
variation; see Fig . 2-5).

What is being conserved in snake venom introns? Analysis of fold poten
tial as it affects base order (FORS-D; see Chapter 5) reveals that base order
dependent stem-loop potential is low in exons (where sequence conservation
is low) and high in introns (where sequence conservation is high ; Fig . 10-3a).
Base order-dependent stem-loop potential appears to have been conserved in
introns; indeed, there is an inverse (reciprocal) relationship between base
substitution frequency and base order-dependent stem-loop potential. When
base order-dependent stem-loop potential is high , base substitution frequency
is usually low (i.e. sequence conservation is high) .

This suggests that the pressure to adapt the protein sequence (requiring
non-synonymous codon changes) has been so powerful that base order has
not been able to support base order-dependent stem-loop potential in the
same exon sequence (Fig. 5-6) . Instead, stem-loop potential is diverted to in
trons, which are appropriately conserved (fewer base substitutions than the
surrounding exons). This is in keeping with the hypothesis that early in evo
lution protein-encoding potential was imposed on prototypic genomes that
had already developed stem-loop potential. For this imposition to succeed
without disturbing the general distribution of stem-loop potential, proteins
had to be encoded in the fragments that we now call exons 115-17]. Thus, in
the general case, introns were "early."

Another example of positive selection is the genome of the AIDS virus
(HIV-l), which can be viewed as a predator, with us as its prey (see Chapter
8). Here, an inverse correlation between substitutions and base order
dependent stem-loop potential can be observed when the disposition of sub
stitutions and fold potential along the genome are displayed (Fig. 10-4). At
first glance the data appear as a confused jumble of lines . But when the
paired values from along the sequence are plotted against each other, a sig 
nificant inverse correlation emerges (Fig. I0-5c) [18, 19].

Thus, sequences varying rapidly in response to powerful environmental se
lective forces ("arms races") appear unable to order their bases to favor the
elaboration of higher order folded structures (of a type that, in eukaryotes,
might mediate meiotic chromosomal interactions and recombination repair;
see Chapter 8). So, the encoding of nucleic acid stem-loop structure can be
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relegated eith er to non-protein-encoding regions, namely, introns, 5' and 3'
non-coding regions, and non-genic DNA (the favored option in less compact
genomes), or to less rapidly evolving protein-encod ing sequences (or parts of
such sequences) wh ere there is some flexibility in codon or amino acid
choice (the main option in compact genomes).
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Fig. 10-4. High base substitution frequency and low base order-dependent
stem-loop potential in regions of the AIDS virus genome that are under posi
tive Darwinian natural selection. The various genes are shown as grey
boxes, with their abbreviated names attached. Two genes, TAT and REV,
each have two exons that are shown linked by continuous lines that repre
sent introns. Thus, one gene's intron can be another gene's exon. The dis
tribution of base substitutions for virus "subtype" HIVSF2 relative to virus
"subtype" HIVHXB2 is shown as a continuous line. Values for base order
dependent stem-loop potential (FORS-D) are shown as filled triangles. All
values are for 200 base overlapping windows, which were moved in steps of
50 bases

Functionally important regions are con served in genes evo lving slow ly un
der classical negative selection (i.e . there is a low local base substitut ion fre
quency in protein regions under this se lect ion pressure) . If the rate of evolu
tion has been slow, then there has been more time to arrive at an appropriate
compromise with base order-dependent stem-loop potential. Thus, in the case
of slowly evolving sequenc es, a relat ionship between base order-dependent
stem-loop potential and sequence variability may be less evident.

On the other hand, the demands of faithful reproduction of a protein, with
negative select ion of individuals bearing mutations affe cting its functionally
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most important parts, can leave the co-encoding of stem-loops not only to
non-protein-encoding regions (e.g . introns), but also to region s encoding
functi onally less important, and hence more variable, part s of proteins (such
as the protein surface, which cell wat er can readily access) [20 , 21]. In this
case, high base order-dependent stem-loop potential can correlate positively
(not inversely) with high subst itution rates (variability) when similar (ho
mologous) sequ ence s from different species are compared. Indeed, compari
son of certain human and mouse oncogenes (FOSB) reveals a positiv e co rre
lation between base order-dependent fold potential and substitut ion
frequency [22].
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Fig. 10-5. In the AIDS virus genome there is (c) an inverse relationship be
tween base order-dependent potential (FORS-D values) and substitution fre
quency, but (b) no detectable relationship between base composition
dependent stem-loop potential (FORS-M) and substitution frequency. Shown
in (a) are FONS values, which are the sum of FORS-D and FORS-M values.
Although only approximately 10% of the variation in substitutions can be ex
plained by base order-dependent stem-loop potential (shown by the ~ value
in (c)) , the downward slope is significantly different from zero (shown by the
low P value in (c))
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Achilles Heels

The AIDS virus causes millions of deaths annually, and subtypes resistant
to therapeutic agents have become more prevalent. Given the profiles shown
in Figure ] 0-4 , can you suggest potential targets for therapeutic atta ck 
namely targets that are leas' likel y to differ between different pathogens?
Note that the region to the left of the GAG gene in the AIDS viru s has the
lowest base substitut ion rate (i .e. it is the most conserved part of the ge
nome). This coincides with a major peak in base order-de pe nde nt stem-loop
potential (indicated by high negative FORS-O values) . Th is suggests that
there is here a special need to conserve stem-loop potential [] 8]. Indeed, this
is the location of the "d imer initiation" stem-loop sequence, which is nec es
sary for the copackaging of two AIOS viru s genomes as part of a process that
resembles meiotic pairing (see Chapter 8). Thi s may yet prove to be the
Achilles heel of the AIDS virus, onc e the problem of " flushing out" latent
fo rms from host genomic res ervoirs is so lved [23, 24].

We hum ans may also have an Achilles heel. Our genomes are rich in pal 
indromes co nferr ing stem- loop potential (Fig. 5-2) , which is usually to our
advantage (see Chapters 8 and 14). But sometimes the pa lindromes involve
o ligonuc leotide rep eats, which can be dis adv antageous, as w ill be d iscu ssed
in Chapter II (Fig. 11-8). This is particularly so when the repeat s are AT-rich
and consequently can readily adopt cruciform stem -loop configuration s.

Palindromic reg ions containing AT-rich repeats are prone to recombine, at
times when hom ologous chromos omes may not be precisely aligned, by kiss
ing interactions w ith oth er palindromic regions contain ing AT-rich repeats.
Thus, there may be "c ut-and-paste" translocations (transpositions) between
non-homologous chromosomes ("illcgitimatc recombinat ion") , which can be
detected in normal sperm samples [25]. Whether pathological results occur
dep ends partly on the frequency of the translocations. This, in turn , dep end s
on the lengths of the regions containing AT-rich repeats, which varies among
individuals (polymorphism). It is likel y that, by virtue of this Achilles heel ,
many individuals with long palindromic regions containing AT-rich repe ats
have been eliminated by natural se lect ion.

Mirror Repeats

In Chapter 4 we encountered " inverted repeats" with palindromic proper
ties at the duplex level (see also Fig. 2-4) . For example a "top" s ing le-s trand
in a duplex might read :

5' AAAAACCCGGGTTTTT 3 ' (10.3)
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Here AAAAACCC in the 5' half of the top strand is repeated on the com
plementary strand, where it pairs with the GGGTTTTT sequence in the 3'
half of the top strand. Such sequences appear to serve a DNA level function,
since they facilitate the extrusion of stem-loop secondary structures (Fig. 5
2). Single-strands also contain "direct repeats" that might, for example, read:

5' AAAAACCCAAAAACCC 3' (10.4)

Here AAAAACCC is repeated. Single-strands can also contain "mirror
repeats" that might read:

5' AAAAACCCCCCAAAAA 3' (10.5)

Here AAAAACCC can be considered the "mirror" of CCCAAAAA. In
these two cases, (10.4) and (10.5), the repeats occur in the same strand. Di
rect repeats and, especially, mirror repeats, have the potential to oppose local
stem-loop formation, and so to oppose any DNA level function that stem
loops might serve.

Remarkably, mirror repeats are found at particular locations in exons.
Their locations correlate with the boundaries of various structural elements in
proteins; indeed, mirror repeats can predic t where such structural elements
will occur [26]. In this case it appears that a conflict between protein and
DNA has been won by prote in. By preventing stem-loop formation mirror
repeats should prevent local recombination and thus preserve the local integ
rity of the DNA encoding a structural element in a protein.

We know that a protein, by " insisting" (through natural selection) on hav
ing a particular amino acid at a particular position in its sequence, requires
that the corresponding gene have a suitable codon at a particular position in
its sequence. Now we see that a protein, by "insisting" (through natural selec
tion) on having a particular structural element (e.g. alpha-helix, beta-strand),
also requires that the corresponding gene have appropriately positioned mir
ror repeats (albeit often imperfect mirror repeats).

RNA Versus DNA

Usually a particular DNA sequence is transcribed into an identical RNA
sequence, with the exception that RNA molecules have U (uracil) rather than
T (thymine); but these are chemically similar bases. So it is not surprising
that, in broad features, computer-derived secondary structures for an RNA
molecule (using dinucleotide pairing energy tables for RNA bases), are simi
lar to the structures derived for the corresponding DNA (using dinucleotide
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pairing energy tables for DNA bases; see Table 5-1). Yet there are genes with
no protein product. The gene products are RNAs, which have specific func
tions dependent on the secondary (and higher order) structures they adopt
(often selected for at the cytoplasmic level) . If such stem -loop secondary
structures also sufficed for function at the DNA level, then there might be no
need for introns in genes for non-protein-encoding RNAs.

The fact that there are spacers or introns in such genes, implies that se
quences generating the stem-loop secondary structures that suf11ce for func
tion at the RNA level, do not suffice for , and may even conflict with, the se
quences needed for stem-loop secondary structures that function at the DNA
level. Since patterns of RNA stem-loops are influenced by the purine-loading
of loops (the selective force for which probably operates at the cytoplasmic
level ; see Chapter 6), then purine-loading pressure (which would constrain
stem-loop patterns in exons) should support stem-loop pressure in provoking
the splitting of what might otherwise have been large exons.

Overlapping Genes

Strict adherence to the RNY-rule (see Chapter 7) would dictate that, of the
three possible triplet reading frames in the "top" mRNA synonymous "cod
ing" strand of DNA, the one that best fits the RNY pattern would be the ac
tual reading-frame. However, sometimes it is expedient for genes to overlap,
either entirely or in part , and in this case one of the genes, if transcribed in
the same direction, can use another, non-RNY, reading-frame. This applies to
some of the genes of the AIDS virus, which are all transcribed to the right
(Fig. 10-4).

In some circumstances, genes transcribed in different directions may over
lap. Thus, the "top" strand may be the coding strand of one gene, and the
"bottom" strand may be the coding strand of another gene. Again, one read
ing frame is RNY and two are non-RNY (Fig. 7-2), and any of the three may
be employed.

Whatever the transcription direction, in overlapping genes the region of the
overlap can come under extreme protein-encoding pressure, and this might
conflict with other pressures. Indeed, consistent with the argument made
here , base order-dependent folding potential is constrained where genes over
lap [27].

Simple Sequences

As in the above examples of genes under extreme protein-encoding pres
sure , genomes under another extreme pressure, GC-pressure, should also be
highly informative. The genome of the most lethal malaria species, Plasmo
dium falciparum, satisfies this requirement, being under strong "downward
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GC-pressure." It is one of the most AT-rich species known (i.e. very low
(G +C)%; see Fig. 9-5a). Another unusual feature of P. falciparum is that
many prot eins are longer than their equivalent proteins (homologues) in spe
cies that have less extreme genomic (G +C)% dev iations. Th is reflects the ac
quisition by the P. falciparum proteins of low complexity "s imple sequence"
segments that have no known function . Simple sequence at the protein level
(i.e. runs of amino acids from a limited range of the twenty possible amino
acids) is encoded by simple sequence at the nucleic acid level (i .e . runs of
bases from a limited range of the four possible bases; see Chapter 11).

There are other unusual features of the P. fa lciparum genome. Unlike
many cukaryotic genomes, there is poor correlation between the length of a
gene and the combined lengths of the introns of that gene (Fig. 10-6a). Yet
there is a close correlation between the length of a gene and the combined
lengths of low complexity segments in that gen e (Figs. 10-6b). In thi s respect
the low complexity e leme nts appear like intron s; however , unlik e introns,
they are not removed during processing of the RNA transcript.

Furth ermore, intron s and low complexity segments are not interchang eable
in that, as absolute intron length increases, there is little decline in length of
low complexity segments in a gene (Fig s. I0-6c). It is only when the lengths
are expressed as a prop ortion of gene length that a reciprocal relationship
emerges (Figs . 10-6d). Whereas in many eukaryotic genomes intron locations
show no relationship to protein functional domains (since if splic ing is accu
rate intron location is irre levant to the protein), low complexity segments in
Pi falciparum must, of necessity, predominate between functional dom ains.

If low complex ity segments have no, or minimal , function at the prot ein
level , do they reflect a function at the nucl eic acid level? Low complex ity
segments in P. falc iparum arc usually of high (A+G)%, and so they contrib
ute to purin e-loading. Introns, in contrast, tend to be of low (A + G) % (i.e.
tending tow ards pyr imidine-load ing) . It will be shown in Chapter I J that,
when contributing to AG -pressure (purine-loading pressure), low complexity
segments can countermand fold potential. But when AG-pressure is not ex
treme, low complexity segments do contribute to fold potential. In this re
spect, they do resemble intron s.

Spacers and intron s are likely to have arisen early in evolution because
they are preferential sites for the encoding of the stem- loop structures in
DNA that are necessary for initiating recombination and , hence, error
detection and correction . While, in extreme cases, by virtue of this function,
introns are conserved more than exons (F ig. 10-3), in the genera l case, to fa
c ilitate the anti-recombination necessary for gene or genome duplication
(spec iation), introns evolve more rapidly (are conserved less) than exons (see
Fig. 2-5 and Chapter 8).
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Fig. 10-6. In the genome of the malaria parasite, P. falc iparum, low complex
ity segment length, not intron length, correlates best with gene length. Shown
for chromosome 2 are relationships of lengths of introns (a) , and low com
plexity segments (b), to the lengths of the corresponding genes, and relation
ships of either absolute (c), or percentage (d), lengths of low complexity
segments to the lengths of introns in the same genes. P values indicate the
probability that the slope values are not significantly different from zero (i.e. a
low P value indicates high significance)
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Multiple Pressures

The multiple, potentially conflicting, pressures affecting both the genome
phenotype and the conventional (classical Darwinian) phenotype are summa
rized in Figure 10-7 and Table 10-1 .

GC and Fold Pressures

S'

PROTEIN-ENCODING
PRESSURE

AG - Pressure

3'

Fig. 10-7. Summary of potentially conflicting pressures operating at the
mRNA level. The genome-wide pressures, GC-pressure and fold (stem-loop)
pressure, influence the entire mRNA (shown as a thick horizontal arrow with
loops enclosed in the large outer box). Purine-loading pressure (AG
pressure) is a local pressure that also influences the entire mRNA. Small
grey boxes indicate potential sites for the binding of regulatory factors that
sometimes preferentially locate to the 5' and 3' non-coding regions. The large
grey box indicates the central, protein-encoding region, where "protein
pressure" is deemed to operate

The proteins of P. falciparum provide an extreme example of nucleic acid
level pressures that affect protein sequence. However, proteins of all organ
isms are, to a degree, manifestations of nucleic acid level pressures. The cor
relation between gene length and content of low complexity segment (Fig.
10-6b) is probably general, with low complexity segments seeming to serve
pressures for purine-loading, rather than for protein function . In a species
where purine-loading was a dominant nucleic acid level pressure, proteins
should be longer (and hence generally larger) than their homologous proteins
in other species where purine-loading was less dominant. Since there is a re
ciprocal relationship between GCO/O and purine-loading (Fig. 9-7), then pro
teins should tend to be smaller in GC-rich species (Fig. 9-9), unless such GC-
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richness itsel f required addition of GC-rich low complex ity segments. Since
GC- rich spec ies tend to have sma ll protein s, it is likely that pur ine-load ing is
generally the dominant nucleic ac id pressure in this respect (see Chapter II ).

Envi ronmental Selection for Primary effect Biologica l Obse rved features
selective factors mutations wh ich : on DNA function resu lt of modern DNA

Classical Change encoded Protein-encoding Change in Change d base-pai r
phenotypic proteins can constrain classical in accordance with
selective other functions phenotype Chargaffs first
factors parity rule

Competitors with Purine-load Purine-loading Efficient Chargaff's cluster
more efficient RNAs can constrain translation, rule and
translation, and other functions and no "self ' Szybalski's
intracellular double strand transcription
pathogens RNA formation direction rule

Mutagens Promote DNA Recombination Error detection Chargaff's second
stem-loop promoted and repair parity rule and
potentia l genome-wide

stem-loop potential

Classical Impair homology Recombinat ion Gene
phenotypic search between between similar duplication
selective recently genes impaired
factors duplicated genes

Chargaff's (G+C)%
rule

Differences in Impair homology Meiotic Species
"reprotype" search between recombination duplication

DNAs of species impaired
(Recombinationally members whose (speciation)
"not-self ' sexual sequences are
partners) diverging

Table 10-1. Summary of multiple, potentially conflicting, levels of information
in genomes, and their relationships to Chargaffs rules

Nu cleic ac id pressures can affect the success of prote in a lignment ana lyses
based on the scoring schemes described in sta ndard bio inform at ics texts. Fo r
example, s ince the amino acid try ptophan is highly conserved in proteins but
g lutamic acid is not, a tryptophan match between two protei n sequences
scores more than a glutamic ac id match between two protein sequences [28].
Thus, two prote in seque nces may have a low simi larity score because try pto
phans do not match. Where there is tryptophan in one sequence, an alignment
program may sco re a mismatch, or place a ga p, in the othe r sequence. How
eve r, tryptop han may be present at a certain position in a part icular protei n
sequence because TGG (the codo n for tryptophan) plays some role at the nu
cleic ac id level that is not needed in the homologous gene from anothe r spe
cies.
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Thus, gaps in the alignment of homologous protein sequences may occur if
nucleic level pressures on the corresponding DNA sequences differ. To avoid
this problem, protein alignment algorithms may depend on data from closely
related organisms (e.g. " PA M matrices"), or use short "b locks" of amino ac
ids (e .g . "B LOSUM matrices") corresponding to regions that are highly con
served at the protein level (e .g. active sites of enzymes) . Trade-offs between
competing pressures will be further explored in Chapter II .

Summary

If genome space is finite with little, if any, DNA that is not functional un
der some circumstance, then potent ial conflicts between different forms of
genomic information must be resolved by appropriate trade-offs. These trade
offs include the insertion into genes of spacers, introns, and s imple sequence
elements. The nature and extent of the trade-offs varies with the biological
species. Study of trade-offs is facilitated in genes or species where demands
are extreme (e .g. genes under positive selection pressure to adapt proteins,
genes that overlap, and spec ies under extreme downward or upward GC
pressures). Spacers and introns are likely to have arisen early in evolution be
cause they are preferential sites for the stem-loop structures in DNA that are
necessary for initiating recombination and , hence , error-detection and correc
tion. Purine-loading pressure would have supported fold pressure in provok
ing the splitting into introns of what might otherwise have been large exons.
From this perspective we can identify the Achilles heel of the AIDS virus as
the dirner-initiation sequence that is essential for the copackaging of dispa
rate genomes, so allowing recombination repair in a future host.
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Complexity

"A II perception and all response, all behaviour and all classes of
behaviour, all learning and all genetics, all neurophysiology and
all endocrinology, all organization and all evolution - one entire
subject matter - must be regarded as communicational in nature,
and therefore subject to the great general izations or 'laws ' which
apply to communicational phenomena. We therefore are warned
to expect to find in our data those principles of order which fun
damental communication theory would propose."

Gregory Bateson (1964) [1]

Some things are more complex than others. We feel intuitively that highly
complex things are associated with more information than less complex
things. But this will not suffice for Homo bioinformaticus. Information and
complexity must be measured. When this is done, amazing "principles of or
der" emerge from large amounts of seemingly disparate data.

Scoring Information Potential

Imagine a DNA sequence that is a mix of just two bases, A and T. Given
this sequence, and an appropriate code, you can "read" the information it
contains. However, if the sequence consists of just one base, either A or T,
this is not possible. A string of A bases, in the sense we have been discussing
in this book, conveys little information. Sprinkle in a few Ts and the potential
of the sequence to convey information increases. Sprinkle in a few more and
information potential increases further, reaching a maximum when As and Ts
are at equal frequencies. Since the bases are alternatives to each other, we can
express their frequencies in terms of just one of the bases. So, when A% is
zero (i.e. T% is ]00), information potential is zero. When A% is 50 (i.e. T%
is 50), information potential is maximum. When A% is 100 (i.e. T% is zero),
information potential is zero again.
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Biological DNA sequences tend to display intrastrand parity between
complementary bases, such as A and T , so that information potential is
maximized (see Chapter 4). Thus, violations of Chargaffs second parity rule
(i.e . violations of base equifrequency) tend to decrease the information poten
tial of DNA sequences. "Violation" is a strong word, implying that some
thing unwanted has happened. But whatever affects base parity in a DNA
strand, might itself impart information of possible adaptive value to that
strand. This might include information relating to secondary structure (Chap
ter 5), or to purine-loading (Chapter 6), or to DNA "accent" (Chapters 7 and
8). Thus, it is the remaining information potential that is decreased by a lack
of parity .

This lack of parity can be quantitated simply in percentage terms (e.g. de
partures from 50% A), or can be related to conventional measures of infor
mation content - the binary digits or "bits" of the information scientist (see
Chapter 2) [2] . Each unit scores as 1 bit in the case of a two unit sequence
(e.g. a sequence containing an even mix of only two bases), 2 bits in the case
of a four unit sequence (e .g. a sequence containing an even mix of four
bases), and 4.322 bits in the case of a 20 unit sequence (e .g. a sequence con
taining an even mix of twenty amino acids; see Appendix 2) . Thus, in a two
base sequence, a segment containing only one of the bases would score as
zero for each base, whereas a segment containing an even mix of both bases
would score two for each base. In a two unit sequence, segments can be
scored as to their information content on a scale from zero bits /base to two
bits/base. Here we will mainly discuss measurement of information potential
in percentage terms.

In various contexts, the quality measured can be referred to either as " un
certainty," "entropy," or "complexity." This also relates to "compressibility,"
since a simple sequence is easier to characterize in terms that allow a de
crease in total symbol number (e.g. "AAAAAAAAAA" can be written in
compressed form as" IOA"). On this basis, one linear DNA molecule can be
described as less complex (more compressible) than another. Furthermore, a
given linear DNA molecule can be considered to consist of segments of vary
ing complexity. Low complexity segments often have large deviations from
the even parity of Chargaffs second parity rule (e.g. the frequencies of the
Watson-Crick pairing bases approach 0% or 100%). High complexity seg
ments often have small deviations from even parity (e .g. the frequencies of
the Watson-Crick pairing bases approach 50%). However, a low complexity
segment can have even parity. For example, ATATATATAT is of low com
plexity, but has even parity with respect to A and T, and
CGATCGATCGATCGAT is of low complexity, but has even parity with
respect to all four bases.
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The New Bioinformatics

The "old" bioinformatics is largely concerned with aligning different se
quences to determine the degree of similarity . If a newly discovered gene in
biological species A is found to display a high degree of sequence similarity
with a well-characterized gene in species B, then th is may provide a clue to
the function of the product of the new gene in species A . If many genes in
species A show s imilar degrees of similarity to genes in spec ies B, then it is
possible that the genes are homologous (orthologous) and the species have
diverged relatively recently (in evolutionary time) from a common ancestral
species. Thus, the "old" bioinformatics is (i) a gene-product-orientated bioin
formatics serving those who seek to identify and manipulate gene-products,
and (ii) a phylogenetic bioinformatic s serving those who seek to c lassify spe
cies on the basis of evolutionary relationships.

Confusing these tasks are low complexity segments, sometimes referred to
as "simple sequ ences." Two genes that are not related evolutionarily may
have similar simple sequ ences. These similarities are often suffic ient to be
picked up in alignment anal yses. So s imple sequences are distracters - an
embarrassment that can generate spur ious high -scoring alignments between
genes that are not actua lly related. The parts of genes responsible for specific
gene function usually correspond to specific sequences of high complexity .
Accordingly, programs with names such as " Repeat masker" and "Seg" are
widely used to identify low complexity segments and mask them prior to
conducting alignment analyses (with programs with name s such as " Blast,"
"Clusta l," and "G enalign").

On the other hand there is evo lutionary bioinformatics, which has as its
primary concern the underst anding of biolo gical evolution. Thi s " new" bioin
format ics views s imple sequences as having the potential to provide profound
insights. The goals of the "o ld" and the "new" bioinformatics differ, but pro
grams such as " Seg" can greatly aid the evolutionary bioinformaticist, as will
be shown here .

Protein or Nucleic Acid Level Function?

Low complexity at the nucleic acid level corre lates with low complexity at
the protein level. For example, since the codon TTT in DNA encodes the
amin o acid phenylalanin e (Tabl e. 7-1) , then a sequ ence containing only T
base s [poly(dT)] would encode a prote in containing only the amino ac id
phenylalanine (i.e. polyphenyl alanine). On coming across a polyphenyla
lanine segment within a prote in, we are faced with another chicken-and-egg
problem. Would the polyphenylalanine have conferred some advantage to the
function of the protein, with the automatic consequence that a T-rich nucleic
acid sequence was selected in the course of evolution? Alternatively, did
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poly(dT) confer so me advantage at the nucleic ac id level with the automatic
con sequence that the prot ein sequ enc e became phenylalanine-rich? Thus, a
primary selective influence operat ing at one level co uld be the cause o f low
complexity at both levels.

Hon ghui Wan and John Wootton [3] noted for a wid e range of organisms
that GC-rich genomes and GC-poor (AT-rich) gen omes have more low
complexity segments in their prot ein s than genomes in which the quan tity of
G+C is approximate ly equal to the quantity of A+T (Figure 11 -1) .
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Fig. 11-1. Variation of protein complexity with species (G+C)% for three ma
jor groups of organisms: bacteria (triangles); archaea (circles); eukarya
(squares). Each point corresponds to a particular species within a group.
Values for protein complexity decrease from high to low on the Y-axis (note
the descending scale). More high complexity proteins (fewer low complexity
proteins) are found in species with 50% (G+C) and fewer high complexity
proteins (more low complexity proteins) are found in species with extreme (G
+ C) percentages (low or high). This is exaggerated here by showing the
base composition of the codon position that is least constrained by protein
pressure (third position). The points were fitted to curves (quadratic parabo
las of general form Y = Yo +aX + bX2

) and parameters of the curves are
shown in each figure with corresponding probabilities (P) . The fit for archaea
(archaebacteria) is not significant, but the curve seems to match those for
bacteria (eubacteria) and eukarya (eukaryotes). The data are from a paper
by Wan and Wootton [3), who measured the "median global complexities" of
protein sequences from a variety of extensively sequenced genomes
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While the cause of GC-pressure has been controversial , there is agreement
that it operates genome-wide both on genes and on intergenic DNA . On the
other hand , the pressure to encode a protein operates only on exon s. Again,
we are faced with a chicken-and-egg problem. If protein-pressure were driv
ing the (G+C)%, then only exons should be affected. We might postulate that
(G +C)% is somehow infectious and , once exons have arrived at a particular
val ue, th is spreads into intron s and non-genic DNA. However, it is more
likely that GC-pressure is itse lf primary (see Chapter 8). At the extremes 
low or high - (G+C)% biases the amino acid composition of proteins to
wards certain amino acids, so generating low complexity segments in pro
teins (i .e. there may be departures from an even mix of twenty amino acids).

Nucleic acid pressures can be stronger than protein pressure s, even to the
extent that some amino acid s may be mere "placeholders" (see Chapter 9) . If
a low complexity segment in a protein- encodin g region of DNA primarily
serves a nucleic acid level function , then the corresponding amino ac id se
quence in the encoded protein must follow this. On the other hand , if the low
complexity segment primarily serves a prote in-level function , then the nu
cleic acid sequence need only follow this with respect to the bases in codons
that determine the nature of the encoded amino acid. These are the bases in
first and second codon positions (see Chapter 7). Bases in third codon posi
tions usuall y do not determine the nature of the encoded amino ac id and so
are often free to respond to pressures other than the pressure for having a par
ticul ar amino acid at a particular position in a protein .

For example, although phenylalanine is encoded by TTT, it is a lso en
coded by TTC. Accordingly, if se lection operated at the prot ein level , a
TTC-ba sed polymer [poly(TTC)], might sati sfy protein- encoding demands
(protein-pressure) for polyph enyIalanine j ust as well as a polym er containing
a mixture of TTCs and TTTs, or just as well as a pure TTT-based polymer
[poIy(T)] . However, by virtu e of the contained C, poly(TTC) might satis fy
other pressures, such as GC-pressure, better than poly(T).

Base Pair Pressures

GC-pressure is one of a vari ety of pressures appearing to operate directly
on nuclei c acid sequences. By " base pair pressure" is meant a pressure due to
a nucle ic ac id segment' s content of a particular pair of bases (i.e. the seg
ment' s base composition, irrespective of base order). So we are not here con
cerned with 2-tuple (dinu cleotide) frequencies (see Chapter 4). From four
bases there are six combinations of two different bases , consisting of three
mutually exclusive pairs (GC, AT; AG , CT; AC, GT). Implicit in values for
(G+C)% in DNA segments are values for the rec iprocating base pair,
(A+T)%. Implicit in values for (A+G)% (purine-loading pres sure) are values
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for the reciprocating base pair, (C+T)%. AC-pressure (reciprocating with
GT-pressure) is currently an abstract entity of uncertain significance.

" Pressure" is a useful intuitive concept implying some force or tendency
with a directional (vectorial) component. The terms "GC-pressure," "AG
pressure," and "AC-pressure" are used here to indicate evolutionary forces
for departures from base equifrequencies. However, currently there is no
strict ly defined usage in the literature. Thus, in som e contexts (see Chapter
9), the effect of "GC-pressure" (i .e. pressure for a change in (G +C)%) is
considered to increase over the range 0% (G+C) up to 100% (G +C), whil e
the effect of "AT-pressure" is considered to decrease correspondingly from
100% (A+T) down to 0% (A+T). Here we avoid the latter term (AT
pressure), which is implicit in the former (GC-pressure). In the present con
text the effect of "G C-pressure" is considered to increase both from around
50% (G +C) up to 100% (G+C) ("upward GC-pressure") and from around
50% (G+C) down to 0% (G +C) ("downward GC-pressure"). Similar consid
erations apply to AG-pressure and AC-pressure.

If you were "the hand of Nature" and wanted to increase two base s in the
coding region of an existing mRNA from scratch, how would you go about
it? Take purine-loading for example. The easiest option would be to take ad
vantage of third codon position flexibility so that, despite the RNY-rule, all
codons that can have a purine in this position acquire one ( if they do not al
ready possess one). Thus, in the case ofJeucine with six alternative codons of
general form YYY and YYR (see Table 7-1), you would pick YYR. In the
case of serine (YYY, YYR or RRY) there is room for some modulation ac
cording to the extent of the need for purine-loading. You could pick YYR or
RRY. If selective use of codons with R in third pos itions did not suffice, or
RNY-pressure was insistent, then you could see if the protein would remain
functional when you changed from amino acids with V-containing codons to
amino acids with similar properties that had more R in their codons. For ex
ample, the small hydrophobic amino acid alanine (RYN) might be replaced
by glycine (RRN), which is also small and hydrophobic.

Alternatively, you could try deleting an amino acid with a V-rich codon to
see if the protein could manage without it. In so doing you would achieve a
relative enrichment for R. Or, you could insert an amino acid with an R -rich
codon into some, perhaps innocuous, position in the sequence. Hopefully the
protein would not mind . If the latter strategy succeeded, but the mRNA was
still insufficiently purine-loaded, then you could try inserting more amino ac
ids with R-rich codons next to the first one. Because many proteins consist of
an assembly of independent functional domains, it is indeed possible to insert
long segments of amino acids between these domains without interfering
with overall protein function . Each inserted amino acid is a mere placeholder.
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You could arrange that the amino acid composition of these inserted seg
ments would be biased towards amino acids with R-rich codons. But, some
amino acid s with R-rich codons might be better than other amino acids with
R-rich codons (i.e. would interfere least with the normal protein function).
Which amino acids would be least offensive? Whatever amino acids you
choose, the selective use of particular amino acids mean s that the sequence
would be relatively simple. Would the order of the amino acid s in the in
serted, low complexity, simple sequence be important, or irrelevant? Now
let 's see how "Nature" has actually gone about the task. The genomes of Ep
stein-Barr Viru s (EBV) and of P. fa lciparum, both under extreme GC
pressure (upwards and downwards, respe ctively), are most informative.

Epstein-Barr Virus Simple Sequence Element

EBV (human herpesvirus 4), the agent of infectious mononucleosis
("mono" or "glandular fever") , has var ious forms of latency in its human
hosts. The initial infection may be asymptomatic. Most people are infec ted
by the age of twenty . Almost certainly the viru s is within you at this moment,
but you will remain symptom-free. The latent state is associated with the
transcription of only a few RNA s ("latency-associated transcripts") from the
circular viru s genome.

There are various types of latency, but all form s of laten cy have one RNA
tran script in common - the tran script encoding the EBNA I (Epstein-Barr
Nuclear Antigen-I) protein . Thi s contains a long simple-sequence element
that can be removed experimentally without interferin g with known prot e in
functions. Since the EBV genome appe ars to be under pressure for compact
ness (i.e. there are few intron s and little intergenic DNA), the simple
sequence elem ent should only be present if, under some circum stan ce, it con
fers an adaptive advantage either at the protein level , or at the level of the en
coding nucleic acid (eith er DNA or RNA). Indeed, an element that increases
the length of a gene places the integrity of the gene in jeopardy, sinc e it in
creases vuln erability to disruption by recombination (see Chapter 9). One
function of the e lement appears to be the purin e-loading of the correspond ing
mRNA to an extent that cannot be achi eved , because of protein-encoding
con straints, by the more complex (non- simple sequence) part s of the mRNA
[4,5].

The EBV genome has a relatively high (G +C)% and , consistent with the
reciprocal relationship between (G +C)% and (A+G)% (Fig. 9-7), generally
has a low (A+G)% in its genes. So the mRNA-synonymous "cod ing" DNA
strands of most EBV genes are pyrimidine-loaded. The EBNA I-encoding
gen e is a notable exception. It is highly purine-loaded, mainly by virtue of a
long low complexity segment (Fig. 11 -2a). The reason for this special feature
of the EBNA l -encoding gene will be con sidered in Ch apter 12.
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Fig. 11-2. The long low complexity element in the gene encoding the
EBNA1 antigen of Epstein-Barr virus (EBV) is purine-loaded (a), and has low
folding energy (b, c). In (a) four genes are shown as grey boxes with four
horizontal arrows indicating transcription directions. Vertical dashed lines in
dicate the borders of the EBNA1-encoding gene. The region with the long low
complexity, simple-sequence, repetitive element in the EBNA1 gene is shown
as a white box with diagonal stripes, and is demarcated by vertical dotted
lines. Other low complexity elements in the EBNA1 and neighboring genes
are shown as crosshatched white boxes. In (a) purine-loading is shown as
(A+G)% (continuous line). These values are greater than 50% in the EBNA1
gene (purine-loaded), and are less than 50% in neighboring genes
(pyrimidine-loaded). In (b), values for the base order-dependent component
of the folding energy (FORS-D) are shown with standard errors. In (c) , values
are shown for the base composition-dependent component of the folding en
ergy (FORS-M), and for the total folding energy (FaNS). Low complexity
segments were detected using the Seg program
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Different EBV genes, and hence the corresponding proteins, vary in their
content of low complexity sequence. By eye you can tell from Fig. 11-2a that
the EBNA1-encoding gene has about 70% low complexity sequence (see
white boxes with diagonal or hatched lines). When values for percentage low
complexity in individual EBV proteins are plotted against values for the vari
ous base pressures, points are widely scattered. However, they can be fitted
to curves (quadratic parabolas) as shown in Figure 11 -3.

40 50 60
(A+C)%

70

Fig. 11-3. Variation of low complexity segment length in EBV proteins with
percentage content of (a) G+C, (b) A+G, and (e) A+C, in the corresponding
genes. The point corresponding to the gene encoding EBNA1 protein is indi
cated with an arrow. The points were fitted to curves (quadratic parabolas)
and parameters of the curves are shown in each figure. Horizontal arrows
pointing to Wand S indicate progressive enrichment for either the W bases
(A+T) at low (G+C)%, or the S bases (G + C) at high (G+C)%. Y and R indi
cate the enrichment for either the Y bases (C+T) at low (A+G)%, or the R
bases (A+G) at high (A+G)%. K and M indicate the enrichment for either the
K bases (G + T) at low (A+C)%, or the M bases (A+C) at high (A+C)%
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Most points are located near minima, at base compositions around 50%.
Thus most genes have very little low complexity sequence (i.e. they are
mainly of high complexity, with equifrequenci es of bases that are irregularly
ordered) . The exceptional low complexity valu e, corresponding to the
EBNA l-encoding gene, is at one extreme of the curves [6]. The scatter of
points, e ither to the left or right of the vertical dotted line (marking 50%),
shows the general tendency of EBY genes towards S-Ioading (i.e . high G+C;
Fig . 11-3a), and Y- loading (i.e. low A+G ; Fig. 11-3b). The maverick EBN A1
gene is both highly S-Ioad ed and highly R-Ioaded. The plots become more
informative when the base pressures exerted by different codon positions are
plotted independently (Fig. 11-4).
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Fig. 11-4. Variation of low complexity segment length in EBV proteins with
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(a, b, c), second (d, e, f) and third (g, n, i) codon positions (e.g. on the X-axis
GC1 refers to the (G+C)% of first codon positions). Details as in Figure 11-3

By comparing the different plots, sense emerges from an apparently bewil
dering scatte r of points. The amino acid-determining first and second codon
positions tend to be the best predictors of the amount of low complex ity seg-
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ment (i.e. points for first and second codon positions best fit the curves, so
that you would have more faith in predicting the degree of complexity from
values for first and second codon positions, than from values for third codon
positions). This can be determined by examining the various values shown in
each figure.

Values for the square of the correlation coefficient (r') can range from zero
to one and indicate how much of the observed variabil ity (i.e. 0% to 100%)
can be attributed to low complexity segment content (e.g. 68% in the case of
the G+C content of the middle bases of codons as in Figure 11-4d , and 27%
in the case of the A+G content of the first bases of codons as in Figure 11
4b). Similarly, the equations of quadratic parabolas have two key determi
nants (a and b); the prob ability values (P) associated with these (ranging
from zero to one) indicate how likely it is that the match is not a good one
(i.e. low P valu es indicate a good match of points to the curve). Third codon
positions.- those least likely to relate to the encoding of amino acid s - tend to
have the highest P values (i.e . there is a relatively poor match of points to the
curve; Figs. 11-4g,h,i) .

With the caveat given in Chapter 7, that in some species th ird codon posi
tion s can affect the speed or accuracy of translation, third positions can be
regarded as controls (i .e. they provide a frame of reference). Like non-genic
DNA segments, whether they are part of low or high complexity segments.
they should be equally fre e to respond to pressures other than the encoding
of amino acids. Thus, the base compositions of third codon positions (X
axes) should be relatively independent of the quantity of low complexity
segment (Y-axes) . So, as expected, values for r2 are low and valu es for P are
high .

On the other hand , first and second codon positions, when in high com
plexity segments primarily play the amin o acid-encoding role and are re
strained from responding to other pressures. But when in low complexity
segments first and second codon positions, if encoding mere placeholders,
would not be so restrained. Consistent with this, the low complexity segment
in the EBNA- I-encoding gene appears free to serve other pressures by v irtue
of the base content not only of third codon positions, but also of the first and
second codon positions.

The flexibility of third codon positions would have been insufficient to
meet the demands of pressures other than the encoding of proteins, and so
first and second codon positions would have been recruited to ass ist. In sim
ple-sequence elements, this assistance would not be to the detriment of the
amino acid-encoding role of first and second codon positions, because the na
ture of the encoded amino ac ids would be largely irrelevant to the function of
the prot ein .
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We now go back to an earlier figure to consider secondary structure. In the
DNA encoding the EBNA-] repetitive element there are up to 800 purines
per kilobase so that there are relatively few pyrimidines to pair with purines
for formation of the stems of DNA stem-loop secondary structures. Thus, the
potential for forming secondary structure is greatly decreased as measured by
the FONS value (Fig. 11-2c). As discussed in Chapter 5, the latter value de
composes into a base composition-dependent component (FORS-M; Fig . 1]
2c) and a base order-dependent component (FORS-D; Fig. 11-2b). Compared
with neighboring regions, base order contributes poorly to the folding poten
tial (assessed as negative kilocalories/mol) in the region of the repetitive ele
ment. Indeed, base order supplements base composition in constraining the
folding potential (so most FORS-D values, being slightly below the horizon
tal dashed line , are positive; Fig. ]] -2b).

Since secondary structure in DNA is likely to enhance recombination (see
Chapter 8), this predicts decreased recombination between regions of the
gene corresponding to the amino-terminal and carboxy-terminal ends of the
EBNA I protein. The gene would otherwise be more vulnerable to fragmenta
tion by recombination, due both to the increase in gene length resulting from
the presence of the low complexity element, and to the increased probability
that a viral low complexity element will find a homologous recombination
partner (i .e. another low complexity element with a similar sequence) else
where in its own, or the host cell's, genome.

Apart from the low complexity repetitive e lement in the EBNA I protein,
there are other non-repetitive low complexity elements (Fig. I] -2a). Similar
elements are encoded in neighboring genes. Thus, the immediate upstream
gene encodes two small elements. The two immediate downstream genes
each have only one small element. However, in many respects the EBNA 1
encoding gene is different from all other EBY genes, most of which are not
expressed during latency. Indeed, there are more similarities with genes of
the parasite responsible for the most malignant form of malaria, Plasmodium
falciparum.

Malaria Parasites

Low complexity segments with biased amino acid composition are abun
dant in the proteins of P. falciparum . In Italy, Elizabetta Pizzi and Clara
Frontali wondered whether these low complexity protein segments have spe
cial properties that provide a functional explanation for their existence [7].
They compared the properties of amino acids in low complexity sequences
with the properties of amino acids in high complexity sequences. The amino
acid biases in low complexity segments did not correlate with properties of
individual amino acids (hydrophobicity, volume, flexibility). However, a cor-



Complexity 237

relation was found with the A content of the codons. There was a correlation,
not at the protein level, but at the nucleic acid level.

In the extremely AT-rich malaria parasite genome the third codon position
is dominated by intense downward GC-pressure, making it one of the most
AT-rich eukaryotic species (see Fig. 9-5a). Being less influenced by the na
ture of the encoded amino acid, third codon positions have more flexibility to
respond to GC-pressure and AG-pressures. However, this flexibility can be
insufficient to meet the demands both of downward GC-pressure and of up
ward AG-pressure (purine-loading pressure). So first and second codon posi
tions are recruited. This threatens to change the nature of the encoded amino
acid , which could then disturb protein function . So, again , a solution is to
create extra protein segments that lie between functional protein domains.
These extra segments should neither playa role in, nor impede, normal pro
tein function . The amino acids in these segments are mere place-holders.
Thus, the low complexity segments represent evolutionary adaptations allow
ing genes, through the compositions of first and second codon positions (as
well as third codon positions), to respond to extreme base compositional de
mands that could not be met by high complexity segments a lone (despite
their flexibility at third codon positions).

Consistent with this, as in the case of EBV , the quantity of low-complexity
sequence correlates well with the base composition of first and second codon
positions, but less well with that of third codon positions. Figure 11-5 shows
that the percentage content of low complexity segment in malaria parasite
genes relates to the (G+C)% of each gene in a way that is dependent on
codon position. By eye you can tell, from the clustering of points relative to
the X-axis, what average (G+C)% values for different codon positions are
likely to be. Average (G+C)% values become progressively less as codon
position changes from first position (Figs. I I-5a) to third position (Figs. 1]
5c). The extreme value of the third position (around] 8 % G+C) indicates
that it has the most flexibility to respond to downward GC-pressure. This is
largely indepe ndent of the percentage of low complexity segment (indicated
by the low r2 value, and high P values in Figure 11-5c). Thus, whatever their
content of low complexity sequence, on the basis of their third codon position
(G+C)% values genes contribute strongly to downward GC-pressure.

On the other hand , data points for first and second codon positions fit to
curves with minima corresponding to genes with low percentages of low
complexity segment (Figs. 11-5a, b). Most data points relate to the leftward
limbs of the curves. For first and second codon positions the curves show that
acquisition by certain genes of low (G+C)% values correlates with an in
creased content of low complexity segment. The more AT-rich a gene , the
more low complexity segment it contains. In the case of second codon posi
tions 18% of the variation can be explained on this basis (r2

= 0.18).
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Fig. 11-5. Variation of low complexity segment length in the proteins encoded
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each figure. Horizontal arrows pointing to Wand S indicate the enrichment
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Similar results are seen in the case of AG-pressure (Fig. I I-6) . Departure
from equifrequency of bases (50% purine : 50% pyrimidine) is greatest in the
case of first codon positions. Average (A+G)% values become progressively
less as codon position changes from first position (Figs. 11-6a) to third posi-
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tion (Figs , 11-6c). Thi s is consi stent with the RNY-rule (purine for first
codon base, pyrimidine for third codon base ; see Chapter 7). Values for first
and second codon positions can best be fitted to the curves; most data points
relate to rightward limbs (Figs. 11-6a , b), indicating a positive correlat ion be
tween a gene' s purin e content (i.e . upw ard AG-pressure) and its cont ent of
low complexity segment. In the case of second codon pos itions, 28% of the
variation can be accounted for on this basis (r2

= 0.28).
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Values for third codon positions show poor correlations (i.e. r2
= 0.062;

Fig. 11-6c). So, as expected, the distinction between genes with low and high
percentages of low complexity segment length is least for this position. Note
that the corre lations (r2 values) in the case of purine-loading (Figs. 11-6a, b)
are better than in the case of GC-Ioading (Figs. 11-5a,b). This is consistent
with the notion that purine-loading is usually the dom inant pressure with re
spect to increasing the length of a protein by insertion of low complexity
elements (see Chapters 9 and 10).

Conflict with Fold Potential

The long low complexity sequence in the EBNA I gene appears to coun
tennand the potential of the encoding DNA duplex to extrude single-stranded
DNA that adopts a stable stem-loop secondary structure (Fig. 11-2). Low
complexity sequences in P. falciparum genes might be expected to act simi
larly - but not nec essarily so. A prominent example is the gene encoding the
circumsporozoite protein (CSP; Fig . 11-7) . This is expressed on the form of
the malaria parasite (sporozoite) that is initially injected by infected mosqui
toe s and enters liver cells. A host preimmunized against parts of the CSP
might be able to nip the infection in the bud .

So we should not be surprised to learn that the two end segments of the
protein (N-terminal and C-terminal segments) correspond to CSP antigens
that vary between different individual parasites (i.e . are polymorphic) and are
evolving rapidly under positive Darwinian natural selection . There is one
low-complexity , non-repetitive element, and a central low-complexity simple
sequence element encoding repeats of eight amino acids (the octapeptide
NVDPNANP) or four amino acids (the tetrapeptide NANP; Fig. 11-7a).
Downstream of the single exon CSP-encoding gene is a three exon gene en
coding an unidentified (therefore referred to as a "hypothetical") protein.
Here the upstream half of the small middl e exon has a low complexity, non
repetitive, element.

The codons of the low complexity segments in the CSP-encoding gene
tend to be A-loaded, and contribute to the generally high level of purine
loading (i.e. the curve in Fig. 11-7a is mainly above 50% (A+G) in the region
of the gene). In regions corresponding to the N- and C-terminal segments this
is achieved mainly by A bases, with a small contribution from G bases (the
two bases are not shown separately in the figure) . For the middle segm ent
this is achieved ent irely by A bases, and there is an excess of C compared
with G (not shown in the figure) . The inclusion of the low-complexity re
gions can be considered as a device to enhance purine-loading, as in the case
of the EBNA I antigen (Fig. 11-2). However, the fact that G works against
this suggests other factors are in play .
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left are shown as transcribing to the right
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Figures 1I-7b and 11-7c show the potential of windows in the segment to
form secondary structure. The base order-dependent component (FORS-D) is
impaired (i.e. tends to be positive) in regions of the CSP gene corresponding
to the N- and C-terminal segments of the protein ; this is characteristic of se
quences under positive selection [8]. Consistent with the high purine-loading
of the repetitive middle segment, the base composition-dependent component
of the folding potential (FORS-M) is greatly decreased in the middle seg 
ment (Fig. 11-7c); but this is more than compensated for by an increase in
the base order-dependent component (FORS-D; Fig. I 1-7b). Hence, the natu
ral sequence shows a large increase in overall stem-loop potential (FONS) in
this region (Fig. 11-7c). This suggests that recombination between the two
ends of the gene might be enhanced (see later).

In general, stem-loop potential in genes tends to be relegated to introns,
especially in the case of genes under positive selection where introns may be
more conserved than exons (see Chapter 10). In the case of the CSP gene ,
what might have been an intron appears to have been retained and expressed
in the protein sequence, perhaps because of an adaptive value at the mRNA
level (i.e. purine-loading) and /or at the protein level.

Similar considerations may apply to the second exon of the downstream
gene. Whereas there is purine-loading (i.e. AG% greater than 50) both in the
single exon CSP gene and in the first and third exons of the downstream gene
(i .e. Szybalski's transcription direction rule is obeyed), the second exon is
pyrimidine-loaded (i.e. AG% is less than 50). Much of the second exon con
sist s of a low complexity element, which strongly supports base order
dependent stem-loop potential.

Roles of Low Complexity Segments

Since low complexity is often associated with departure from base
equifrequencies, it is not surprising that proteins with high percentages of
low complexity segments correspond to the extremes of base pair percent
ages (Fig. 11-1). The issues are whether low complexity results from selec
tive pressures, and if so, whether these pressures operate primarily at the nu
cleic acid level, or at the protein level. A sequence primarily generated in
response to a nucleic acid level pressure might secondarily have acquired a
protein level function , thus making it difficult to determine which was pri
mary. A clear assignment of nucleic acid level roles can assist this task .

Unlike the first and second codon positions, the base composition of third
codon positions tends not to correlate with the percentage of low complexity
segment in proteins, especially in the case of (G+C)%. This suggests that , for
this position, low and high complexity segments are equally free to respond
to base compositional pressures. First and second positions are constrained
by other pressures. In high complexity protein segments, mainly correspond-
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ing to conserved globular domains, these pressures include pressure to retain
specific protein function (i .e. protein-encoding pressure). On the other hand,
the encoding of amino acids by low complexity segments is largely deter
mined by the base compositional pressures. Such segments mainly corre
spond to non-globular hydrophilic surface domains that do not playa critical
role in a protein's structure and specific function.

Yet, some protein-level function might still be of value. In the case of the
CSP gene , association with enhanced stem-loop potential (Fig . 11-7) would
be expected to promote recombination and hence enhance CSP polymor
phism, a feature conferring protection against host immune defenses. The
long low complexity segment in the gene encoding the EBNA I protein does
not enhance stem-loop potential (Fig. 11-2), so probably functions solely as a
means of purine-loading the mRNA to avoid formation of double-stranded
RNA , which would alert the host's immune system (to be considered in
Chapter 12).

Simple Sequence Repeats

The low complexity elements contain either non-repetitive, or repetitive,
sequences of amino acids, the latter being prevalent in long low complexity
elements. For example, the long low complexity element in the EBNA 1 pro
tein consists mainly of a repeat of two glycines and an alanine. If Nature 's
purpose is merely to purine-load, then there should be no particular virtue in
having placeholder amino acids ordered in this way :

GlyGlyAlaGlyGlyAlaGlyGAlaGlyGlyAla... (11.1 )

Surely, a disordered sequence might serve just as well - for example:

GlyAlaAlaGlyGlyGlyAlaGlyGlyAlaGlyGly... (11 .2)

The ordering (periodicity) might somehow help the insert remain innocu
ous with respect to the function of the protein. I-Ience it would be selected for
(i.e. natural selection would prefer viruses with ordered amino acids in the
low complexity element, over viruses with disordered amino acids in the low
complexity element). However, in some cases the ordering can be shown to
depend on the "mechanica l" (i.e. chemical) process by which the repeat was
first generated. In fact, the process can get out-of-hand and the insert can
grow so long that it begins to interfere with protein function , often by making
the protein insoluble. Clear examples of this are found in the "trinucleotide
expansion" diseases, which often affect central nervous system function, and
include the human brain disorder known as Huntington's disease (Fig. 11-8).
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Fig. 11-8. A mechanism for trinucleotide repeat expansion in Huntington's
disease. (a) Tandem repeats of CAG that encode polyglutamine. (b) Ability of
the repeats to form a stem-loop structure by virtue of complementarity be
tween the strongly pairing C and G bases. (c) A DNA duplex containing a
tract of CAG repeats (thickened line) in the "top" mRNA-synonymous strand.
This tract complements a tract of CTG repeats in the "bottom" mRNA
template strand. Initially both tracts would be short. (d) Single-strand break
age. (e) Temporary displacement of the top strand. (f) The CAG repeat
adopts a stem-loop configuration. (g) Restoration of the duplex. (h) Restora
tion of top-strand continuity (grey arrow) by consecutive actions of a DNA po
lymerase (which introduces more top-strand CAG repeats using bottom
strand CTG repeats as templates), and DNA ligase. Thus the CAG pattern is
reiterated. When this "repaired" duplex is later replicated, one of the child du
plexes has an increased length of the CAG tract
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In Huntington's disease there is a long repeat of the trinucleotide CAG in
the "top" mRNA-synonymous strand of a protein-encoding exon . The corre
sponding mRNA thus contains a long CAG tract, which is in the codon read
ing frame (i.e. it is read as CAG, not as AGC or GCA; Fig. 11-8a). Since
CAG is a codon for the amino acid glut amine, the prote in contains a long po
Iyglutamine tract. The CAG tract in the DNA is likely to have expanded be
cause it can form an intern al stem-loop structure (Fig. I 1-8b) . The stem can
form becau se of the appropriate ordering of the C and G bases . This perio
dicity is conducive to stem -formation. The A bases are displaced and do not
contribute to the stability of the structure. A possible mechanism for the ex
pansion , believed to operate at the level of post-mitotic and post-meiotic hap
loid gametes, is shown in Figures 11-8c-h [9].

In normal humans the gene that, when changed, causes Huntington 's dis
ease, has a short CAG tract (less than 84 bases). This can be presumed to sat
isfy the normal need for purin e-loading. However, as shown in Figure 11-8
the tract can increase in length. In fact, the longer it gets , the more likely it is
to adopt the stem-loop structure, so facilitating a furth er expansion. Once it
reaches a critical length (gre ater than 84 bases) disease features begin to ap
pear. Initially, the se features appear late in life, so that there may have been
time to produce children. Yet , within a generation, the tract can expand, so in
these children the tract may be longer than in the affected parent. Th is causes
the disease to be more seve re and to begin earli er in life.

It is easy to assume that Huntington ' s disease is caused by the inso luble
protein aggregates that are observed in bra in cell s. Such aggregates consist of
the polyglutamine tract-containing protein in association with a variety of
other coaggregated normal prote ins. The same set of norm al proteins con sis
tently coaggregate with the polyglutamine tract-containing prote in [10] .
Many members of this set show specificity for the polyglutaminc-tract con
taining protein (i.e. they do not just coaggregate with any protein that hap
pens to be aggregating) . Why do, say, proteins A, Q and Y coaggregate, but
not proteins G, L and V? Thi s is a fundamental point that we will consider in
Chapter 13.

Note, however, that the CAG tracts can adopt stem-loop secondary struc
ture s with long stems not only at the DNA level, but also at the RNA level.
The lengths of double-stranded RNA so generated should be sufficient to
tr igger intracellular alarm s, thus activating the immune system [11, 12]. Per
haps, double-stranded RNA is respon sible for (or is a necessary cofactor in)
the development of Huntington 's disease? Consistent with thi s, in some other
trinucleotide expansion diseases that affect the nervous system, (e.g. spi
nocerebellar ataxia) the expansions are not in protein-encoding regions. The
pathogenic agents appear to be RNA transcripts [13]. We will consider this
further in Chapter 12.
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Many diseases associated with intracellular, and sometimes extracellular,
protein aggregates are brain diseases that slowly progress over many years.
Notable examples are the "prion" diseases, such as "mad cow disease," and
Alzheimer's disease. An obvious explanation would be that the proteins are
brain-specific. Yet , often the proteins are not brain-specific . The proteins are
expressed in non-neural tissues, but aggregates are not seen and tissue func
tion is not impaired. Perhaps of relevance is the fact that the brain is " immu
nologically privileged," being partially protected from the immune system by
membranes ("blood-brain barrier"). This raises the possibility that the im
mune system can recognize cells with aggregates in non-neural tissues and
destroy them . The cells can then be replaced by the division of neighboring
cells or of "stem cells" (whose primary role is replacement of "worn out"
cells). But somehow this is not possible in neural tissues (see Chapter 13).

Long-Range Periodicities

In Chapter 7 we encountered short-range RNY periodicities at the codon
level. Indeed , in protein-encoding regions the level of every third base tends
to remain constant (Fig. 8-4) . Here we have encountered the local peri
odicities displayed by low complexity elements, whether they are in coding
or non-coding regions. Are there long-range periodicities?

By virtue of their structure we sometimes encounter long-range peri
odicities in written texts . In this book every 10-20 pages the word "Chapter"
appears in enlarged type with a number following it. This also applies to
DNA texts . For example, as mentioned in Chapter 6, the DNA double-helix
is normally slightly unwound (negative supercoiling); where other pressures
do not countermand, every 10-11 Watson-Crick base pairs there are dinucleo
tide sequences ("bendability signals") that support this . The signals are weak
but the periodicity becomes quite clear when long sequences are examined
[14, IS]. The number of base pairs corresponds to about one turn of the dou
ble-helix (Fig. 2-1) . Periodicities occurring at intervals of 200 bases, 400
bases, and even as long as 500 kilobases, have been related to aspects of
chromosome structure [16, 17].

Summary

Protein segments that contain few of the possible twenty amino acids ,
sometimes in tandem repeat arrays, are referred to as containing "simple" or
"low complexity" sequence. Many proteins of the malaria parasite, P. falci
parum, are longer than their homologues in other species by virtue of their
content of such low complexity segments that have no known function; these
are interspersed among segments of higher complexity to which function can
often be ascribed. If there is low complexity at the protein level then there is
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low complexity at the corresponding nucleic acid level (often seen as a de
parture from equifrequency of the four bases). Thus, low complexity may
have been selected primarily at the nucleic acid level and low complexity at
the protein level may be secondary. The amino acids in low complexity seg
ments may be mere placeholders. In this case the amino acid composition of
low complexity segments should be more reflective than that of high com
plexity segments on forces operating at the nucleic acid level , which include
GC-pressure, AG-pressure and fold pressure. Consistent with this, for amino
acid-determining first and second codon positions, low complexity segments
show significant contributions to downward GC-pressure (revealed as de
creased percentage of G+C) and to upward AG-pressure (revealed as in
creased percentage of A+G). When not countermanded by high contributions
to AG-pressure, which locally decrease fold potential, low complexity seg
ments can also contribute to fold potential. Thus they can influence recombi
nation within a gene. These observations have implications for our under
standing of malaria, infectious mononucleosis, and brain diseases in which
protein aggregates accumu late.



Part 5 Conflict between Genomes



Chapter 12

Self/Not-Self?

"Thrice is he armed that hath his quarrel just,
But four times he who got his blow in fust."

Josh Billings, His Sayings (1866) [I]

Given the "struggle for existence" an organism might hope to outshine its
competitors by virtue of the excellence of its positive characters (e .g. greater
speed, longer neck) . But an organism that could also (i) identify, defend
against, and attack its foes , and (ii) identify and support its friends, would
seem to have an even greater advantage. To identify is to allow discrimina
tion - friend or foe? - the former classification being non-dangerous (poten
tially unharmful), the latter classification being dangerous (potentially harm 
ful). For this , friend and foe must have distinguishable characters and the
organism must both detect the se characters, and know which characters are
likely to associate w ith non-danger (fri end) and which characters are likely to
associate with danger (foe). After this discrimination, there must then be a re
sponse (either non-alarm, or alarm) that , in turn , would lead to a variety of
other responses of an adaptive nature (e .g. escape from , or destroy , the foe) .

All this is a rather long-winded way of saying that successful organisms
are street-smart and look out for number one! However, there are semantic
pitfalls that can easily confuse. For example, it is easy to believe that the ini
tial act of character recognition is the same as danger recognition. But an or
ganism doe s not initially recognize danger, it recognizes and classifies char
acteristics (attributes, s igna ls) in a source organism, and on the basis of this
discriminat ion draws conclusions regarding the potential harmfulness of that
source.

When grazing sheep hear a sound in the wood they know it is not from one
of them selves. So the sound has arisen from not- self. The first discrimination
is a self/not-self decision. In one step the sheep detect the sound and register
it as not-self. The not-self signal may alone suffice to make them move away
from the wood as a precautionary measure. If the source of the sound is sub
sequently seen with the attribute "shepherd," the sheep relax. If the attribute
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is " wolf," then alarm s sound (i .e. bleating and running). The initial recogni
tion (det ect and regi ster as not-self or self) and classification (friend or foe)
events are usually quiet. The subsequent alarm is noisy - an amplification of
the initial quiet signal. The alarm itself will be indep endently reco gni zed and
responded to; but this is secondary, and doe s not require the speci fic ity of the
qu iet primary recognition event. It is true that an ind ividual deaf sheep may
respond only when it sees its companions runn ing. So it is responding pri
marily to a general alarm sign al. But the primary event in the sheep coll ective
is the recognition of the not-self signal. The intuition to move away on this
basis alone makes sense. Even if the source turn s out to be the shepherd, one
day they are going to be mutton, and the sheph erd is go ing to have a hand in
thi s!

An add ed compl ication, with which we are here most concerned, is that the
foe may be with in an organ ism ' s own body. Here , the characte rs recogni zed ,
and the sensors that do the reco gnizing, are likely to be chemical (e.g. recep
tor s that shou ld bind "not-se lf' mole cular groupings, but should not bind
"self' mole cul ar groupings). Irrespective of its location, be it external or in
ternal , the foe is part of the environment to which the organism has had to
adapt throu gh the generat ions. Likewise, the foe has had to counteradapt.

Thu s, the full understanding of the genome of any biological species re
quires an understanding of the genomes of the species with which it has co
evolved. A viru s, for example, is not goin g to j ust sit around and let itself be
tagged as "foe." It is going to exploit its power of rapid mutation to fool its
host into believing it is "se lf " Step by step, the viru s will mutate to look
more and more like its host, and if each step confers an advantage it will con
t inue on this path. If, how ever, as it continues it encounters progressively
stiffer host defenc es, then it will discontinue. Thus, hosts whose immu
nological force s are poised to attack "near-se lf ' version s of not-self (a subset
of not- self) , rather than not-self per se (the entire set of not- self - formidable
in range), should be at a se lective advantage (see Chapter ]3).

Homology Search

Human sexual reproduction is an example of a multistep discriminatory
proc ess , the sensitivity of which increases step by step , culminating in a ho
mology search that is the final arbiter of " friend" or " foe." First your moth er,
possibly discriminating among a number of suitors, chose your father. Then,
one of his spermatozoa was recognized as "se lf' (a "friend" to the extent that
it was from a member of the sam e species) by receptors on the surface of
your moth er ' s egg (ovum). Acco rdingl y, your fath er 's sperm atozoon was
able to enter your moth er 's ovum to form a zyg ote. Next, through their gene
products, your parental genomes attempted to work with each other to enable
the single zygo tic cell to multiply and develop into you, an adult. For this
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there had to be an absence of not-self discrimination (i.e. anyone maternally
encoded product might have failed to cooperate with one or more paternally
encoded products, leading to the developmental failure known as "hybrid in
viability"). All this must have proceeded satisfactorily or you would not now
be reading this .

But you should not be complacent. The production of gametes (spermato
zoa , ova) tends to be an on-going process. Depending on your sex and stage
of life, the chances are that at this very moment in your gonad your parental
genomes are repeatedly completing the initial act of conjugation your parents
themselves initiated decades earlier [2, 3]. The genomes appear to conjugate
during the process known as meiosis, which results in the production of new
gametes. In the meiotic minuet your 22 maternally-derived autosomal chro
mosomes pair with your corresponding 22 homologous paternally-derived
autosomal chromosomes, and I maternally-derived sex chromosome (X
chromosome) pairs with I paternally-derived sex chromosome (X if you are
female, Y if you are male). Between each pa ir of homologues there is a
search for similarity ("homology search"). A high or moderate degree of
similarity of base sequence registers as "self' (i.e . "friend" ) and the dance
continues (the usual situation). However, below a certain threshold value for
similarity, the base sequence registers as "not-self' (i .e. " foe"). The music
stops and meiosis, and hence gamete production, fails . So, although unlikely,
you could be sterile (a " mule" ).

The latter sterility ("hybrid sterility") should not be regarded as unnatural
since, as related in Chapter 8, through variations in DNA sequences Nature
confers sterility barriers on some species members; this allows branching into
new species whose members, though natural selection, can explore pheno
types that were not possible within the confines of the parent species.

Antibody Response

The human embryo gains its nourishment from its mother by way of the
placenta. But the embryo has a paternal component that is foreign to the
mother. For this reason the evolution of placentation has required that there
be barriers preventing an immunological response by the mother aga inst the
embryo. In theory, this would require that paternally-encoded immunogenic
macromolecules not access the maternal immune system, and /or that mater
nal antibodies, which can bind those macromolecules, not be able to pene
trate the placental barrier.

Initial formation of the zygote requires that the integrity of one of the
mother's cells, the ovum, be breached by a paternal cell (spermatozoon). The
ovum is usually permissive for this invasion by a specialized foreign (not
self) cell , as long as it is derived from a member of the same species. Should
there be an initial intracellular self/not-self recognition event, the usual out-
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come would be that the paternal genome would be classified as friend rather
than as foe (i .e. at this level of discrimination the paternal genome would be
registered as likely to be unharmful).

However, the invading of female ova by foreign male spermatozoa of the
same species, is a very special case. Organisms and their cells may become
hosts to foreign organisms of a different species (viruses and bacteria).
Molecules, or parts of molecules, which can mark an organism as self or not
self are referred to as antigens, or antigenic determinants. The immune rec
ognition events elicited by these can occur extracellularly and , probably, also
intracellu larly.

An organism is said to have undergone a specific antibody response when,
within its extracellular body fluids, there is an increase in the concentration
of protein antibodies able to combine specifically with eliciting antigens. An
tibodies function extracellularly and have an intracellular ex istence only
within the cells of the lymphoid system where they are produced; they are
rapidly secreted from these source cells and encounter antigens while remain
ing within the confines of the body of the source organism. This means that
usually antibody molecules from one organism do not escape the body pe
rimeter to locally assist its fellow organisms; an exception is milk (colos
trum), which may transfer maternal antibodies to the newborn .

The antibody response to foreign (not-self) antigens has six consecutive
steps. These six steps would appear fundamental to an internal biological de
fense system where there must be self/not-self d iscrimination and an adaptive
response. J. There is a randomization process whereby an organism acquires
the potential to generate a wide repertoire of antibodies of varying specifici
ties (i.e. with abilities to bind a range of antigens, be they self or not-self). 2.
The potential to bind self-antigens is eliminated by the negative selection of
self-reacting elements (i.e. the antibody repertoire is purged of self-reactivity,
thus creating " holes" in the repertoire). 3. The repertoire is moulded to "dis
suade" pathogens from mutating to take advantage of the "ho les" (positive
selection for "near-se lf' ; see Chapter 13). 4. When the presence of a not-self
antigen is detected by virtue of its reaction with specific antibody, then the
concentration of that antibody increases. 5. The interaction between not-self
antigen and specific antibody triggers alarms so that the host organism re
sponds adaptively to eliminate the source of the not-self antigen. 6. The host
organism learns from the encounter (i.e. acquires memory) so that , if chal
lenged again by the same antigen, there is a better response (e.g. faster and
quantitatively greater). These are six steps fundamental to processes of adap
tive self/not-self discrimination, which might include processes for intracel
lular self/not-self discrimination.

We should note that, just as the above-mentioned sheep in the meadow re
sponded immediately to the self/not-self discrimination signal without the po-
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tential harmfulness of the source being determined, so a not-self antigen at
the surface of a bacterium that has been killed by some physical or chemical
treatment usually suffices to trigger an adaptive immune response (steps 4-6)
when dead bact er ia are injected into a host organism. Detection and registra
tion as not- self occur in one step because the repertoire has been pre-screened
to avoid detection of self (steps 1-3). The response is not cond ition al on at
tribute recognition (i.e. c lass ification as potentially harmful or non-harmful).

This trigger-happy tendency is fortunate, since it allows prophylactic im
muni zation with attenuated or dead organisms, so conferring advanced pro
tection against subsequent challenge w ith the live organism. Thus, our bodies
do not allow bacteria to wander around like tourists. Even if likely to be non
harmful, bacteria, dead or a live, are recognized as not-self and responded to.
Touring bacteria are not required to "break windows" before the host organ
ism will respond by making specific antibodies.

Antibody Variable Genes

In principle, the ability to generate, purge, and mould, elements of an im
munological repertoire (steps 1-3) could occur, together or independently , e i
ther during the life of an organism (i.e. during somatic time), or over multiple
generations (i .e. during evolutionary time) . In the latter case the organi sm
would be born with an appropriately purged and moulded repertoire ( i.e. the
repertoire would be innate, having been inherited through the germ line) . In
the case of the antibody response there is an innate reperto ire of variable re
gion genes, but the generation of diverse antibody molecules from individual
variable region genes involves further variations, so that essentially steps J-3
all occur somatically .

The necessity for thi s is apparent from the fact that two diploid parents are
likely to hav e independent germ-line histories, so that within their d iploid
child a paternally-donated repertoire would not have been purged of antibod
ies with the potential to react with maternal antigens, and a maternally
don ated repertoire would not have been purged of antibodies with the poten
tial to react with paternal anti gens. Thi s problem is eliminated if the purging
proc ess occurs during somatic time (i .e. "se lf' is defined afr esh when a new
organism is produced from two parents of different genetic con stitutions). An
additional advantage is that each individual is likely to have a unique rep er
toire, so that a path ogen that somehow evaded the repertoire of one host
could not count on an equally easy ride in its next host.

Generation of an antibody repe rtoire during somatic time provides an op
portunity to dev elop antibodies of high specific ity for provoking ant igens.
The chemical bonding betw een antigen and spec ific antibody is strong . Thus
the antibody repertoire can encompass both range (variety of different ant i
bodi es) and high specificity (strong bonding). On the other hand, an inna te
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repertoire would be limited by genome size. To detect not-self there might be
range, but this might be at the expense of specificity. Bonding between anti
gen and antibody might be weak. Perhaps this is one reason why immunolo
gists did not readily transfer their thinking about antibodies, essentially an
extracellular phenomenon of multicellular organisms, to the idea of some in
tracellular antibody equivalent (see below).

A parallel can be drawn in terms of friends and acquaintances. Most of us
have a few "friends" with whom we are strongly bonded, and many "ac
quaintances" with whom we weakly bond. Remarkably, quite often in the
grand scheme of things it is the acquaintances that make the difference. Mark
Granovetter 's study of social networks, The Strength of Weak Ties, argues
this well [4]. We shall consider here the possibility that, in an intracellular
environment , weak ties can provide a sufficient degree of specificity for
self/not-self discrimination . The "crowd ed cytosol" (Chapter 13) greatly sup
ports this process.

Prototypic Immune Systems

If some evolutionary adaptation is highly advantageous, then the "hand of
Nature" is likely to have explored all possible ways to achieve it. For this,
organisms must be in possession of any necessary [acilitatory adaptations,
and there must be no countermanding adaptations. Thus, if not counter
manded by weight, wings can be highly advantageous. Necessary facilitatory
adaptations are appendages. To evolve wings an appendage must "find" how
to trap air effectively when moving in one direction, but not when returning
to its original position by moving in the opposite direction. Birds, bats and
flying insects have solved this problem in different ways. The underlying
adaptive principle is the same.

In this light, when appreciating the advantages of adaptive immune sys
tems as extensively studied in the higher vertebrates, we should be aware that
organisms perceived as lower on the evolutionary scale might have similar
adaptations that might differ from the adaptive immune systems we are fa
miliar with, no less than the membranous wings of insects differ from feath
ers. For example, jawless vertebrates such as the lamprey have no
immunoglobulin antibodies , but they have developed an analogous immune
system, as have snails [5, 6]. How far down the evolutionary scale can we go
before the presence a countermanding adaptation, or absence of some facili
tatory adaptation, becomes prohibitory?

Unicellular organisms are likely to have evolved some 800 million years
before multicellular organisms. In 1861 the German physiologist Ernst
Brucke dubbed single cells "elementary organisms" implying that many mul
ticellular level functions might have prototypic equivalents at the unicellular
level [7]. For example, the functional separation of germs cells and somatic
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cells, resulting in what Weismann called "the continuity of the germ-plasm"
(see Chapter I) , was or iginally construed as a phenomenon of multicellular
organisms. Certainly, there is no record of it in the unicellular amoeba. To
reproduce itself, the amoeba enters mitosis and evenly divides the contents of
its solitary nucleus between the two dau ghter cells. Howev er, in another
group of protozoa, the ciliates, there may be two nuclei one of whi ch can be
construed as a " working nucleus" and the other as a non-working "archival
nucleus." When so inclined, ciliates conjugate sexua lly and in this process
working nucl ei ("soma") are destroyed while the archival nuc lei reciprocally
exchange haploid products ("germ line") , and the regenerated arch ival nuclei
then form new working nuclei .

Give such sophist ication, it can hardly be doubted that, over 800 mill ion
years, some nucl eic acid sequ enc es would have " learned" how to break away
from one cell and enter another. So unic ellular organisms are likely to have
been challenged by many viru ses and to have had an abundance of time to
adapt to this challenge. Indeed, it is possible that immune syste ms of multi
cellular organi sms aro se as extens ions of immune syste ms pre-existin g at the
unicellular level. The likely characteristic s of such prototypic immune sys
tems can be deduced , and thi s might help us understand mod ern immune sys 
tems.

In a clonal unicellular population where asexual reproduction predomi
nated, early self-destruction (i.e. apoptosis; see Chapter 13) would be a sim
ple mechanism to prevent spread of an intracellular path ogen , such as a viru s,
from host to host. This would diminish the opportunity for viru s multiplica
tion within the host cell , so that fewer copies of the viru s would be available
to infect oth er cell s. Sinc e members of the host populat ion would be geneti
cally identical, thi s altruistic act by one individ ual might allow more copies
of its gen es to survive than if it were not altruistic ( i.e. if it struggled to cope
with the virus itself, and did not se lf-destruct). Thu s natural selection would
favor organisms with genes for altruism ("selfi sh genes; " see later).

However, even such a primitive defense would require spec ific antibody
like sensors and discrimination between se lf and not-self. If released from the
cell these sen sor s would probably be lost by diffusion and hence would not
be ava ilable to help either the cell of their origin or others in the vicinity.
Thus, it is unlikely that a system for the secretion of antibody-like mole cules
would have evolved prior to the appearance of multicellular or ganisms with
an extracellular space within a perimeter (skin) preventing loss by diffusion .
It is more likely that , if it were at all feasible for it to evolve (i.e. if chemi
cally possible), a system for intracellular se lf/not-self discrimination would
have evolved first.

Although at the tim e of th is writing still speculative, such a se nsory system
could consist of the multipl icity of structurally distin ct macromolecules that
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are normally present within cells, of which we emphasize here two popula
tions - " immune receptor" prote ins and " immune receptor" RNAs (Fig. 12
I) . Many of these would have distinct properties necessary for cell function
(catalytic, structural, transporting, templating, etc.). Because of these proper
ties both molecular populations would be variable in type and number (i.e.
they would be qualitatively and quantitatively differentiated; for example,
multiple heterogenous mRNA species each encode a different protein prod
uct) .

(8) Organism (b) Cell

Fig. 12-1. The cell as an elementary immune organism. The left circle (a)
represents a multicellular organism with Y-shaped antibodies of various
specificities. Each antibody has a variable region at the tips of the Y-arrns,
and a constant region (the rest of the V-arms and the V-stem). The right cir
cle (b) represents a unicellular organism with a repertoire of "antibody-like"
protein molecules (grey) and "antibody-like" RNA molecules (stem-loop struc
tures). These are referred to as "immune receptors" implying that parts of
these molecules can interact with intracellular "antigens" (protein or RNA)

On observing such variability we are not surprised, since there is an obvi
ous explanation . This tends to preempt the search for alternative explana
tions. However, if we consider the possibility that molecular variability might
serve more than one purpose, then we can regard the variable intracellular
mRNA and protein populations in the same way as we regard the variable ex
tracellular antibody (immunoglobulin) populations. The latter are the first in
ternal barrier against foreign pathogens ("not-self'), which "select" from
among the antibodies (i.e. are recognized by) those with specificity for their
coat antigens.

In the case of a virus, coat proteins would be relinquished at the time of
entry into a host cell, and the cell's first possible line of intracellular defense
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- its first intracellular barrier - would be to recognize the foreign nucleic acid
as "not-self," either in its genomic form , or in the form of an early viral RNA
transcript. This might implicate dsRNA . Perhaps a segment of a particular
host mRNA species, because it happened to have sufficient sequence com
plementarity, would form a double-stranded segment with viral RNA of suf
ficient length (at least two helical turns) to trigger an alarm response (see Fig.
6-8). Thus, the variable host mRNA population can be viewed as consisting
of an innate repertoire of " RNA antibodies," each preselected over evolution
ary time not to react with "se lf' RNAs, while retaining, and if possible de
veloping, the potential to react with "not-self' RNAs [8].

There is, then , the possibility that one or more resident intracellular mole
cules would be able to bind molecules from an invading virus with sufficient
affinity to tag them as "not-self:" thus initiating an adaptive intracellular
" immune response". In theory , this diverse "immunological repertoire" could
develop either over evolutionary timc, or over somatic time. In a unicellular
organism, somatic time can be considered as being the period between suc
cessive cell divisions, which makes dev elopment over evolutionary time far
more likely. Whatever the mechanism and timing of the diversification proc
ess, there would be a need to eliminate receptors with high affinity for self
antigens. In the case of a clonal population, these intracellular self-antigens
should be common to all members of the population .

Unfortunately , given the high replication and mutation rates of viruses
relative to those of their hosts, it would seem highly probable that viruses
would preadapt to avoid interaction w ith hostile host macromolecules. What
a virus had "learned" (by mutation and selective proliferation) in one host, it
would exploit on the next host. However, a high degree of host genome vari
ability (polymorphism) might thwart the virus (see below). Thus, host clonal
ity would be a hazard. Unicellular species that could diversify their genomes
(i.e. differentiate and decrease clonality), while retaining their basic pheno
typic identities, would be at a selective advantage.

In an elementary unicellular immune system, viruses that, through muta
tion , acquired the ability to inactivate host apoptotic mechanisms, would
preferentially survive (by preventing the "a ltru ist ic" self-destruction of their
host cell). In the course of the ensuing arms race (see Chapter 10), an intra 
cellular "inflammatory" host response would have evolved to limit viral ac
tivities. But in multicellular organisms, death (apoptosis) of the primarily in
fected cell might limit the opportunity to alert other target cells and cells of
the immune system (the lymphoid system), so preventing the initiation of the
extracellular host intlammatory response. Thus, further sophistications, in
cluding the delaying or prevention of apoptosis, would be expected to have
evolved in multicellular organisms.
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Polymorphism Creates Host Unpredictability

On average, the haploid maternal and paternal cont ribution s to your dip
loid genome are likely to differ from each other at least onc e every 0.5-2.0
kilobases, and genera l intraspecies differences are even more frequent. Such
variations, referred to as "polymorphism," should decrease the extent to
which a pathogen from one host could an tic ipate the genomic characteristics
o f its next host. " Po lymorphism" means literally " many forms " (Greek: poly
= many; morph = form or shape), and the word was used initi ally to describe
anatomica l differences among members of a species . However, polymor
phism may be present at the genomic level without any correlated anatomical
changes (i .e. no change in the conventi onal phenotype). When the polymor
phism affected proteins, it would be likely to affect relative low complexity
sequences corresponding to surface protein dom ains (likely to be hydrophilic
and non- globular; Fig . 12-2).

Hydrophobic, conserved
specific-function, domain

Hydrophilic , polymorphic,
surface domain

Fig. 12-2. Specific and general functions of a protein as reflected in its struc
ture. Dedicated functions are often associated with conserved , internal, hy
drophobic, globular domains. Potential immune receptor functions would be
associated with variable (polymorphic), external, hydrophilic, non-globular
domains

Thus, these surface domains, usually not criti cal for the specialized func
tion of the prote in, would be available for interaction with complementary
mol ecular patterns presented by intracellular pathogens ("not-self'). The se
same domains should also have the potential to react with other "s e lf" pro
teins, sometimes to an extent sufficient to trigger adverse respon ses in the
host (intracellular "a utoimmune" path ology). Accordingly , over evolutionary
time natural se lection would have favored organisms with mutations avoiding



SelflNot-Self 26 J

this . The intracellular "antibody" repertoire would have been generated,
purged and moulded (i.e. fine-tuned) over evolutionary time . But would a
single cell be capable of generating an adequate repertoire? In see king an an
swer we should consider not just genic information , but the tota l information
in genomes, both genic and non-genic .

Junk DNA

As mentioned in Chapter 1, human beings have a spec ia l way of dealing
with things that they do not unde rstand. They invent a word for it. They then
sometimes confuse word with explanat ion. For a long time phy sicians used
"psychosomatic" when there was no available explanation for sets of symp
tom s that did not match a particular disease. Som etim es it was , indee d, "all in
the mind ," but over the years more and more so-called psychosomatic dis
eases have been found to have an organic basis. Similarly , as discussed in
Chapters 7-9 , for a long time changes ill DNA sequences that did not appear
of adapt ive valu e were dismissed as " neutra l" and ascribed to " mutational bi
ases."

The uncomfortable fact that around 98% of our DNA appears non-genic
was blunted by a little four letter word - "j unk" [9]. We appea r to be the
products of our genes alon e, so therefore surely the rest must be non 
functional junk? Some organisms, such as the puffer fish, seem to manage
with very little non-genic DNA , which therefore cannot be very important.
On the other hand, the puffer fish has retained some non-ge nic DN A, so per
haps there is an aspect of its biology that allows it to make do with less?
Birds seem under a pressure to rid their genomes of superfluous DNA as
shown by the reduction of intron size relative to exons (see Fig. 2-5). So per
haps non- genic DNA and introns are both exam ples of junk DNA ? Perh aps
some junk DNA plays a regulatory role? But would 98% of our DNA be
need ed for this purpose?

What possible other functions could junk DNA have ? After all , junk (stuff
in your attic that might be useful some day) is not the same as garbage (stu ff
you want to get rid of) . Are there c ircum stances under wh ich a piece of junk
could become useful ? When considering usefulness it is very easy, and often
correct , to assume that that which is useful has been preserved by natural se
lection. Thi s can lead to the argument, again often correct, that sequence fea
tures that are conserved between two species must have been useful. Are
there circumstances where the converse might not nece ssarily appl y? Under
what circumstances could sequence features that are not conserved between
two species (i .e. variation) have been useful ?

To be functional it is likely that non-genic DNA would have to be tran 
scribed into RNA . Indeed it is. Inve stigations of the tran scriptional activities
of entire human chromosomes revealed a "hidden tran scriptome," corre-
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sponding to a large number of low copy number cytoplasmic RNAs. It is es
timated that there is "an order of magnitude" more transcriptionally active
DNA than can be accounted for by conventional genes [10-12]. Independent
identification of a large number of "epG islands" supports this (see Chapter
15).

Could these low copy number RNAs be dismissed as mere cytoplasmic
"j unk" - an unavoidable consequence of the existence of genomic "j unk"? To
understand their role , if any, in the economy of the organism, we need to
know, by analogy with known transcriptional processes, whether there are
specific promoters, whether there are dedicated RNA polymerases, whether
transcription occurs randomly or under specific conditions, whether tran
scripts are diverse and include appreciable non-repetitive DNA, and whether
the transcripts are translated into proteins, or function primarily at the RNA
level.

Repetitive Elements

Much non-genic DNA consists of repetitive elements (see Chapter 2). The
most prominent of these in humans are the 1,090,000 Alu elements. Three of
these are shown in Figure 12-3, to which we will return in Chapter 15. It so
happened that the discovery of Alu elements came at about the same time as
the re-emergence of the selfish gene concept (see Chapter 1). The temptation
to explain away junk DNA as due to the ability of these "selfish genes" to
colonize our genomes then became irresistible.

The power of the selfish gene concept was its ability to provide an expla
nation for certain social and moral qualities (altruism). Darwin had pondered
[13]:

" How within the limits of the same tribe did a large number of
members first become endowed with these social and moral
qualities, and how was the standard of excellence raised? ... He
who was ready to sacrifice his life, as many a savage has been ,
rather than betray his comrades, would often leave no offspring
to inherit his noble nature .... Therefore it seems scarcely possi
ble . .. that the number of men gifted with such virtues, or that
the standard of their excellence, would be increased through
natural selection, that is, by the survival of the fittest."

A tribe consists of groups of people that are likely to be related, and so
share common genes. A gene, or collection of genes, that, by some chain of
cerebral events, encouraged altruistic behaviour, would increase within the
tribe if, by sacrificing himself the "savage" had caused many of his relatives
(and hence their genes for altruism) to survive.
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Fig. 12-3. Alu and other repetitive elements in part of a 100 kilobase segment
of human chromosome one containing the two exon gene, G052. Horizontal
arrows indicate transcription directions. G052 and three Alu elements are
represented by black and grey (striped) boxes, respectively, on the bottom
horizontal line. Their boundaries are demarcated by vertical dashed lines.
Other repetitive elements (some of retroviral origin) are represented by grey
boxes on the top horizontal line. (A+G)% and CpG frequency (dinucleo
tides/kb) were evaluated for 800 base windows moving in steps of 25 bases.
CpG peaks (macro or mini) are associated with G052 and the Alu elements
(see Chapter 15). Note that 5zybalski's transcription direction rule is obeyed
by the rightward-transcribing G052 gene (R > 50% in top strand) and two of
the three leftward-transcribing Alu elements (R < 50% in top strand)

Members of that group within the tribe could increase in numbers, relative
to groups whose members did not exhibit altruistic behaviour. Thus, selfish
individuals would not survive, but selfish genes (genes governing altruistic
behaviour) would. The importance of this was that it brought to light the pos
sibility that, in some circumstances, the focus of natural selection might be
seen as at the levels of the gene and the group, rather than as at the level of
the individual. However, in the present case there is a better argument than
the selfish-gene argument.

Both conventional genes and repetitive elements provide promoters for the
transcription of non-genic DNA . Some gene transcripts have been found
longer then expected due to a failure of transcriptional termination ("run-on"
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transcription). Some classes of repetitive element contain promoters from
which transcription can initiate and extend beyond the bounds of the element
into neighboring genomic regions .

Are such extended transcripts generated randomly in time ? In the case of
Alu elements, transcription (by RNA polymerase III) has been observed to
increase at times of cell stress (e.g. viral infection, heat -shock). Indeed, viral
infection can simulate the "heat shock response" where there is induction of a
set of proteins known as the "heat shock proteins" (see Chapter 13). Thus, it
is possible that Alu transcription reflects an adaptive respon se to virus infec
tion (Fig. 12-4), and that natural selection has favored the spread of Alu ele
ments for this purpose.

Fig. 12-4. Run on transcription from genes and repetitive elements in cells
subjected to the "stress" of virus infection. The direction and extent of tran
scription is indicated by the thin horizontal arrows. There is evidence that
stress may increase run-on transcription of Alu elements, but at the time of
this writing there is no evidence that stress increases run-on transcription of
genes

The Double-Stranded RNA Alarm

Although protein molecules can recognize specific nucleic acids (and the
converse), it is convenient here to consider host proteins recognizing foreign
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proteins and host RNAs recognizing foreign RNAs . In the cytosol RNA
molecules adopt characteristic stem-loop configurations (Figs. 5-1 , 12-1b),
and RNA-RNA interactions must init iate by way of a "ki ssing" search be
tween bases at the tips of loops . If sequence complementary is found (e.g. G
pairing with C, and A pairin g with U) then two RNA spec ies can pair, par
tially or completely, to generate a length of double-stranded RNA (dsRNA ;
Fig . 6-8).

If a virus introduced its own RNA into a cell, would there be sufficient
variability among host RNA species for a host " immune receptor" RNA to
form a segment of dsRNA with the "not-se lf ' RNA of the viru s? Calculations
show this to be feasible, especially if the ent ire genome were available for
tran scription [14] . Would the dsRNA be able to initiat e an adaptive intracel
lular "inflammatory" response? How would the host cell prevent generation
of "self' dsRNAs?

Form ation of dsRNA has long been recognized as providing an earl y cellu
lar alarm response to viral entry. Protein synth esis can be inhibited by very
low concentrations of dsRNA. Th is involves activation of a kina se (an en
zy me that add s a phosphate group to proteins) known as "dsRN A-dependent
prot ein kinase" (PKR), and results in inhibition of the initiation of protein
synthesis. Th is is bad news for an invading virus because it want s to synthe
size viral proteins, but it is also bad news for the host ce ll, since the inhibition
is not virus-specific, and its ability to synthesize its own prot e ins is impaired.
Evas ive viral strateg ies would include the acceptance of mutations to avo id
formation of dsRNA, and direct inhibition of cell components required for
the formation of, or the response to, dsRN A.

Virus-infected cells produce "i nte rferons," which can be con sidered part of
the inflammatory response. These induce a general anti -viral state spread ing
together with various other prot ein mol ecul es (e.g. "chemokines") from the
cell of origin to other cell s. Their production was long known to be power
fully stimulated by dsRNA, for which no clear explanation was forthcoming.

There is now growing evidence that, both in animals and plants , another
more sequence-specific " inflammatory" response to dsRNA arises as part of
an intracellular mechanism for self/not-self discrimination. Furth ermore, ju st
as in the adaptive antibody response there is increased production of speci fic
antibody, so , courtesy of enzymes with names such as " RNA-dependent
RNA polymerase" and "dicer," there seems to be increased production of
specific " immune receptor" RNAs as part of the specific adaptive response to
a virus . These associate with an " RNA-induced silencing complex" (RISC),
which mediates sequence-specific strand cleavage of viral nucleic acid (Fig .
12-5). Organisms with mutations in component s of this sys tem show in
creased vulnerability to pathogens [15] .
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Fig. 12-5. One of a number of possible schemes for an adaptive intracellular
self/not-self discriminatory immune system operating at the RNA level. For
eign "not-self' RNA (black line) interacts (A) with a member of the diverse
"RNA-antibody" (immune receptor) repertoire (grey line) to produce a small,
but sufficient (i.e. two helical turns) length of dsRNA. The foreign not-self
RNA is circularised by an RNA ligase (8), but a single strand-specific ribonu
clease (C), associated with immune receptor RNA, begins to degrade the lat
ter RNA so preventing its circularisation. RNA-dependent RNA polymerase
(D) uses the paired immune receptor RNA fragment to prime the synthesis of
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a longer dsRNA that, when complete, corresponds to the entire not-self RNA.
Dicer (E), an enzyme (endonuclease) specific for double-stranded RNA,
segments the dsRNA into multiple small (two helical turns) dsRNA fragments.
The small dsRNAs are individually bound (F) to a RiSe protein complex
(RNA-induced silencing complex), which (G) retains only the strand derived
from the original immune receptor RNA (grey line). By virtue of the comple
mentarity between the immune receptor derived RNA (grey line) and the not
self RNA species (black line), the RiSe "recognition complex" interacts with
another member of the not-self RNA species (H). The process may then re
cycle (J) through steps D-H to amplify the number of RiSe recognition com
plexes. Alternatively , an endonuclease (f) in the RiSe recognition complex
cleaves and inactivates the not-self RNA, which will be further degraded by
single strand-specific exonucleases (ribonucleases). This area of research is
moving very rapidly, and the figure is merely illustrative of some of the princi
ples involved

Purine-Loading to Self-Discriminate

Given the acknowledged role of dsRNA as an intracellular alarm signal , it
would seem that viruses, needing to multiply within the host cell , were in
some way obliged to form dsRNA, possibly as a replicative interm ediate.
Perhaps viru ses , for some fundamental reason, had not been able to evolve to
avoid the formation of dsRNA replicative intermediates, and their hosts took
advantage of this. However, viruses with dsRNA genomes have adaptations
that appear to conceal their genomes from host cell surveillance mechanisms.
Furthermore, no obligatory need for a double-stranded replicative intennedi
ate has been demonstrated.

Thu s, the hypothesis that dsRNA would be formed by an interaction be
tween host RNA and viral RNA is quite plaus ible . Thi s requires that the host
itself not form dsRNA by interactions between its own RNA molecul es. The
phenomenon of purine loading (see Chapters 6 and 9) provides a possible
mechanism for avoiding the formation of self-self RNA duplexes .

More than twenty contiguous base pairs in a duplex are needed to initiate
dsRNA-dependent events (e.g. activation of PKR , or of specific gen e silenc
ing) . Among the RNA species of a cell ("self' RNAs) there might be two
whose members, by chance, happened to have enough base complementarity
with each other for formation of a mutual duplex of a length sufficient to trig
ger alarms. So there would need to have been an evolutionary selection pres
sure favoring mutations in RNAs that dec reased the possibility of their inter
action with other self-RNAs in the same cell, a process that might otherwise
lead to the negative selection of the host organism. In many cases mutations
to a purine would assist this , since purines do not pair with purines. Indeed,
interaction with self-RNAs seems to have been avoided by purine-loading the
loop regions of the se RNA s, thus avoiding the initial loop-loop " kiss ing" re-
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actions that precede more complete formation of dsRNA . An excess of
purines, observ ed both at RNA and at DNA levels (in RNA-synonymous
DNA strands), is found in a wide variety of organisms and their viruses.

Viru ses that purine-loaded their genomes to match their hosts (e.g. the
AIDS viru s, HIV I) would seem to have adopted a sound strategy (from a vi
ral perspective). Viruses that foolishly pyrimidine -loaded would generate
pyrimidine-rich mRNAs that should readily base-pair with purine-rich host
RNAs to generate corresponding dsRNAs, hence activating intracellular
alarms. Among the latter viruses are HTLV I (see Chapter 8) and EBV (see
Chapter II). However, it should be noted that these viruses are latent (qui es
cent) in their hosts, and tend only to transcribe under provocation . HIV I and
HTL V I are both retroviruses, and both have the latency opt ion, but HTL V I
is more profoundly latent , the majority of its human hosts living normal lives.

HTL V I is localized to certain populations, and is part icularl y prev alent in
Japan. It inserts "seamless ly" (collinearly) into the genome of its hosts and
there is no obligatory tran scription. In contrast, EBV exists as an independent
genomic clement ("episome") , and , to regulate its relationship with the host
cell , is obliged to transcribe an mRNA encoding the EBNA- I protein . In
stark contrast to most other EBV genes, this gene is purine-loaded. Indeed, it
appears to have acquired a long, purine-rich, simple sequenc e repetitive ele
ment sole ly to facilitate purine-loading (see Chapter I I).

Entropy

Purine-loading is espec ially high in organi sms that live at high tempera
ture s (thermophiles; see Chapter 8) for which there is an "entropic" explana
tion. Unlik e the word "j unk," an intell ectual crutch that long assured the
credu lous that 98% of our genomes could safe ly be ignored, the word "en
trop y" brings discomfort. Physicists and chemists include en tropy among the
forces that can drive chemical reactions, but biologists tend not to find the
concept so intuitive. Max Lauffer' s seminal 1975 text Entropy-Driven Proc
esses in Biology has largely been ignored [16]. Biologists use the evolution
E-word with great facility , but the other E-word, entropy, is avoided. When
he/she emerge s, Homo bioinformat icus will use both with equal facility . All
that is required of the present reader is that he/she accept the fact that entropy
can drive molecular interactions, irrespective of any understanding of it as re
flec ting a universal tendency for ordered systems to break down and become
disordered (chaotic).

For example, when you leave a recalcitrant burned saucepan "i n soak"
overnight before clean ing, you are letting entropy work for you . The burned
food is "ordered" to the extent that it is so firmly atta ched to the bottom of
the saucepan that it cannot easily be removed manually. A night 's bombard
ment with water molecules serves to loosen the attachment releas ing the
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burned food, which thus becomes "disordered." The work you have to do the
following morning is less to the extent that entropy has been at work. If you
had left the saucepan overnight in hot water you would have been spared
even more work. The entropy-driven component of a reaction increases as
temperature increases.

Exploratory "kissing" interactions between hybridizing single-stranded
nucleic acids involve transient base stacking interactions with the exclusion
of water molecules that have become ordered around the free bases exposed
when nucleic acids are in open single-stranded form. Such reactions have a
strong entropy-driven energy component since, although two separate nucleic
acid strands become united as a duplex and so are collectively more ordered,
this is accompanied by the release of many water molecules which become
collectively less ordered. Overall there is an increase in disorder, and this
drives duplex formation .

It seems intuitively obvious that an increase in temperature would increase
the internal vibrations and velocities of chemical molecules, so that two in
teracting molecular species would need to be held together tenaciously at
high temperatures by classical bonding forces (ionic bonds, hydrogen bonds
and Van der Waal bonds). Thus, DNA duplexes can be "melted" by heating
to produce single strands. So it would seem that if you wished molecules to
aggregate and stay together you should lower the temperature. However, the
release of water molecules that are ordered around macromolecules in solu
tion becomes greater as temperature increases. Accordingly, the entropy
driven component of chemical reactions increases as temperature increases.
This can be greater than the pressures to break classical bonds.

So, instead of being dispersed by increasing temperature, the aggregation
of macromolecules, such as single-stranded nucleic acids forming double
strand duplexes, is favored . The propensity to aggregate increases until the
melting temperature is reached, when the strands suddenly separate. The re
leased open single strands immediately adopt stem-loop conformations that
are strongly favored entropically at high temperatures. It follows that the
need to avoid "kiss ing" interactions between single-stranded "self' RNA
molecules progressively increases as temperature increases. Indeed, purine
loading is high in thermophiles (see Chapter 8).

As will be discussed in Chapter 13, the physico-chemical state of the
"crowded" cytosol is likely to be highly supportive of reactions with a high
entropy-driven component, which include interactions between the codons of
mRNAs and anticodons at the tips of loops in tRNAs. This particular interac
tion results in transient formation of dsRNA segments, which normally do
not exceed five base pairs (see Chapter 7). So, protein synthesis, a process of
fundamental importance for cell function, is facilitated. But a cytosolic envi
ronment that favors mRNA-tRNA "kissing" interactions should also favor
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mRNA-mRNA "kissing" interactions. This would act as a "distraction" im
peding mRNA translation, and hence impeding protein synthesis. By gener
ally militating against RNA-RNA interactions, purine-loading should prevent
mRNA-mRNA interactions and so free mRNA molecules for interaction with
the cytoplasmic components necessary for their translation (e.g. ribosomes
and tRNAs).

Thus, purine-loading should facilitate protein synthesis. Because of this ,
organisms that did not purine-load their RNAs would be negatively selected.
The early evolution of such mechanisms to avoid inadv ertent formation of
segments of dsRNAs as a result of interactions between self-RNAs, driven by
the need for efficient protein synthesis, would have created an opportunity
for the subsequent evolution of mechanisms utilizing dsRNA as an intracellu
lar alarm against not-self-RNAs.

In some cases, so important has been the need to accept purine mutations,
even the protein-encoding role appears to have been compromised (see Chap
ter 9) . When this compromise is not possible, then the length of the protein
can be increased by inserting simple sequence repeats of amino acids with
purine-rich codons between functional domains, as in the case of EBV and
malaria parasites (see Chapter II).

The Hidden Transcriptome

The six fundamental steps in the extracellular antibody response, as de
scribed above, have at least four analogues in the proposed RNA immunore
ceptor system shown in Figure 12-5. Host repertoire generation (step I) oc
curs over evolutionary time. Purine-loading militates against reaction with
self (step 2) . Double-stranded RNA is formed when viral RNA becomes
base-paired with a sufficiently long segment of host "immunoreceptor" RNA ,
and there are enzymes that can amplify the concentrations of the dsRNA
complexes (step 4). Double stranded RNA acts as an alarm signal triggering
adaptive responses (step 5).

Thus, many disparate observations appear comprehensible in the context
of an intracellular RNA immunoreceptor system for self/not-self recognition .
Although generation of variability by post-transcriptional RNA editing is fea
sible [17], in essence the maximum potential repertoire of "RNA antibodies"
is limited by genome size. This would explain the existence of a "hidden
transcriptome" [10-12]. Repetitive elements (e.g. Alu sequences) which
change rapidly in evolutionary time, and mobile genetic elements (trans
posons), can be viewed as germ-line variation-generating devices that create
polymorph isms thus making it difficult for viruses to anticipate the genomic
characteristics of future hosts. This suggests that regions transcribed as the
"hidden transcriptome" should not be evolutionarily conserved. A compari-
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son of libraries of art ific ial DNA co pies of cellu lar RNAs ("cDNAs") made
fro m humans and mice supports thi s [18] :

" It is inte rest ing to note th is [human] typ e of "non-coding" tran
sc ript was a lso found in mouse cDNA co llect ions. ... What was
significant wa s that [the] majority of the exam ined cDNAs were
not evolutio na lly co nse rved. In this dataset of mouse ge nes, iden
tifi cation of 11 665 similar transcr ipts (w hich wo uld be catego
rized as ' unc lass ified' accord ing to our scheme) has also been
repo rted . Thi s sugges ts that there is little conse rvat ion for these
' unc lassified' tran script s and/o r that there are huge numbers of
such transcr ipts (at least in the order of 100000). Interest ingly, ...
we hav e recentl y exa mined the prom oter act ivit ies of rand oml y
isolated genomic DNA fragm ent s on a large scale and obse rved
that there are cryptic prom oter act ivities th roughout the genomic
DNA (unpublished data). It may be possibl e that those cryptic
prom oters may ac t at low frequency to produ ce abe rrant (or spo 
radic) tran scripts."

To what exten t are there ana logues of the thi rd (positive se lect ion) and
s ixth (memo ry) fund ament al steps? One way of creat ing mem ory in the ex
tracellul ar antibody response would be to retain the origina l eliciting antigen
in some crypt ic form so that it could " prompt" the imm une system from time
to-ti me, so reminding it of the possibility that the so urce of the e lic it ing anti
ge n might one day reappear. Whi le some studies with radi oactive antigens
have sugges ted that trace amo unts might persist, the main memory strategy is
to have a ste ric co mplement of an ant igen (i.e. a specific antibody prote in)
and to retain an enhanced capac ity to make more of that antibo dy.

However , in the cas e of " RNA-antigens," persistence might be a more ef
fect ive strategy. Th us, at steps 0 or E in Figure 12-5 , an enzyme (a poly
mera se known as reverse transcriptase) might co nvert the dsRNA into
dsDNA, which might then be inserted into the genome and se lective ly mu
tated (o r meth ylated ; see Chapte r 15) to make it inactive . The sequence
would retain sufficie nt sim ilar ity with the e licit ing not-se lf RNA to rend er it
of valu e, following tran scription , in generat ing " RN A antibodies" at times of
future "s tress " (Fig. 12-4). If th is co uld occur in ge rm-line tissue then many
sequences w ith similarit ies to anc ient vi rus sequences should be present in in
tergeni c DNA, and traces of Lamarckian phenom ena (inherita nce of acqu ired
characte rs) might eme rge [19]. For exa mple, the HERV elements shown in
Fig ure 12-3 are likely to be remnant s of anc ient retrov iruses.

It is d ifficult to find an ana logue of the third fund amental step, positive se
lecti on . There sho uld be se lect ion of individuals in which favo rable mut a
tions preventing se lf dsRNA for mation had been co llec ted together by re-
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combination. But this is not the same as the moulding of lymphocyte reper
toires that occurs during an individual lifetime (somatic time) as will be dis
cussed in the next chapter. An intracellular example of positive repertoire se
lection might be a tendency over evolutionary time to accept mutations in
some proteins because the mutations confer an ability to aggregate with other
self proteins when they mutate to "near-self' (see next chapter). Whether
RNAs generated from the hidden transcriptome would operate solely at the
RNA level is not known. The possibility that there might also be translation
products that might contribute to the intracellular population of protein "im
mune receptors" will also be considered in the next chapter.

Summary

The full understanding of the genome of any biological species requires an
understanding of the genomes of the species with which it has coevolved,
which include pathogenic species. Members of a pathogenic species that en
ter the bodies of members of a host species must be recognized as "not-self'
in order that the immunological defences of their hosts be activated. How
ever, hosts whose immunological defences are poised to attack "near-self'
versions of not-self, rather than not-self per se, should be at a selective ad
vantage. It is likely that immune systems of multicellular organisms are adap
tations of the highly evolved immune systems of unicellular organisms,
which had already developed the capacity for self/not-self discrimination.
From this perspective we can comprehend phenomena such as "junk" DNA,
genetic polymorphism and the ubiquity of repetitive elements. That which is
evolutionarily conserved is often functional, but that which is functional is
not necessarily conserved . Variation may be functional. The "hidden tran
scriptome," revealed by run-on transcription of genes or repetitive elements
constitutes a diverse repertoire of RNA " immune receptors," with the poten
tial to form double-stranded RNA with viral RNA "antigens," so triggering
intracellular alarms. Both genic and non-genic DNA would have been
screened over evolutionary time (by selection of individuals in which favor
able mutations had been collected together by recombination) to decrease the
probability of two complementary "self' transcripts interacting to form
dsRNA segments of more than 20 bases (about two helical turns). As a result,
many RNAs are purine-loaded.
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The Crowded Cytosol

"If you can talk with crowds and keep your virtue,
Or walk with Kings - nor lose the common touch,
Yours is the Earth and everything that's in it."

Rudyard Kipling [1]

While, giv en the expansion of the world population, it cannot be guaranteed
that it will always be so , currently one accepts as a temporary discomfort
short periods of crowding, as in a crowded elevator or subway train . How
ever, if, like most intracellular macromolecules, one were both blind and
deaf, the need to communicate by touch might make crowding an option of
choice. It seems likely that the first cells to evolve soon discovered the ad
vantage of intracellular crowding, which persists to this day [2]. Indeed, the
physiological environment of enzymes is very different from the environment
we can normally create in the test-tube.

The French microbiologist Antoine Bechamp reported in 1864 that en
zymes ("ferments") in yeast would work outside of the cell of origin [3] .
More than anything else, this demystified the cellular "protoplasm" suggest
ing that, in principle, it should be possible to take a cell apart and then reas
semble it from its individual components, as if it were a clock. So enzymes
were purified and characterized. It even became possible to purchase en
zymes "off the shelf' as protein powders. The study of their abilities to con 
vert target molecules (substrates) to other molecules (products) kept bio
chemists busy for much of the twentieth century, and the fundamental
chemistry of life emerged .

For this , the enzymes had to be dissolved in suitable salt solutions. But it is
difficult to dissolve proteins at concentrations higher than 10 mg/ml . In con
trast cytosolic proteins are collectively at concentrations around 300 mg/rnll
Within cells many water molecules are likely to be ordered (made relatively
immobile) by crowded macromolecules and so are less able to diffuse freely.
This means that many chemical changes within intracellular fluids that in
volve macromolecules are likely to be entropy-driven (see Chapter 12).
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Piles of Coins

The concentration of prot ein s within extrace llular fluid s is also very high
(e.g. 80 mg/ml) . Cells suspended in these fluids can " loose solubility" and
aggregate when either the total protein concentrat ion, or the concentrat ions of
certain proteins, excee ds certain lim its . Normally red blood cell s (erythro
cytes) appear as flat red disks suspended in blood plasm a. When the co ncen
tration of prote ins in plasma is increased on ly slightly the red cells mov e, as
if under the direction of unseen hands, and queue up to form " piles of co ins"
or " rouleaux" . It is possible to watch this and demonstrate the spec ific ity of
the aggregat ion by light microscopy . In mixtures of red ce lls from different
spec ies, ce lls of the same spec ies preferenti ally aggregate with each other
(Fig. 13- 1).
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Fig. 13-1. Specificity of rouleaux formation. A rouleaugenic agent (e.g. po
lymerized blood albumin) is equally active in aggregating red blood cells from
animal species A or from animal species B. The aggregates appear as
rouleaux, or "piles of coins." When the two cell populations are mixed and
then treated with the rouleaugenic agent, each of the resulting rouleaux
should either contain both A and B red cells (indicating non-specific aggrega
tion), or all A and all B red cells (indicating specific aggregation). The latter
alternative is found experimentally
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Thus, the entropy-driven aggregation shows specificity - "like" aggregat
ing with "like." In mixtures, red cells form homoaggregates (like with like) ,
not heteroaggregates (like with unlike). This reflects a general tendency for
shared regularities in structure, and shared molecular vibrations (resonances),
to promote self-self interactions between particulate entities, be they whole
cells, or discrete macromolecules (see Chapter 2) .

It is important to note that the aggregation is a response to an increase in
total proteins in the surrounding medium and there is no direct cross-linking
of cells by the proteins. The proteins are not acting as cross-linking agents
(ligands; Fig. 13-2) .

A B

Fig. 13-2. Distinction between (A) aggregation of red blood cells by an ex
tracellular cross-linking agent (antibody) and (B) aggregation that does not
involve a cross-linking agent. In (A) the disk-shaped red cells are cross-linked
by Y-shaped bivalent antibodies (not drawn to scale). The bonding here is
strong and the aggregates are not readily disrupted. In (B) the red cells adopt
the energetically most favorable (entropy-driven) pile-of-coins conformation
(rouleaux). The bonding here is weak and the aggregates are readily dis
rupted. Within an organism the high protein concentration of the inter-cellular
environment should promote the aggregation of similar cells into a common
tissue, a process that, initially, might not need cross-linking agents

The increase in protein concentration.can be produced non-specifically by
addition of an excess of anyone of a variety of proteins. Thus, rouleaux
generation is a collective function of proteins. The appearance of rouleaux in
a blood sample provides a clinical index of the underlying state of the plasma
proteins, not of the red blood cells. However, if red cells themselves are
thought of as merely large proteins, then the phenomenon of rouleaux forma
tion can assist our understanding of the phenomenon of protein aggregation
as it occurs in concentrated solutions. This can be of help when considering
possible mechanisms for intracellular self/not-self discrimination [4].
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Homoaggregates

A specific protein can be induced to "self-aggregate" so forming hornoag
gregates (Greek: homos = same). This is brought about either by increasing
the concentration of surrounding proteins or by increasing the concentration
of the protein itself. In some cases homoaggregate formation refiects an ob
vious physiological function . Thus, coat protein molecules of tobacco mosaic
virus (TMV) naturally aggregate to form the outer coat that protects virus nu
cleic acid during passage from cell to cell. But if an enzyme aggregates, its
activity often diminishes and it may become insoluble (i.e. it precipitates). To
this extent, aggregation can be non-physiological and harmful to the cell.

On the other hand, proteins are usually unstable, with life-spans extending
from minutes to days, and homoaggregation can assist protein breakdown.
This is a stepwise process by which a protein first becomes tagged (marked)
as ready for degradation, and then is cleaved into fragments (peptides). Fi
nally the peptides are degraded to the relatively stable amino acid " build ing
blocks" from which new proteins can be assembled. The continuing process
of synthesis, breakdown and reassembly of proteins, is referred to as "prote in
turnover" (see Chapter 2) .

Sometimes, however, under special circumstances to be considered later,
certain peptide fragments are not degraded. Instead, they are united with pep
tide-display proteins (major histocompatibility complex proteins; MHC pro
teins), and taken to the exterior of the cell. Here they arc recognized by cyto
toxic lymphocytes, which destroy the cell. The underlying principle that
emerged in the 1980s was amazingly simp le, and I (and probably others)
kicked myself for not realizing it earlier. You do not need a whole elephant to
diagnose elephant. You do not need a whole protein to diagnose a protein .
Immunologists already knew this! They had coined the expression "antigenic
determinant" for a part of a protein (antigen) that would suffice for an ex
tracellular immunological recognition event. Yet, no one seemed to have
considered the possibility that cells might detach the equivalent of an anti
genic determinant from a protein intracellularly prior to engaging in a diag
nostic recognition event.

In studies with TMV, Lauffer showed that aggregation involves the libera
tion of water molecules bound to the macromolecules [5]. Thus, while it
might appear, from the observed aggregation, that entropy was decreasing,
the increase in disorder of the liberated water molecules more than compen
sated for the increase in order of the macromolecules. System entropy in
creased. If the aggregation were entropy-driven (endothermic), then it should
be promoted by a small increase in temperature. Indeed, aggregation can be
induced by increasing the temperature over a narrow range, much lower than
would be needed to disrupt the structure of (denature) the protein (Fig.I 3-3).
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Fig. 13-3. Aggregation of TMV coat protein by increasing the temperature.
This is an electron micrograph of a solution of coat protein (0.1 mg/ml) held
at either 4°C (left) or 23°C (right). Reprinted from [5]

Collective Pressure

I-Iomoaggregation at high protein concentrations ge nerates specific, but
relatively unstable, aggregates (i .e. only weak chemica l bonding is involved).
If you were to progressively concentrate a mixture of proteins (A , B, C, D) in
aqueous solution then, at a certain critical concentration, one of the proteins,
say A, would self-aggregate. In this process each molecule of A would loose
some of its bound water. In the absence of the surrounding proteins (B, C, D)
much higher concentrations of A would be required for aggregation to occur.
Thus , a group of proteis collectively exerts a "pressure" (due to their binding
of water) tending to force individual protein species to self- aggregate and
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give up their bound water. A protein species with the greatest tendency to
self-aggregate (a function of factors such as structure, molecular size, and ini
tial concentrat ion) aggregates first. As total protein concentration increases,
other protein species aggregate in turn .

The concept of the "crowded cytosol" implies that much intracellular wa
ter is bound to proteins, so that there is always a strong standing pressure to
drive into homoaggregates any macromolecular species that exceeds the
solubility limits imposed by the macromolecules surrounding it. Each indi
vidual macromolecular species can both contribute to, and be acted upon by,
the pressure . Thus, each macromolecular species can have this collective
function as well as a specific function . Both functions can affect phenotype
and hence influence selection by evolutionary forces.

Concentration Fine-Tuning

It follows that the concentration of a protein is an important attribute that is
not necessarily related, in any simple way , to the role the protein might nor
mally play in the life of a cell. A protein has evolved to carry out a specific
primary task . On grounds of economy, it might be supposed that evolutionary
forces would have pressed for a maximization of specific activity (e .g. en
zyme activity/protein molecule). This would minimize the necessary concen
tration of the protein . But there is no particular virtue in minimizing the con
centration of a protein.

Provided its concentration is not extreme, a protein itself does not burden a
cell. Indeed, if a collective function (e .g. the ability to exert a pressure to
drive other proteins from solution) were an important attribute of a protein,
then the steady-state concentration of the protein might tend towards the
maximum compatible with the protein remaining in solution without self
aggregation. This would tend to counteract any tendency to maximize spe
cific activity because the number of molecules present would suffice for the
necessary level of activity, and there would be no selection pressure for them
to improve on a per-molecule basis.

The steady-state concentration of a protein is determined by evolutionary
forces acting on parts of the corresponding gene (i.e . base mutations) to af
fect factors such as mRNA transcription rate, and mRNA and protein stabili
ties . For example, a mutation that decreases the transcription rate of a gene
decreases the concentration of the corresponding mRNA, and hence the con
centration of the protein that is made by translating that mRNA. A protein
within the cell ends up with a certain specific activity, which can be less than
the maximum possible. Over evolutionary time, the concentration of the pro
tein is fine-tuned to the concentrations of its fellow travellers - the other dif
fusible proteins with which, from generation to generation, it has shared a
common cytosol. In this circumstance, whereas normally the protein would
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be soluble, a mutation in the corresponding gene could result in homoaggre
gation and insolubility. This might provide an opportun ity to register the pro
tein as "not-se lf."

Heteroaggregates

Why fine-tune? In general, as hinted at in Chapter 2 with the forgery
metaphor, fine-tuning creates a narrower frame of reference so broadening
the range of events that may be discerned as falling out side that frame. A fac
tor favoring the precise fine-tuning of cyto solic protein concentration would
be the need to discriminate self-proteins both from mutated self-proteins and
from fore ign prot eins (such as might be encoded by a virus). We need to dis 
criminate between "s e lf," " near-se lf," and " not-se lf." Mutated self-proteins
are only slightly changed and so can be considered as " near-se lf' proteins,
rather than "not-se lf ' proteins. But, although " near-se lf," they need to be reg
istered as " not-se lf." Virus proteins would be foreign and less likely to corre
spond with self (i.e. they would be " not-se lf'). But viru ses that could accept
mutations making their proteins more like their host 's proteins (i.e. approach
" near-se lf') might be at a selective advantage. As we shall see, this advan
tage would fade if host defenses were attuned for discriminating between se lf
and " near-self ' in such a way that the latter would register as "not-se lf."

As discussed in Chapter 12, a system for intrac ellular se lf/not-se lf dis
crimination could have evolved when the first unicellular organisms arose
and were confronted with the first prototypic viruses. A mutated self-protein
might have lost activity e ither as a direct result of the mutation (e.g. the mu
tation might have affected the active centre of an enzyme) or because the mu
tation had decreased solubility, perhaps manifest as hom oag gregate forma
tion . However, when mutated, a resulting structural (or vibrational) chan ge
might, by chance, have created some degree of reactivity with one or more of
the man y other diffu sible protein species within the same cell. Hence, the
mutated se lf- prote in might "cross-seed" the aggregation of unre lated pro
tein s. Heteroaggregates might form (Greek: hetero = different). There could
then be a loss of function not only of the primarily mutated protein, but also
of the coaggregated proteins. Thus, a mutation in one prot ein might affect the
functions of other specific proteins in unpredictable ways, generating com
plex mutational phenotypes (pleiotropism) . Certain cl inical syndromes may
be sets of such diverse, often not obviously related , altered phenotypic char
acters that are observed in disease states.

To the extent that a primary mutation does not result in heteroaggregate
formation, then the function of a cell where the mutation has occurred might
not be affected, and the cell might persist. Cells with mutations that result in
heteroaggregate formation are more likely to be functionally impaired.
Unles s aggregation were required for its primary function , a protein would
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have been fine-tuned over evolutionary time so as not to interact with the
many thousands of other diffusible protein species with which it had been
travelling through the generations in the same cytosol. Such interaction might
have impaired the function both of the protein and those with which it inter
acted. So organisms with mutations leading to interactions would have been
negatively selected.

Heteroaggregate formation cou Id, however, be of adaptive advantage if the
primary mutation was in a gene controlling cell proliferation, which might
result in a loss of control and hence cancer. In this case, a gene encoding, by
chance, a normal protein that would coaggregate with a mutant cancer
causing protein (oncoprotein) would confer a selective advantage, over and
above that conferred by virtue of the gene's normal function (i.e. while still
retaining its normal function , it would be positively selected for encoding an
" immune receptor" that would function as a detector of "near self" oncogenic
changes). Genes encoding products with such coaggregating functions would
tend to make cancer a disease of post-reproductive life. This is a time when
selective factors that tend to promote the number and reproductive health of
descendents are less important; so cancer prevention would be less evolu
tionarily advantageous (6).

Protein "Immune Receptors"

From this we see that potential functions of a protein include (i) its primary
function (e.g. enzyme activity), (ii) its contribution to the total cytosolic ag
gregation pressure, (iii) its ability to form heteroaggregates with either mu
tated self-proteins (e.g. oncoproteins) or foreign proteins that may have been
introduced by a virus. In the latter respect, cytosolic proteins can be regarded
as "intracellular antibodies," or protein "immune receptors" (see Fig . 12-1).

The genes of a host cell and the genes of an invading virus differ in various
ways that might assist discrimination between self and not-self. Within the
species-limit, host cell self-genes travelling together through the generations
should have had ample opportunity collectively to coevolve and fine-tune to
each other. On the other hand, the goal of a virus is to multiply and spread,
preferentially within the lifetime of its host. From this it might be thought
that the cytosolic concentrations of virus gene products would be less fine
tuned than the cytosolic concentrations of host gene products. However, the
high replication and mutation rates of viruses relative to their hosts make it
likely that viruses would be no less fine-tuned than their hosts. Indeed, host
fine-tuning over evolutionary time would have tended to create a uniform in
tracellular environment, which would decrease a major virus anxiety - that of
anticipating the conditions it would find in its next host. Thus, it is unlikely
that the proteins of a "street smart" intracellular pathogen would readily ex
ceed the solubility limits imposed by host proteins in the crowded cytosol.
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However, in their role as "immune-receptors," host cytosolic proteins
could form a diverse antibody-like environment capable of forming hetero
aggregates with viru s proteins, which would accordingly register as not-self
(see Chapter 12). This pr imary se lf/not-se lf discrimination event, perhaps in
an environment made permissive as part of a response to dsRNA alarms (i .e.
cell s are alerted to become more conducive to registering not-self), should re
sult in processing of the heteroaggregates by cytoplasmic structures known as
proteosomes. Here there is creation of protein fragments (peptides) that are
not further degraded to amino acid s. Instead, they are displayed at the cell
surface by the peptide-display proteins (MHC proteins). This display is rec
ognized by cytotoxic cells of the lymphoid system (T-Iymphocytes), which
destroy the virus-containing cell. The organi sm then loses the services of one
of its cells. But most tissues can readily replace lost cell s by the mitotic divi
sion of other cell s that are not infected .

How diverse is the intrac ellular protein immune-receptor repertoire likely
to be? At the very least it would include the many diffu sible protein spec ies
norm ally present in the cytoso l of a differentiated cell type. In addition, when
a virus "tripped" the self/not-se lf discrimination alarm , there might be trans
lation into proteins of some of the RNA products of the "h idden tran 
scriptome" (see Chapter 12) [7]. Th ese might include the products of tissue
specific genes not norm ally expressed in a host cell of a parti cular tissue type
( i.e. a brain-specific gene might be abn orm ally expressed in an infected kid
ney cell) .

Phenotypic Plasticity

It would be expected that within , say , a kidney cell, such not-normally
expressed products would be present only at the very low concentrations
needed for their role in identify ing the viru s proteins with which they react
(so regi stering v irus protein s as not- sel f and tripping appropriate alarms). But
there would also be the possibility, in the case of proteins normally required
at very low concentrations, of an unwelcome effect on the phenotype. For
example, very low concentrations of critical regulatory proteins are synthe
sized at various unique time-points during embryogenesis, so bringing about
developmental switches. Thus, developing embryos within pregnant females
undergoing virus atta ck (or an equivalent stress) might produce a develop
mental switch protein at the wrong time. Offspring would then appear with
mutant phenotypes sometimes similar to the mutant phenotypes observed
among the offspring of pregnant females exposed to mutagens (e.g. X-rays),
which had mutated the DNA of their embryos.

However, if viable, the mutant offspring of a parent that had been under vi
rus att ack would not, in turn , be able to pass their mutant characters on to
their offspring. In contrast, the mutant offspring of a parent that had been
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treated with mutagens might be able to pass on their mutant characters if the
mutation had affected developing germ-line cells. The mutant forms that re
sulted from developmental stress would be classified as "phenocopies,"
rather than "genocopies," since their mutant characters would not be geneti
cally inherited (i.e. there would be no underlying causal genetic change) [8].
In other words, stressed organisms display "phenotypic plasticity" not "geno
typic plasticity."

Polymorphism Individualizes

High host polymorphism would make it difficult for viruses to anticipate
the "immune receptor" RNA and "immune receptor" protein repertoires of
future hosts (see Chapter 12). Furthermore, peptides generated from hetero
aggregates of virus and host proteins, would include host protein-derived
peptides. These self-antigens, as well as , or instead of, the antigens of the
pathogen, would then serve as targets for attack by cytotoxic T cells [9]. Ac
cordingly, the variability (polymorphism) of intracellular proteins (i.e . differ
ing from individual to individual of the host species) would tend to individu
alize the immune response to intracellular pathogens (and cancer cells). T
lymphocytes from one virus host (or one cancer subject) might not recognize
cells of another host infected with the same virus, or afflicted with the same
type of cancer. From this perspective, protein polymorphism is not " neutral,"
as sometimes supposed, but serves to adapt potential host organisms as
"moving targets," so militating against pathogen preadaptation .

Thus, the designation by the host ofa virus protein as "not-self," might in
volve both quantitative factors (i.e. hornoaggregate formation if a virus pro
tein 's concentration exceeds a solubility threshold, which the virus might eas
ily avoid by mutation), and qualitative factors (i.e. the recruitment of various
polymorphic host proteins into protein heteroaggregates, which the virus
might not so easily avoid by mutation). However, the T-Iymphocytes primed
by specific peptide fragments from self antigens might, besides multiplying
and attacking the virus-infected (or cancer) cell, also react against the same
self antigens should they , perchance, be displayed by normal host cells. In
cancer patients this could result in immunological diseases of various tissues,
other than the primary cancer tissue [10].

An interesting example of such a "paraneoplastic disease" can arise when
melanoma tumors are attacked by cytotoxic T-Iymphocytes that recognize
peptide fragments from melanin pigment, a normal tissue-specific product.
The T-Iymphocytes can react against both the tumor cells and some normal
melanin pigment-forming cells, creating white skin patches (vitiligo) [II] .
Under normal circumstances many intracellular proteins (potential self anti
gens) are not displayed by cells, so there is no deletion (negative selection) of
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T-Iymphocytes w ith the potential to react with the se proteins when the '1'
lymphocyte repertoire is being purged and moulded (see below).

Intriguingly, white skin patches are most likely to form where there has
been local trauma to the skin [12 ]. Just as the sound in the wood alerts the
sheep, which move away (see Chapter 12), so ext ernally-inflicted stress (not
se lf) appears to alert skin ce lls, which are provoked to display fragments of
se lf-antigens. If the concentration of the corresponding specific '1'
lymphocytes is sufficiently high , then the traumatized , but ess entia lly normal ,
self-cells are destroyed . By the same token, a minor knock on the head that
might normally pass unnoticed, could lead to an immunological disease of
the brain if, at that time, cytotoxic T-Iymphocytes happened to be rejecting,
say, incipi ent kidney cancer cell s that were displaying fragments from a pro
tein that was normally brain-specific (Fig. 13-4). Thus, paradoxically, the
first symptom of a kidney cancer might be neu rological impairm ent. Ind eed ,
the T-cell attack might elim inate the provoking cancer, wh ich might then
never be detected. Inste ad the subject would have acquired an auto immune
disease of the brain.

Stress

Brain Cell

Brain-specific

Cytotoxic

'>. Tcell X

/.~
Kidney Cell

Kidney Cancer
Cell

Brain Cell

Fig. 13-4. Paraneoplastic disease. Normally a cytotoxic T-cell (central black
ball) with a receptor that recognizes a specific MHC-associated brain peptide,
will attack neither brain cells, nor cells of other tissues, such as kidney cells
(Time 1). If the kidney cells later become kidney cancer cells (neoplastic
cells), they may then display brain peptides which stimulate the proliferation
of specific cytotoxic T-cells (Time 2). These can attack both the stimulating
cancer cells and normal brain cells, particularly if various external stresses
provoke the latter to display their own brain-specific peptides.



284 Chapter 13

Death at Home or in Exile

Dividing cells are often seen when tissues are examined under the micro
scope. For adult organisms of relatively constant size, cell multiplication
must be accompanied either by a corresponding number of cell deaths, or by
the exile of superfluous cells beyond the body perimeter. Since exiled cells
generally die , the options are bleak . Die at home or die in exile! The only ex
ceptions are gametes that can find appropriate partners and so gen erate new
individuals. If the balance (homeostasis) between cell multiplication and de
struction is lost, cancer can result.

Death-style options are limited . When there is trauma to a tissue, cells may
die by "necrosis," a process that may involve activation of T-Iymphocytes
and the migration of phagocyt ic cells (Greek: phagein = to eat) from dilated
blood vessels. The region may become warm, tender and red (i .e. "in
flamed") . Dying cells are ingested by phagocytic cells, which degrade their
macromolecules. However, usually cells are eliminated without inflamma
tion. For example, dead skin cells are simply sloughed off into the environ
ment. Each time you undress you discard not only clothes, but also around
400,000 skin cells [13] . Cells that cannot be discarded in this way invoke
physiological auto-destructive mechanisms. Without fanfare , the cells self
digest, and their breakdown products are quietly ingested by neighboring
cells ("apoptosis"). However, apoptosis is also a possible outcome of an in
tracellular self/not-self recognition event (sec below).

The discarding of cells and /or the ir secretions into the environment may
occur without an organism being aware of it (e.g. sloughing skin cells) . How
ever, an organism may be aware of a need to discard, and hence able to con
sciously control it. Thus, you blow your nose, and cut your nails and hair, at
times of your choosing. In your early years, your parents assist this . Even in
later years, the result may be more satisfactory if another person is involved
(e.g. chiropodist, hairdresser).

At adolescence gamete production begins. In early human communities the
discardrnent of male gametes would usually have involved a sexual partner,
who would have been unaware when she was discarding a female gamete.
Today, by monitoring the small change in temperature that accompanies ovu
lation, a human female can know when she is discarding a gamete but , in the
absence of medication (e .g. for contraception), she has no conscious control
over the timing. In some species, the attention of the male (e .g. visual cues)
provokes ovulation.

Selfish Genes and the Menopause

Human females also cannot consciously control the time of the discard
ment of the uterine cells that have proliferated in anticipation of the arrival of
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a fertilized ovum . In the absence of pregnancies (or medication), menstrual
cycles continue until the menopause. Since natural selection generally favors
those who produce most descendents, why is there a menopause? Biologists
argue that human females will produce more descendents if, at around the
age of 50, they discontinue gametogenesis and expend their energies in at
tending to the well-being of grandchildren. In other words, individuals with a
"selfish" gene that, directly or indirectly, causes arrest of gametogenesis in
females, have tended, in the long term, to produce more descendents (who
inherit that gene and thus the same tendency for females to discontinue ga
metogenesis) than individuals who do not have that gene.

This evolutionary trade-off is not so apparent in males, and whether there
is a male menopause (e.g. whether being a good grandfather is of greater se
lective advantageous than continued procreation) is a subject of debate. The
discardment of male gametes is usually under conscious control. In modern
communities, prior to pair-bonding (legalized as marriage), human males
usually discard gametes autonomously at a time of their own choosing. This
may involve artificial visual cues (e.g. female images) rather than a partner.
Thus, discarded male gametes usually do not prevent menstruation or expand
populations. Like other exiled cells, discarded male gametes usually die.
Whereas self-discharge of gametes (like menstruation) may have been rare in
primitive communities, in modern communities (like other forms of contra
ception) it is the norm. Yet, over evolutionary time, the shaping of our sexual
biology has been mainly influenced by the norms of primitive communities.
Biologists argue that "se lfish" genes which, by some chain of events, cause
us to frown at contraception, must inevitably have increased in human popu
lations. Thus, for most of us the crowded planet is now a more pressing real
ity than the crowded cytosol.

Molecular Chaperones

Hosts can generate complex multigenic systems for dealing with patho
gens. However, pathogens, because of their need to replicate rapidly and dis
seminate, usually have smaller genomes and so are less able to encode com
plex systems to counter the increasingly sophisticated host-systems that can
arise in an escalating arms race. Large viruses (e.g. with 200 kilobase ge
nomes) have more countermeasures at their disposal than have small viruses
(e.g. with 10 kilobase genomes). So the strategy ofa large virus must usually
be different from that of a small virus.

The armamentarium of the host includes a set of proteins known as "mo
lecular chaperones," which include proteins induced by stresses such as virus
infection or heat shock. We came across these "heat-shock proteins" in Chap
ter 12. Some molecular chaperones playa normal role in cell operations, such
as maintaining the structure of self-proteins in order to prevent inadvertent
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aggregation. Thi s would permit fine-tuning of conc entration to approach
even clo ser to the thre shold beyond which aggregation would occur. To pre
vent inadvertent aggregation there would also be a certain margin for error,
so that a self-protein wou ld have to "s tick its neck out, " concentration-wise,
before aggregating and tr iggering alarms that would lead to apoptosis or pep
tide presentation to cytoto xic T lymphocyte s. Figure 13-5 summarizes some
factors influencing the normal cyto solic concentration of a di ffusible prote in
[14, 15].
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Fig. 13-5. Various factors affecting the concentrat ion of a diffusible protein
(e.g. enzyme) within the cytosol of a cell, as revealed by a hypothetical dose
response curve. The dose-response curve shows some quantitative measure
of phenotype (e.g. the color of a flower) as it is affected by increasing con
centrations of a gene product that generates that phenotype. For example,
flower color can depend on the rate of conversion of a colorless substrate to
a colored pigment product. This rate would be progressively increased by in
creasing the concentration of an enzyme (gene product) that catalyzes the
conversion. If the concentration of gene product is directly related to the
number of active gene copies (as often occurs), then the X-axis can be seen
as providing an index of gene dosage (i.e. gene copy number). The pheno
typic parameter (measured color) increases with gene product concentration
until point A when some other factor (e.g. substrate availability) becomes
rate-limiting. The curve then plateaus. Increasing the amount of gene product
(enzyme) now makes no difference to the colour of the flower (i.e. there is no
change in the value of Y).

In a diploid organism, B corresponds to the minimum gene dosage re
quired to ensure that the phenotype would be unchanged in a heterozygote.
The latter might have only one functional gene copy, and so there would be
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half the concentration of gene product (A) as in the homozygote (8) . The
phenotype would still correspond to the plateau of the curve. The colour
(value on the Y-axis) would be perceived as "dominant," being no less in the
heterozygote than in the homozygote (i.e. there would be "haplosufficiency").
E corresponds to the concentration at which the gene product would still be
soluble (i.e. the color would still be unchanged) if no other proteins were pre
sent. Above this concentration, the protein would tend to self-aggregate and
the phenotypic parameter (Y-axis value) would decrease (i.e. color would
fade).

D corresponds to the concentration at which aggregation would occur be
cause of the presence of other cytosolic proteins that would promote such
aggregation. The horizontal leftward-pointing arrows symbolize this aggrega
tion pressure exerted collectively by cytosolic proteins, which tends to push
the descending limb of the dose-response curve to the left. Another factor,
symbolized by the rightward-pointing horizontal arrows, would be the molecu
lar chaperones (e.g. heat-shock proteins) that act to maintain protein confor
mation and thus decrease aggregation (i.e. tend to push the descending limb
to the right). .

Thus, it would seem that the concentration of a protein in cells of different
members of a species could fluctuate between points 8 and D. It is likely,
however, that over evolutionary time genes have "fine-tuned" the concentra
tions of their products to a maximum consistent with avoiding self
aggregation. This point might correspond to C (marked by a vertical arrow),
which is slightly to the left of 0 , thus providing a margin of safety against in
advertent self-aggregation.

In Figure 13-5 the leftward-pointing hori zontal arrows symbo lizing the
pressure exerted by other cytosolic prot eins that tends to reduce the solubil ity
of a given protein. If any particular cytosol ic protein mutates in a way that
does not affect its concentration (e .g. it may be impaired with regard to main
taining its specific function , but not with regard to maintaining its concentra
tion), then its ability to continue exerting this pressure is unaffected .

Molecular chaperones have the opposite effect to cytosolic proteins in
general. The rightward-pointing arrows symbolize the pressure of molecular
chaperones to increase the solubility of proteins. A particular typ e of molecu
lar chaperone has a subset of "client" proteins. Since maintaining the solubil
ity of prot eins is a specific function of the molecular chaperones, when they
mutate so that this function is compromised, then an important cellular de
fense against aggregation is removed . Individual protein species that might
have just retained their solubility, now more readily cross the insolubility
threshold. The proteins no longer have to " stick their necks out" in order to
aggregate.

Proteins that are perilously close to the insolubility thre shold include mu
tant proteins which have sustained amino acid changes that affect their con
formations, but not their specific functions. As long as they can, with the help
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of molecular chaperones, maintain their normal conformations, these proteins
will maintain their distinctive indiv idual functions . So no effects on the phe
notypes of organisms with these mutations will be evident. However, when a
molecular chaperone is mutated its client proteins now have to fend for them
selves. Many proteins that are close to the insolubility threshold become
more prone to aggregate. Mutant phenotypes that were previously hidden (la
tent) now emerge. They are "conditional mutants" - the condition being that
their chaperone is not around to spruce them up. So solubilities (and hence
functions) are no longer sustained. Thus, a molecular chaperone can be seen
as a mutational "buffer" or "capacitor" that allows organisms to survive cer
tain types of mutation [16] .

In the latter case an underlying hidden genetic change can be revealed by
chaperone malfunction. This should not be confused with the "phenocopy"
phenomenon mentioned above, where an organism undergoing virus attack
(or an equivalent stress) at a critical developmental stage might display mu
tant phenotypes, but there is no underlying genetic change [8]. The product
of a gene is, because of environmental factors , expressed at the wrong time or
place, but the gene itself is unmutated.

On the other hand , viral attacks change the levels and modes of expression
of heat-shock proteins. If some of these do not remain in chaperone-mode,
then some of the observed phenotypes might not be phenocopies, but might
reflect the exposure of unbuffered mutations. The expression of these muta
tions by future offspring would normally also be conditional on failure of
chaperone function, but there are suggestions that som etimes mutant expres
sion can switch from conditional to unconditional , so that the expression be
comes a permanent characteristic of the line (a mysterious phenomenon
known as "genetic assimilation").

AII this leads us to distinguish between cytosolic proteins in general , each
of which has the potential to react weakly with erring members of a certain
small subset of its fellow travellers [6], and molecular chaperones - profes
sional interactors - each of which has the potential to react strongly with err
ing members of a certain large subset of its fellow travellers.

Positive Repertoire Selection

Whatever the sophistication of the defence and attack systems of a host
and its viruses, the usual initiating event is one of self/not-self discrimination,
be it between two RNA species or between two protein species, or be it ex
tracellular or intracellular (see Chapter 12). Accordingly, a virus that could
mutate to appear as "self' to its host should have an adaptive advantage. It
would exploit the fact that dur ing the development of lymphocytes, each spe
cific for a particular antigen, negative selection of lymphocytes reactive with
some "self' antigens had generated "holes" in the repertoire. However, dur-
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ing development (e.g. creation of cytotoxic T-Iymphocytes and antibody
forming B-Iymphocytes) there is posit ive selection of those react ive with
"near-self' antigens (positive repertoire selection) by mechanisms outlined
elsewhere [17-20]. The development of the repe rtoi re of cytotoxic T
lymphocytes, for example, is strongly influenced by the polymorph ic MHC
protein s of the host. As a viru s mutates progressively c loser tow ards the self
antigens of a potential host, the chances that the host will be immunologically
prepared become greater because its lymphocytes have been positively se
lected to react with " near-self' MHC proteins. In other words, the virus en
counters stiffened host defenses.

In this and the previous chapter we have con sidered immunology at the in
tracellular level in a way that is not found in immunology texts. For example,
immunologists tend to use the term "altered self," rath er than " near se lf."
There is a subtle difference between these usages. "A ltered self' impl ies a
difference from se lf. "Near se lf' emphas izes how close an entity can come to
se lf yet st ill be distinguishable from se lf. Immunologists also tend not to rec
ognize the implications of the crowded cytosol for molecular interactions.
But you should be warned that, whil e the associat ion of peptides with MH C
displ ay proteins is well established, at this time the underlying mechanism
for the assoc iation is not. Then why does a hypothetical mechanism have a
place in a text on evolutionary bioinformatics?

One reason, as has been stated, is that the full understanding of the ge
nomes of a species requires an understand ing of the genomes of the spec ies
with wh ich they have coevolved. These species interactions involve proc
esses of se lf/not-se lf discrimination, both extracellular and intracellular. An
other reason is that understanding the fund am ental role of intracellular pro
tein concentration in se lf/not-se lf discrimination can make other evo lutionary
phenomena intelligible. It is in such term s that we will , in the next chapter,
discuss " Muller's paradox" and the mystery of sex chromosome dosage
compensat ion .

Summary

The crowded cytosol is a specia l environment where weak interactions can
be important. Here many macromolecules are clo se to the limits of their
solubility, a condition conducive to weak, but specific, entropy-driven mo
lecular interact ions. In addition to being under evolutionary constraint to pre
serve the functions of their own products, gen es encoding specific cytosolic
proteins are also under evolutionary con straint, both to support a pressure ex
erted collectively by proteins to drive other protein s from solution, and to
maintain the solubilities of their own protein s in the face of that coll ective
pressure. Thus, genes whose prot ein products occupy a common cytosol have
co-evolved such that product concentrations are fine-tuned to a maximum
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consistent with avoiding self-aggregation . Cytosolic proteins collectively
generate a pressure tending to drive proteins into aggregates. Each individual
diffusible protein species both contributes to, and is influenced by, the pres
sure. Intracellular pathogens must fine-tune the concentrations of their own
proteins to the solubility limits so imposed. Aggregates between viral pro
teins and normal host , antibody-like, "immune receptor" proteins, provide a
possible basis for intracellular self/not-self discrimination at the protein level.
Molecular chaperones, including heat-shock proteins, modulate this process.
In such terms, we can explain Goldschmidt's phenocopy phenomenon, and
paraneoplastic diseases. During their development there is positive selection
of host lymphocytes reactive with "near-self' antigens (positive repertoire se
lection). This counters the tendency of pathogens to mutate towards "self'.
Thus, hosts whose immunological forces are poised to attack "near-se lf" ver
sions of not-self (a subset of not-self), rather than not-self per se (the entire
set of not-self - formidable in range), are at a selective advantage.
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Rebooting the Genome

"What makes hybrid male sterility of great current interest is the
increasing evidence that the building blocks of this isolating bar
rier may be radically different from what we had come to be
lieve .. .. It is clear that a new paradigm is emerging, which will
force us, first , to revised many conclusions . .. that had gathered
almost unanimous agreement, and , second, to try a completely
different experimental approach."

Horacio Naveira and Xulio Maside (1998) [I]

With the notable exceptions of Butler and Miescher, in the nineteenth cen 
tury the information concept as applied to biological molecules did not ex
tend to information error and the need lor its detection and correction (see
Chapter 2). Miescher in 1892 thought that: "Sexuality is an arrangeme nt for
the correction of these unavoidable stereometric architectural defects in the
structure of organized substances" (see Chapter 3). While referring to "l eft
handed coils" being "corrected by right-handed coils," at that time he was
unable to relate this to " nuc le in," a new sub stance he had discovered, later
known as DNA. However, he appreciated that correction would require some
sort of yardst ick (i .e. " right hand coils") to perm it the fact of error in a mole
cule of interest (i.e . "left hand coils") to be det ected, and then appropriately
corrected.

If the various degrees of redundancy found among DNA mol ecules have a
single explanation, it is error-detection and correction. This itself might ex
plain another apparent redundancy, the fact that members of most biological
species are either one of two sexes. Yes , this certainly makes our lives more
colorful. But , the biological advantage is not obvious. Imagine a world with
out males in which each woman, on average, wa s able to produce two off
spring per generation asexually . Both of these would be female . In the first
generation there would be two women. In the second generation there would
be four women . In the third generation eight women, and so on . With a simi
lar limit to offspring number, in a sexual world a woman would be likely to
produce one male and one female per generation. Only the latter, on being
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fertilized by a male , would produce further offspring. In the first generation
there would be two individuals, male and female. In the second generation,
there would still be two , and so on to the third generation, etc . .. . . Since the
winners in the strugg le for existence are organisms that leave the mos t off
spring, sex would see m very disadvantageous [2].

Redundancy

At the outs et the two-fold parall el redundancy of naturally occurring DNA
duplexes, which contain complementary "top" and "bottom" strands, was
recognized as revealing not only how DNA was replicated, but also how it
might be corrected. Changes in DNA , manife st as unusual bases (e.g. U in
stead ofT), or damaged bases (e.g. cros s-l inked T s), would have provided a
se lection pressure for the evo lution of specific enzymes that could reco gnize
and correct errors . Indeed, many such enzymes were discovered [3].

Sometimes , however, a normal base can chan ge into another normal base
("base subst itution") so that an unusual base -pair results (e.g. A on one strand
paired with C on the oth er strand). Again , one can en visage a se lection pres
sure for the evolution of enzy mes that recognize base mispairing; but after
the fact of recognition, how is it known which base to correct (see Chapter
2)? Tak e the follow ing dupl ex:

CAGGCTATCGTAA
GTCCGATAGCATT

(14. I)

Cons ider a base change (tran sition mutation) from T to C (und erlin ed):

CAGGCTATCGTAA
GTCCGACAGCATT

The error might be corrected as:

CAGGCTATCGTAA
GTCCGAIAGCATT

Or compounded as :

CAGGCTGTCGTAA
GTCCGA~AGCATT

(14.2)

( 14.3)

(14 .4)
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There is thus only a 50% chance of actual correction. And there is another
actor in the wings. While the "rapid response team" of error-correcting en
zymes is alert for base mispairs, and is quick to move into action, one can
hear in the distance the whistle and thunder of an approaching DNA poly
merase further up the line. If there is any delay, sequence 14.2 may be repli
cated before it can be corrected. Two new child duplexes (like 14.3 and 14.4)
will be produced. One will not contain the error (unmutated duplex). One
will contain the error (mutated duplex). In this case there is a 100% chance
that there is no correction, at least in the short term . After replication there is
no base mispairing in either duplex, so there is no indication, at the duplex
level, as to which duplex is the mutant. On partitioning of chromosomes to
child cells (segregation), one child cell might malfunction, and on this basis
the mutant phenotype might be selected against. To this extent the mutation
would be detected and corrected.

Assuming that the error-correcting team will usually arrive before suspi
cious DNA is replicated, the most obvious way to improve on the 50% cor
rection success rate is to provide the team with another duplex to compare. If
sequence 14.2 could be compared with sequence 14.1, the team would
"know" that the A-C mispairing in 14.2 should be corrected to an A-T Wat
son-Crick base-pair, rather than to a G-C Watson-Crick base-pair. Thus, a
further level of redundancy is needed, either "in parallel" (i.e. another inde
pendent duplex), or "in series" (i.e. repetition further along the line).

Diploidy, in theory, should solve the problem. However, the system is not
perfect as indicated by the need to race to correct errors before DNA poly
merase can compound them and turn potentially correctable mutations into
what may eventually become "accepted mutations." The latter can be de
tected either experimentally, by those who sequence DNA molecules, or bio
logically, when there is an observable change in phenotype. In humans, if
deleterious mutations affect only somatic tissues and occur after reproductive
life, then from the viewpoint of the species there is no major problem (the
benefits of infant care by grandparents notwithstanding). On the other hand,
mutations in germ-line tissue might result in defects being passed on to future
generations. Meiosis appears as a special germ-line process with a low error
rate that might both decrease germ-line transmission of mutations, and repair
DNA damage. It is the nearest we have to "rebooting" the genome.

Recombination Repair

For recognition and correction of a mutation there must be a template for
comparison. Accordingly, you are diploid, and were generated from haploid
paternal and maternal gametes that had themselves been subject to meiotic
cleansing. You, in turn, can meiotically generate fresh gametes as a rich
blend of your parental genomes, due to (i) the random assortment of (i .e.
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creation of various combinations of) 23 entire paternal and 23 entire maternal
chromosomes (the only constraints being that 23 are allowed in a haploid
gamete, and there must be one member of each homologous pair), (ii) the
random assortment of (i.e . recombination among) parts of each chromosome
pair, and (iii) recombination repair (see Fig. 8-3) . However, the effectiveness
of the latter correction will depend on the templates. There are three tem
plate-critical alternative outcomes:

(i) If your parents were closely related (e.g. incest), then it is likely that
you were born with many identical mutations at identical positions in all
chromosome pairs (i.e. you are homozygous for these mutations). So the fact
of mutation may not be detectable. But the fact that you exist shows that
these mutations can be non-lethal when homozygous.

(ii) If you are the result of out-breeding (i.e . your parents were not closely
related), then there will be far fewer shared mutations in homologous chro
mosome pairs, so that many individual mutations can be identified . For ex
ample, one of your parents might have donated sequence 14.3 (unmutated)
and your other parent might have donated sequence 14.4 (mutated). Thus,
you would be heterozygous with respect to the one base pair difference be
tween these sequences. One "good" copy of a gene containing that sequence
might suffice (i.e. you would be "haplosufficient" and therefore likely to be
viable as an individual; see Fig. 13-5). However, when the two sequences
were compared at meiosis as candidates for promotion to gamete status, the
fact of heterozygosity might be recognized. Recombination repair might con
vert one of the sequences to that of the other ("gene conversion ;"Fig. 8-3).
There would be a loss of heterozygosity and a gain of homozygosity. Without
guidance, the conversion would have, on average, a 50% success rate (since
which was the "good" copy would not be known).

(iii) Finally, if you are the result of extreme outbreeding the definition as
"template" becomes spurious. In one position in the top strand, instead of ei
ther A (sequence 14.3), or G (sequence 14.4 containing an A to G transition
mutation), there might be a C or T (i.e . a transversion mutation with the
purine mutated to a pyrimidine). A few differences of this nature might be
tolerated. But many such differences, be they transitions or transversions,
will result in a failure of pairing, so that meiosis fails , no gametes are formed
and , although you may not be immediately aware of it, you are a sterile hy
brid (a "mule;" see Chapter 8).

The second of the above three alternative outcomes, a consequence of pa
rental out-breeding, appears the most advantageous. But if there is only a
50% gene conversion success rate with respect to a base-pair heterozygosity
at anyone position, then the overall success rate for multiple heterozygous
positions will remain at an average of 50% . Unless there is some guidance as
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to which parental contribution to your gametes is more advantageous for
each mutant position, your average gamete will be no better off than you arc.

However, 50% of your gametes will , by chance, emerge with more "good"
base pairs than you have. And 50% of your spouse's gametes will , likewise,
be superior. Thus, if you have several children, some of these will be superior
to you and your spouse, with respect to the function which Nature holds su
preme, namely the ability to produce many, reproductively fit, children . Ac
cordingly, over the generations, combinations of "good" genes should be se
lected. This would be emphasized if the positive effects of "good" genes
were more than additive (i.e. genetic fitness might increase exponentially as
the number of "good" genes increased). A similar argument could apply if
the negative effects of "bad" genes were more than additive, so that such
genes would tend to be purged collectively from the population .

Strand Guidance

Depending on the type of mutation, sometimes there is guidance as to
which copy of a gene is best. For example, there might be a transition mi
cromutation from C to T in sequence 14.1, resulting in:

5'CAGGCTATTGTAA3'
3'GTCCGATAGCATT5'

( 14.5)

Of importance in this case is that the C was part of a CG dinucleotide se
quence in the top strand, which must base pair with a complementary CG di
nucleotide sequence in the bottom strand (recall that CG is read with 5' to 3 '
polarity, and the two strands are antiparallel ; see Fig. 2-4). The C in CG di
nucleotides is sometimes chemically changed (methylated), but the changed
base , methylcytosine, is accepted in DNA. (So there are often five , not four ,
bases occurring naturally in DNA; see Chapter 15). C is also sometimes
chemically changed (deaminated) to the base U. The U is recognizably
wrong, since U does not occur in DNA . But when a methylated C is deami
nated the resulting base is methyluracil, otherwise known as thymine (T),
which is, of course, a natural base .

When encountering a base mispair in duplex DNA such that T in one
strand pairs with G on the other, the rapid response team of error-correcting
enzymes can check if the latter G has a C on its 5' side. Better sti II, it can de
termine if the C is methylated. It then has the information to deduce that
there was probably a CG dinucleotide on the other strand, so that the error
lies in the T, not in the G.

Nevertheless, the most secure strand guidance would be to have a se
quence redundancy greater than diploid (see Chapter 2). A diploid cell, prior
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to engaging in mitotic, or meiotic , cell division , replicates its DNA in a pe
riod referred to as the S-phase of the cell cycle. For a period after thi s (re
ferred to as G2 phase of the cell cyc le) the cell is actually tetraploid with four
DNA duplexes (Fig. 14-1).

t Mitosis

Fig. 14-1. Phases of the cell cycle. After normal cell division (mitosis), child
cells (diploid with two copies of each chromosome duplex) may enter the
"first gap phase" (G1-phase), in which there is cytoplasmic growth, but little
growth of the nucleus where the chromosomes, containing DNA, are located.
In S-phase, DNA is replicated and the nuclear volume approximately doubles
in size. In the "second gap phase" (G2-phase) the cell is tetraploid with four
copies of each chromosome (i.e. four homologous DNA duplexes). Active
genes (e.g. "house-keeping genes;" see Chapter 15), and active chromo
somes (e.g. the active X chromosome in human females), tend to be repli
cated early in S-phase. This means that they have shorter G1 phases, and
longer G2 phases (i.e. they are longer in the tetraploid state), than inactive
genes and chromosomes

After cell division (called mitosis because the thread -lik e chromosom es
become visible ; Greek : mitos = thread), the cell will return to the diploid
state. If a mut ation is accepted and rem ains unrepaired in the period referr ed
to as the G l-phase, it will be faithfully repl icat ed in S-phase, and there will
then be two identical mutant DNA dup lexes to be repaired in the G2 phase.
The relative proportions of mutated and unmutated dupl exe s will be un
changed. On the other hand, if the mutation occurs after DNA repl ication (i.e.
in the G2 phase) then the re will be three DNA dupl exe s against whi ch the
mut ant dupl ex can be compared , so in this case there can be guidance. It is
perhaps for this reason that some genes, chromosom es, and ce lls (e .g. mam 
malian liver cells and vertebrate oocytes) spend more tim e in the G2 phase of
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the cell cycle. There is also a "se lfish gene" perspective on this issue, which
will not be discussed here [4].

Since mutation is essentially a random event, in a multicellular organism it
should strike one duplex in one cell at a time. This means that a diploid cell,
with an accepted somatic mutation in one of its two duplexes, could seek
help from another diploid cell to verifying which of its duplexes was mu
tated. This would involve transfer of nucleic acid information between cells,
a process that, if it occurred between single cell organisms, would be referred
to as sexual. Whether such a process can occur between somatic cells in a
multicellular organism is unknown at the time of this writing, but there is
suggestive evidence [5].

In meiosis a single cell with two DNA duplexes (of pate mal and maternal
origin) first replicates to generate four DNA duplexes and then divides twice
(producing four cells) with no intervening phase of DNA synthesis. In human
male meiosis four haploid gametes result. In human female meiosis one hap
loid gam ete results and three are discarded. Thus, in female meiosis there is a
further opportunity for gamete quality control; but if, and how, this would be
brought about is unknown [4].

Nevertheless, through the process of sexual reproduction, a given duplex
finds itself, from generation to generation, in a succession of bodies each
time in the company of a new homologous duplex. A mutant duplex (e.g. se
quence 14.2 above) may never be in a situation where it can simultaneously
be compared within a cell with three corresponding unmutated duplexes (e .g.
sequence 14.1 above), but it can sequentially achieve this result over the gen
erations. If in every generation duplex 14.2 repeatedly encounters duplex
14.1, and never ano ther duplex 14.2, then even with a 50% probabil ity of
successful gene conversion on each occasion, a likely outcome will be elimi
nation of the mutation . This process would be assisted jf individuals with du
plex 14.2 were negatively selected. However, it should be noted that muta
tions can recur and so may, by chance, restore those that are eliminated.

DNA Damage

An "error" in DNA must be understood in context. Of duplex sequences
14.3 and 14.4 above, one may have good and one may have bad conse
quences for an organism. On the other hand, sequence polymorphism is a
natural phenomenon (see Chapter 12) and , in some circumstances, neither
sequence would be inappropriate. DNA damage, however, is always an error.
As such it must be "corrected" or "repaired." Strictly speaking these words
have the same meaning but, although there is no generally agreed usage , in
the literature incorrect base substitutions (micromutations) tend to be "cor
rected" and damage tends to be "repaired." However, correction by recombi-
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nation, whether it be of an incorrect base substitution, or of damage, has long
been referred to as "recombination repair."

With damage there is likely to be little ambiguity regarding recognition as
such, and if the damage affects just one strand then there is likely to be no
problem with strand discrimination. In this case, repair could be made on the
basis of the complementary sequence in a single duplex (i.e. repair could be
effected in a haploid individual). If both strands are damaged (e.g. comple
mentary base-pair damage), then repair must be made on the basis of infor
mation present in a homologous duplex that may be either in-series (i.e. se
quence duplication) or in-parallel (i.e . diploidy).

One hypothesis of aging is that the selection pressure for efficient damage
repair has not been high over evolutionary time because organisms have usu
ally died relatively early from environmental causes (e.g. hunger, predation,
disease), rather than from DNA damage. Individuals have had to reproduce
before being struck by these apocalypses. So their offspring have tended to
inherit traits that enabled them to deal with these, rather than with the ravages
of time. Natural selection has mostly favored those with traits that are mani
fest early in life. Butler gave us a glimpse of this [6]:

"If heredity and memory are essentially the same, we should ex
pect that no animal would develop new structures of importance
after the age at which its species begins ordinarily to continue its
race; for we cannot suppose offspring to remember anything that
happens to the parent subsequent to the parent 's ceasing to con
tain the offspring within itself. From the average age, therefore,
of reproduction, offspring should eease to have any further
steady , continuous memory to fall back upon; what memory
there is should be full of faults, and as such unreliable."

Thus, in modern populations where apocalypses have greatly decreased,
the phenomenon of aging, possibly due to a failure to repair DNA damage,
has emerged. The damage would affect the transcription and replication of
DNA , with phenotypic consequences that lead to death [3].

Although the disposable soma (that's you and me) may not have highly ef
ficient DNA damage repair systems, such efficient repair is necessary for
gamete production in the gonads. Here recombination repair would seem to
constitute the last court of appeal, with a sequence in one duplex coming to
the rescue of the sequence in the homologous duplex (see Chapter 12). I-Iere
again, the templating quality of the donating duplex should be considered. If
meiosis worked efficiently in your parents' gonads, you initially inherited
undamaged parental DNA sequences. So most of the damages present in your
gonads are likely to have been incurred during your lifetime, and are unlikely
to be at the same positions in the paternal and maternal haploid contributions
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to your diploid genome. Thus, the fact that your parents might have been
closely related might not be important as far as the repair of DNA damage is
concerned. In this respect, parental outbreeding might not necessarily be
beneficial. However, DNA damage might summate with the intergenomic
differences accompanying extreme outbreeding, so that meiosis would more
likely fail (i.e. producing hybrid sterility) than in a genome with less damage .

Note that we have been considering correction and repair at the level of
classical Watson-Crick duplexes. Here a G-T mismatch would be recognized
and corrected. Yet G-T pairings occur normally in extruded DNA stem-loop
structures (see Chapter 5). Correction of such weak pairings (i.e . formation of
a G-C or A-T pair instead ofa G-T pair) would increase stem-loop stability,
but generate mutations in the corresponding classical duplexes. This might
have phenotypic consequences. So it may be presumed that , under biological
conditions, error-detecting and correcting enzymes confine their activities to
classical duplexes and G-T pairings in stem-loops are ignored. Alternatively,
such G-T pairings are repaired with possible phenotypic consequences, or
mutations in the neighborhood that change local stem-loop patterns to avo id
G- T pairs are accepted [7].

Piano Tuning

From the studies of Wada and others (Chapter 9), individual genes emerge
as distinct (G+C)% entities, each with a distinct potential vibrational fre
quency. Hence, it seems not unreasonable to regard individual genes much as
we regard the individual strings of a musical instrument. A gene with a mu
tated or damaged base is a gene "out of tune" to the extent that the change
may marginally change its vibrational frequency . We should consider the
possibility that this has not escaped Nature's notice. Perhaps, there are "tun
ing" enzymes that can check for changes in resonance, and hence supplement
the methods of accurate detection of errors based on direct templated interac
tions between DNA sequences as considered here. While this might seem
fanciful , from time to time there are strange "sightings" in the literature that
might well be explained in such terms [8]. The astonishing precision with
which entire genomes obey Chargaff's second parity rule (see for example
the composition of vaccinia virus in Chapter 4), suggests we still have much
to learn about long range interactions in DNA .

Spot Your Reprotype?

In general, outbreeding is beneficial producing "hybrid vigor." But ex
treme outbreeding could result in disparities in base composition [(G+C)%]
leading to hybrid sterility [9]. From the time of Darwin [10] , behavioral stud
ies have suggested how prospective mating partners might have evolved
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genes inducing courtship displays that would subconsciously allow assess
ment of the likely vigor of the resulting children should courtship lead to
mating. In this context, base compositional differences (i.e . differences in
"reprotype;" see Chapter 8) might seem to be below the threshold of detect
ability by prospective mating partners.

On the other hand, intragenomic conflicts between the pressures on the
conventional Darwinian phenotype, and the pressures on the genome pheno
type, are sometimes won by the latter (see Chapters 9 and 10). Thus, the ge
nome phenotype can affect the conventional phenotype. In this respect the ar
row denoting classical Darwinian natural selection (from environment to
phenotype to genotype) is, in principle, reversible. It is thus theoretically pos
sible, although so far without experimental support, that an organism could,
as part of its conventional phenotype, display its reprotype - its (G +C)%.
The selective advantage of this (in terms of long term reproductive success)
should be considerable, since extremes of inbreeding and outbreeding could
be avoided. Thus, hybrid sterility may not be just something that is encoun
tered on the roulette wheel of life. "Your face " may indeed be "your fortune,"
or rather, your children's fortune.

Haldane's Rule

The advantages of outbreeding argue strongly for the advantages of sexual
reproduction, as opposed to asexual reproduction (essentially extreme in
breeding). Up to the hybrid sterility limit, the more disparate the genomes
are , the better. As discussed in an earlier book [9], the cycle of reproduction
among members of a biological species will proceed continuously, unless in
terrupted at some stage. The most likely initial stage for such cycle interrup
tion (i.e. the origin of the speciation process) is when disparate haploid pa
rental genomes meet in diploid meiosis and cannot "agree" to pair . Gamete
production fails and the organism, a hybrid of paternal and maternal ge
nomes, is sterile (see Fig. 7-4). Turning a diploid into a tetraploid can "cure"
hybrid sterility since each chromosome at tetraploid meiosis has a pairing
partner (see Chapter 8).

Remarkably, diploid sterility is not gender neutral. As parental genome se
quences get progressively disparate, the proportion of sterile children in
creases. But initially it is the sex that produ ces two types of gametes (the het
erogametic sex) that is sterile. Among humans, males are the heterogametic
sex, so boys are sterile and girls are fertile . This regularity was recognized by
the English polymath J. B. S. Haldane [II]. It was also recognized, because
of its applicability to a wide range of taxonomic groups (e .g. birds, insects,
mammals, nematode worms, some plants), that the phenomenon has the po
tential to tell us much about sex and speciation [12]. However, "Haldane' s
rule" is really two rules. Haldane's rule for hybrid sterility should be clearly
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distinguished from Haldane's rule for hybrid inviability. Diploid inviability is
also not gender neutral. It is again the heterogametic sex that is preferentially
affected.

A normal human male produces two types of spermatozoa in equal quanti
ties - spermatozoa with an X-chromosome that will confer femaleness on
children, and spermatozoa with a Y-chromosorne that will confer maleness
on children. A new organ ism is created when one of these spermatozoal types
fertilizes a female gamete, which is always an X-bearing gamete. As dis
cussed in Chapter 4, if X-bearing spermatozoa and Y-bearing spermatozoa
are in equal quantities, there will be approximately equal chances of a boy
(diploid sex chromosome status XV) or a girl (diploid sex chromosome status
XX) . But if the genes donated to the zygote by the paternal and maternal ge
nornes cannot work together effect ively , then there may be a failure in devel
opment, so that at some stage zygote-derived cells fail to multiply and differ
entiate into a viable organism (Fig. 7-4). This " hybrid inviability" usually
reflects incompatibilities between gene products and, for reasons discussed
elsewhere, preferentially affects the heterogametic sex [13]. This means that
boys are either not born , or fail to develop into mature adults . Since only
adults produce gametes, the question oftheir sterility does not arise.

If a human female has a tendency towards hybrid sterility (i.e. the two pa
rental genomes she carries are extremely disparate), then there will be de
creased production of X-bearing ova. But , although it is likely that there will
be fewer children, there is no bias towards boys or girls by virtue ofher ste
rility . If a male has a tendency towards hybrid sterility (i.e . the two parental
genomes he carries are extremely disparate), then there will be a decreased
production ofY-bearing spermatozoa and X-bearing spermatozoa. But again ,
although it is likely that there will be fewer children, there will be no bias
towards boys or girls by virtue ofhis sterility. All that Haldane 's rule for hy
brid sterility implies is that the tendency towards complete sterility is fa cili
tated in males. To understand this, we will first consider sex chromosomes
and their role in the anti-recombination process that can lead to speciation.

Sex Chromosomes

In many species males and females are produced in equal quantities . Men
del himself noted that such equal quantities would be produced if a recessive
homozygote were crossed with a heterozygote. Thus, if red is dominant to
white, when a homozygous white (WW, producing one type of gamete, Wand
W) is crossed with a heterozygous red (RW, producing two types of gamete,
Rand W), on average, equal numbers of red and white offspring should be
produced (RW, WW). If sex were similarly determined, this simple scheme
would suggest that one sex be homozygous and the other sex be heterozy
gous for allele s of a particular gene.
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As long as only one allele pair was required there would be no reason to
regard this process as different from any other genetic process. The chromo
some pair containing the gene - let us call them X and Y chromosomes 
would be equal in all respects, including size ("homomorphic"). One sex
would be homozygous for the recessive allele (the "homogametic" sex) and
the other sex would be heterozygous (the "heterogametic" sex) . If there were
recombination between the chromosome pair in the heterogametic sex, the
gene might switch chromosomes, thus converting an X chromosome to a Y
chromosome and the corresponding Y chromosome to an X chromosome.
The status quo would be preserved and equal numbers of differentiated gam
etes would still be produced.

However, if the complexities of sexual differentiation were to require more
than one gene , - say genes XI and X 2 on the X chromosome, and the corre
sponding allelic genes YI and Y2 on the Y chromosome - the situation would
get more complicated. Recombination (crossing-over between chromosomes
at meiosis) might then separate the two genes to generate chromosomes (and
hence gametes) with genes X I and Y2 together, and genes YI and X 2 together.
Sexual differentiation would be impaired (Fig. 14-2).

To prevent this happening either the gene pairs, - X, and X], and Yl and Y2

- would have to be closely linked on the X and Y chromosomes, respectively
(so the chance of a pair being separated by meiotic recombination would be
low), and/or one of the chromosomes would have to develop some local
mechanism to prevent such recombination. !fthis anti-recombination activity
could not easily be localized, then the activity might spread to involve other
genes on the chromosomes; these genes might themselves play no role in
sexual differentiation.

This seems to be the situation that often prevails. The needs of the pre
dominant function, sex determination, overrule, but do not necessarily elimi
nate , the functions of other genes on the same chromosome. The chromo
somes are referred to as the sex chromosomes, even though concerned with
many functions not related to sex . However, anti-recombination is the es
sence of the initiation of speciation (see Chapter 8). The prevention of re
combination between members of different incipient species, or of an incipi
ent species and the parental species, is a fundamental part of the speciation
process ("reproductive isolation"), and extends to all the chromosomes, in
cluding the sex chromosomes [9].

On the other hand, sex chromosomes exist within a species, and anti
recombination during meiosis is only beneficial to the extent that it prevents
recombination between genes specifically concerned with sexual differentia
tion . When anti-recombination activity spread along sex chromosomes to
genes not concerned with sexual differentiation, the latter lost the benefits of
recombination.
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Fig. 14-2, Need for meiotic anti-recombination activity when multiple genes
determine sex, In a human male (top), the maternally-donated sex
determining chromosome (M; grey) has a pair of sex-determining genes XI
and X2 , and the paternally-donated sex-determining chromosome (P; black)
has a pair of sex-determining genes Y1 and Y2. If path A is followed at meio
sis, there is an exchange of chromosome segments (recombination) that
does not disturb the linkage of each pair. The haploid female gamete (Le. the
gamete conferring the female sexual state) has part of the original paternally
donated chromosome, but XI and X2 remain linked (bottom). The haploid
male gamete (i.e. the gamete conferring the male sexual state) has part of
the original maternally-donated chromosome, but YI and Y2 remain linked. If
path B is followed at meiosis, the exchange of chromosome segments dis
turbs the linkage, so that each resulting haploid chromosome (at bottom) has
both a female sex-determining gene and a male sex-determining gene
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To the extent that meiotic recombination allowed recombination repair,
then, when such repair was lost, non-lethal mutations remained uncorrected.
There was no longer prevention, within species, of changes in sex chromo
somes, including micromutations (base substitutions, additions, or deletions)
and macromutations (segment additions, deletions, transpositions and inver
sions). These changes are similar to those occurring between species as they
progressively differentiate their chromosomes [14].

Thus, instead of remaining the same size (homomorphic), the sex chromo
somes sometimes came to differ in size (heteromorphic). In some species
(e.g. certain fish and amphibia) the sex chromosomes remained homomor
phic and appeared to differ only in the genes affecting sexual differentiation.
In other species (e.g. mammals, birds) the sex chromosomes became hetero
morphic.

Sex and Speciation

Sexual and species differentiations can involve anatomical and physiologi
cal changes of similar orders. When classifying organisms into species, two
forms initially considered as distinct species have sometimes been found to
be merely the sexually differentiated forms of one species [15]. An extreme
case of this was Darwin's realization that an apparent member of a parasite
species found within the body of a female barnacle was actually the male
form of that species ("complemental males") [16]. Bateson and Goldschmidt
both drew attention to the possibility of a fundamental similarity between the
evolutionary process that divides two groups within a species, such that they
become two species, and the evolutionary process that divides two groups
within a species, such that they become two sexes. When the chromosomal
basis of sexual differentiation became clearer, Bateson in 1922 commented
on the chromosomally-borne "ingredients" responsible for this in plants [17] :

"We have now to admit the further conception that between the
male and female sides of the same plant these ingredients may
be quite differently apportioned, and that the genetical composi
tion of each may be so distinct that the systematist might, with
out extravagance, recognize them as distinct specifically [i.e.
mistake the different sexes as distinct species]. If then our plant
may . .. give off two distinct forms, why is not that phenomenon
[i.e . sexual differentiation] a true instance of Darwin 's origin of
species?"

In 1940 Goldschmidt, who had postulated that the initiation of speciation
requires a general change in a chromosome's "reaction system" (see Chapters
7 and 8), noted [I 8]:
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"Another remarkable problem ought to be pointed out . . ., though
it seems at first sight to be rather remote from the problem of
species formation.. .. Sexual differences within a species may be
of such a nature that, if found distributed among different organ
isms, they would provide a basis for classification into different
species, families, or even higher categories. These differences
frequently touch upon practically every single character of the
organism, morphological and physiological. Two forms found in
nature, which showed sexual differences of such degree .
would never be considered as belonging to the same species .
In the sexual differences we have, then, two completely different
reaction systems in which the sum total of all the differences is
determined by a single genetic differential.. .. The genetics of
sex determination ought therefore to furnish information on how
a completely different reaction system may be evolved."

Goldschmidt made the distinction between "reaction system" and genes
explicit:

"It is not this or that gene or array of genes which is acting to pro
duce the extreme morphogenetic differences of the sexes , but
rather the typical serial pattern within the X-chromosome, or
definite parts of it. The chromosome as a whole is the agent , con
trolling whole reaction systems (as opposed to individual traits).
The features which are assumed by many geneticists to prevent a
scattering of individual sex genes by cros sing over . . . actually
prevent major changes of the pattern with in the chromosome as a
whole. Once more I must emphasize that such a conception of
fers mental difficu Ities to those steeped in the classical theory of
the gene ."

As mentioned above, species differentiation and sexual differentiation
have an import ant feature in common. For their maintenance there must be an
absence of meiotic recombination, either between one or more chromosome
pairs in both sexes (species differentiation or "speciation"), or between re
gions of one chromosome pair in one sex (sexual differentiation). For speci
ation, chromosomes of members of a variant group must not recombine with
those of the parental line, otherwise character differences due to multiple
genes could blend, and the differentiation would be lost. For sexual differen
tiation, regions of the sex chromosomes must not recombine because the
characters conferring sexual identity could blend, and sexual differentiation
would then be lost. The sex chromosomes (e.g. X and Y in humans) must ,
between themselves, maintain something akin to the reproductive isolation
that defines organisms as members of distinct species.
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Haldane's rule for hybrid sterility usually concerns crosses between mem
bers of different "races" (varieties, breeds, lines) within what appears as a
single species (defined reproductively) [19]. We are accustomed to recognize
as "races," groups within a species, the members of which show some com
mon anatomical differentiation from the members of other groups. However,
in principle, members of a group ("race") within a species might begin to dif
ferentiate with respect to reproductive potential (no longer retaining full fer
tility when crossed with parental stock) before any anatomical or other
physiological differences are evident [20, 2 I]. When fully differentiated in
this way , the members of the group would be reproductively isolated, and so
would constitute a distinct species, even if not anatomically or functionally
distinguishable from members of the parental group (see Chapter 3).

Thus, Haldane's rule for hybrid sterility has no obligatory anatomical or
physiological correlates, and is a phenomenon of incipient speciation alone.
It seems likely that the preferential sterility of the heterogametic sex can be
regarded as a step. or way station, on the path towards the complete sterility
associated with full species differentiation, a process generally accompanied
by the anatomical and physiological differentiation of conventional pheno
typic characters.

The sex chromosomes tend to progressively differentiate from each other,
and in some species meiotic recombination remains possible only in small
regions where there is sequence homology, which includes (G+C)% com
patibility. In this respect the small regions behave like the autosomes, and are
referred to as "pseudoautosomal" regions . Other parts of sex chromosomes
(the non-pseudoautosomal regions) appear to be kept from meiotic pairing
and recombination by a failure of homology [22, 23]. However, recombina
tion repair is still possible when there is in-series sequence redundancy (see
Chapter 2). Indeed , the human Y chromosome contains extensive palin
dromic duplications that should facilitate intra-chromosomal non-meiotic
gene conversion [24, 25].

If the mechanisms of sexual and species differentiations were similar, then,
since the opportunity for recombination between different sex chromosomes
(e.g. X and Y) can occur only in the sex with both chromosomes (the het
erogametic sex) , by preventing meiotic recombination that sex could be con
sidered to have taken a step towards speciation. Whereas, for species differ
entiation, the homogametic sex (e.g. human females) would have to
differentiate both sex chromosomes and autosomes, the heterogametic sex
(e.g. human males) would have only the autosomes left to differentiate . By
virtue of this head-start, among the progeny of crosses between an incipi ent
species and its parental stock, the heterogametic sex would be preferentially
sterile (i.e. Haldane 's rule for hybrid sterility) [26] .
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The possibility of general changes in the base composition [(G +C)%] of
chromosomes, perhaps the modern equivalent of Goldschmidt 's changes in
" reaction pattern," is consistent with studies of Haldane's rule in the fruit fly,
where, like humans, the male is the heterogametic sex . In 1998, Naveira and
Maside concluded [I]:

"The total number of sterility factors [on chromosomes] must
probably be numbered at least in the hundreds. The individual
effect on fertil ity of any [one] of these factors is virtually unde
tectable, but can be accumulated to others. So, hybrid male steril
ity results from the [experimental] co-introgression [combining]
of a minimum number of randomly dispersed factors (polygenic
combination). The different factors linked to the X, on the other
hand, and to the autosomes, on the other, are interchangeable
[i.e. are equally effective] .. . . Recent experiments on the nature
of these polygenes suggest that the coding potential oftheir DNA
may be irrelevant."

In the latter respect it was further noted:

"The effect detected after inserting non-coding DNA suggests
that the coding potential of the introgressions . . . might be ... ir
relevant for hybrid male fertility . It might be only a question of
foreign DNA amount, . ..."

In the general case, later-developing secondary mechanisms of isolation,
reinforcing and/or substituting for a primary micromutation-dependent
mechanism, would include chromosomal macromutations (likely to increase
hybrid sterility), single or collective genic incompatibilities (likely to produce
hybrid inviability) [13], and mating incompatibilities (also likely to be of
genic origin; see Fig. 7-4) .

Sex Chromosome Dosage Compensation

The overwhelming influence of the need to correct errors appears to ex
plain how DNA came to "speak in palindromes" (see Chapter 5), and how
many species came to have two sexes. The need for two sexes, in turn , re
quired that at least two entire chromosomes be somewhat constrained in their
error-correction activities - a constraint that often led to the degeneration of
one of them (e.g. the V-chromosome in human and fruit fly) [27]. So males
found themselves with, essentially, only one set ofX-chromosome genes, and
hence with the potential for only one dose of X-chromosome gene products,
the majority of which played no role in sexual differentiation.

In contrast, females with two X-chromosomes had the potential for two
doses of X-chromosome gene products. Thus, although the sexes might be
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equal with respect to the doses of autosomal gene products, females might
have an extra dose of X-chromosome gene products. Many of these products
would be proteins corresponding to genes whose expression might not be
subj ect to short-term fluctuations in response to environmental influences or
developmental programs (i.e. the genes might be constitutively expressed)
[28] . Would this potential diffe rence between the sexes in intracellular pro
tein concentration be accepted (dosage acceptance), or corrected (dosage
compensation)?

Many species engage in some form of sex chromosome dosage compensa
tion . In humans this takes the form of a random inactivation of one of the X
chromosomes in women . Since one X-chromosome was inherited from her
father, and the other was inherited from her mother, this means that in about
half her cells a woman expresses her paternal X-chromosom e and in the other
half she expresses her maternal X chromosome. Since it is women who have
to do the accommodating, it has been wryly remarked that God must be a
man! However, in fruit flies it is the male who accommodates, by doubling
the activity of his so litary X chromosome.

Muller discovered sex chromosom e dosage compensation in fruit flies in
the late 1920s, and wondered how it could have evolved [29]. He had already
deduced that , in homozygotes, gene, and hence gene-product, dosage is usu
a lly well along the plateau of the dose-response curve (see point B in Fig. 13
5). Males would be expected to have half the dosage of X-chromosome gene
products, but thi s dosage would st ill be on the plateau of the dose-response
curv e (see point A in Fig. 13-5). Thu s, function would still be maximum.
Muller deduced that in this circumstance there could be no select ion pressure,
based on differential gene product function , for dosage compensation to have
evolved. B1inkered by the genic paradigm, his attempt to explain this paradox
in terms of "exceedingly minut e differences" in gene dosage is described in
an earlier book [9].

A possible resolution of "Muller' s paradox" can be derived from the need
to fine-tune, not the functions, but the concentrations of individual proteins
within cells, in order to provide a uniform collective aggregation pres sure
(see Chapter 13). Over a series of generations, a Y-chromosome and its de
scendants define, and so exist in, a success ion of male cells (M). Th is path
may be simply expressed as:

M~M~M~M~M~M~M ~M~ . .. (14.6)

Over evolutionary time, factors such as the transcript ion rates of genes on
the Y-chromosome and the stabilities of their products (mRNAs and pro
teins) could have become fine-tuned to the needs of this relatively stable in-
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tracellular environment. A relatively constant concentration of each gene
product could have become established (Fig. 14-3). On the other hand, an X
chromosome and its descendants alternate between male (M) and female
cells (F). A typical path might be:

M~ F ~ M ~ F ~ F~ M~F~ M~ . . . (14.7)

(a)

Path of Y Chromosome

(b) (c)

Path of X Chromosome

Autosomal
contribution

No dosage compensation WIth dosage compensation

Autosomal Autosomal
contribution contribution

1 2 34 56 7 1 2 3 4567

Generations

Fig. 14-3. Fine-tuning of protein concentration is not possible without X
chromosome dosage compensation. Passage of Y- or X-chromosomes
through the generat ions occurs either in male (M) or female (F) cells. On av
erage an X-chromosome exists for one third of its time in a male cell. Poten
tial contr ibutions of chromosome gene-products to the cytosol ic protein con
centrat ion are shown for autosomes (white) , X-chromosomes (grey), and Y
chromosomes (thin strip with vertical stripes) . (a) The presence of the Y
chromosome defines an organism as male, and thus the Y-chromosome al
ways exists in a male cell , in the presence of one X-chromosome. Fluctuation
of total protein concentration is minimal. (b) The contribution of the Y
chromosome is very small so that in female generations, defined by the
presence of two X-chromosomes, there would be a great fluctuation in total
protein concentration, in the absence of dosage compensation . (e) Halving
the contribution of the X-chromosome (dosage compensation) in female gen
erations keeps the cytoso lic protein concentration essentially independent of
the sex of the host cell

Over evo lutionary time it would be difficult to fine-tune, both for cells
containing a second X-chromosome, and for cells containing a solitary X
chromosome. By inactivating one X whenever two are present, the intracellu
lar environment would be stabilized and the collective fine-tuning of protein
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concentrations could continue. This would facilitate collective protein func
tions, such as intracellular discrimination between self and not-self .

How is an entire chromosome inactivated? While beyond the scope of the
present work, it should be noted that an important factor in the actual inacti
vation process is the RNA product of a gene, Xis! ("X inactivation specific
transcript"), which is the only gene that remains active on the inactive X
chromosome in human females . Xis! RNA coats the inactive X-chromosome,
but not the active X-chromosome. Xis! is an example of a gene without a pro
tein product. Its immediate transcription product is a long RNA molecule that
contains introns. The processing of the RNA involves excision of the introns
to generate the mature Xis! RNA, which executes the gene's functions . The
allelic copy ofXis! on the active X chromosome ("sense") is kept inactive by
virtue of a counter-transcript ("antisense") from a gene known as Tsix. The
RNA products of Xist and Tsix, presumably recognize each other by "kiss
ing" interactions that result in formation of a duplex in the region of com
plementarity. Inactivation of one X chromosome is accompanied by exten
sive DNA methylation, as will be discussed in Chapter 15.

Summary

The need for genomes to detect and correct errors has been a major force
in evolution, driving DNA to "speak in palindromes" and splitting members
of a species into two sexes. Errors associated with DNA mutations or DNA
damage may be imperfectly corrected in our bodies ("soma"), but should be
perfectly corrected in the germ line . To this end , meiotic recombination re
pair, in which maternal and paternal genomes are compared, is the last court
of appeal. For th is "rebooting" of the genome, parental genomes must be nei
ther too similar, nor too disparate. If too similar (inbreeding), differences will
not emerge at meiosis in their child's gonad . If too disparate, an exploratory
speciation process (anti-recombination) may initiate, manifest as a healthy,
but sterile, child (hybrid sterility). For the initiation of speciation, human fe
males have to complete three steps, (i) differentiation of their sex chromo
somes (X and X), (ii) differentiation of non-sex chromosomes (22 autosomal
pairs), and (iii) activation of "check-points" which respond to such differen
tiations by disrupting meiosis . In contrast human males, being already ad
vanced in the first step due to differentiation of their sex chromosomes (X
and V), have essentially to complete only the latter two steps. Thus, the first
sign of speciation (incipient speciation), manifest as incipient hybrid sterility,
is production of sterile males (Haldane's rule for hybrid sterility). Anti
recombination activity prevents repair of Y-chrornosornes, which conse
quently degenerate, thus loosing many X-chromosome equivalent genes.
Human males have potentially only one dose of many X-chromosome gene
products, whereas females have potentially two doses. Dosage compensation
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in human females, leaving only one X-chromosome active, buffers fluctua
tions in intracellular protein concentrations between male and female genera
tions. This permits a gene, independently of the sex which may harbor it, to
fine-tune the concentration of its protein product to the concentrations of
other proteins with which it has been travelling through the generations. In
this way , collective protein functions , perhaps including intracellular self/not
self discrimination, are facilitated.



Chapter 15

The Fifth Letter

" We have had some absurd attempts . .. to apply mathematics to
biology, but . .. my hope is still that I may live to see mathemat
ics applied to biology properly. The most promising place for
beginning, I believe , is the mechanism of pattern."

W. Bateson to G. J-1.l-Iardy (1924) [I] .

In the biological sciences few generalizations are absolute and we have al
ready noted strange bases in RNA in addition to the usual - A, C , G and U
(Fig. 5-1). For many purposes DNA can be considered solely in terms of its
four major bases - A, C, G and T . However, in written languages single let
ters are sometimes qualified with accents. We should not be surprised to find
that there are similar qualifications in the DNA language. The most evident
of these is methylcytosine, where the base C acquires a chemical grouping
(methyl) [2]. Thus , in many organisms DNA has five letter s - A, C, Me-C, G
and T. Apart from the pattern of the four regular bases , there is a pattern of
methylation at intervals along a DNA sequence. A brief consideration of the
fifth letter is needed to conclude our discussion of evolutionary bioinformat
ICS.

Post-Synthetic Modifications

DNA is synthesized as a string of the four base letters, but subsequently
some of the C's are modified so that they become Me-C. In similar fashion ,
someone writing in French might review a sentence and place an acute accent
over certain e's. The enzymes that bring this about in DNA (methyl trans
ferases) can distinguish between C's on the basis of their 3 ' (i.e. down
stream) nearest neighbors. Thus, C 's in the CG dinucleotide can be post
synthetically modified, but C's in the dinucleotides CA, CC, and CT are
usually not subject to modification. The nature of the 5' (i.e . upstream) base
is usually irrelevant. Note that we are referring here to a base sequence (i.e.
an ordered pair of bases). This is to be distinguished from a sequence 's total
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content of two bases (its base composit ion). To avoid ambiguity , the dinu
cleotide CG is som etimes written as "C pG", with the " p" referring to the
pho sphate in the chain of pho sphate and deoxyribose residues - the "me
dium" upon which the base sequence is "written" (see Fig. 2-4).

CG is a dinucleotide whi ch, when conside red at the level of a DNA du
plex , has "palindromic" characteristics to the exte nt that CG on the top str and
is matched by CG on the bottom str and (see sequence 14.1 in Chapter 14).
The dinucleot ide is a member of the set of four self-complementary dinucleo
tides (see Table 4-la). In some circumstances methylation of a C in the CG
of one strand will onl y occur if the C in the CG in the complem entary strand
is already methylated . Thus, prior to replication of a DNA duplex (see Fig . 2
3) the CG 's in the parental strands may already be symmetrically methylated .
Immediately after replication each new duplex will then contain one parental
strand with its original me-C's, and one child strand without me-C 's. Th e
methylating enzymes then methylate the child strands so that the symmetri cal
meth y lation is restored (Fig. 15-1). To this extent, the pattern of meth y lat ion
in a DNA sequ enc e is inherited by a success ion of cell s - a form of inheri
tanc e som etim es referred to as "epige net ic" [3]. This word, however, has had
a variety of historical usages, and must be understood in context.

Restriction Enzymes

Many bacteria use post-synthetic modification of spec ific sequences to
mark their DNA as "self." Th e DNA of a virus that infects bacteria (bacterio
phage) is recognized as " not-se lf ' bec ause of the absence of the modification.
Enzymes of bacterial orig in are thu s abl e to distinguish se lf from not-self.
Th e enzy mes cut the viral DNA duplex at or near to the specifi c reco gnition
sequenc e (i .e. they are often sequence-s pec ific endonucleases) . Thi s restricts
the growth of the v irus in a most definitive way , by cleaving its DNA into
fragments. Thus, the " restrict ion enzymes," like the modification enzymes,
recogni ze specific base patterns, often palindrome-l ike (see Chapter 4) , and
gen erate "restriction fragments." For example, a restriction enzyme nam ed
"Hpall" in the bacterium Haemophilus parainjluenzae recognizes the four
base sequence CCGG in foreign duplex DNA . This sequence will alr eady
have been recogn ized in the bacterium's DNA by its own modify ing enzymes
and appropriately modified to declare it as self, and therefore uncuttable. Th e
foll owing is unmodified, and therefore declared "fore ign" (not-self) and cut
tabl e :

5' NNNNNNNNNNCCGGNNNNNNNNNNNNNN3'
3'NNNNNNNNNNGGCCNNNNNNNNNNNNNN5' (15 .1)
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The DNA is cut asymmetrically to generate fragments :

5'NNNNNNNNNNC3' 5'CGGNNNNNNNNNNNNNN 3'
3'NNNNNNNNNNGGC5' 3TNNNNNNNNNNNNNN 5'

(15.2)

Since the cutting enzyme (nuclease) attacks the nucleic acid internally, it is
an "endonucleases," rather than an "exonuclease" (enzymes which degrade
nucleic acids from the ends; Latin , exo = outer; endo = inner). Some restric
tion enzymes attack a foreign DNA in such a way that sets of restriction
fragments of uniform size are generated . The sets can be separated as indi
vidual bands in a gel, which can be stained to allow the bands to be visual
ized. The pattern of bands is generally unique for a particular DNA sequence,
so "restriction digests" of a DNA sample allow "restrict ion-site mapping,"of
the DNA. From such maps, and the sequences of individual , overlapping,
fragments, large genome sequences can be assembled .

As you might expect, bact eriophages do not sit around passively letting
prospective hosts demolish their DNA. Bacteriophage defence strategies in
clude the encoding of "antirestrict ion enzymes" that can inactivate host re
striction enzymes - yes, this seems to be another example of a biological
arms race (see Chapter 10). Whether their hosts have yet evolved "anti-anti
restriction enzymes" remains to be seen!

Bacterial restriction enzymes are co-inherited with bacterial modification
enzymes specific for the same sequence, and the corresponding genes are co
localized in the genome as a "restriction-modification gene complex." This
constitutes a prototypic package for intracellular self/not-self discrimination.
Co-localization (Iinkage)ofthe genes would be expected, since this decreases
the possibility of their separation by recombination, and facilitates coordinate
regulation. A mutation in the restriction enzyme gene could impair a bacte
ria 's ability to repel a foreign virus . On the other hand, a mutation in the
modification enzyme gene might result in a failure of modification (a lack of
site-specific DNA methylation). The mutant bacterium 's DNA would then
become vulnerable to its own restriction enzymes. This attack on self-DNA
might not occur immediately, since the DNA would already have been modi
fied at the time the mut ation occurred, and the existing modifying enzymes
might still be operative, although subject to degradation and turnover (see
Chapter 2) . After one round of replication the DNA duplexes would still re
tain one parental methylated strand, and this might suffice to protect the
DNA . But after two rounds of replication, some child cells would have com
pletely unmodified DNA duplexes. By that time, the pre-existing modifica
tion enzymes would probably have been so degraded, or so diluted by cell
growth, that their concentrations would have been insufficient to maintain
DNA modifications.
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Fig. 15-1. Post-synthetic modification of DNA. In a parental DNA duplex in
which only complementary C-G Watson-Crick base-pairs are shown, Me-C is
present in one complementary CG dinucleotide pair (a). The two strands of
the parental duplex (black) are replicated (b) to produce child strands (grey).
Initially, the child strands in the two freshly replicated duplexes (c) do not
have methylated CG dinucleotides. These hemimethylated nascent duplexes
are subsequently methylated (d). Thus the symmetrical parental methylation
pattern is inherited by child cells
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CpG Islands

Regulation of the transcription of a eukaryotic gene is often brought about
by the binding of various protein "transcription factors" near to the 5' end of
the gene, where there is a " promoter" site to which RNA polymerase mole
cules bind. Transcription factors generally provide for short-term, on-off,
control of transcription - either activating or inactivating transcription. A
more definitive stamp of inactivation involves the methylation of CG dinu
cleotides in the promoter region. This can " lock-in" the inactivation for many
cell generations.

A dramatic example of this somatic lock-in process involves the inactiva
tion of one of the female X-chromosomes, which has been designated for in
activation by Xis! gene RNAs acting on the chromosome from which they
were derived (see Chapter 14). In this case there is a general spread of methy
lation to the promoter regions of all genes of the chromosome, except, of
course, the Xis! gene itself. In the remaining active X-chromosome the allel ic
Xis! gene is itself inactive, a process requiring another gene (Tsix) and methy
lation of the X is! gene promoter. " Unwanted" genetic elements, which may
intrude into DNA sequences (e .g. retroviruses, or gene duplicates), are some
times inactivated by CG methylation and /or mutation (e .g. "repeat-induced
point mutation") [4].

However, methylation ofC means that if the C subsequently becomes sub
ject to deamination, there will be a mutation to T, which is a normal DNA
base . This T will now exist in duplex DNA attempting to engage in Watson
Crick pairing with the previous pairing partner of the C - namely a G. The
T-G mispairing sometimes creates a problem for the repair enzymes, which
may not know which is the correct base. So a region where CG dinucleotides
are methylated (e.g. sequence 14.5 in Chapter 14) is especially vulnerable to
mutation.

When such a mutation occurs in the DNA of somatic (non-germ line) cells,
it is not passed on to children. When it occurs in the DNA of germ line cells,
gametes are affected and so it can be passed on to the children, who can then
pass it on to their children, etc .. As a consequence, sequences that are inac
tive (and hence methylated) in the germ line (e.g. genes that are inactive in
the gonad, but are later required for a function specific to a particular somatic
tissue, such as the production of insulin by pancreatic cells), have tended to
lose CG dinucleotides. The sequences then maintain the inactive germ-line
state by means other than CG methylation (i.e. they are now found to be de
ficient in CG dinucleotides and inactive, and it can be presumed that at one
point in time they sustained the inactive state by methylation).

On the other hand , sequences that are active in the germ line (e.g. "house
keeping" genes that are required for some general cell function) do not have
methylated CG dinucleotides and so are less subject to mutation . These se-
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quences have retained their CG dinucleotides, which may be recognized as
"CpG islands." The human GOS2 gene provides an example of this . In Figure
12-3 the gene is shown with a major peak of CG dinucleotides. Careful in
spection also reveals minor peak s, some associated with the Alu elements.
This suggests some Alu expression in the germ line and, thus , a " housekeep
ing" function for Alu elements. Depending on the cut-off criteria by which
CG peaks are defined as " islands," in human chromosomes there are far
more CpG islands than can be accounted for either by conventional genes,
such as GOS2 (macro-islands), or by Alu elements (micro-islands) [5] . This
points again to a "hidden transcriptome," perhaps with a "housekeeping" role
in intracellular defen se (see Chapter 12).

It was noted in Chapter 4 that 2-tuples such as CG, like n-tuples in gen 
eral , have frequencies that are characteristic of the species. And it was noted
in Chapter 9 that there can be mutational biases away from certain bases and
towards others. In many eukaryotes, the tendency of Me-CG to mutate to TG
(see Chapter 14) is an example of a random mutati onal bias that arises intrin
s ically from the underlying chemistry of DNA - in this case the instability of
an amino group in C, which readily deaminates to become U (see Chapter 6
for the role of this in mitochondria). As a result there is suppress ion of CG
frequ encies and an elevation of TG frequencies . If uncorrected , TG on one
strand will persist with the complement CA on the opposite strand (see Table
4-1b). Thus, a speci es with CG suppression som etimes shows an elevation of
the frequencies of TG and CA. When there is CG suppression , then the fre
quencie s of the 3-tuples (trinucleotides) containing CG (CGN and NCG,
where N is any of the four usual bases) should also be suppressed. This is
shown in Figure 4-2b, where a segment of human chromosome 19 is shown
to have decreased frequencies of many CG-containing 3-tuples.

CG suppression is particularly evident in primates, but is not evident in the
gut bacterium E. coli. However, E. coli protects its DNA against its own re
striction endonucleases by post-synthetic modifications that include methyla
tion of CG. Relative to the DNA of the somatic cells of its primate hosts, E.
coli DNA has more CG dinucleotides that , in general, are less methylated .
Hosts that could recognize this might have a selective advantage. Indeed ,
DNA with these characteristics (as might be released from dying bacteria)
can be taken as a not-self signal by a host [6]. Thu s, species differences in
CG frequencies are of considerable interest with respect to immuno logical
defenses.

When comparing CG dinucleotide frequencies in different species it is
usual to "correct" for base composition. By virtue of its base composition
alone, a high (G+C)% genome would be expected to have many CG dinu
cleotides (i.e. if the sequence were shuffled, more C ' s would be found with a
downstream G on their 3 ' side than in the case of a low (G +C)% genome).
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Thus, CG frequency can be considered as having base composition
dependent and base order-dependent components (see Chapter 5). Knowing
base composition, an "expected" CG frequency can be calculated for a given
DNA (i.e. by multiplying the independent prob abilities of C and G) . Thus,
CG frequency can be present ed as a ratio of "observed" CG's (actual number
of CG dinucleotides counted) to "expected" CG 's (see Fig. 15-2). In some
species Nature has been adju st ing base order to enhance CG frequency in
most DNA segments, and in other species Nature has been adjusting base or
der to suppress CG frequ ency in most DNA segm ents. In other speci es som e
DNA segments show enhancement and others show suppression [5].
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Fig. 15-2. CpG suppression. 5000 randomly selected 500 base segments
from three genomes (the bacterium E. coli , the fruit fly Drosophila
melanogaster, and the primate Homo sapiens) were each assessed both for
the ratio of observed to expected frequencies of the CG dinucleotide (scoring
1.0 if there is neither suppression nor enhancement), and for base composi
tion, (G+C)%. For each organism in (a) the data points form distinct clusters,
the fruit fly points (dark grey squares) being partly hidden by E. coli points
(white circles) and human points (black circles). The scattered points are
summarized in (b) as a single point (defined by a mean X-axis value and a
mean Y-axis value) surrounded by an oval that provides a visual measure of
the scatter about the central point (SEMs; standard errors of the mean with
respect to the mean X-axis and mean Y-axis values). Note that most E. coli
segments show slight enhancement, whereas most segments from its human
host show profound suppression. Some segments from the fruit fly genome
show enhancement and some show suppression. Differences in CG dinu
cleotide frequencies generate corresponding differences in oligonucleotide
frequencies (see Fig. 4-4b). Data for preparing this figure were kindly pro
vided by Daiya Takai and Peter Jones
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Methylation Differences in Twins

Normally a fertilized ovum develops into one individual. But sometimes it
divides to produce two daughter cells that each develop into an individual.
Two individuals that are essentially genetically identical are then born. Such
monozygotic twins are used in attempts to distinguish the relative roles of in
herited and environmental factors. Phenotypic differences between monozy
gotic twins become more evident as they age and, accompanying this, there
are increasing differences in patterns of methylation and gene expression.
Whether these differences are random (i.e. the two individuals drift apart as
the time from their divergence from a single egg increases), or are the result
of differing inputs from the environment, can be determined by comparing
twins that have been raised together, with twins that were separated into dif
ferent environments at an early age. Current evidence suggests that environ
ment has a significant input [7]. Indeed, there is growing evidence for trans
generational transfer of epigenetic states (see below).

Imprinting

A major theme of this book has been conflict. It would seem that the ge
nomes of male and female gametes, having united to form a diploid zygote,
would then have a common interest and would cooperate unconditionally.
Nature (i.e . the "hand" of evolution) should not have "intentionally" designed
a conflict between them at the level of their embryo. The better the genomes
cooperated, surely the more likely would be the zygote to complete its devel
opment and, in turn , produce healthy haploid gametes for the next genera
tion? The phenomenon of imprinting that occurs in flowering plants and
mammals tells us that this is not necessarily so [8].

By checking the methylation-status of the promoter region of a gene we
can determine whether it is likely to be active or inactive. In the case of most
genes, if they are needed for development then normally both the paternally
derived copy (paternal allele) and the maternally-derived copy (maternal al
lele) will be unmethylated (i .e. active). If the genes are not needed for devel
opment, then normally both copies (alleles) will be methylated (i.e. inactive).

In the case of some genes, however, one allele is always turned on (un
methylated) and one allele of always turned off (methylated). This determina
tion (the "decision" to methy late or not) was made in the gamete prior to fer
tilization (i.e . it was a determination made from the perspective of each
individual parent). The differential methylation of certain allelic genes in the
haploid genomes of male and female gametes is referred to as "gametic im
printing."

One might be inclined to dismiss this as trivial. Perhaps the developing
embryo can manage quite well with one dose of a gene (i.e. it is haplosuffi-
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cient), and does not need the other allele to be expressed. However, when the
nature of the genes themselves was examined, it was found that genes that
might promote embryonic development resulting in a high birth weight
tended to be unmethylated (i.e. active) in the genome contributed by the fa
ther, but they tended to be methylated (i.e . inactive) in the genome contrib
uted by the mother [9].

An ingenious explanation for this was that, in the long term , paternal and
maternal interests in their children, biologically, are not the same. For a hu
man mother, each pregnancy is a nine-month commitment to one child, dur
ing which time she can produce no further children. During her reproductive
life there is a ceiling on the number of children she can produce. If her "se lf
ish genes" wish to maximize their representation in future generations they
must accept mutations that ensure that the birth-weight of the first child is not
so great as to exhaust the mother's resources, so that she is less able to pro
duce future children. Mutations that , by some chain of events, ensure during
development of the maternal gamete that there will be future inactivation of
genes whose overexpression in the embryo might increase birth-weight,
would tend to have been accepted into human DNA.

For a human father there is no such ceil ing on the number of children he
can produce. Over evolutionary time, males who can fertilize the most fe
males have tended to pass on more gene s to future generations. Biologically,
they have no nece ssary interest in those females' abilities to produce further
children, which, indeed, might be fathered by other males (i.e. biologically, it
is argued that male monogamy is less "natural" than male polygamy). Thus,
responding to an evolutionary pressure to maximize the representation of a
father 's selfish genes in future generations, humans must have accepted mu
tations in genes that , by some chain of events, ensure that in male gametes a
state of activation is imposed on gene s that will promote the development of
a large embryo (thus giving the newborn a better start in life).

Because imprinting is imposed at the gamete level and inherited in the
cells of the offspring, some of which will become the gametes of the next
generation, patterns of methy lation are usually erased (cancelled) and re
established each generation. But patterns of methylation may sometimes be
inherited unchanged over many generations (transgenerational inheritance).
Indeed, the story of the fifth letter can be dated, like many stories in genetics,
back to Bateson. In 1915 he and Caroline Pellew investigated the "rogue"
phenomenon in peas [10] . From time to time lines of culinary peas "throw
rogues." The phenotype of these "weed-like" individual pea plants does not
follow the usual Mendelian pattern of inheritance. "Rogues" when crossed
with normal plants always yield "rogue" offspring, and the non-rogue pheno
type is permanently lost. We can now understand this in terms of the sudden
imposition of an inerasable pattern of methylation [II]. There is also growing
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evidence for transgenerational inheritance in mammals (people feel uncom
fortable calling it Lamarckian). For example, there are data suggesting that
nutritional deprivation in childhood of grandfathers increases the life-span of
their grandsons, but not of their granddaughters [12].

Summary

Methylcytosine, the fifth base letter in DNA , is generated by modifying a
C in a CG dinucleotide that has already been formed during DNA synthesis
as one of the usual string of four base letters - A, C, G and T. The pattern of
methylation is retained when cells replicate and may persist for many genera
tions both of cells (epigenetic inheritance) and of organisms (transgenera
tional inheritance). However, often methylation patterns are imposed and
cancelled during one generational cycle. In a bacterium, methylation is an
example of a post-synthetic change that identifies its DNA as "self' and pre
vents the DNA being cleaved by the bacterium's own restriction endonucle
ases . The methylation ofa eukaryotic cell's own DNA serves to "lock in" the
inactivation of either a single gene , or a set of genes in the form of an entire
chromosome (e.g. the inactivation of one X-chromosome in human females) .
This involves methylation of CG dinucleotides in regions where RNA poly
merase binds to DNA (promoters). Genes that are active in the germ-line
(mainly "house-keeping" genes) have less methylation of their CG dinucleo
tides, so that if the C undergoes spontaneous deamination, the base U is
formed, which is readily recognized as inappropriate for DNA and an appro
priate correction made. Thus, an unmethylated CG dinucleotide will tend to
persist. Accordingly, CG dinucleotides are preserved in eukaryotes as "CpG
islands" (macro and mini), which accompany the promoters of house-keeping
genes and the putative "genes" that generate the "hidden transcrip
tome."However, genes that are inactive in the germ line (mainly tissue
specific genes) have methylated CG dinucleotides. If the C undergoes spon
taneous deamination, the base T is formed . This mutation is not readily rec
ognized as inappropriate and so there is less likely to be an appropriate cor
rection. Since most mutations are disadvantageous, organisms with the
mutation may die or produce fewer descendents. Accordingly, the genes
evolve to maintain the inactive state with fewer CG dinucleotides. Hence, the
dinucleotide CG has come to be under-represented in many eukaryotic ge
nomes. As such CG can serve as a host (self) marker permitting recognition
of the DNAs of microbial invaders that have different patterns of methyla
tion.



Epilogue

To Perceive is Not To Select

"H is nature was too large, too ready to conceive regions beyond
his own experience, to rest at once in the easy explanat ion,
'madness ,' whenever a consciousness showed some fullness and
conviction where his own was blank. "

George Eliot , Daniel Deronda (J 876) rI]

Librarians, booksellers and publishers like books that can be conveniently
classified (dare we say speciated?). Books on science go on one shelf. Books
on science politics go on another [2, 3]. Most students encounter science first ,
and read books that give no inkling of the underlying politi cs . This has been
described as cc •• • an enormous problem of which students, or people who look
only at standa rd textbooks and sanitized histories of scienc e, are usually un
aware. . . . You get the impression that the history of science is a totally pro
gressive, orderly, logical development of ideas" [4J .

To some extent the sc ience literature has tended to become a pal-on-the
back literature. To pass the peer-review gate, authors are inclin ed to paint a
rosy picture, avoid controversy, and positiv ely emphas ize the wo rk of poss i
ble gatekeepers. An exc eption is where controversy is exploited in a holier
than-thou literature that attempts to slip flawed arguments by the reader,
while criticizing easy targets (such as people who are no longer alive), and
admonishing the reader to avoid unsavoury authors who try to slip flawed ar
guments by. Students will inevitably learn about science politics in their later
years if they become engaged in one of the most exciting aspects of sc ience 
the construction of hypotheses based on prevailing knowl edge. and the mak
ing of discoverie s that extend or refute that knowledge.

Percepts

All sc ientifi c knowledge rests on hypotheses. Immanuel Kant argued that
percepts without concepts are blind [5]. This point was reiterated by physi
ologist John Scott Haldane when writing in 1891 about his uncle, the original
"JBS," John Burdon Sanderson, a mentor to Romanes [6]:
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[He] "would say ... that he is very tol erant about theories -- [but]
that what reall y tells is fact s. But then what are facts that are es
sentia l? It' s the theory that determines that. I would s imply dis
regard as tri vial and mislead ing heaps of thin gs which he consid
ers essentia l, and vice-versa. And even the s imples t ' facts' are
ex pressed - perc eived - through theory ."

We perceiv e facts in the cont ext of theory . Theo ries them selves, unt il the
evidence becomes ove rwhe lming (e .g. the theory that the ea rth is not flat ),
are unsub stantiated theori es, or mere hyp otheses. In an ideal wor ld, compet
ing hyp oth eses would be dispassionately ana lyze d and a dec ision that one is
more co rrect than another made with much diffidence (see Appendix 3).
Darwin in 1868 set the standa rd [7] : " It is a relief to have so me feasibl e ex
planation of the various facts, which can be given up as soo n as any better
hyp oth esis is found."

Torch Passed

But we do not live in an ideal worl d. In an ideal world, the ideas adva nced
by Gregor Mend el in 1865 wo uld have been se ized upon by sc ientists
wo rldw ide as a basis for furth er ex perime ntatio n. By 1870 the ideas wo uld
have entered university-l evel biology curric ula and students at Ca mbri dge ,
such as Romanes and Bateson, wo uld have read Mend el along with their
Darwin . Yet , as has been told many times, had Mendel never lived progress
in ge netics wo uld not have been much affected [8]. At least, in the years be
fore the independ ent discovery of Me nde l's laws in 1900, his work was not
cas tigated :

" For histori ans there remai ns the baffling enigma of how such
dist ingui shed biologists as . .. W. Bateson . . . co uld rest satisfied
w ith such a crass ly inadequate theory . ... The irony w ith which
we must now read W. Bateson ' s dism issal of Darwin is a lmos t
painful."

This rem ark in 1983 by Richard Dawkins, deserv edly one of the most influ
ential sc ientists of our tim es, is representativ e of the mult iplicity of attacks on
Willi am Bateson that occ urred both before and afte r his death in 1926 [9].

It cannot be sa id that progress in genet ics wo uld not have been affecte d
had Romanes and Bateson never lived . Their many co ntributio ns have been
ac know ledged and extended. However , Bateson ' s det ractors repeatly pro
c laimed that , through his refu sal to accept the co nve ntiona l genic wisdo m, he
had de layed progress in genet ics. I have argued both here and in my earlier
books that, to the contrary, Bateson was light- years ahead of his co ntempo
rar ies and of many who ca me after. It is his detractors who may have delayed
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pro gress [10] . Nevertheless, the Bate sonian torch was passed throu gh the
twentieth century by Rich ard Go ldschmidt, by Gre gory Bateson, by Michael
White, and , with quali fications, by paleontologist Steph en Jay Gould .

In an art icle entitled "The Uses of Heresy," Gould in 1982 introduced a re
print of Gold schmidt' s classic text The Material Basis of Evolution. Here
Gould described "the counterattack" of the neo-Darwin ians that included his
Harvard colleague Ernst Mayr 's despair at " Goldschmidt' s total neglect of'
the "ove rwhe lming and convincing evidence" aga inst his ideas [II] . In
Gould 's opinion Goldschmidt "s uffered the worst fate of all: to be ridiculed
and unre ad" [Gould ' s italic s], although his "general vision " was held to be
" uncannily correct (or at least highl y fruitful at the moment) ," and "i nterest
ing and coherent , even if unacc eptable today ."

In 1980 Gould himself had came close to embrac ing the Batesonian
Goldschm idtian argument in an article in the journal Paleobiology entitl ed :
" Is a new and genera l theory of evolution emerging?"[12]. But, after a two
decade stru ggle with both the evolution establishment and canc er, Go uld re
canted, whil e sti ll maintaining "a hierarch ical theo ry of selection." In his The
Structure of Evolutionary Thought , published short ly before his death in
2002, he wrote [13 ]:

" I do not , in fact and retrospect (but not in understatement) , re
gard th is 1980 paper as among the strongest . .. that I have ever
wr itten . . . . I then read the literature on speciation as beginning
to favor sympatric alternat ives to a llopatric orthodox ies at sub
stantial relative frequency, and I predicted that views on this sub
ject wou Id change substantially, part icularly towards favorin g
mechanism s that wou ld be regarded as rapid even in microevolu 
tionary tim e. I now believe that I was wrong in thi s prediction ."

Generally courteous when responding to tho se who did not share his evo
lutionary views, Gould, like Rom ane s a century earlier, characterized his
many opponents as " ultraDarwinian" fundamentalists, to be contrasted with
his few "pluralist" supporters. There are remarkable parall els betw een Gould
and Rom ane s [14] . Both were of the establishment and centre-stage. Steeped
in the substance and history of evolutionary scie nce, their writings were wel
comed by the leading journals of their days. Both wrote prol ificall y for the
general public, as well as for scientists . Both faced attacks from the very top
of their profession - Romanes from Huxl ey, Wallace and Thi selton-Dyer 
Gould from Dawkins, Mayr and Maynard Smith. Sadly, both were stricken
with canc er in their forti es. A difference was that, with modern therapies,
Gould survived another two decades, whereas Romanes died at age forty- six.
Furthermore, Romanes never recanted and, I suspect, never would have, even
if given extra time.
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Gould was strongly tested in 1995 by John Maynard Smith, the " Dean of
British ultra-Darwinians" [15J:

"Gould occupies a rather curious position, particularly on his side
of the Atlantic . Because of the excellence of his essays, he has
come to be seen by non-biologists as the pre-eminent evolution
ary theorist. In contrast, the evolutionary biologists with whom I
have discussed his work tend to see him as a man whose ideas
are so confused as to be hardly worth bothering with , but as one
who should not be publicly criticized because he is at least on
our side against the creationists. All this would not matter, were
it not that he is giving non -biologists a largely false picture of the
state of evolutionary theory."

In the USA Mayr protested that Gould and his allies "quite conspicuously
misrepresent the views of [biol ogy'sJ leading spokesmen." Oth er evolution
ists were less restrained [16J :

"Evo lutionary biology is relevant to a large number of fields 
medicine, neuroscience, psychology, psychiatry, cognitive sci
ence, molecular biology, etc . - that sometimes have an impact on
human welfare. Many scientists in the se fields look to Gould, as
America's most famous evolutionist, for reliable guidance on his
field , and so the cumulative effect of Gould 's ' steady misrepre
sentation ' has been to prev ent the great majority of leadin g scien
tists in these disciplines from learning about, or profiting from,
the rapid series of advances mad e in evolutionary biology over
the last thirty years."

It seem s not to have occurred to these authors that if Gould had, in fact ,
provided " reliable guidance," then it will be their "steady misrepresentation"
that will have negatively impacted human welfare. Whil e some biohistorians
have expressed dissatisfaction with the prevailing orthodoxy [17, 18J, follow
ing Gould 's demise it has been left largely to scientists such as Patrick Bate
son (a relative of William and Gregory) and mys elf, to bear the torch on
wards into the twenty first century [1O, 19]. The task is now a little easier
because, as has been shown here, we can begin to flesh out the Bate sonian
Goldschmidtian abstractions in both informatic and chemical terms.

Voting with Facts

T he ground was well prepared when Watson and Crick pre sented their
model for DNA structure in 1953. The comments of Muller and Wyatt noted
in Chapter 2 show that the possibilities of a helix and base-pairing were "in
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the air. " The time 'Vas ripe. The model soon won wide acceptance. However,
many new hypotheses are not so readily accepted.

"Another man was convinced that he had the mathematical key to
the universe which would supersede Newton, and regarded all
known physicists as conspiring to stifle his discovery and keep
the universe locked; another, that he had the metaphysical key ,
with just that hair's-breadth of difference from the old wards
which would make it fit exactly . Scattered here and there in
every direction you might find a terrible person, with more or
less power of speech, and with an eye either glittering or preter
naturally dull, on the lookout for the man who must hear him:
and in most cases he had volumes which it was difficult to get
printed, or if printed to get read."

These words of Victorian novelist George Eliot , who knew Romanes, and
almost certainly knew of Butler, were written three decades before Einstein
superseded Newton with his special theory of relativity [I].

Acceptance of scientific ideas can be seen as a struggle between two vot
ing democracies - the democracy of the people, and the democracy of the
facts . A scientific theory comes to be "accepted" when a major proportion of
the "experts" in the field agree that this should be so . This is a true democ
racy of "the people" in the sense that, since all democracies contain "non
experts", namely those who are insufficiently qualified to have a vote (e.g.
children), then their vote is assigned implicitly to those who are deemed to be
qualified.

However, usually a theory appears to be consistent with certain facts and
inconsistent with others. In the mind of the theoretician the facts themselves
vote . Theoreticians embrace theories that are consistent with the most facts .
Indeed, theories are usually elaborated in the first place to explain facts that
seem discordant (i .e. are paradoxical). In many cases it is likely that a theore
tician first finds an explanation for a few facts . As the theory develops, more
and more facts fall into line (i .e. vote positively). Predictions are then made ,
and further facts are found that add to the positive vote. Thus, even before at
tempting publication or seeking experimental support, the theoretician is con
fronted with an array of voting facts . Even if the votes of the experts end up
not supporting his/her theory , the theoretician can still affirm the probable
correctness of the theory to the most significant critic - his/her doubting self
- based on the voting of the facts. Thus, a disconnection can arise between
the theoretician and his/her peers.

As described in Chapter I, Rornanes was unable to follow Butler's concep
tual leap that heredity was due to stored information (memory). Today, this
seems rather obvious. But, much in awe of Darwin, in 1881 Romanes, aged
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thirty-three and already a Fellow of the Royal Society, negatively reviewed
Butler's Unconscious Memory and scoffed at the exposure of the flaws in
Darwin 's theory [20] :

"Now thi s view . . . is interesting if advanced merely as an illustra
t ion; but to imagine that it maintains any truth of profound sig
nificance, or that it can possibly be fraught with any benefit to
science, is simply absurd. The most cursory thought is sufficient
to show . . . ."

One reason for this, of course, is that each per son on th is planet is somati
cally different from every oth er person , and occupies a unique position in
time and space. Each per son has a unique perspective. Einste in worked in a
Swi ss patent office when time zones were being established and there was an
enor mous interest in accurate time-keeping. Swit zerl and was the centre of the
clock -making industry . It is likely that he reviewed man y submiss ions on the
sy nchronizat ion of clocks, a major principle und erlying relativity theory [21 ].
This focused his mind in a way den ied to his peers in their academi c ivory
tow ers . It is to their credit that they did not bar publication of his work in
1905 and , within a decade, most came to recognize its worth .

Yet , in all probability, Einstein would still have believed his theory correct ,
even ifhis peers had not accepted it. Butler was also far from the ivory tower.
By the time of his death in 1902 , the Victorian establishment had sca rcely
moved an inch towards acknowledging his contribution. Thi s annoyed, but
did not overly disconcert [22]:

" If I des erve to be remembered , it will be not so much for any
thin g I have written, of for any new way of looking at old fact s
which I may have suggested, as for having shown that a man of
no specia l ability , with no literary connections, not particularly
laborious, fairly , but not supremely, accurate as fa r as he goe s,
and not travelling far either for his facts or from them, may yet,
by being perfectly square, stick ing to his point, not letting his
temper run away with him , and biding his time, be a match for
the most powerful literary and scientific coterie that England has
ever known."

Judicial wisdom may not be displayed even by people of scientific emi
nence who, earlier in their careers, have themselves failed to convince scepti
cal peers. Several years after Einstein ' s seminal paper on spec ial relativity,
Max Planck and other distin gui shed physicists , while embracing relativity,
incorrectly cautioned that Einste in "may sometimes have missed the target in
his speculations, as , for example, in his hypothesis of light quanta" [4].
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Planck 's own ideas on the second law of thermodynamics had not been
appreciated by Helmholtz, whose ideas, in turn, had also not been recog
nized. Indeed, Helmholtz appreciated that "new ideas need the more time for
gaining general assent the more really original they are" [23], but he may
here have been thinking more of the originality of his own ideas than those of
others! The work of the seventeenth century polymath Robert Hooke was
condemned to oblivion because of "the implacable enmity of Newton . . .. But
deeper than this is perhaps .. . that Hooke's ideas . . . were so radical as to be
inassimilable, even unintelligible, to the accepted thinking of his time" [24].
In this way it is argued that peers are obliged to discard "premature" claims,
to avoid being overwhelmed by false leads [25].

So if a theoretician 's peers do not accept, what is an impartial observer to
do? In the words of Butler in 1890 [20] :

"We want to know who is doing his best to help us, and who is
only trying to make us help him , or bolster up the system in
which his interests are invested. ... When we find a man conceal
ing worse than nullity of meaning under sentences that sound
plausibly enough, we should distrust him much as we should a
fellow-traveller whom we caught trying to steal our watch ."

Similarly, a century later Dawkins noted [26] :

"It's tough on the reader. No doubt there exist thoughts so pro
found that most of us will not understand the language in which
they are expressed . And no doubt there is also language designed
to be unintelligible in order to conceal an absence of honest
thought. But how are we to tell the difference? What if it really
takes an expert eye to detect whether the emperor has clothes?"

Butler had a solution [20]:

"There is nothing that will throw more light upon these points
than the way in which a man behaves towards those who have
worked in the same field with himself .. . than his style. A man 's
style, as Buffon long since said, is the man himself. By style, of
course, I do not mean grammar or rhetoric, but that style of
which Buffon again said that it is like happiness, and vient de fa
douceur de I'dme. . . . We often cannot judge of the truth or
falsehood of facts for ourselves, but we most of us know enough
of human nature to be able to tell a good witness from a bad
one. "

More specifically, four questions need to be asked. Is the theoretician
sane? Is the theoretician objective? Is the theoretician honest? Does the theo-
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retician have a credible track record in the field? A negative answer to these
questions will not disprove the theory. A positive answer, however, should
serve to counter a negative vote from alleged experts.

For Bateson and Goldschmidt, the answers are quite positive. Their de
meanors, relationships and writings attest to their sanity, objectivity and hon
esty, the latter being most ev ident towards the person they would most likely
deceive, themselv es. Like Romanes before them [10], having been immersed
in evolutionary science for many decades, they were both very well prepared .
Yet, like Romanes before them , they were denied the benefit of the doubt and
were subjected to personal attacks. George Eliot wrote [I] :

" Like Copernicus and Galileo, he was immovably convinced in
the face of hissing incredulity; but so is the contriver of perpetual
motion . We cannot fairly try the spirits by this sort of test. If we
want to avoid giving the dose of hemlock or the sentence of ban
ishment in the wrong case, nothing will do but a capacity to un
dcrstand the subject-matter on which the immovable man is con
vinced, and fellowship with human travail , both near and afar, to
hinder us from scanning any deep experience lightly."

People are not impartial. As suggested here and elsewhere [3], people act
from a variety of motives other than that of seeking the truth. Ignoring the
admonitions of Wall Street, they will not diversify and hedge their bets. And
somet imes, despite the best intentions, they just do not seem to find time to
do their homework. Writing in 1932 to the US geneticist Thomas Hunt Mor
gan, Ronald Fisher noted [27]:

"One of the chief reasons why, in spite of raising so much dust,
we are not making in this generation more rapid progress, is that
we do not really give ourselves time to assimilate one another's
ideas, so that all the difficult points, the things really worth
thinking about, have to be thought out independently, with great
variations in efficiency and success, some hundreds of times."

Marketing

To select is not to preserve, and without preservation there can be no fu
ture selection. But selection, whether before or after preservation, depends on
perception, and perception can be imperfect. To perceive is not to select. Too
often blandishments, in Madison Avenue mode, can convince that round pegs
fit square holes, and square round. The conceptually challenging, abstract,
arguments of Romanes, Bateson and Goldschmidt denied Darwinian dogma.
For this they were dismissed by generations of biologists bewitched by genes
and all that their marketers promised. With overwhelming rhetoric to the con-



To Perceive is Not To Select 333

trary, we were slow to appreciate the deep truths these scientists were at
tempting to convey [10, 14].

So, in the twenty first century, scientific understanding continues to ad
vance at a pedestrian pace with much waste of time and energy, and of public
and private funds . As indicated in the Prologue, commercial interests con
tinue to exert an undue influence on what science is supported and published .
In Canada, bioethicist Margaret Somerville comments [28]:

"Conditions that are attached to government funding can affect
the purposes and values upheld, esp ecially when those cond itions
require academic-industrial partnerships for research to be eligi
ble for funding, as in the case of the Canadian government's
$300 ... million investment in a series of genomics research cen
tres (Genome Canada). Structuring funding in this way leav es
out the funding of research that w ill not result in marketable
products, and excludes those researchers who undertake it."

It should not be imagined that the s ituation will eas ily change. In 1931, the
author of Brave New World, a grandson of Thomas Huxley, wrote to Fisher
[29]:

"The really depressing thing about a situation such as you de
scribe is that, the evil being of slow maturation and coming to no
obvious crisis, there will never be anything in the nature of a
panic . And as recent events only too clearly show, it is only in
moments of panic that anything gets done. Foresight is one thing:
but acting on foresight and gett ing large bodies of men and
women to accept such action when they are in cold blood - these
are very different matters."

Thus, the western democracies, driving to ever increasing prosperity with
individuals liberated to explore and indulge their perceived interests and de
s ires, app ear somewhat like headless monsters. Such a situation appears infi
nitely to be preferred over a totalitarian alternative, provided there can be ap
propriate feedba cks from periphery to cent er so that things do not spiral out
of control. This requires informed individuals with the courage to challenge
the conventional wisdom, open-minded information gatekeepers, a free press,
and an attentive and responsive executive.

Joining the Dots

The " intellige nce failure" of September 11th 2001 occurred while this book
was in preparation. It turned out that, prior to the event, there had been sub
stantial clues, but the "Butlers" and "Mendels" in government agen cies had
been overlooked . The "authorit ies" had failed to sift and weigh. They had
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failed to "join the dots" [30, 31] . Likewise, as argued here , the biomedical re
search enterprise, while "concealing difficulties and overlooking ambigui
ties" has sometimes failed similarly. Sadly, there has been little recognition
of this. Indeed, the very opposite, as the outcry of the complacent against
Gould reveals.

Hailing the sequencing of the human genome as again demonstrating the
vigor of free-market systems, commentators can contrast this with the evil
example of Trofim Lysenko who in the 1930s won the support of Joseph Sta
lin, and sent his scientific competitors to their deaths, so setting back Soviet
genetics by decades [32] . Yet few are aware of the emergent "new
Lysenkoism" in the West that , while sparing their bodies, has forced aca
demic suicide (i.e . loss of research funding, tenure, etc. ,) on those who could
see beyond their noses and refused to embrace the prevailing orthodoxy [2,
3] . Is "suicide" too strong a word? Well, " It is suicidal" was how Marshall
Nirenberg 's plan (ultimately successful) to decipher the genetic code was
greeted by a colleague at the US National Institutes of Health in 1959 [33] .

While Romanes, a friend of the editor of Nature , had had little trouble get
ting his anonymous editorials and signed articles accepted [34], in the early
decades of the twentieth century William Bateson battled the peer-review
gatekeepers who controlled access to publication. He had to content himself
with the less visible Reports to the Evolution Committ ee ofthe Royal Society
[35], or publication at his own expense. Butler had to self-publish most of his
works on evolution, and negative reviews by the Victorian establishment en
sured that he would suffer repeated financial loss . In his early days , Fisher
subm itted a paper on the probable error of the correlation coefficient to the
journal Biometrika. The Editor, the biom etrician Karl Pearson, rejected it
since he was "compelled to exclude all that I think is erroneous on my own
judgement, because I cannot afford controversy" [36].

Chargaff himself was subject to the "hissing incredulity" of the funding
agencies . As an innovative and vigorous experimentalist (he lived to be 96),
it is likely that our understanding of the base compositional regularities he
described would by now have been much further advanced had he not been
forced into retirement [2]. And, just as it is the victors in war who write the
history books, so it can be the successful marketers and their disciples who
write the history of science. As late as 1996 the monthly article on biohistory
in the prestigious journal Genetics was portraying William Bateson as "irre
deemably confused about evolution" and as "one of the enemies battled
against during the modern synthesis"[37, 38]. As a service to the genetics
community, the history articles were collected together in book form [39] . A
bold reviewer had the temerity to remark: "Some of the historical content
needs to be treated with caution while it cannot be claimed that all articles
give an unbiased account of their subject" [40].
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Cogito Ergo ... ?

It is my hope that, having completed this book, you will have captured my
enthusiasm for evolutionary bioinformatics and my belief that studies in this
area will greatly advance our progress towards solutions to some major prob
lems of humankind, such as AIDS, malaria and cancer. But this Epilogue im
plies caution. If you intend to engage in this area, be prepared for difficulties.
If you have a penchant for joining the dots, and find that you can see beyond
your nose, then be prepared for a hidden life with quick passage to an aca
demic tomb inscribed cogito ergo non sum.

Yet, there is a ray of hope suggesting that times may now be different from
when Aldous Huxley penned those depressing words above [29]. Through
the Internet amazing new lines of communication have opened to all , and de
velopments in search-engine design promise a sifting and manipulation of in
formation that would have been unimaginable to our fathers. The headless
monster (Adam Smith would have called it "the invisible hand") of our bio
medical/industrial enterprise, has generated more data than in can handle.
This is accumulating in open databases worldwide. Inspired programmers are
writing "open source" software packages that can be downloaded with a click
of a mouse. The playing field is being levelled in strange ways.

Canadian chemist John Polanyi points out that although now, more than
ever before, information is freely available to all, it "only appears to be
freely available to all. In fact, it is available only to those who understand it's
meaning, and appreciate its worth" [3]. The present book, hopefully, will
help you understand its meaning and worth . Voltaire in 1770 wrote "On dit
que Dieu est toujours pour les gros bataillons" [41] . Today, les petits batail 
Ions may be similarly favored. Even so, the difficulties will be great, and you
may try , and fail, as did George Eliot's sad figure , Casaubon, in her novel
Middlemarch . But , unlike Casaubon, through trying you may come to under
stand, and hence become able to communicate, the wisdom of others, so that
the works of tomorrow's Mendels, Herings, Butlers, Romanes, Batesons,
Goldschmidts and Chargaffs will not go unrecognized. Let George Eliot
close [42]:

"Her full nature . . . spent itself in channels which had no great
name on the earth. But the effect of her being on those around
her was incalculably diffusive : for the growing good of the world
is partly dependent on unhistoric acts; and that things are not so
ill with you and me as they might have been, is half owing to the
number who live faithfully a hidden life, and rest in unvisited
tombs."
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What the Graph Says

"Since the probability of two bombs being on the same plane is
very low, the wise statistician always packs a bomb in his/her
luggage."

Anonymous (before the modern era of high airport security)

The pursuit of evolutionary bioinfonnatics requires the handling of large
amounts of sequence data, sometimes from multiple biological species. This
is greatly assisted by plotting the data points on a graph . Invariably the points
are widely scattered, and the volume of data - sometimes many thousands of
points - can seem overwhelming. Fortunately, there are software packages
(like Microsoft Excel) that will plot the points and draw the statistically best
lines through them .

The resulting graphs can sometimes be understood immediately without
resort to numerical analysis. But confidence increases when visual interpreta
tions are numerically confirmed. Thus, throughout this book graphical dis
plays include values for slopes of lines, squares of the correlation coefficients
(r'), and probabilities (P). These capture key features of what might other
wise have seemed a hopeless jumble of points. Out of a cloud meaning
emerges, sometimes discerned only as very faint , but still statistically signifi
cant, signals.

Often lines are linear (rectilinear), but sometimes they are curved (curvi
linear). Often rectilinear lines are tilted, but sometimes they are horizontal.
Sometimes no linear interpretation is evident, but clusters of points can be
demarcated from others by drawing circles around them. Without resort to a
statistics text, the essence of what the various values tell us can be shown by
constructing dummy graphs and then applying a standard software package.

Horizontal Lines

Table 17-1a shows a spreadsheet with X-axis values increasing from 1 to
20. Four sets of Y-axis values were preselected as detailed below.
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)

X-axis Y-axis
Col umn 1 Column 2 Column 3 Colum n 4

1 6.0 6.0 6.0 6.0
2 5.9 5.0 6.9 6.0
3 6.1 70 8.1 90
4 5.8 4.0 8.8 7.0
5 6.2 8.0 10.2 12.0
6 6.0 6.0 11.0 11.0
7 5.9 5.0 11.9 11.0
8 5.8 4.0 12.8 11.0
9 6.1 7.0 14.1 15.0
10 6.2 8.0 15.2 17.0
11 6.1 7.0 16.1 17.0
12 6.2 8.0 17.2 19.0
13 5.9 5.0 17.9 17.0
14 5.8 4.0 18.8 17.0
15 6.0 6.0 20.0 20.0
16 6.1 7.0 21.1 22.0
17 5.9 5 0 21.9 21.0
18 6.0 6.0 23.0 23.0
19 6.0 6.0 24.0 24.0
20 6.0 6.0 25.0 25.0

)
Mean 6.0 6.0 15.5 15.5

Stand ard 0.133 1.333 0.133 1.333
error [SEM] [SEM] [SEE] [SEE]

r2 <0.0001 <0.0001 0.999 0.951

Slope =a 0.003 0.003 1.003 1.003

p 0.954 0.954 <0.0001 <0.0001
(slope

probability)

Yo 6.0 6.0 5.0 5.0

(a

(b

Table 17-1. A spreadsheet of dummy data values (a) intended to generate
graphical plots that are either horizontal (columns 1 and 2), or sloping (col
umns 3 and 4). It is also intended that, around the line that best fits the points
(as determined by a standard computer program), there be either a small
scatter of points (columns 1 and 3), or a large scatter of points (columns 2
and 4). Various statistical parameters are shown in (b) below the related col
umns. Scatters around regression lines are referred to as standard errors of
the estimate (SEE). However, when a line is horizontal the SEE is the same
as the standard error of the mean (SEM) of the data points.



What the Graph Says 339

In Table 17-1 Y-axis values for four graph plots (plots of different sets of
Y values against the X values) are displayed in columns I to 4. Numbers
were placed in the first two Y columns with the intention of plotting two
horizontal lines that would cross the Y-axis at a value of6 (i.e. Yo, the value
for Y when the X value was zero, would be 6) .

For column I, the numbers were allowed to deviate very little from the
mean of 6. Thus, in the first row , 6 was entered . Then, in the second row , 5.9
was entered. Then, to compensate for this, so that an average of 6.0 was sus
tained, in the third row 6.1 was entered. This was continued to generate 20
values for Y with minima no lower than 5.8 and maxima no higher than 6.2.

For column 2, the numbers were allowed to deviate further from the mean
of 6. Thus in the second row 5 was entered. To compensate for this, so that
an average of 6 was sustained, in the third row 7 was entered. This was con
tinued to generate 20 values for Y with minima no lower than 4, and maxima
no higher than 8.

The computer was then asked to plot the two sets of Y values against the
set of X values. The resulting graph (Fig. 17-1) shows two horizontal lines
("regression lines"), which are so close that they cannot be distinguished by
eye . Values from column I (open circles) sit close to the lines. Values from
column 2 (grey circles) are more widely scattered. The statistical read-out
from the computer is shown below the corresponding columns in Table 17-1.
As expected, the averages (arithmetical means) of the two sets of twenty Y
values are both 6. A measure of the degree of scatter about the regression
lines is provided by the characteristic known as the standard error (SEM in
these cases). As expected, the values in column I are less scattered about the
regression line than the values in column 2 (0 .133 versus 1.333).

The squares of the correlation coefficient (r'; sometimes called the coeffi
cient of determination) are essentially zero in both cases. This means that no
part of the variation between the twenty data values for Y (the "dependent
variable") can be attributed to the changes in the twenty data values for X
(the "independent variable"). Both sets of numbers vary (in column 2 more
than in column I) . But, whatever caused that variation, it was not related to X
(as far as we can tell from the numbers at our disposal).

Being a near horizontal line, the slope value (change in Y value per unit X)
is very close to zero (a = 0.003 in each case). That this slope value is not sig
nificantly different from zero is shown by the associated probability values
(P), which normally range over a scale from zero to one. The P values are
both 0.954 showing that , for the number of data points available, it is most
probable that there is no significant difference from a slope value of zero . By
convention, P values must be less than 0.05 to establish likely significance.
Finally the values for the intercept on the Y-axis (Yo values) are both 6, as
expected.
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Fig. 17-1. Computer-generated lines that best fit the plots of the data shown
in Table 17-1. Open circles (column 1 data); grey circles (column 2 data);
open circles with central dot (column 3 data); grey circles with central dot
(column 4 data). There are two horizontal lines for columns 1 and 2 and two
sloping lines for columns 3 and 4, but the line pairs are so close that they
cannot be distinguished (i.e. they overlap)

Tilted Lines

It was next intended to tilt the two horizontal lines so creating two new
lines differing from the originals in slope and in intercept at the Y-axis (Yo).
Accordingly, values were generated for columns 3 and 4 by add ing increas
ing numbers to the values in columns 1 and 2, resp ectively (Table 17-1) .
Thus, zero (0) was added to the numbers in the first row (columns 1 and 2),
so the numbers both remained at 6 (columns 3 and 4). Then, I was added to
the numbers in the second row (columns 1 and 2) to generate values of 6.9
and 6.0 fo r columns 3 and 4, respectively. Then, 2 was add ed to the numbers
in the third row to generate values of 8.1 and 9.0, respectively . Then, 3 was
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added to the numbers in the fourth row to generate values of 8.8 and 7.0, re
spectively . This was continued to fill columns 3 and 4, each with twenty
numbers.

The resulting computer plots (Fig. 17-1) show two new sloping lines
(which are again indistinguishable from each other by eye). They retain the
same scattering of points as in the hori zontal plots from which they were de
rived . As expected, the mean values for the sets of numbers in columns 3 and
4 are greater than the corresponding sets in columns 1 and 2 (Table 17-1b).
But, since the scatters about the regression lines are unchanged, the standard
errors (SEE in these cases) are unchanged. The standard errors for columns I
and 3 are identical. The standard errors for columns 2 and 4 are identical.

On the other hand, the r2 values, which like P values range from zero to
one, are 0.999 and 0.951 , respectively . Thus, in the case of the plot with less
scatter of the points around the regression line (Y values from column 3),
much of the variation among these values can be expla ined on the basis of
the X data values (i.e. the r2 value of 0.999 means that essent ially 100% of
the variation among the twenty Y valu es correlates with the underlying varia
tion among the twenty X valu es) . In the case of the plot with more scatte r of
the points around the regre ssion line (Y values from column 4), much of the
variation between these data values can again be explained on the basis of the
X data values. However, in this case the r2 value is 0.951 show ing that, while
95% of the variation among the twenty Y valu es correlates with the underl y
ing variation in the twenty X values, 5% of the variation might relate to an
other factor, or other factors .

The slope values (both 1.003) are now no longer close to zero , as in the
case of the horizontal plots generated from the data in columns I and 2. Fur
thermore, the asso ciated P values «0.000 I) affirm that the slope values are
likely to be significantly different from the horizontal (i.e. there is only a very
low probability that the s lope values are not significantly different from
zero). The Yovalues show that both slopes extend back (extrapolate) to cross
the Y axis when Y is equal to 5. Thus, all four lines intercept (ha ve a com
mon value) when X is I and Y is 6.

Curved Lines

In Figure 17- 1 the data points are economically fitted to straight lines, as is
the case with many graphs in this book . Each slope can then be described
mathematically by a single value (often designated as "a" in what is known
as a "first order" relationships). However, sometimes the lines curve (see fig
ures in Chapters 9 and II). In these cases, description of the s lopes requires
further values (e.g. "a" and "b" in what are known as a "second order" rela
tionship). For dissection of more complicated relationships, procedures such
as "principle component analysis" and "best subsets regre ssion" are available
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in software packages (e.g . Matlab, Minitab). Table 8-1 is an example of the
latter.

No Lines

Sometimes data points form a cluster and no linear relationship can be dis
cerned. In this case the points can be represented as a single central point
with some measure of their scatter around that po int. The central point is de
termined by the two values for the means of the X-axis and Y-axis values.
This point is surrounded by an oval, the limits of which are determined by the
scatters of X and Y values along the corresponding axes. For this the corre
sponding standard errors of the means (SEMs) provide a measure (e .g. see
Figure 15-2) . There are computer programs that can examine a large cluster
of points and determine whether it can be divided into sub-clusters. Thus, al
though discriminated sets of points were plotted in Figure 15-2a, we could
have plotted all the points without discrimination and then could have asked
a computer program to attempt to independently cluster them .

A Caution

Huxley in 1864 noted "three classes of witnesses - liars , damned liars, and
experts." While retaining its truth , in modern time this has further mutated to
three classes of lies - " lies, damned lies, and statistics." There are many rea
sons to be cautious about statistics. My favorite statistician story is that of the
statistician who , after the Second World War had ravaged Holland, noted a
strong correlation between the subsequently rising birthrate and the return of
storks to nest on the housetops. However elegant the mathematics, if applied
without an awareness of "the big picture," statistics can be very misleading.

Of concern to the student of bioinformatics is that sequences arc now
available in GenBank because, at some point in time, people decided to se
quence them. Sequencers being of the species Homo sapiens, they tended to
prefer DNA either from Homo sapiens, or from species of economic impor
tance to Homo sapiens, which includes species that are pathogenic for Homo
sapiens and his dependent species (domesticated animals and cultivated
plants). Thus, the sequences currently in databases are far from being a ran
dom sample. We must keep this in mind when selecting sequences for our
studies, and when interpreting results.
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Scoring Information Potential

"A man who knows the price of everything and the value of nothing"
Oscar Wilde, Lady Windermere's Fan

Information scientists measure information as binary digits or "bits" (see
Chapter 2). The value of each unit in a sequence segment depends on the
number of types of possible unit that are present in the segment (e .g. base
composition), not on the way the units are arranged (e.g. base order). Ac
cording to their compositions, different segments can be scored for their re
spective potentials to carry order-dependent "primary" information. The
same segments retain their potentials to carry composition-dependent "sec
ondary" information . In spoken information the text can be regarded as pri
mary, and the accent or dialect can be regarded as secondary.

Two Units

If, in a hypothetical nucleic acid sequence that can contain only two types
of base, the bases are distributed randomly but with equal probability (i.e. at
a particular position the uncertainty as to which base is coming next is maxi
mum), then each base adds 1 bit of potential base order-dependent informa
tion. Thus, 2 = 21

• The left 2 refers to the number of bases. The right 2 refers
to the type of decisions (binary yes/no decisions; see Chapter 2). The I bit on
the right side of the equation is referred to both as the "exponent" of the 2 on
the right side of the equation, and as the "log," or "logarithm," of the 2 on the
left side of the equation.

If only one of the two available bases is present in a segment ("window" in
the sequence) there is no uncertainty as to which base is coming next, and
each base adds 0 bits of potential base order-dependent information (I = 2°).
So variation along a nucleic acid sequence, which contains only one or two
types of base , can be assessed in terms of its local content of potential base
order-dependent information in sequence windows on a log scale scoring
from 0 to I for each base (i.e. the number of bits in a window is equal to the
logarithm to the base 2 of the number of available base types in that win-
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dow). A ten base window consisung of only one base (e.g.
AAAAAAAAAA) would score zero (lOx 0). A ten base window consisting
of equal quantities of the two bases (e.g. ATTAT AATTA) would score 10
(l 0 x l ). This score would not change if the order of the bases were varied.

Four Units

Along similar lines, if the four bases of a natural nucleic acid sequence are
distributed randomly, but with equal probability, along a sequence (i.e. at a
particular position the uncertainty as to which of the four bases is coming
next is maximum), then each base adds 2 binary digits (bits) of potential base
order-dependent information (4 = 2 x 2 = 2\ If on Iy one base is present in a
sequence segment, there is no uncertainty and each base adds 0 bits of poten
tial base order-dependent information (I = 2°). Again , the left side of the
equation refers to the number of bases, and the exponent of 2 on the right
side refers to the number of binary (yes-no) decisions required to distinguish
between those bases at a single position in the sequence segment.

Here , potential base order-dependent information content (the exponent) is
on a scale from 0 to 2. A nucleic acid sequence containing one to four bases
can be assessed in terms of its local content of potential base order-dependent
information on a log scale scoring from 0 to 2 for each base (i.e . again, the
number of bits is equal to the logarithm to the base 2 of the number of bases).

Twenty Units

A protein, with a higher ordered structure even more elaborate than that of
a nucleic acid , is hardly susceptible to analysis in these terms. Nevertheless,
similar reasoning can be applied to protein sequences with one to twenty
amino acids . Here the scale is from 0 (1 = 2°) to 4.322 (20 = 24 322

) . Follow
ing the binary decision-making principle, one begins by dividing the pool of
twenty amino acids into two equal groups, A hypothetical informed respon
dent, on being asked whether a certain pool contains the next amino acid, re
plies either positively or negatively, and one has reduced the number of pos
sibilities to ten.

This ten is then divided into two equal groups of five, for a second round
of interrogation. Third, fourth and, sometimes, fifth, interrogations follow .
Since five amino acids do not divide into two equal groups, the number of in
terrogations is not unitary, but has to occur, on average, 4.322 times (i .e. on
average, 4.322 binary (yes-no) decisions are needed to specify which of the
twenty amino acids occupies the next position in a protein sequence). The
number of bits is equal to the logarithm to the base 2 of the number of types
of amino acid in a window.
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Meaning

The above calculations display a quantitat ive aspect of information . Given
the number of each type of base in a DNA segment (its base composition) we
can determine the segment' s potential to carry different base order-dependent
messages. Its potential is low if the segment contains only one of the four
bases. Its potential is maximized if the segment contains equal proport ions of
the four base s (see Chapter I I) . However, of all the potential base order
dependent messages only tho se of a small sub set are likely to convey mean
ing (i.e. they are messages conveying information that mayor may not be
helpful to the receiver) . We need to distinguish sense, which informs the re
ceiver, from non-sense, which does not inform the receiver. Meaning requires
the existence of a code through which some mes sages can convey meaning.
The same code may be applied to other messages, but a meaning may not
emerge. Sometimes meaning requires recognition of base composition alon e
(i.e. the code maps different meanings to different base compositions; see
Chapter 8). However, often critical to mean ing is base order. Th is is a quali
tative aspect of potenti al information .

Take, for example, various three-unit message sequ enc es composed of two
unit types - say 9 and I . At each position in each sequence there is either a 9
or a I. There are 2 x 2 x 2 = 23 = 8 alternatives (i.e. the length of the se
quenc e is equal to the logarithm of the number of possible mes sages). The se
eight messages are 999, 991, 919, 21L 199,12.1,112, and III. The first and
last contain only one unit type . Of the remaining s ix (underlined), thre e have
two nines and a one , and three have one nine and two ones. Thus, there are
four composition-dependent messages - three nines (999), two nines and a
one (991, 919, 199), one nine and two ones (91 I, 191 , 119), and three one s
(III ).

Which of the eight messag es has order-dependent mean ing depends on the
existence of appropriate codes. Perhaps each message has a distinct meaning.
Perhaps none has. 911 is a widely recognized " universal" alarm call. For all I
know, 191 may be the " pin number" you enter when using your credit card .
Thus, it is possible to distinguish general codes that are not individual
specific (i.e. they are observer-independent), and local cod es that are individ
ual specific (i .e. they are observer-dependent).

However, if you passed on your pin number to your children, and they
passed on the same pin number to theirs, etc ., then your pin number could
become more general. All organisms in our planetary biosphere are consid
ered to have evolved from a common anc estor. This seems to predict that all
biological codes should be general, as is the cas e with the codes we have dis 
covered so far (with a few minor wrinkles). So coding studies carried out on
the bacterium E. coli are helpful in understanding coding in Homo sapiens.



346 Appendix 2

A DNA sequence may be natural or artificial. A natural DNA sequence has
evolved and so has distinguished itself from the large theoretical subset of
DNA sequences of the same length and base composition . Thus, the entire
sequence is likely to have base order-dependent biological meaning if the in
formation channel through which it has "flowed" through the generations has
a limited carrying capacity . If carrying capacity is largely unlimited then the
unlikely notion that genomes can carry many long meaningless messages for
more than a few generations (see Chapter 12) remains on the table.

Imagine that carrying capacity in an information channel is so limited that
only three units out of a set of nines and ones can be accommodated. So we
can send a three-unit alarm signal (911), which can be interpreted as " pri
mary" order-dependent information and the appropriate code applied. The
same three units can also be interpreted as "secondary" composition
dependent information and an appropriate code applied. In this case, 911 is
one of the set with one nine and two ones (911 , 191, I 19). Each of these
would have the capacity to convey the same composition-dependent message
(whatever that might be).

Thus, if appropriate codes exist, 911 can simultaneously convey two mes
sages. The order-dependent code (for " primary information") allows the re
cipient to distinguish between a total of eight possible meanings. The compo
sition-dependent code (for "secondary information") allows the recipient to
distinguish between a total of four possible meanings. The recipient would
have to know from the context whether the encoder intended the message to
be read as primary or secondary information, or both. However, given that
only three units can be accommodated, what if the encoder wanted to send
both an alarm signal (911) and a composition-dependent signal that to encode
required three ones (Ill)? There would then be a conflict. The encoder could
either send 911 or III, but not both. Furthermore, 911 would give the wrong
information if decoded as secondary information. III would give the wrong
information if decoded as primary information. The encoder would have to
weigh the relative importance of the two messages and decide which to send,
and in which context. This, in a nutshell, is the topic of this book.
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No Line?

"The anci ent wisdoms are modern non senses. Live in your own
time, use what we know and as you grow up. perhaps the human
race will fin ally grow up with you and put aside childish
thin gs ."

Salman Rushdie . Step Across the Line (2003) [I]

In the struggle for literary exi stence this book may not surv ive to prov oke the
comments of future historians. In the event that it does. it is probable that, but
for this appendix, they would have wryly noted that while at the turn of the
twentieth century religious extremism was the centre of attent ion - the se lf
immolation of terrorists and the so-ca lled " inte lligent design " ver sion of crea
tionism - this book, like many oth er contemporary evolution texts, disre
garded the topic . Indeed, evolution ists (or rather, evolutionists that get pub
lished) tend to draw a politically-correct line between sc ience and religion,
arguing for separate, non-overlapping, domains, or " mag isteria" [2, 3]. But
certain approaches used by scientists can be applied to issue s deem ed reli
g ious, while remain ing within bounds deem ed scient ific.

Setting the Stage

Apart from the genetic information stored in our DNA. we also contain
non-genetic "menta l" information (see Chapter J). The latter is sto red in hu
man heads in some, at the time of thi s writing, undefined form , and may be
externalized to databases, often in digital form. Human memory being lim
ited and humans being ephemeral , each generation depends on those proceed
ing to have selected and externalized some of their non-genetic information
to databases , and to have preserved it there in forms that can be acc essed. Da
tabases per se have not , as far as we know, acquired the ability to manipulate
information in the way humans do - a function to which we give the name
"consciousness." Human con sciousness keeps alive (i .e. holds in trust) what
would otherwise be dead information. As Butl er point ed out , it is like mon ey
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in your pocket, dead until you decide to spend it. And human consciousness
itself is kept alive by passage of DNA from generation to generation. The de
pendence on previous generations is of much consequence.

It is an inescapable fact that your grandparents appeared on this planet be
fore your parents, and your parents before you. Thus, your ancestors had the
opportunity, which they often availed themselves of, to "set the stage." On
arriving you found that much around you, and the accompanying admoni
tions, made sense. They told you not to touch the candle flame . Ooops!
Won 't do that again! And like many of your six billion fellow planetary resi
dents, you came to ask how we came to be here and , the not necessarily re
lated question , how we should conduct ourselves during a stay that, with the
passage of years, can appear increasingly brief.

Having been wisely guided on less substantial issues, many of the six bil
lion are inclined not to doubt the wisdom of ancestral answers to these two
substantial ones. Salman Rushdie - whose rebellion against religious author
ity (reminiscent of Samuel Butler's a century earlier) [4], led a head of state
with parliamentary support to condemn him to death (issue a fatwa) rI] - put
it this way :

"You will be told that belief in 'your' stories [i.e. your people's
stories] and adherence to the rituals of worship that have grown
around them, must become a vital part of your life in this
crowded world. They will be called the heart of your culture,
even of your individual identity. It is possible that they may at
some point come to feel inescapable, not in the way that truth is
inescapable, but in the way that a jail is. They may at some point
cease to feel like the texts in which human beings have tried to
solve a great mystery, and feel , instead, like the pretexts for
other properly anointed human beings to order you around. And
its true that human history is full of the public oppression
wrought by the charioteers of the gods. In the opinion of reli 
gious people, however, the private comfort that religion brings
more than compensates for the evil done in its name."

William Bateson put it no less emphatically in 1889 in a letter to his future
wife [5]:

"For me and for most other people in this year of grace I believe
the practice of religion to be an outward and visible sign of in
ward and spiritual duplicity . Of course there are a very few men
who feel things heavenly as vividly as things earthly, but they are
very rare. For me to be married in a church would be acting a lie
and though I love the old services as I do, the old buildings, as
some of the fairest things left to us in an age of pollution and
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shoddy[ness], yet my feeling is that it is ours as a trust somehow
from our forefathers, in which we have no part lot, and I should
feel just as false if I went to Church and took credit for sanctity
as I should ifpassed a false cheque."

So, the stage may have been so well set that you may have been persuaded
that the two questions are indeed related - namely, that the origin of plane
tary life came replete with instructions ("commandments") as to how that life
should be lived.

Rules of Thumb

Science deals with observations such as the sun rising in the east and set 
ting in the west, and that the surface of the earth appears flat. As has been
shown in these pages, through hypothesis, experiment, and fresh observa
tions, scientists arrive at schemes of relationships that correspond to reality
(i.e. are "true") to the extent that they increase our understanding of, and
hence potentially our command over, our environment. However, in addition
to this general approach (i.e. the scientific method), there are three "rules of
thumb" that scientists - indeed, thinking people in general - have found to be
valuable, albeit not infallible, adjuncts.

As mentioned in Chapter 3, the first, attributed to William of Occam, is
that, given a number of alternative hypotheses to explain a set of observations
(facts, data, phenomena), one should first go by (i.e. have most faith in) the
simplest consistent with the observations, and only turn to the more complex
when the simplest has been tested and found wanting.

The second is a variant of the first and is sometimes attributed to Albert
Einstein. It is that one should indeed prefer the simple over the complex, but
not the too simple . For example, the hypothesis that everything is a balance
between the forces of good and evil can be made to explain anything. The
sun rises in the east because the forces of good are supreme, and sets in the
west when the forces of evi I get the upper hand . You were wide awake at the
beginning of a lecture because of the forces of good. You were fast asleep at
the end because the forces of evil had prevailed.

Finally, there is what can be called "the feather principle." Confronted
with a number of competing hypotheses (of which one is "none of the
above"), be most dubious of the hypothesis that is pressed by those who have
much to gain materially should the hypothesis come to be generally accepted.
In other words, suspect those who may be seeking, either consciously or un
consciously, to "feather their own nests" by advocating a particular hypothe
sis. As discussed in Chapter I and the Epilogue, scientists themselves can
have vested interests in particular viewpoints that may play the feathering
role to the extent that their power and authority in a hierarchical system is
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sustained. This may sometimes be seen in its negative form - a failure to ad
mit the ex istence of a particular, rival, hypothesis. Thus, when confronted
with two rival texts authored by A and B, where A, albeit negatively , cites
the previous work of B, but B, through ignorance or disdain, does not c ite the
previous work of A, be most dubious ofB.

Even if we accept the assertion that the scientific method per se cannot be
applied to religious issues [2, 3], nevertheless we can still appl y the three
rules of thumb. The hypothesis of one , quasi-anthropomorphic, intelligent
creator, accords well with Occam 's principle. Quite simply, an entity exi sts
that understands, and can ordain, everything. You have a probl em? Be as
sured that things are that way because that entity decided it should be so.
Next que stion please!

Of course, thi s argument contradicts the second rule of thumb. The argu
ment is just too simple. It explains everything, yet it explains nothing. Fur
thermore, applying the feath er principle, we can note that the materi al bene
fits accruing to its advocates have often been substantia l. Indeed, for
millennia thinking men and women who lack material resou rces have opted
for the cloistered life where , in return for dispen sations of what Karl Marx
would have call ed "opium" to the populace, they have been left in peace to
pursue whatever they might find agreeabl e.

Mendel took thi s path . The necessity for a governing Prince to simulate re
ligiosity if he wished to continue to enj oy the benefit s of his office was
stressed by Machiavelli [6], and modern politicians disregard th is at their
peril [ I]. However, the creationists do quite well in terms of the negative
feath er principle - their opponents tend not to cite the ir texts, whereas crea
tionists tend not to rec iprocate by omitting citation.

Probabilities

On balance, creationism fails by the rule-of-thumb principle. But what can
sc ience offer instead? Can what science offers also resist rule-of -thumb scru
tiny ? First we should recognize that, as noted by Thomas Huxl ey [7], it is dif
ficult for a scientist to be a 100% athei st. A sc ientist, to remain credible as a
scientist; must assign a probability to each member of a set of competing hy
potheses. A hypothesis deemed to be most unlikely , such as that of the exis
tence of a supreme creator of the universe, can be assign ed a very low prob
ability, but it cannot be excluded.

For a scientist, a declaration that one is say , a Darwinist , merely means
that, on balance, one adopts (i.e. has most faith in) Darwin 's view of the
pow er of natural se lection. Similarly, one may declare oneself to be an athe
ist, meaning that , on balance, one prefers (i.e. one believes in) this hypothesis
over agnostic and religious alternatives . This means that sc ientists go into
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combat with one hand tied behind their backs when arguing the merits of a
case with a non-scientist who is not so encumbered. In Rushdie's words [I] :

"One of the beauties oflearning is that it admits its provisionality,
its imperfections. This scholarly scrupulousness, this willingness
to admit that even the most well supported of theories is still a
theory, is now being exploited by the unscrupulous. But that we
do not know everything does not mean that we know nothing."

Given all this, can a scientist speak objectively about religion in general,
and about creationism in particular? By now, scientists have a good track
record of providing examples where apparently objective human perceptions
have been shown false . Early man probably considered the earth to be Oat.
Scientific observation of astronomical objects led to the realizat ion that we 
all six billion of us - are standing on the surface of an approximately spheri
cal earth. The hypothesis was proven by circumnavigation of the planet by
early explorers. So, unless there is something we have overlooked, the sur
face of the earth taken as a whole (i.e. disregarding small segments) is not
flat. More precisely, the probability that the planet's surface is flat may be
considered very low. Perhaps, likewise, scientists can show that some reli
gious postulates may be insecure.

No Beginning?

A fundamental observation that underlies much creationist thinking is that
everything around us appears to have a beginning and an end. To create, after
all , means making something begin. If there is no beginning there can be no
creationism. I have sketched out here and in my previous book [8] - with a
degree of detail that I believe even the most recalcitrant of bickering evolu
t ionists will be able to live with - a likely path from complex organic mole
cules to complex living organisms. Others have made the case for the deriva
tion of complex organic molecules from inorganic precursor molecules. Let's
examine this further.

The building up of inorganic molecules from even simpler units has been,
and remains, an area of intense study based on the premise that there is some
fundamental entity ("strings" in modern parlance) from which everything is
constituted [9] . The important point is that there is a unified chain of relation
ships down from highly complex organisms to a fundamental substratum
which, quite simply, exists.

Thus, as a point of departure, most scientists accept the concept that there
is something fundamental , of a relatively low order of complexity, that exists
through all time. Their concern is to find what that fundamental is. They feel
no need to invoke an abstract creator who might have made that fundamental.
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In short, scientists can accept something as being. Accordingly , there is no
beginning or , nec essarily, end , for that something.

So scientists can accept the concept of being. They accept the concept of
existing through time . But so can creationists . In their case the entity that is
constant through time is the creator who , by " inte lligent design ," has put it all
tog eth er. Whereas the con stant ent ity for the scientists is relatively simple,
the constant entity for the creationists would appear to be, given its key at
tribute as creator, highly complex. The two curves (A and B) shown in Figure
19-1 indic ate the roles of this entity, term ed "God", first to create the funda
mental unit s out of which everything deriv es, and then, perhap s, to prescribe
(influence) the path this derivation will take . The fact that the latter curve (B)
is not obl igatory for the God concept is overlooked by some scientists who
hold that our ability to explain the path without resorting to a supernatural
pow er destroys the concept [10, 11).

Increasing Complexity

You are
here

A

Fig. 19-1. Two extremes of the complexity scale (boxed) that exist through
time. Intermediate states appear ephemeral. The curved arrows indicate the
possibilities of feedbacks either at the beginning (A) or during (8) the process
of increasing complexity (the thick horizontal arrow). For details see text

On e scientist has embraced both simple and complex constant entities.
Disregarding the writings of math ematician s and physicists on what may be
the true nature of time (as , through ignorance, do I), the priest and anthro-
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pologist Pierre Teilhard de Chardin stood back from the phenomena before
him , and saw just one process - matter becoming aware of itself [12]. Th is
required time that would stretch endlessly backwards and forwards from the
present, so that what we can conceive as happening, either has already hap
pened (if it is possible to happen at all) , or is part of some recursive cycle, or
seems intrinsically without end (like the number of decimal places in the ra
tio of the circumference ofa circle to its radius).

In Chardin 's view the process is ongoing and tends to produce forms and
relationships of increasing complexity that can be extrapolated to an ultimate
"omega point" where the degree of complexity would approach a maximum,
tending to be constant in time . All this can be summarized as two boxes and
an arrow (Fig. 19-1). The difference between Chardin's omega point and the
creationists' God, is that the latter is often held capable of influencing the
path from simple to complex (curved arrows), whereas the former does not .
There is the possibility, doubtless explored in the science fiction literature, of
a distant omega point having aris en independently of us, which would choose
somehow to influence our evo lutionary path , but Chardin does not counte
nance this .

Can Intermediate States Exist?

Under the scheme shown in Figure 19-1, we six billion humans are located
somewhere in space and time along the arrow leading from low to high com
plex ity . The following question can now be asked : If the two extremes can,
quite simply, exist, is it not possible that an intermediate state, such as that in
which we currently find ourselves, could also , quite simply, exist, or, at least ,
have the potential to exist? To this , most of the six billion would answer with
a resounding "no." Everything that they see - including themselves, their
friends, and their relatives - appears ephemeral, impermanent. Everything
has a beginning and an end . However, many presumptively ephemeral , im
permanent, things can be rendered less ephemeral , and perhaps permanent, if
we so will it.

For example, for millennia people have agreed to live together on the
banks of the River Thames in a geographic region named London. Just as the
individual molecules of water in the river are for ever changing, so are the
people who make up London's population . But London remains. Those who
will th is far outnumber, and /or so far have defeated, those who might will
otherwise. So London has the potential to persist through time to constitute
part of that which will exist at Chardin 's omega point.

Similarly, through each person - indeed, through each organism on the
planet - there is a constant flux of molecules . By recycling, replacement and
repair (see Chapter 2) today 's new molecules substitute for yesterday 's. We,
as individuals - a collective of molecules - persist. And, hypothetically , there
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is no limit to the duration of this persistence, so that we also have the poten
tial to constitute part of that which will exist at Chardin 's omega point.

Cells taken from cats , dogs or humans thrive equally well when cultured
away from the body , and can appear potentially immortal. Yet cats and dogs
seldom live beyond twenty years - the time it takes humans to reach their
physical prime. Our understanding of the biology of this is increasing (Chap
ter 14). To some scientists it does not seem unrealistic to suppose that , in
centuries henc e (some hyperoptimists/hyperpessimists - depending on how
you view it - think sooner), humans, perhaps having opted finall y to liberate
themselves from religious mythology, will choose to "perrnanise" them selv es
as ent ities that , quite simply, exist.

By this is meant that biological knowledge is approaching a state such that
all diseases could be either prevented or cured. Con side ring the proc ess of
biological aging as a disease, it also might be slowed, or even halted. Thi s, in
itself, would serve partly to dispel religious mythology, much of which see ks
to ameliorate the fear of death. We can envi sage a scenario such that , as per
ceptual dust and cobwebs clear away, and births and deaths and the associ
ated ritual s become infrequent events, people will increasingly com e to rec
ognize the ex istential nature of their being. There will still be churches and
priests. But the latter will bring comfort through truth , rather than throu gh
mythology. They will describe religions as relics of ancient ways of thinking,
celebrate the present, and help people to look afresh at the two fundam ental
questions. Our evolution as biological entities will slow, giving way to the
evolut ion of the information each generat ion hold s in trust.

Contradiction Shall Reign!

So, where will the prie sts ("officients") say we came from ? It see ms that
we came from something fundamental , from which inorganic matter is com
posed, and which, quite simply, exists. How shall we conduct ours elves?
Again, quite simply, in such ways as should further an agreeable existen ce.
And we will bicker endless ly, without fear of recrimination, on all topics, in
cluding that of what constitutes an agreeable existence. In short, we will be
free. In Rushdie 's words [ I]: " Freedom is that spac e in which contradiction
can reign , it is a never end ing debate." Or , as Samuel Butler put it a century
earlier [13] : " Wheneve r we push truth hard she runs to earth in contradiction
in terms, that is to say , in falsehood . An essential contradict ion in term s
meet s us at the end of every enquiry ."

We also will debate possible omega points towards which we might collec
tively strive, and some may come to agree with Thomas Huxl ey [14] that:

"The purpose of our being in existence, the high est object that
human beings can set before them selves, is not the pursuit of
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some chimera as the annihilation of the unknown; but it is simply
the unwearied endeavour to remove its boundaries a little further
from our sphere of action."

Butler of course said it more simply, and with his usual twist of humor [13].

"If I thought by learning more and more I should ever arrive at the
knowledge of absolute truth, I should leave off studying. But I be
lieve I am pretty safe."

In other words, we will strive to further the evolution of the sort of informa
tion that will help our understanding.

How does all this accord with the three rules of thumb? Quite well with the
first two . In not invoking elusive supernatural powers, one arrives at a sce
nario of moderate simplicity. And those who advocate this view, including
those trained in science, while having much to gain intellectually from its
wide acceptance, usually do not gain materially to such an extent as the ar
dent advocates of religious viewpoints. Thus, we should not be overly suspi
cious of the motives of those advocating the view (third rule of thumb).

We should neither regard such individuals as shallow, nor impute an ab
sence of sensitivity, or an innate inability to be moved at the wonder of it all.
There is no evidence that atheists are less sympathetic to the needs of others
than the religiously inclined; nor are they moved less by great music, great
art, the quiet splendor of a sunset, and the silver path to the moon at sea . The
lives of Samuel Butler and William Bateson attest to this . The difference is
that atheists consider the latter to be works of individual genius, or of natural
forces, not of a God working through man or through Nature. When things go
wrong they see that "the fault, dear Brutus, lies not in the stars, but in our
selves" [15]. There may be no line between us and " the stars."



Acknowledgements

I am indebted to Jim Gerlach and David Siderovski for much patient advice
in the J980s as I struggled to understand computers. My bioinformatic stud
ies were enthusiastically assisted by a host of computer-literate students in
the Department of Biochemistry at Queen 's University in Canada. Special
thanks to Isabelle Barrette, Sheldon Bell , Labonny Biswas, Yiu Cheung
Chow, Anthony Cristillo, Kha Dang, Previn Dutt, Scott J-1eximer, Gregory
Hill , Janet Ho, Perry Lao, Justin LeBlanc, Shang-Jung Lee, Feng-Hsu Lin,
Christopher Madill, James Mortimer, Robert Rasile, Jonathan Rayment, Scott
Smith, Theresa St. Denis, and Hui Yi Xue.

Insight into the differing perceptions of the " info" people and the "bio"
people came in the J990s when Janice Glasgow of the Department of Com
puting and Information Science at Queen's University invited me to join her
in initiating a graduate course in Bioinformatics, and Paul Young of the De
partment of Biology invited me to contribute to his undergraduate Genomics
course. His text, Exploring Genomes, was published in 2002. Andrew
Kropinski of the Department of Microbiology and Immunology advised on
bacteriophage genomes. David Murray of the Department of Psychology
provided valuable biohistorical information and , among many, the works of
biohistorian William Provine (Cornell University) were of great help in my
getting "up to speed" in that area. Peter Sibbald advised on bits and bytes.
Charlotte Forsdyke copy-edited. Polly Forsdyke advised on German usages,
and translated the French and German versions of Delboeuf's 1877 paper into
English. Sara Forsdyke advised on Latin and Greek usages. Ruth Forsdyke
believed in me , sometimes more than I did myself, and suggested the term
" reprotype." My wife Patricia was and is a constant source of inspiration and
encouragement.

Particular thanks are due to Sheldon Bell , Christopher Madill and James
Mortimer for writing programs that greatly facilitated our bioinformatic
analyses. Michael Zuker of the Rensselaer Polytechnic Institute, kindly made
available his nucleic acid folding programs. Dorothy Lang gave me inforrna-



358 Acknowledgements

tion on mirror repeats prior to publication. The Genetics Computer Group
(GCG) suite of programs ("the Wisconsin package") kindly acquiesced to
modification by my primitive UNIX scripts.

Joseph Burns, Deborah Doherty and Marcia Kidston of Springer (Norwall)
smoothed the passage from manuscript to final copy. Original data for figures
were generously provided by Kenneth Wolfe and Paul Sharp (Figure 7-3) ,
Honghui Wan and John Wootton of the National Center for Biotechnology
Information (Figure II-I), and by Daiya Takai and Peter Jones of the Uni
versity of Southern California (Figure] 5-2) . Most other data were publicly
available from sources such as GenBank and the Exlnt Database (Fig. 10-2).
The photograph of Erwin Chargaff was from the collection of the National
Library of Medicine, Washington. The photograph of Samuel Butler is from
a self-portrait held by St. John's College, Cambridge, with permission of the
Master and Fellows. The photograph of Friedrich Miescher was from the
University of Basel. The photograph of Gregory Bateson was from the Imo
gen Cunningham Trust, California. The photograph of Richard Goldschmidt
is from the personal papers that Alan G. Cock (deceased 2005) entrusted to
me in 2004. Figure 2-1 was kindly adapted by Richard Sinden of Texas A &
M University from his book DNA Structure and Function. Elsevier Science
gave permission to use this, and also Figure 5-5 from an article by Michael
Zuker and his colleagues in Methods in Enzymology, and Figure 13-3 from
Max Lauffer's Entropy Driven Processes in Biology. Figure 2-5 is adapted
from an article by Austin and Marianne Hughes with permission of the au
thors and Nature Publishing Group.

Permissions to reproduce or adapt materials from my own works were
provided by Springer (Figures 4-2, 4-3 , 4-4 , 7-2, 8-5, 9-10, 10-4, 10-5), Cold
Spring Harbor Laboratory Press (Figure 6-2), McGill-Queen 's University
Press (Figures 7-4, 7-5 and 14-3), Elsevier Science (Tables, 8-1, 10-1; Fig
ures 5-3 , 5-4 , 6-1, 6-7 , ]0-6, ]0-7, ] 1-2, ] 1-4, ] 1-5, ] ]-6,1 ]-7, 12-1, 12-2,
12-3, 13-5) , Adis International Limited (Table 4-3 ; Figures 9-1 to 9-8), Ox
ford University Press (Figure 10-3), and World Scientific Publishing Com
pany (Figures 8-4, 13-1 and 13-2) . For space reasons many important studies
are not directly cited. However, the studies that are cited often contain refer
ences to those studies.

My web pages are hosted by Queen's University (for internet locations see
the beginning of the reference section of this book). These display full-texts
of various scientific papers from the nineteenth century onwards, and much
supplementary material. Here the reader will find regular updates on new
work that appeared after the book went to press. To further supplement the
book, I have written short biographies of W. Bateson, E. Chargaff, J. B. S.
Haldane, G. J. Mendel, H. J. Muller and G. J. Romanes, and an article on
"Functional Constraint and Molecular Evolution." Nature Publishing Group



Acknowledgements 359

placed these in both on-line and paper editions of the Nature Encyclopedia oj
Life Sciences (2002) and /or the Nature Encyclopedia oj the Human Genome
(2003). In 2005 these became the Encyclopedia oj Life Sciences, publi shed
by John Wiley & Son s, and available on-line at http: //www.els.net /.

Finally, there is a rather unusual ackn owledgement of an antic ipatory
rather than retrospective nature. First , a quotat ion from Unconscious Memory
concerning Samuel Butler's attempts to make the Victorian evolutionists rec
ognize both the ideas of Her ing and himself, and their own inte llectual debts
to Georges Louis Lecl erc de Buffon and Charles Darwin's grandfather,
Erasmus Darwin :

"My own belief is that people paid no attention to what I said, as
believing it simply incredible, and that when they come to know
that it is true, they will think as I do concerning it. My indig-
nation has been mainly roused .. . by the wrongs inflicted on
dead men , on whose behalf I now fight , as I trust that some one
- whom I thank in anticipation - may one day fight on min e."

The read er will recognize that , a century after his death , I hav e here fought
on Butler' s behalf. I respectfully accept his thanks, while noting his caution
To Critics and Others that the future might come to "see in me both more and
less than I intended". But the battl e is not yet won . So, in turn, I thank in an
ticipation that some one who may, one day, continue our work.



References and Notes1

Prologue - To Select is Not To Preserve

I. Romano T (2002) Making Medicine Scientific. John Burdon Sanderson and
the Culture of Victorian Science. John Hopkins University Press, Baltimore,
p 105 [Sanderson was the great uncle of the twentieth century' s "JBS", John
Burdon Sanderson Haldane, and may have partly inspired Lydgate in
George Eliot's Middlemarch .}

2. Brenner S (2002) The tale of the human genome. Nature 416:793-794

3. Forsdyke DR (2001) Did Celera invent the Internet? The Lancet 357:J204

4. Wu X, Li Y, Crise B, Burgess SM (2003) Transcription start regions in the
human genome are favoured targets of MLV integration. Science 300:1749
1751 [The authors note: "The two children that developed leukaemia in the
MLV trials both had an integration near the oncogene LM02. We observed
a preference for actively transcribed genes with MLV; however, even as
suming no bias for individual genes, the data are troubling. In the X-linked
severe combined immune deficiency syndrome clinical trials, more than 5 x
106 cells with MLV integrations were injected into each child. Assuming
that 20% of integrations are near transcription start sites, there will be .. . an

I Full text versions of some of these references, together with much supplementary
information, may be found in my web-pages, which are likely to be updated after
the publication of this book. The pages may be accessed at:

http://post.gueensu.cai-forsdyke/homepage.htm
http://crystal .b iochem.~ueensu .ca/forsdyke/homepage .htmI

Early versions of the latter web-pages are archived at:

http://www.archive.org
https:llgspace.library.gueensu.caihtml/19741I36/homepage.htm

The date of a written work sometimes does not coincide with that of its publication.
When this problem arises I give the date of the written work after the author's name,
and the date of publication with the publisher's name.



362 References and Notes

average of 55 integrat ions into the 5' region of the LM02 locus per treat
ment."]

5. Brenner S (1991) Summary and concluding remarks. In: Osawa S, Honjo T
(eds) Evolution of Life : Fossils , Molecules and Culture. Springer-Verlag,
Berl in, pp 453--456

6. Little P (1995) Navigational progress. Nature 277 :286-287

7. Hood L, Rowen L, Koop BF (1995) Human and mouse T-cell receptor loci.
Genomics, evolution, diversity and serendipity. Annal s of the New York
Academy of Sciences 758 : 390--412

8. Baldi P (2001) The Shattered Self: The End of Natural Evolution. MIT
Press, Cambridge, MA

9. Wolfram S (200 2) A New Kind of Science. Wolfram Media, Champa ign, lL

10. Badash L (1972) The complacency of n ineteenth century science. Isis
63 :48-58

II. Butler S (1914) The Humour of Homer and Other Essays. Kennerley, New
York , p 255

12. Gould SJ (2002) The Structure of Evolutionary Theory . Harvard Univers ity
Press, Cambridge, MA, pp 36-37

13. Forsdyke DR, Mortimer JR (2000) Chargaff' s legacy. Gene 261 :127-137

14. Morr is R (200 I) The Evolut ionist s. Norton, New York

15. Forsdyke DR.(2005) Web-Pages.
httRJLpost.queenu.ca/~forsdyke/homepage.htm

16. Forsdyke DR (2001) The Origin of Species, Revisited . McGill-Queen 's
University Press, Montreal

17. Dunn LC ( 1965) A Short History of Genetics. McGraw-H ill, New York, p
XXII

18. Dawkins R (1986) The Blind Watchmaker. Longman , Harlow, p ix
[Dawkins ' preface reads : "This book is written in the conv iction that our
own existence once presented the greatest of all mysteries, but that it is a
mystery no longer because it is solved. Darwin and Wallace solved it,
though we shall cont inue to add footnotes to their solution for a while yet."
This appears to rest on the assumption that matter and energy - whatever
they are - interch angeably exist, and there is nothing more fundamental. So
it seems our task is to determine the mechanisms by which living bein gs
arose from thi s raw material ; see also Appendix 3]



363

Chapter 1 - Memory: A Phenomenon of Arrangement

I. Pope A (1711) Essay on Criticism. Macmillan, London (1896)

2. Darwin C (1859) The Origin of Species by Means of Natural Selection, or
the Preservation of Favoured Races in the Struggle for Life. John Murray,
London, p 490

3. Bateson W (1899) Hybridization and cross-breeding as a method of scien
tific investigation. In: Bateson B (ed) William Bateson, F.R.S. Naturalist.
His Essays and Addresses. Cambridge University Press (1928) pp 161 -171

4. Darwin C (1872) Letter to Moggridge. In: Darwin F, Seward AC (eds)
More Letters of Charles Darwin. John Murray, London (1903) Vol 1, p 337

5. Gelbart WM (1998) Databases in genome research. Science 282:659-661

6. Delbruck M (1971) Aristotle-totle-totle. In: Monod J, Borek F (cds) OfMi
crobes and Life. Columbia University Press, New York, pp 50-55

7. Lyell C (1863) Geological Evidences on the Antiquity of Man with Re
marks on Theories of the Origin of Species by Variation. Childs, Philadel
phia, p 467

8. Mendel G (1865) Versuche uber Pflanzen Hybriden. Verhandlung des
naturforschenden Vereines in Brunn 4:3--47

9. Nageli C von (1884) Mechanisch-physiologische Theorie der Abstam
mungslehre. Munich, p 73 [Translated in Darwin F (1908) British Associa
tion for the Advancement of Science. Presidential Address.]

10. Darwin C (1868) Provisional hypothesis ofpangenesis. In: The Variation of
Animals and Plants under Domestication. John Murray, London, Chapter 27

II . Dawkins R (1976) The Selfish Gene. Oxford University Press, Oxford

12. Huxley TH ( 1869) The genealogy of animals. In: Darwiniana. Collected Es
says. Macmillan, London (1893)

13. Roux W (1881) Der Kampf der Theile im Organismus. Liepzig

14. Hering E (1870) Uber das Gedachtniss als eine allgemeine Function der or
ganisirten Materie. Karl Gerold's Sohn, Vienna [On memory as a universal
function of organized matter. A lecture delivered at the anniversary meeting
of the Imperial Academy of Sciences at Vienna, translated in Butler S
(1880) Unconscious Memory. David Bogue, London, pp 97-1 33.]

15. Butler S (1985) The Notebooks of Samuel Butler. Jones HF (ed) Hogarth
Press, London, pp 58-59, 70- 71

16. Bateson W (1909) Heredity and variation in modern lights. In: Bateson B
(ed) William Bateson, FR S, Naturalist. His Essays and Addresses. Cam
bridge University Press, Cambridge (1928) pp 215- 232



364 References and Notes

17. Butler S (1923) Life and Habit, 3rd edition. Jonathan Cape, New York, pp
109, 152-160, 215, 240-250 [The first edit ion, dated 1878, appeared in De
cember 1877. G. H. Lewes was a Victorian philosopher/biologist and mem
ber of the Physiological Society (London), who is best known as the partner
of authoress George Eliot.]

18. Butler S (1872) Erewhon or Over the Range. Penguin Books, Harmonds
worth (1935), pp 197-198

19. Romanes GJ (1884) Mental Evolution in Animals, with a Posthumous Essay
on Instinct by Charles Darwin. Appleton, New York, p J3 J

20. Butler S (1884) Selections from Previous Works, with Remarks on Mr. G. J.
Romanes' "Mental Evolution in Animals," and a Psalm of Montreal. Traub
ncr, London, pp 228-254

21 . Butler S (1880) Unconscious Memory. David Bogue, London, pp. 252,
269-273 [Tekke Turcomans were members of a nomadic tribe occupying an
area somewhere to the north of what was then Persia.]

22. Butler S (1920) Luck or Cunning as the Main Means of Organic Modifica
tion. 2nd Edition. Jonathon Cape, London, pp 259-260 [The first edition was
in 1887.]

23. Butler S (1914) The Humour of Homer and Other Essays. Kennerley, New
York, pp 209-313

24. Provine WB (1971) The Origins of Theoretical Population Genetics. Uni
versity of Chicago Press, Chicago

25. Olby R (1974) The Path to the Double Helix. University of Washington
Press, Seattle

26. Crookes W (1866) On the application of disinfectants in arresting the spread
of the cattle plague. In: Appendix to Third Report of the Commissioners
Appointed to Inquire into the Origin and Nature, etc. of the Cattle Plague.
Houses of Parliament, London, pp 187-20 I

27. Romano TM (2002) Making Medicine Scientific. John Burdon Sanderson
and the Culture of Victorian Science. John Hopkins University Press, Bal
timore, pp 63

28. Harris H (1999) Birth of the Cell. Yale University Press, New Haven, CT

29. Galton F (1872) On blood-relationship. Proceedings of the Royal Society
20 :394-402 [Although not named as such, there is also here a distinction
between the "phenotype" corresponding to "patent" elements, and "geno
type" corresponding to both "patent" and "latent" elements.]

30. Weismann A (1904) The Evolution Theory, Vol I. Edward Arnold, London,
p 411



365

31. Vries H de (1910) Intracellular Pangenesis. Gager CS (translater) Open
Court, Chicago [Translated from Vries H de (1889) Intracellulare Pangene
sis. Fischer, Jena.]

32. Olby R, Posner E (1967) An early reference on genetic coding. Nature
215:556

33. Romanes GJ (1893) An Examination of Weismannism. Open Court, Chi
cago, pp 182-183 [Romanes pointed out that Weismann's "germ-plasm" and
GaIton's equivalent (called "stirp" from the Latin stirpes = root), had in
common the properties of stability and continuity. However, unlike today's
DNA, "germ-plasm" as originally conceived by Weismann could only vary
by the mixing with another germ-plasm through sexual reproduction. Galton
held open the possibility that "stirp" might also vary by other means and, to
"a very faint degree" (perhaps in deference to his cousin's theory of pan
genesis"), Lamarckian principles were admitted.]

34. Bateson W (1894) Materials for the Study of Variation Treated with Espe
cial Regard for Discontinuity in the Origin of Species. Macmillan, London,
p 33

35. Bateson W (1908) The methods and scope of genetics. In: Bateson B (ed)
William Bateson, FRS, Naturalist. His Essays and Addresses. Cambridge
University Press, Cambridge (1928), p 317-333

36. Bateson W (1913) Problems of Genetics. Yale University Press, New Ha
ven, p 86

37. Bateson W (1914) Presidential address to the British Association, Australia.
In: Bateson B (ed) William Bateson, FRS, Naturalist. His Essays and Ad
dresses. Edited by Bateson B, Cambridge University Press, Cambridge
(1928) pp 276-316

38. Schrodinger E (1944) What is Life? The Physical Aspect of the Living Cell. .
Cambridge University Press, Cambridge

39. Portugal HI, Cohen JS (1977) A Century of DNA. MIT Press, Cambridge,
MA

40. Loewenstein WR (1999) The Touchstone of Life. Molecular Information,
Cell Communication, and the Foundations of Life. Oxford University Press,
Oxford

41. Kay LE (2000) Who Wrote the Book of Life? A History of the Genetic
Code. Stanford University Press, Stanford

42. Weismann A (1904) The Evolution Theory, Vol 2. Edward Arnold, London,
p 63

43. Celarius (alias Butler S) (1863) Darwin among the machines. The Press,
Christchurch, New Zealand [Reprinted in Butler S (1914) The First Year in
Canterbury Settlement with Other Early Essays . Fifield, London.]



366 References and Notes

44. Kellogg VL (1907) Darwinism Today. Holt, New York, pp 274-290

45. Butler S (1924) Evolution, Old and New. 4th edition. Jonathan Cape, New
York, p 35 [The original edition was in 1879.]

46. Haeckel E (1909) Charles Darwin as an Anthropologist. In: Darwin and
Modern Science. Cambridge University Press, Cambridge, pp 137-151

47 . Jablonski NG, Chaplin G (2000) The evolution of human skin coloration.
Journal of Human Evolution 39:57-106

Chapter 2 - Chargaff's First Parity Rule

I. Darwin C (1871) The Descent of Man, and Selection in Relation to Sex.
Appleton, New York, pp 57-59 [The survival of favored words in individ
ual nervous systems was considered in R. Semon's Mnemic Psychology
(1923; Allen and Unwin, London): "There is thus - and perhaps this is at
the bottom of all Mneme, a competition between what has been and what is
and continues; there is the victory of the present, which accepts from the
past only as much as it can integrate with its substance and turn to its uses."]

2. Watson JD, Crick FHC (1953) Molecular structure of nucleic acids. A struc
ture for deoxyribose nucleic acid. Nature 171 :737- 738

3. Chargaff E (1951) Structure and function of nucleic acids as cell constitu
ents. Federation Proceedings 10:654-659

4. Wyatt GR (1952) Specificity in the composition of nucleic acids. Experi
mental Cell Research, Supplement 2:201-217

5. Wyatt GR, Cohen SS (1953) The bases of the nucleic acids of some bacte
rial and animal viruses. Biochemical Journal 55:774-782

6. Israelachvili J, Wennerstrom H (1996) Role of hydration and water structure
in biological and colloidal interactions. Nature 379:219-224

7. Muller HJ (1941) Resume and perspectives of the symposium on genes and
chromosomes. Cold Spring Harbor Laboratory Symposium on Quantitative
Biology 9: 290-308

8. Sinden RR ( 1994) DNA Structure and Function. Academic Press, San
Diego

9. Watson JD, Crick FI-IC (1953) Genetical implications of the structure of de
oxyribonucleic acid. Nature 171 :964-967

10. Kornberg A (1989) For the Love of Enzymes: the Odyssey of a Biochemist.
Harvard University Press, Cambridge, MA

II. Muller I-IJ (1936) The needs of physics in the attack on the fundamental
problems of genetics. Scientific Monthly 44:210-214

12. Crick F (1970) Molecular biology in the year 2000. Nature 228:613-{}15



367

13. Gatlin LL (1972) Information Theory and Living Systems. Columbia Uni
versity Press, New York

14. Burton DW, Bickham JW, Genoways HH (1989) Flow-cytometric analyses
of nuclear DNA contents in four families of neotropical bats. Evolution
43:756-765

15. Hughes AL, Hughes MK (1995) Small genomes for better flyers. Nature
377:391

16. Waring MJ, Britten RJ (1966) Nucleotide sequence repetition: a rapidly re
associating fraction of mouse DNA. Science 154:791-794

Chapter 3 - Information Levels and Barriers

I. Bateson G (1967) Cybernetic explanations. American Behavioural Scientist
10:29-32

2. Romanes GJ (1891) Aristotle as a naturalist. Contemporary Review 59:275
289

3. Delbriick M (1971) Aristotle-totle-totle. In: Monod 1. Borek F (eds) Of Mi
crobes and Life. Columbia University Press, New York, pp 50- 55

4. Lyell C (1863) The Geological Evidences of the Antiquity of Man with
Remarks on Theories of the Origin of Species by Variation. Childs, Phila
delphia, p 467

5. Shaw GB (1913) Pygmalion. In: Bernard Shaw. Complete Plays with Pref
aces. Volume I. Dodd, Mead, New York (1963)

6. Galton F (1876) A theory of heredity. Journal of the Anthropological Insti
tute 5:329-348

7. Butler S (1923) Life and Habit. 3'd Edition. Jonathan Cape, London, pp
140-147, 163-165 [" Locus poenitentiae" is Latin for a "place of repen
tance." Legally the term signifies a, perhaps brief, temporal safe-haven
where there is an opportunity to change one's mind. Thus, between the last
bid and the fall of the auctioneer' s hammer there is a locus poenitentiae for
a decision, which cannot be stretched out for ever.]

8. Olby R, Posner E (1967) An early reference on genetic coding. Nature
215:556

9. Jenkin F (1867) The origin of species. The North British Review 46:277
318

10. Alberts B, Bray D, Lewis .I , Raff M, Roberts K, Watson 10 (1994) Molecu
lar Biology of the Cell. 3'd Edition. Garland Publishing, New York, p 340

II. Lehninger AL, Nelson DL, Cox MM (1993) Principles of Biochemistry. 2nd

Edition. Worth Publishers, New York, p 789



368 References and Notes

12. Goldschmidt R (1956) Portraits from Memory. Recollections of a Zoologist.
University of Washington Press, Seattle [Goldschmidt refers to Richard
Semon who wrote two books on the theory of the "mneme." Building on the
work of Butler, Semon proposed that memory was "the consequence of an
accumulation of mnemetic engrams produced by environmental action,"
which can compete for neural space. Richard Dawkins was unaware of this
when he suggested the word "meme," which could be "thought of as relat
ing to memory" and is defined as "a self-replicating element of culture,
passed on by imitation;" see A Devil's Chaplain by Dawkins (2003) Hough
ton Mifflin, Boston.J

13. Bateson W (1894) Materials for the Study of Variation Treated with Espe
cial Regard to Discontinuities in the Origin of Species. Macmillan, London,
pp 16, 69 [While there are many references to Galton, there is no reference
to Jenkin, and Romanes is cited only with respect to his work on je lly fish.J

14. Galton F ( 1869) Hereditary Genius. Macmillan, London

15. Bateson G (1973) Steps to an Ecology of Mind. Paladin, St. Albans, p 127

16. Lipset 0 (1980) Gregory Bateson: The Legacy of a Scientist. Prentice-Hall,
Englewood Cliffs, p 208 [This is also a splendid mini-biography of William
Bateson.]

17. Bateson G (1963) The role of somatic change in evolution. Evolution
17:529-539

18. Wilson NG (1999) Archimedes: the palimpsest and the tradition. Byzan
tinische Zeitschrift 92:89- 101

19. Crick F (1988) What Mad Pursuit. A Personal View of Scientific Discovery.
Basic Books, New York

20. Forsdyke DR (2006) Heredity as transmission of information. (submitted
for publication)

Chapter 4 - Chargaff's Second Parity Rule

I. Dickens C (1837) The Posthumous Papers of the Pickwick Club. Chapman
Hall, London

2. Moliere (1670) Le Bourgeous Gentilhomme. In: Oliver TE (ed) Ginn, New
York (1914)

3. Bok C (200 I) Eunoia. Coach House Books, Toronto

4. Perec G (1972) Les Revenentes. Julliard, Paris

5. Perec G (1969) La Disparition. Denoel, Paris

6. Ohno S (1991) The grammatical rule of DNA language: messages in palin
dromic verses. In: Osawa S, Honjo T (eds) Evolution of Life. Springer
Verlag, Berlin, pp 97-108



369

7. Rudner R, Karkas JD, Chargaff E (1968) Separation of B. subtilis DNA into
complementary strands. III. Direct analysis. Proceedings of the National
Academy of Sciences USA 60:921 -922

8. Bell SJ, Forsdyke DR (1999) Accounting units in DNA. Journal of Theo
reticalBiology 197:51-61

9. Darwin C (1871) The Descent of Man and Sex in Relation to Sex. John
Murray, London, p 3 16

10. Edwards AWF (1998) Natural selection and the sex ratio. American Natu
ralist 151 :564- 569

I I. Forsdyke DR (2002) Symmetry observations in long nucleotide sequences.
Bioinformatics 18:215-217

12. Prabhu VV (1993) Symmetry observations in long nucleotide sequences.
Nucleic Acids Research 21 :2797-2800

13. Forsdyke DR (1995) Relative roles of primary sequence and (G+C)% in de
termining the hierarchy of frequencies of complementary trinucleotide pairs
in DNAs of different species. Journal of Molecular Evolution 41 :573-581

14. Russell GJ, Subak-Sharpe JH (1977) Similarity of the general designs of
protochordates and invertebrates. Nature 266 :533-535

15. Bultrini E, Pizzi E, Guidice P Del, FrontaJi C (2003) Pentamer vocabularies
characterizing introns and intron-like intergenic tracts from Caenorhabditis
elegans and Drosophila melanogaster. Gene 304 :183-192

16. Forsdyke DR, Bell SJ (2004) Purine-loading, stem-loops, and Chargaff's
second parity rule: a discussion of the application of elementary principles
to early chemical observations. Applied Bioinformatics 3:3-8

17. Baisnee P-F, Hampson S, Baldi P (2002) Why are complementary strands
symmetric? Bioinformatics 18: I021-1 033

18. Sueoka N (1995) Intrastrand parity rules of DNA base composition and us
age biases of synonymous codons. Journal of Molecular Evolution 40:318
325

19. Nussinov R (1981) Eukaryotic dinucleotide preference rules and their im
plications for degenerate codon usage. Journal of Molecular Biology
149:125-131

Chapter 5 - Stems and Loops

I. Delbruck M (1949) Transactions of the Connecticut Academy of Arts and
Sciences 38: 173-190

2. Salser W (1970) Discussion. Cold Spring Harbor Symposium in Quantita
tive Biology 35: 19



370 References and Notes

3. Ball LA (1972) Implications of secondary structure in messenger RNA.
Journal of Theoretical Biology 36:313-320

4. Forsdyke DR (1998) An alternative way of thinking about stem-loops in
DNA. Journal of Theoretical Biology 192:489-504

5. Seffens W, Digby D (1999) mRNAs have greater negative folding free en
ergies than shuffled or codon choice randomized sequences. Nucleic Acids
Research 27:1578-1584

6. Tinoco I, Uhlenbeck OC, Levine MD (197 J) Estimatingsecondary structure
in ribonucleic acids. Nature 230:362-367

7. Allawi HT, SantaLucia J (1997) Thermodynamics and NMR of internal GT
mismatches in DNA. Biochemistry36:10581-10589

8. Zuker M (1990) Predicting optimal and suboptimal secondary structure for
RNA. Methods in Enzymology 183:281-306

9. Bass BL (2002) RNA editing by adenosine deaminases that act on RNA.
Annual Review of Biochemistry71:8 17- 846

Chapter 6 - Chargaff's Cluster Rule

I. Chargaff E (1963) Essays on Nucleic Acids. Elsevier, Amsterdam, P 148

2. Szybalski W, Kubinski H, Sheldrick P (1966) Pyrimidine clusters on the
transcribing strands of DNA and their possible role in the initiation of RNA
synthesis. Cold Spring Harbor Symposium in Quantitative Biology 31:123
127

3. Smithies 0 , Engels WR, Devereux JR, Slightom JL, Shen S (1981) Base
substitutions, length differences and DNA strand asymmetries in the human
GA and AA fetal globin gene region. Cell 26:345-353

4. Saul A, Battistutta D (1988) Codon usage in Plasmodiumfalciparum. Mo
lecular Biochemistryand Parasitology27:35--42

5. Bell SJ, Forsdykc DR (1999) Deviations from Chargaffs second parity rule
correlate with direction of transcription. Journal of Theoretical Biology
197:63-76

6. Lao PJ, Forsdyke DR (2000) Thermophilic bacteria strictly obey Szybal
ski's transcription direction rule and politely purine-load RNAs with both
adenine and guanine. Genome Research 10:1-20

7. Schattner P (2002) Searching for RNA genes using base-composition statis
tics. Nucleic Acids Research 30:2076-2082

8. Szybalski W, et al. (1969) Transcriptional controls in developing bacterio
phages. Journal of Cellular Physiology74, supplement 1:33-70

9. Frank AC, Lobry JR (1999) Asymmetric substitution patterns: a review of
possible underlying mutational or selective mechanisms. Gene 238:65-77



371

10. Tillier ERM, Collins RA (2000) Replication orientation affects the rate and
direction of bacterial gene evolution. Journal of Molecular Evolution
51 :459-463

II. Brewer BJ (1988) When polymerases collide . Cell 53:679-686; French S
(1992) Consequences of replication fork movement through transcription
units in vivo . Science 258:1362~ 1365

12. Olavarrieta L, Hernandez P, Krimer DB, Schvartzman JI3 (2002) DNA
knotting caused by head-on collision of transcription and replication. Jour
nal of Molecular Biology 322: 1-6

13. Chargaff E (1951) Structure and function of nucleic acids as cell constitu
ents. Federation Proceedings 10:654-659

14. Elson D, Chargaff E (1955) Evidence of common regularities in the compo
sition of pentose nucleic acids . Biochemica Biophysica Acta 17:367-376

15. Wang H-C, Hickey DA (2002) Evidence for strong selective constraints act
ing on the nucleotide composition of 16S ribosomal RNA genes. Nucleic
Acids Research 30:2501-2507

16. Forsdyke DR, Bell SJ (2004) Purine-loading, stem-loops, and Chargaff's
second parity rule : a discussion of the application of elementary principles
to early chemical observations. Applied Bioinformatics 3:3-8

17. Eguchi Y, Itoh T, Tomizawa J (1991) Antisense RNA. Annual Reviews of
Biochemistry 60:631-652

18. Brunei C, Marquet R, Romby P, Ehresmann C (2002) RNA loop-loop inter
actions as dynamic functional motifs . Biochimie 84:925~944

19. Cristillo AD, Heximer SP, Forsdyke DR (1996) A "stealth" approach to in
hibition of lymphocyte activation by oligonucleotides complementary to the
putative GO/GI switch regulatory gene GOS30IEGR1IZFP6. DNA and Cell
Biology 15:561-570

20. Paz A, Mester D, Baca I, Nevo E, Korol A (2004) Adaptive role of in
creased frequency of polypurine tracts in mRNA sequences of thermophilic
prokaryotes. Proceedings of the National Academy of Sciences USA
101:295 1-2956

21. Spees JL, Olson SD, Whitney MJ, Prockop DJ (2006) Mitochondrial trans
fer between cells can rescue aerobic respiration . Proceedings of the National
Academy of Sciences USA 103: 1283-1288

Chapter 7 - Species Survival and Arrival

I. Bennett JH (1983) Natural Selection, Heredity and Eugenics . Including Se
lected Correspondence of R. A. Fisher with Leonard Darwin and Others.
Clarendon Press, Oxford, p 122 [Mathematicians with an interest in biologi-



372 References and Notes

cal problems need a biologist to help them along. Fisher had Leonard Dar
win. His American adversary, Sewall Wright, had Theodosius Dobzansky.]

2. Butler S (1862) Darwin and the origin of species. Reproduced from The
Press of Christchurch. In: Streatfeild RA (ed) The First Year in Canterbury
Settlement with Other Early Essays. Fifield, London, (1914) pp 149- 164

3. Fisher RL (1930) The Genetical Theory of Natural Selection. Oxford Uni
versity Press, Oxford

4. Darwin C (1856) Letter to J. D. Hooker. In: Darwin F (ed) Life and Letters
of Charles Darwin. Volume I. Appleton, New York (1887) P445

5. Bateson W (1909) Heredity and variation in modern lights. In: Bateson B
(ed) William Bateson FRS, Naturalist. His Essays and Addresses. Cam
bridge University Press, Cambridge (1928) pp 2 15- 232

6. Bateson W (1894) Materials for the Study of Variation Treated with Espe
cial Regard for Discontinuity in the Origin of Species. Macmillan, London,
pp 85, 573

7. Bossi L, Roth JR (1980) The influence of codon context on genetic code
translation. Nature 286 :123-127

8. Simonson AB, Lake JA (2002) The transorientation hypothesis for codon
recognition during protein synthesis. Nature 416 :281-285

9. Eigen M, Schuster P (1978) The hypercycle. A principle of natural self
organization. Part C. The realistic hypercycle. Naturwissenschaften 65:341
369

10. Shepherd JCW (\ 981) Method to determine the reading frame of a protein
from the purine/pyrimidine genome sequence and its possible evolutionary
justification. Proceedings of the National Academy of Sciences USA
78:1596-1600

II. Akashi H (2001) Gene expression and molecular evolution. Current Opinion
in Genetics and Development I 1:660-666

12. Forsdyke DR (2002) Selective pressures that decrease synonymous muta
tions in Plasmodium falc iparum. Trends in Parasitology 18:411--418

13. Forsdyke DR (2006) Positive Darwinian selection. Does the comparative
method rule? (submitted for publication).

14. Fitch WM (1974) The large extent of putative secondary nucleic acid struc
ture in random nucleotide sequences or amino acid-derived messenger
RNA. Journal of Molecular Evolution 3:279-29 1

15. Bernardi G, Bernardi G (1986) Compositional constraints and genome evo
lution. Journal of Molecular Evolution 24:1-11



373

16. Wolfe KH, Sharp PM (1993) Mammalian gene evolution: nucleotide se
quence divergence between mouse and rat. Journal of Molecular Evolution
37:441--456

17. Novella lA, Zarate S, Metzgar D, Ebendick-Corpus, BE (2004) Positive se
lection of synonymous mutations in vesicular stomat itis virus . Journal of
Molecular Biology 342 : 1415-1421

18. Darwin C (1872) The Origin of Species by Means of Natural Selection. 6'h
Edition. John Murray, London , Introduction [By the time of the 6'h edition ,
Darwin was more seriously thinking that some acquired characters might be
inherited (Lamarck ism). This is probably why he then questioned the suffi
ciency of natural selection as an explanation for evolutionary advance.]

19. Darwin C (1857) Letter to T. H. Huxley. In: Darwin F (ed) More Letters of
Charles Darwin, Vol I. Appleton, New York (1903) p 102

20 . Hooker J (1860) On the origination and distribution of species. Introductory
essay on the flora of Tasmania . American Journ al of Science and Arts 29: 1
25,305-326

2 I. Mendel G (1865) Versuche uber Pflanzen Hybriden. Verhandlung des
naturforschenden Vereines in Brunn 4:3--47 [The pea plant was a happy
choice for Mendel. In this species the height character can be treated largely
as a unigenic trait.]

22 . Romanes GJ ( 1894) Letter to Schafer, 18'h May. Wellcome Museum of the
History of Medicine, London . [Romanes cited Mendel in an article on " Hy
bridism" in the Encyclopaedia Britannica, 1881.]

23 . Darwin C (1866) Letter to A. R. Wallace. In: Marchant J (1916) Alfred
Russel Wallace. Letters and Reminiscences. Harper, New York

24 . Butler S (1923) Life and Habit, 3'd Edition. Jonathan Cape , London, pp.
135-160

25 . Bateson W, Saunders ER (1902) Report I. Reports to the Evolution Com
mittee of the Royal Society. Harrison, London

26 . Forsdyke DR (2001) The Origin of Species, Revisited . McGill-Queen 's
University Press, Montreal

27. Bateson W (1886) Letter to his sister Anna , dated 22nd November. The Wil
liam Bateson Archive. University of Cambridge [His sister had sent him
copies of Nature with Romanes' articles.]

28. Galton F (1872) On blood relationship. Proceedings of the Royal Society
20:394--402 [Bateson's concept of a "residue," may have derived from Gal
ton's earlier postulate that "patent elements" responsible for the hereditary
transmission of characters constituting "the person manifest to our senses"
(i.e. phenotype), had a material base , which was separate from that of a
much larger "residue" containing the " latent elements." These were respon-



374 References and Notes

sible for the hereditary transmission of ancestral characters that were not
manifest in the current phenotype.]

29. Richmond ML, Dietrich MR (2002) Richard Goldschmidt and the crossing
over controversy. Genetics 161 :477--482 [In his Natural Inheritance (1889)
Galton used the metaphor of a necklace as "the main line of hereditary con
nection," and equated the elements responsible for personal characters
(genes to the modern reader) to "pendants attached to its links."]

30. Goldschmidt R (1940) The Material Basis of Evolution. Yale University
Press, New Haven, pp 205-6, 245-248 [The term "reaction system" was in
troduced to distinguish large genetic units between which recombination
was restricted (i.e. each was an individual "reaction system"), from individ
ual genes that exhibited standard Mendelian behaviour; Goodspeed 1'H,
Clausen RE (1917) American Naturalist 51:31--46, 92- 10 I.]

31. Avery 01', Macloed CM, McCarty M (1944) Studies on the chemical trans
formation of pneumococcal types. Journal of Experimental Medicine
79:137-158

Chapter 8 - Chargaff's GC Rule

I. Chargaff E (1951) Structure and function of nucleic acids as cell constitu
ents. Federation Proceedings 10:654-659

2. Sueoka N (1961) Compositional correlations between deoxyribonucleicacid
and protein. Cold Spring Harbor Symposium on Quantitative Biology
26:35--43

3. Forsdyke DR (2001) The Origin of Species, Revisited. McGill-Queen's
University Press, Montreal

4. Dawkins R (1986) The Blind Watchmaker. Longman, Harlow, p 267

5. Gratia JP, Thiry M (2003) Spontaneous zygogenesis in Escherichia coli, a
form of true sexuality in prokaryotes. Microbiology 149:2571-84

6. Bellgard M, Schibeci D, Trifonov E, Gojobori T (2001) Early detection of
G + C differences in bacterial species inferred from the comparative analy
sis of the two completely sequenced Helicobacter pylori strains. Journal of
Molecular Evolution 53: 465--468

7. Grantham R, Perrin P, Mouchiroud D (1986) Patterns in codon usage ofdif
ferent kinds of species. Oxford Surveys in Evolutionary Biology 3:48-81

8, Page AW, Orr-Weaver 1'L (1996) Stopping and starting the meiotic cell cy
cle. Current Opinion in Genetics and Development 7:23-3\

9. Metz CW (19\6) Chromosome studies on the Diptera. II. The paired asso
ciation of chromosomes in the Diptera, and its significance. Journal of Ex
perimental Zoology 2 J: 213-279



375

10. Muller HJ (1922) Variation due to change in the individual gene. American
Naturalist 56: 32-50

II. Carlson EA (1981) Genes, Radiation and Society. The Life and Work of H.
J. Muller, Cornell University Press, Ithaca, NY, p 390

12. Crick F (1971) General model for chromosomes of higher organisms. Na
ture 234:25-27

13. Sobell HM (1972) Molecular mechanism for genetic recombination. Pro
ceedings of the National Academy of Sciences USA 69:2483-2487

14. Wagner RE, Radman M (1975) A mechanism for initiation of genetic re
combination. Proceedings of the National Academy of Sciences USA
72:3619-3622

15. Doyle GG (1978) A general theory of chromosome pairing based on the pal
indromic DNA model of Sobell with modifications and amplification. Jour
nal of Theoretical Biology 70: 171 -184

16. Gerton JL, Hawley RS (2005) Homologous chromosome interactions in
meiosis: diversity amidst conservation. Nature Reviews Genetics 6:477-487

17. Weiner BM, Kleckner N (1994) Chromosome pairing via multiple intersti
tial interactions before and during meiosis in yeast. Cell 77:977-991

18. Wong BC, Chiu S-K, Chow SA (1998) The role of negative superhelicity
and length of homology in the formation of paranemic joints promoted by
RecA protein. Journal of Biological Chemistry 273:12120-12127

19. Forsdyke DR (1996) Different biological species "broadcast" their DNAs at
different (G+C)% "wavelengths." Journal of Theoretical Biology 178:405
417

20. Dong F, Allawi HT, Anderson T, Neri BP, Lyamichev VI (2001) Secondary
structure prediction and structure specific sequence analysis of single
stranded DNA. Nucleic Acids Research 29:3248-3257

21. Chen J-H, Le S-Y, Shapiro B, Currey KM, Maizel JV (1990) A computa
tional procedure for assessing the significance of RNA secondary structure.
CABIOS 6:7-18

22. Forsdyke DR (1998) An alternative way of thinking about stem-loops in
DNA. A case study of the human COS2 gene. Journal of Theoretical Biol
ogy 192:489-504

23. Bronson EC, Anderson JN (1994) Nucleotide composition as a driving force
in the evolution of retroviruses. Journal of Molecular Evolution 38:506-532

24. Levy DN, Aldrovandi GM, Kutsch 0, Shaw GM (2004) Dynamics of HIV
I recombination in its natural target cells. Proceedings of the National
Academy of Sciences USA 101 :4204-4209



376 References and Notes

25. Michel N, Allespach I, Venzke S, Fackler 01', Keppler OT (2005) The nef
protein of human immunodeficiency virus established superinfection immu
nity by a dual strategy to downregulate cell-surface CCR5 and CD4. Current
Biology 15:714-723 [The authors state: "Primate lentiviruses appear to
have evolved time windows during which the permission or prevention of
superinfection is regulated by gene expression. According to this model, af
ter infection and prior to early HIV gene expression, superinfection can
readily occur in order to permit recombination. As the most abundant early
viral gene product, Nef defines the start point of a successful productive in
fection and functions as a master switch for the establishment of superinfec
tion resistance by downregulating the entry receptor complex."J

26. Goldschmidt R (1940) The Material Basis of Evolution. Yale University
Press, New Haven, p 220

27. Matassi G, Melis R, Macaya G, Bernardi G (1991) Compositional bimodal
ity of the nuclear genome of tobacco. Nucleic Acids Research 19:5561-5567

28. Bernardi G (200 I) Misunderstandings about isochores. Part I. Gene 276:3
13

29. Cohen N, Dagan 1', Stone L, Graur D (2005) GC composition of the human
genome: in search of isochores. Molecular Biology and Evolution 22:1260
1272

30. Matsuo K, Clay 0, Kunzler P, Georgiev 0 , Urbanek P, Schaffner W (1994)
Short introns interrupting the Oct-2 POU domain may prevent recombina
tion between POU family genes without interfering with potential POU do
main 'shuffling' in evolution. Biological Chemistry Hoppe-Seyler 375:675
683

31. Newgard CB, Nakano K, Hwang PK, Fletterick RJ (1986) Sequence analy
sis of the cDNA encoding human liver glycogen phosphorylase reveals tis
sue-specific codon usage. Proceedings of the National Academy of Sciences
USA 83:8132-8136

32. Moore R C, Purugganan MD (2003) The early stages of duplicate gene evo
lution. Proceedings of the National Academy of Sciences USA 100:15682
15687

33. Zhang Z, Kishino 1-1 (2004) Genomic background drives the divergence of
duplicated Amylase genes at synonymous sites in Drosophila. Molecular
Biology and Evolution 21:222-27

34. Montoya-Burgos JI, Boursot P, Gallier N (2003) Recombination explains
isochores in mammalian genomes. Trends in Genetics 19:128-130

35. Skalka A, Burgi E, Hershey AD (1968) Segmental distribution of nucleo
tides in the DNA of bacteriophage lambda. Journal of Molecular Biology
34:1 -16



377

36. Vizard DL, Ansevin AT (1976) High resolution thermal denaturation of
DNA: thermalites of bacteriophage DNA. Biochemistry 15:741- 750

37. Bibb MJ, Findlay PR, Johnson MW (1984) The relationship between base
composition and codon usage in bacterial genes and its use for the simple
and reliable identification of protein-coding sequences. Gene 30:157-166

38. Wada A, Suyama A (1985) Third letters in codons counterbalance the
(G+C) content of their first and second letters. Federation of European Bio
chemical Societies Letters 188: 291 -294

39. Kudla G, Helwak A, Lipinski L (2004) Gene conversion and GC-content
evolution in mammalian Hsp70. Molecular Biology and Evolution 21 :1438
1444

40. Williams GC (1966) Adaptation and Natural Selection. Princeton University
Press, Princeton, pp 24-25

41. Dalgaard JZ, Garrett A (1993) Archaeal hyperthermophile genes. In: Kates
M, Kushner DJ, Matheson AT (cds) The Biochemistry of Archaea (Archae
bacteria). Elsevier, Amsterdam, pp 535-562

42. Forterre P, Elie C (1993) Chromosome structure, DNA topoisomerases, and
DNA polymerases in archaebacteria (archaea). In: Kates M, Kushner DJ,
Matheson AT (eds) The Biochemistry of Archaea (Archaebacteria). El
sevier, Amsterdam, pp 325-345

43. Gallier N, Lobry JR (1997) Relationships between genomic G+C content,
RNA secondary structures, and optimal growth temperature in prokaryotes.
Journal of Molecular Evolution 44:632-636

44. Lambros R, Mortimer JR, Forsdyke DR (2003) Optimum growth tempera
ture and the base composition of open reading frames in prokaryotes. Ex
tremophiles 7:443-450

45. Filipski J (1990) Evolution of DNA sequence. Contributions of mutational
bias and selection to the origin of chromosomal compartments. Advances in
Mutagenesis Research 2:I-54

46. Oshima T, Hamasaki N, Uzawa T, Friedman SM (1990) Biochemical func
tions of unusual polyamines found in the cells of extreme thermophiles. In:
Goldembeg SH, Algranati ID (eds) The Biology and Chemistry of Poly
amines. Oxford University Press, New York, pp 1-10

47 . Friedman SM, Malik M, Drlica K (1995) DNA supercoiling in a thermotol
erant mutant of Escherichia coli. Molecular and General Genetics 248:417
422



378 References and Notes

Chapter 9 - Conflict Resolution

I. Holliday R (1968) Genetic recombination in fungi. In: Peacock WJ, Brock
RD (eds) Replication and Recombination of Genetic Material. Australian
Academy of Science, Camberra, pp 157-174

2. Galton F (1876) A theory of heredity. Journal of the Anthropological Insti
tute 5:329-348 [He did not think that the "germs" would be linearly ar
ranged: " It is difficult to suppose the directions of the mutual influences of
the germs to be limited to lines, like those that cause the blood corpuscles to
become attached face to face, in long rouleaux, when coagulation begins."]

3. Schaap T (1971) Dual information in DNA and the evolution of the genetic
code. Journal of Theoretical Biology 32:293-298

4. Grantham R (1972) Codon base randomness and composition drift in col
iphage. Nature New Biology 237 :265

5. Grantham R, Perrin P, Mouchiroud D (1986) Patterns in codon usage of dif
ferent kinds of species. Oxford Surveys in Evolutionary Biology 3:48-81

6. Sharp PM, Stenico M, Peden JF, Lloyd AT ( 1993) Codon usage: mutational
bias, translation selection, or both? Biochemical Society Transactions
2 1:835-84 1

7. Cox EC, Yanofsky C ( 1967) Altered base ratios in the DNA of an Ech
erichia coli mutator strain. Proceedings of the National Academy of Sci
ences USA 58:1895-1902

8. Muto A, Osawa S (1987) The guanine and cytosine content of genomic
DNA and bacterial evolution. Proceedings of the National Academy of Sci
ences USA 84:166-169

9. Forsdyke DR (2004) Regions of relative GC% uniformity are recombina
tional isolators. Journal of Biological Systems 12:261-271

10. Lee J-C, Mortimer JR, Forsdyke DR (2004) Genomic conflict settled in fa
vour of the species rather than of the gene at extreme GC% values. Applied
Bioinformatics 3:219-228

II. Wada A, Suyama A, I-lanai R (1991) Phenomenological theory of GC/AT
pressure on DNA base composition. Journal of Molecular Evolution
32:374-378

12. D'Onofrio G, Bernardi G (1992) A universal compositional correlation
among codon positions. Gene 110:81-88

13. Orr HA (2004) A passion for evolution. The New York Review of Books
5\ : no. 3, pp 27-29

14. Paz A, Kirzhner Y, Nevo E, Korol A (2006) Coevolution of DNA
interacting proteins and genome "dialect." Molecular Biology and Evolu
tion 23:56-64



379

15. Lao PJ, Forsdyke DR (2000) Thermophilic bacteria strictly obey Szybal
ski's transcription direction rule and politely purine-load RNAs with both
adenine and guanine. Genome Research 10:228-236

16. Mortimer JR, Forsdyke DR (2003) Comparison of responses by bacterio
phage and bacteria to pressures on the base composition of open reading
frames. Applied Bioinformatics 2:47-62

17. Rayment JH, Forsdyke DR (2005) Amino acids as placeholders. Base com
position pressures on protein length in malaria parasites and prokaryotes.
Applied Bioinformatics4: 117-130

18. Lin F-H, Forsdyke DR (2006) Prokaryotes that grow optimally in acid have
purine-poor codons in long open reading frames. (submitted for publication)

Chapter 10 - Exons and Introns

I. Hamming RW (1980) Coding and Information Theory. Prentice-Hall,
Englewood Cliffs

2. FederoffNV (1979) On spacers. Cell 16:687-710

3. Scherrer K (2003) The discovery of 'giant' RNA and RNA processing.
Trends in Biochemical Sciences 28:566-571

4. Gilbert W (1978) Why genes in pieces? Nature 271:50 I

5. Weber K, Kabsch W (1994) Intron positions in actin genes seem unrelated
to the secondary structure ofthe protein. EMBO Journal 13:1280-1288

6. Stoltzfus A, Spencer DF, Zuker M, Logsdon JM, Doolittle WF (1994) Test
ing the exon theory of genes: evidence from protein structure. Science
265:202-207

7. Sakharkar M, Passetti F, Souza JE de, Long M, Souza SJ de (2002) Exlnt:
an Exon Intron Database. Nucleic Acids Research 30:191 -194

8. Blake C (1983) Exons - present from the beginning. Nature 306:535-537

9. Naora H, Deacon NJ (1982) Relationship between the total size of exons
and introns in protein-coding genes of higher eukaryotes. Proceedings of the
National Academy of Sciences USA 79:6196-6200

10. Raible F, et al. (2005) Vertebrate-type intron-rich genes in the marine anne
lid Platynereis dumerilii. Science 310:1325-1326

II. Liu M, Grigoriev A (2004) Protein domains correlate strongly with exons in
multiple eukaryotic genomes - evidence of exon shuffling? Trends in Ge
netics 20:399--403

12. Forsdyke DR (1981) Are introns in-series error-detecting codes? Journal of
Theoretical Biology 93:861-866



380 References and Notes

13. Bernstein C, Bernstein H (1991) Aging, Sex and DNA Repair. Academic
Press, San Diego

14. Williams GC (1966) Adaptation and Natural Selection. Princeton University
Press, Princeton, pp 133- J38

15. Forsdyke DR (1995). A stem-loop "kissing" model for the initiation of re
combination and the origin of introns. Molecular Biology and Evolution
12:949-958

16. Forsdyke DR (1995)Conservation of stem-loop potential in introns of snake
venom phospholipase Az genes. An application of FORS-D analysis. Mo
lecular Biology and Evolution 12:1157- 1165

17. Forsdyke DR. (1996) Stem-loop potential: a new way of evaluating positive
Darwinian selection? Immunogenetics 43: 182-189

18. Forsdyke DR (1995) Reciprocal relationship between stem-loop potential
and substitution density in retroviral quasispecies under positive Darwinian
selection. Journal of Molecular Evolution 41:1022- 1037

19. Zhang C-Y, Wei J-F, He S-H (2005) The key role for local base order in the
generation of multiple forms of China HIV-I BIC intersubtype recombi
nants. BMC Evolutionary Biology 5:53

20. Alvarez-Valin F, Tort JF, Bernardi G (2000) Nonrandom spatial distribution
of synonymous substitutions in the GP63 gene from Leishmania. Genetics
155:1683-1692

21. Bustamente CD, Townsend JP, Hartl DL (2000) Solvent accessibility and
purifying selection within proteins of Escherichia coli and Salmonella en
terica. Molecular Biology and Evolution 17:301 - 308

22. Heximer SP, Cristillo AD, Russell L, Forsdyke DR (1996) Sequence analy
sis and expression in cultured lymphocytes of the human FOSB gene
(GOS3). DNA Cell Biology 12:1025-1038

23. Forsdyke DR (1991) Programmed activation of T-Iymphocytes. A theoreti
cal basis for short term treatment of AIDS with azidothymidine. Medical
Hypothesis 34:24- 27

24. Williams SA, Chen L-F, Kwon 1-1 , Fenard 0 , Bisgrove D, Verdin E, Greene
WC (2005) Prostratin antagonizes HIV latency by activating NF-kappaB.
Journal of Biological Chemistry 279:42008--420 I7 [HIV may have an
Achilles heel, but first latent HIV must be "flushed" from the genome using
"inductive therapy."]

25. Kurahashi 1-1, Inagaki 1-1 , Yamada K, Ohye T, Taniguchi M, Emanuel BS,
Toda T (2004) Cruciform DNA structure underlies the etiology for palin
drome-mediated human chromosomal translocations. Journal of Biological
Chemistry 279:35377-35383



381

26. Lang DM (2005) Imperfect DNA mirror repeats in E. coli TnsA and other
protein-coding DNA. Biosystems 81:183-207

27. Barrette IH, McKenna S, Taylor DR, Forsdyke DR (2001) Introns resolve
the conflict between base order-dependent stem-loop potential and the en
coding of RNA or protein. Further evidence from overlapping genes. Gene
270 :181-189

28. Grantham R (1974) Amino acid difference formula to help explain protein
evolution. Science 185:862-864 [To construct a "PAM matrix", the ob
served frequency of interchanges between two amino acids is divided by the
expected interchanges calculated by multiplying the respective frequencies
of each amino acid in the data set. There being 20 amino acids, a 20 x 20
matrix is generated. Of the 400 values, 20 are on the diagonal and the re
maining 380 are duplicates, so that 190 values form the final matrix. Two
proteins whose amino acid differences generate a low total PAM score
would be held to be closely related evolutionarily.]

Chapter 11 - Complexity

I. Bateson G (1964) The logical categories of learning and communication. In:
Steps to an Ecology of Mind. Paladin, St. Albans (\973) pp 250-279

2. Sibbald PR (1989) Calculating higher order DNA sequence information
measures. Journal of Theoretical Biology 136:475--483

3. Wan H, Wootton JC (2000) A global complexity measure for biological se
quences. AT-rich and GC-rich genomes encode less complex proteins.
Computers and Chemistry 24; 71-94

4. Cristillo AD, Mortimer JR, Barrette IH, Lillicrap TP, Forsdyke DR (200 I)
Double-stranded RNA as a not-self alarm signal: to evade, most viruses
purine-load their RNAs, but some (HTLV-I , EBY) pyrimidine-load. Journal
of Theoretical Biology 208:475--491

5. Forsdyke DR (2002) Selective pressures that decrease synonymous muta
tions in Plasmodium jalciparum. Trends in Parasitology 18:411--418

6. Xue HY, Forsdyke DR (2003) Low complexity segments in Plasmodium
jalciparum proteins are primarily nucleic acid level adaptations. Molecular
and Biochemical Parasitology 128:21-32

7. Pizzi E, Frontali C (2001) Low-complexity regions in Plasmodium falcipa
rum proteins. Genome Research I I:2 18- 229

8. Forsdyke DR (1996) Stem-loop potential: a new way of evaluating positive
Darwinian selection? Immunogenetics43: 182-189

9. McMurray CT, Kortun LV (2003) Repair in haploid male cells occurs late
in differentiation as chromatin is condensing. Chromosoma II I :505- 508



382 References and Notes

10. Suhr ST, Senut M-C, Whitelegge JP, Faull KF, Cuizon DB. Gage FH.
(2001) Identities of sequestered proteins in aggregates from cells with in
duced polyglutamine expression. The Journal of Cell Biology 153 :283-294

II. Tian B, White RJ, Xia T, Welle S, Turner DH, Mathews MB, Thornton CA
(2000) Expanded CUG repeat RNAs form hairpins that activate the double
stranded RNA-dependent protein kinase PKR. RNA 6:79-87

12. Peel AL, Rao RV, Cottrell BA, Hayden MR, Ellerby LM, Bredesen DE
(2001) Double-stranded RNA-dependent protein kinase, PKR, binds prefer
entially to Huntington's disease (HD) transcripts and is activated in HD tis
sue. Human Molecular Genetics 10: 1531-1538

13. Ranum LPW, Day JW (2004) Pathogenic RNA repeats: an expanding role
in genetic diseases. Trends in Genetics 20:506-512

14. Trifonov EN, Sussman JL (1980) The pitch of chromatin DNA is reflected
in its nucleotide sequence. Proceedings of the National Academy of Sci
ences USA 77:3816-3820

15. Schieg P, Herzel H (2004) Periodicities of 10-11 bp as indicators of the su
percoiled state of genomic DNA. Journal of Molecular Biology 343:891 
901

16. Trifonov EN (1998) 3-, 10.5-, 200-, and 400-base periodicities in genome
sequences. Physica A 249:511-516

17. Li W, Holste D (2004) An unusual 500,000 base long oscillation of guanine
and cytosine content in human chromosome 21. Computational Biology and
Chemistry 28:393-399

Chapter 12 - Self/Not-Self?

I. Shaw HW (1866) Josh Billings, His Sayings. Carleton, New York

2. Mira A (1998) Why is meiosis arrested? Journal of Theoretical Biology
194:275-287

3. Johnson J, Canning J, Kaneko 1', Pru JK, Tilly JL (2004) Germ line stem
cells and follicular renewal in the post-natal mammalian ovary. Nature
428:145-150

4. Granovetter M (1983) The strength of weak ties. A network theory revis
ited. Sociological Theory 1:201-233

5. Pancer Z, Amemiya CT, Ehrhardt GRA, Ceitlin J, Gartland GL, Cooper
MD (2004) Somatic diversification of variable lymphocyte receptors in the
agnathan sea lamprey. Nature 430:174-180

6. Zhang S-M, Adema CM, Kepler TB, Loker ES (2004) Diversification of Ig
Superfamily Genes in an Invertebrate. Science 305:251 -254



383

7. Brucke E (1861) Die Elementarorganismen. Sitzungsberichte del' Akademie
del' Wissenschaften Wein, Mathematische-wissenschaftliche Classe 44:381
406

8. Forsdyke DR, Madill CA, Smith SD (2002) Immunity as a function of the
unicellular state: implications of emerging genomic data. Trends in Immu
nology 23:575-579

9. Ohno S (1972) So much "junk" DNA in our genome. Brookhaven Sympo
sium on Biology 23:366-370

10. Plant KE, et al. (200 I) Intergenic transcription in the human l3-globin gene
cluster. Molecular and Cellular Biology 21:6507-6514

11 . Kapranov P, et al. (2002) Large-scale transcriptional activity in chromo
somes 21 and 22. Science 296:916-919

12. Johnson JM, Edwards S, Shoemaker D, Schadt EE (2005) Dark matter in
the genome: evidence of widespread transcription detected by microarray
tiling experiments. Trends in Genetics 21:93-102

13. Darwin C (1871) Descent of Man, and Selection in Relation to Sex. Apple
ton, New York, pp 156-157

14. Cristillo AD, Mortimer JR, Barrette 11-1 , Lillicrap TP, Forsdyke DR (2001)
Double-stranded RNA as a not-self alarm signal: to evade, most viruses
purine-load their RNAs, but some (HTLV-I , EBV) pyrimidine-load. Journal
of Theoretical Biology 208:475--491

15. Wilkins C, Dishongh R, Moore SC, Whitt MA, Chow M, Machaca K
(2005) RNA interference is an antiviral defence mechanism in Caenorhab
ditis e/egans. Nature 436 :1044-1 047

16. Lauffer MA (1975) Entropy-driven Processes in Biology. Springer-Verlag,
New York

17. Levanon EY, et al. (2004) Systemic identification of abundant A-to-I edit
ing sites in the human transcriptome. Nature Biotechnology22:1001-1005

18. Ota T, et al. (2004) Complete sequencing and characterization of 21243
full-length human cDNAs. Nature Genetics 36:40--45

19. Waddington CII (1952) Selection of the genetic basis for an acquired char
acter. Nature 169:278

Chapter 13 - The Crowded Cytosol

1. Kipling R (1891) If. In: Rudyard Kipling's Verse. Inclusive Edition 1885
1918, Copp Clark, Toronto (1919) pp 645

2. Fulton AB (1982) How crowded is the cytoplasm? Cell 30:345-347

3. Wainwight M (2003) Early history of microbiology. Advances in Applied
Microbiology 52:333-355



384 References and Notes

4. Forsdyke DR (1995) Entropy-driven protein self-aggregation as the basis
for self/not-self discrimination in the crowded cytosol. Journal of Biologi
cal Systems 3:273- 287

5. Lauffer MA (1975) Entropy-driven Processes in Biology . Springer-Verlag,
New York (In addition to entropy, "volume exclus ion" may playa role in
some crowding phenomena; see Minton AP (2001) The influence of mac
romolecular crowding and macromolecular confinement on biochemical re
actions in phys iological media . Journal ofBiological Chemistry 276 :I0577
10580.]

6. Forsdyke DR (200 J) Adaptive value of polymorphism in intracellular
self/not-self discrimination. Journal of Theoretical Biology 210 :425-434

7. Moreau-Aubry A, Le Gu iner S, Labarri ere N, Gesnel M-C, Jotereau F,
Breathnach R (2000) A processed pseudogene codes for a new antigen rec
ognized by a CD8+ T cell clone on melanoma. Journal of Experimental
Medicine 191:1617-1 623

8. Goldschmidt R (1940) The Material Basis of Evolution. Yale University
Press , New Haven , pp 266-271

9. Hickman HD, et al. (2003) Class I presentat ion of host peptides following
human immunodeficiency virus infection. Journal of Immunology 171 :22
26

10. Darnell RB (1996) Onconeural antigens and the paraneoplastic neurological
disorders : at the intersection of cancer, immunity and the brain. Proceedings
of the National Academy of Sciences USA 93:4529-4536

II . Pardoll D (2002) T cells take aim at cancer. Proceedings of the National
Academy of Sciences USA 99:15840- 15842

12. Lane C, Leitch J, Tan X, Hadjati J, Bramson JL, Wan Y (2004) Vaccina
tion-induced autoimmune vitiligo is a consequence of secondary trauma to
the skin. Cancer Research 64:1509-1514

13. Heaman EA (2003) St. Mary's. The History of a London Teaching Hospital.
McGill-Queen 's University Press, Montreal , p 322

14. Shull GI-I (1909) The "presence and absence" hypothesis. American Natu
ralist 43 :410-419

15. Forsdyke DR (1994) The heat-shock response and the molecular basis of
genetic dominance. Journal of Theoretical Biology 167:1-5

16. Sangster TA, Lindquist S, Queitsch C (2004) Under cover: causes , effects
and implications of J-1sp90-mediated genetic capacitance. BioEssays
26 :348-362

17. Zinkernagel RM, Doherty PC (1974) Restriction of in vitro T cell-mediated
cytotoxicity in lymphocytic choriomeningitis within a syngeneic or semial
logeneic system . Nature 248 :701-702



385

18. Forsdyke DR (1975) Further implication of a theory of immunity. Journal of
Theoretical Biology 52: 187-198 [The "affinity/avidity" model for positive
repertoire selection presented here is now generally accepted.]

19. Forsdyke DR (1991) Early evolution of MHC polymorphism. Journal of
Theoretical Biology 150:451-456

20. Forsdyke DR (2005) "Altered-self' or "near-self' in the positive selection
oflymphocyte repertoires. Immunology Letters 100:I03- 106

Chapter 14 - Rebooting the Genome

I. Naveira J-1F, Maside XR (1998) The genetics of hybrid male sterility in
Drosophila. In: Howard DJ, Berlocher SH (eds) Endless Forms and Speci
ation. Oxford University Press, Oxford, pp 329-338

2. Delboeuf J (1877) Les mathematiques et Ie transforrnisme. Une loi rnathe
matique applicable a la theorie du transformisme. La Revue Scientifique
29:669-679

3. Bernstein C, Bernstein H (1991) Aging, Sex and DNA Repair. Academic
Press, San Diego, CA

4. Ridley M (2000) Mendel's Demon. Gene Justice and the Complexity of
Life. Orion Books, London, pp 167-20 I

5. Medvinsky A, Smith A (2003) Fusion brings down barriers. Nature
422:823-825

6. Butler S (1914) The Humour of Homer and Other Essays. Kennerley, New
York, pp 209-313

7. Noort V van, Worning P, Ussery DW, Rosche WA, Sinden RR (2003)
Strand misalignments lead to quasipalindrome correction. Trends in Genet
ics 19:365-369

8. Lolle SJ, Victor JL, Young JM, Pruitt RE (2005) Genome-wide non
Mendelian inherence of extra-genomic information in Arabidopsis. Nature
434:505-509

9. Forsdyke DR (200 I) The Origin of Species, Revisited. McGill-Queen's
University Press, Montreal

10. Darwin C (187 I) Descent of Man, and Selection in Relation to Sex. Apple
ton, New York, pp 245-311

II. Haldane JBS (1922) Sex ratio and unidirectional sterility in hybrid animals.
Journal of Genetics 12:101-109

12. Coyne JA (1992) Genetics and speciation. Nature 355:511-515

13. Forsdyke DR (1995) Fine tuning of intracellular protein concentrations, a
collective protein function involved in aneuploid lethality, sex
determination and speciation. Journal of Theoretical Biology 172:335-345



386 References and Notes

14. Chandley AC, Jones RC, Dott HM, Allen WR, Short RV (1974) Meiosis in
interspecific equine hybrids. I. The male mule (Equus asinus X E. cahal
Ius) and hinny (E. cabaffus X E. asinusi. Cytogenetics and Cell Genetics
13:330-341

15. Vries H de (1889) Intracellular Pangenesis. Open Court, Chicago, (1910)
pp 18-19

16. Darwin C (1851) A Monograph on the Subclass Cirripedia, vol. I. The Ray
Society, London, pp 281-293

17. Bateson W (1922) Evolutionary faith and modern doubts. Science 55:55
61

18. Goldschmidt R (1940) The Material Basis of Evolution, Yale University
Press, New Haven, pp 233-236

J9. Forsdyke DR (2000) Haldane's rule: hybrid sterility affects the het
erogametic sex first because sexual differentiation is on the path to species
differentiation. Journal of Theoretical Biology 204:443-452

20. Romanes GJ (1886) Physiological selection: an additional suggestion on
the origin of species. Journal of the Linnean Society (Zoology) 19:337-411

21. Romanes GJ (1897) Darwin, and After Darwin: 3. Isolation and Physio
logical Selection. Longmans Green, London

22. Koller PC, Darlington CD (1934) The genetical and mechanical properties
of the sex chromosomes. I. Rattus norvegicus. Journal of Genetics 29:159
173

23. Montoya-Burgos JI, Boursot P, Galtier N (2003) Recombination explains
isochores in mammalian genomes. Trends in Genetics 19:128- 130

24. Willard HF (2003) Tales of the Y chromosome. Nature 423 :810~813

25. Warburton PE, Giordano J, Cheung F, Gelfand Y, Benson G (2004) In
verted repeat structure of the human genome: the X chromosome contains
a preponderance of large, highly homologous inverted repeats that contain
testes genes. Genome Research 14:1861-1869

26. Ironside JE, Filatov DA (2005) Extreme population structure and high in
terspecific divergence of the Silene Y chromosome. Genetics 171 :705- 713

27. Bachtrog 0 (2003) Adaptation shapes patterns of genome evolution on
sexual and asexual chromosomes in Drosophila . Nature Genetics 34:215
219

28. Carrel L, Cottle AA, Goglin KC, Willard HF (1999) A first-generation X
inactivation profile of the human X chromosome. Proceedings of the Na
tional Academy of Sciences USA 96:14440-14444



387

29. Forsdyke DR (1994) Relationship of X chromosome dosage compensation
to intracellular self/not-self discrimination : a resolution of Muller's para
dox? Journal of Theoretical Biology 167:7-12

Chapter 15 - The Fifth Letter

I. Bateson W (1924) Letter to G. H. Hardy . Bateson Archive, Cambridge Uni
versity

2. Johnson TB, Coghill RD (1925) The discovery of 5-methyl-cytosine in tu
berculinic acid , the nucleic acid of the tubercle bacillus. Journal of the
American Chemical Society 47 : 2838-2844

3. Bird A (2002) DNA methylation patterns and epigenetic memory. Genes
and Development 16:6-21

4. Galagan JE, Selker EU (2004) R[P: the evolutionary cost of genome de
fence . Trends in Genetics 20:417--423

5. Takai D, Jones PA (2002) Comprehensive analysis of CpG islands in hu
man chromosomes 21 and 22. Proceedings of the National Academy of Sci
ences USA 99: 3740-3745

6. Krieg AM (2002) CpG motifs in bacterial DNA and their immune effects.
Annual Reviews oflmmunology 20:709-760

7. Fraga MF, et al. (2005) Epigenetic differences arise during the lifetime of
monozygotic twins. Proceedings of the National Academy of Sciences USA
102:10604-10609

8. Surani MA (200 J) Reprogramming of genome function through epigenetic
inheritance. Nature 414 : [22-127

9. Holmgren C, Kanduri C, Dell G, Ward A, Mukhopadhya R, Kanduri M,
Lobanenkov V, Ohlsson R (200 I) CpG methylation regulates the /gf2/H /9
insulator. Current Biology 11 : 1128-1130

10. Bateson W, Pellew C (1915) On the genetics of "rogues" among culinary
peas (Pisum sativum). Journal of Genetics 5: 15-36

11. Stam M, Mittelsten Sche id 0 (2005) Paramutation: an encounter leaving a
lasting impression. Trends in Plant Science 10:283-290

12. Pembrey ME, Bygren LO, Kaati, G, Edvinsson S, Northstone K, Sjostrom
M, Golding J (2006) Sex-specific, male-line transgenerational responses in
humans. European Journal of Human Genetics 14:159-166

Epilogue - To Perceive in Not To Select

1. Eliot G (1876) Daniel Deronda. William Blackman, London ; Eliot G (1879)
Impressions of Theophrastus Such . Blackwood, Edinburgh [These were
Eliot's last major works. Eliot's partner was George Lewes , who with Ro-



388 References and Notes

manes and Michael Foster, played a major role in establishing the Physio
logical Society. Rornanes, who attacked Butler venomously, was one of
those privileged to attend Eliot's "court" at The Priory on Sunday after
noons. Butler probably served as a model for one of the friends of Theo
phrastus who, like Butler, antagonized Grampus (Darwin), and spoke of
humans being superseded by machines (see anonymous review of Romanes'
Mental Evolution in Animals, in The Atheneum (March l", 1884, pp 282
283). In an article in Nineteenth Century (1890) Romanes pointed to Theo
phrastus as "the earliest botanist whose writings have been preserved."]

2. Chargaff E (1978) Heraclitean Fire. Sketches from a Life before Nature.
Warner Books, New York [After being prematurely "retired," Chargaff ob
tained some laboratory space at the Roosevelt Hospital, New York, until
1992.]

3. Forsdyke DR (2000) Tomorrow's Cures Today? Harwood Academic, Am
sterdam

4. Wilszek F, Devine B (1987) Longing for the Harmonies. Norton, New
York, pp 111 ,209

5. Kant I (1781) The Critique of Pure Reason. Guyer P, Wood AW (eds)
Cambridge University Press, Cambridge (1998)

6. Haldane JS (1891) Letter to Louisa Trotter. 3 December. In: Romano T
(2002) Making Medicine Scientific. John Burdon Sanderson and the Culture
of Victorian Science. John Hopkins University Press, Baltimore (2002), pp
128

7. Darwin C (1868) Letter to Allred Wallace. 27 February. In: Darwin F, Sew
ard AC (eds) More Letters of Charles Darwin. John Murray, London(1903),
pp 301

8. Olby RC (1966) Origins of Mendelism. Schocken Books, New York [They
may have been unaware of Mendel, but in 1876 in an article in Nature E. R.
Lankester drew the Victorians' attention to the work of Ewald Hering.]

9. Dawkins R (1983) Universal Darwinism. In: Bendall DS (ed) Evolution
from Molecules to Man. Cambridge University Press, Cambridge, PP 403
425

10. Forsdyke DR (200 I) The Origin of Species, Revisited. McGill-Queen's
University Press, Montreal

II. Gould SJ (1982) The uses of heresy. Forward to reprint of: Goldschmidt R
(1940) The Material Basis of Evolution. Yale University Press, New Haven,
pp xiii-xlii

12. Gould SJ (1980) Is a new and general theory of evolution emerging? Paleo
biology 6: I 19- 130



389

13. Gould SJ (2002) The Structure of Evolutionary Thought. Harvard Univer
sity Press, Cambridge, MA, pp 1002-1003

14. Forsdyke DR (2004) Grant Allen, George Romanes, Stephen Jay Gould and
the evolution establishments of their times. Historic Kingston 52:94-98

15. Smith, JM (1995) Genes, memes and minds. The New York Review of
Books 42: no. 19, pp 17-19 [The terms "ultra-Darwinian" and "neo
Darwinian" were used by Romanes to disparage Wallace's and Weismann's
inflexible advocacy of the power of natural selection.]

16. Tooby J, Cosmides L (1997) [A letter to the editor of The New York Review
of Books that was not accepted for publication: see
http://cogweb.ucla.edu/Debate/]

17. Adams MB (1990) La genetique des populations etait-elle une genetique
evolutive? In: Fischer J-L, Schneider WH (eds) Histoire de la Genetique, pp
153-171. ARPEM, Paris [See also: Adams MB. Little evolution, big evolu
tion. Rethinking the history of population genetics. (Personal communica
tion, 2003)]

18. Provine WB (1992) Progress in evolution and the meaning of life. In: Wa
ters CK, Heiden A van (cds) Julian Huxley, Biologist and Statesman of Sci
ence. Rice University Press, Houston, pp 165-180

19. Bateson P (2002) William Bateson: a biologist ahead of his time. Journal of
Genetics 81: 49-58

20. Butler S (\914) The Humour of Homer and Other Essays. Kennerley , New
York, pp 245-313

21. Galison P (2003) Einstein's Clocks, Poincare's Maps: Empires of Time.
Norton, New York

22. Butler S (1985) The Notebooks of Samuel Butler. Jones HF (ed) Hogarth
Press, London, pp 360-378

23. Barber B (\ 961) Resistance by scientists to scientific discovery. Science
134:596-602

24. Sacks 0 (200 I) Uncle Tungsten. Knopf, New York, pp 104-105

25. Hook EB (2002) Prematurity in Scientific Discovery. On Resistance and
Neglect. University of Califomia Press, Berkeley

26. Dawkins R (2003) A Devil's Chaplain: Reflections on Hope, Lies, Science
and Love. Houghton Mifflin, Boston, p 48

27. Fisher RA (\ 932) Letter to T. H. Morgan. In: Bennett JH (ed) Natural Selec
tion, Heredity and Eugenics. Including Selected Correspondence of R. A.
Fisher with Leonard Darwin and Others. Clarendon Press, Oxford (1983), p
239



390 References and Notes

28. Somerville MA (2002) A postmodern moral tale: the ethics of research rela
tionships. Nature Reviews Drug Discovery 1:316-320 [Somerville's point
was also independently made in the Globe and Mail of Toronto by myself
(May 5, 2001) and John PoJanyi (July 7, 2005), and in a letter to Science
(2005) by forty Canadian scientists. Commenting on the latter Polanyi re
marked: "What is excellent ... is a revelation. It is precisely because it sur
prises us that it is resistant to being planned. To find 40 scientists willing to
challenge authority is also a surprise. Canadian science is coming of age."]

29. Huxley AL (1931) Letter to R. A. Fisher. In: Bennett JH (cd) Natural Selec
tion, Heredity and Eugenics. Including Selected Correspondence of R. A.
Fisher with Leonard Darwin and Others. Clarendon Press, Oxford (1983), P
220

30. Forsdyke DR (1966) Letter to Editor. Survival 8:36

31. Forsdyke DR (1969) Book review. Survival II: 69-70

32. Roll-Hansen N (2005) The Lysenko effect: undermining the autonomy of
science. Endeavour 29:143-147

33. Nirenberg M (2004) Historical review: deciphering the genetic code -- a per
sonal account. Trends in Biochemical Sciences 29:46-54

34. Meadows AJ (1972) Science and Controversy. A Biography of Sir Norman
Lockyer. MIT Press, Cambridge, p 209-237

35. Punnett RC (1950) Early days of genetics. Heredity 4: 1-10

36. Bennett JH (1983) Notes. In: Natural Selection, Heredity and Eugenics. In
cluding Selected Correspondence of R. A. Fisher with Leonard Darwin and
Others. Clarendon Press, Oxford, p 118

37. Forsdyke DR (2003) William Bateson, Richard Goldschmidt, and non-genic
modes of speciation. Journal of Biological Systems 11 :341-350

38. Forsdyke DR (2004) Chromosomal speciation: a reply. Journal of Theoreti
cal Biology 230:189- 196

39. Orr HA (2000) In: Crow JF, Dove WF (cds) Perspectives in Genetics. An
ecdotal, Historical and Critical Commentaries 1987-1998. University of
Wisconsin Press, Wisconsin, pp 555-559

40. Cove D (2002) Book review. Genetics Research 79:265

41. Voltaire (1770) Letter to F. L. H. Leriche. 6th February. In: The Complete
Works of Voltaire, Vol 120. The Voltaire Foundation, Banbury, 1975, p 18
[The full translation reads: "The number of wise men will always be small.
It is true that it is increasing, but it is nothing compared with the number of
fools and, although they say it is regrettable, God is always for the big bat
talions. It is necessary that honest people quietly stick together. There is no
way their little force can attack the host of the closed-minded who occupy
the high ground."]



391

42. Eliot G (1874) Middlemarch. A Study of Provincial Life. Haight GS (ed).
Houghton Mifflin, Boston (1956) P 6 J3

Appendix 3 - No Line?

I. Rushdie S (2003) Step Across the Line. Random House, Toronto

2. Gould SJ (1999) Rocks of Ages . Science and Religion in the Fullness of
Life. Ballantine, New York

3. Ruse M (2001) Can a Darwinian be a Christian? The Relationship between
Science and Religion. Cambridge University Press, Cambridge

4. Jones HF (1919) Samuel Butler. A Memoir. Macmillan, London

5. Bateson W (1889) Letter to his future wife. J3lh January. The William Bate
son Archive, Un iversity of Cambridge

6. Machiavelli N (1950) The Prince and the Discourses. Random House , New
York

7. Huxley TH (1948) Selections from the Essays. Huxley. Castell A (ed) AHM
Publishing, Northbrook

8. Forsdyke DR (2001) The Origin of Species, Rev isited . McGill-Queen 's
University Press , Montreal

9. Wilczek F, Devine B (1987) Longing for the Harmonies. Norton, New York

10. Crick F (1988) What Mad Pursuit. Basic Books , New York

II . Dawkins R (1986) The Blind Watchmaker. Longman, Harlow, p ix

12. Chardin PT de (1959) The Phenomenon of Man. Collins, London

13. Butler S (1985) The Notebooks of Samuel Butler. Jones HF (ed) Hogarth
Press, London , pp 59, 299

14. Huxley TH (1896) Darwiniana Essays. Macmillan, London, pp 447-475

15. Shakespeare W (1599) Julius Caesar. In: Rowse AL (ed) The Annotated
Shakespeare. Orbis, New York ( 1988)



Index

A
A Devil's Chaplain by Dawkins, 368
A Short History ofGenetics by Dunn,

XIX
academic

cloister, 350
discipline, 63
haven , 4
ivory tower, 330
mule, 65
sterility, 64
suicide, 334
tic with industry , 333

accent
as class barrier, 51
as secondary information, 132
of genes, XVI
of genomes, XVI

Achilles heel
of AIDS virus, 217, 380
of humans , 217

action
consciousness of, 8
instinctual (innate), 9, 22

adaptation
countermanding, 256
faci litatory,256
low complexity segment as, 237
of DNA to high temperature, 177
simultaneous, 59
to expla in intra-strand pair ing, 89
treadmill of, 198

Adaptation and Natural Selection by
Williams, 176

adenovirus, XI
agency

as designer, 23

base compos ition as, 176
cause of geographical isolation as,

159
internal or external , 23
natural selection as, 56, 176
secondary informat ion as, 57

aggregation
increase with temperature , 269, 276
specificity of 274

aging
and cancer, 280
as a failure to repair DNA, 300
Butler on, 300
in cultured cells , 354

AIDS virus
Achilles heel of, 217
as a low (G+C)% species , 166
copack aging of genomes of, 165
copackaging signal of, 217
dimer initiation sequence of, 165,

217
evolutionary strategy of, 164
flushing from reservoirs, 217
genome of, 27
latency of, 27
overlapping genes of, 219
pandemic of, XI
positive selection of, 215
stem-loop potential of, 214
superinfection time-w indow of, 376
therapy of, 164

alarm
amplification of, 252
by double-stranded RNA, 268
triggered by antigen-antibody

interaction, 254
universal code for, 345



394

Alexandria
library of, IX, 56

allele
adaptation to isochore, J71
and recombination repair, 169
meaning of term, 144

allopatry, 158,327, See geographical
isolation

allotment of characters, 19,34
altruism

by virus-infected cell , 257
Darwin's problem with, 262

amino acid
as building block, 276
as letter in a protein, 49
as placeholder, XVII, 197,204,230,

235,237
hydrophilic, 128
hydrophobic, 128
letter code for, 126
not optimum for protein, 155
preferred in AG-rich gene , 204
preferred in AT-rich genome, 155
preferred in GC-rich genome, 155
sets related by one-step mutation,

128
amoeba. See protozoa

contrasted with a ciliate, 257
living molecules in, J I
organelles of, 24
sophistication of: 24

An examination of Weismannism by
Romanes,17

antibody
as cross-linking agent, 275
intracellular repertoire of, 261
repertoire host-specific, 255
repertoire purged, 254
repertoire purged in somatic time,

255
response, 254
six steps in production of, 254
strength of antigen-binding by, 255
variable and constant regions of, 258
variable genes for, 255
Y-shaped, 275

antigen
as a moving target, 164
as a not-self marker, 254
at pathogen surface, J3 I
intracellular, 258
paternal in embryo, 253, 255

antigenic determinant
as a not-self marker, 254
introduction of the term, 276

anti-recombination
activity not localized, 304
and multiple sex-determining genes,

305
as key to speciat ion, 303

apoptosis, 284
control in multicellular organisms,

259
in protozoa, 257
role of mitochondria in, 119
triggering of, 286

archaea, 108, 177, 178,207
Aristotle, 5, 47
arms race, 208 , 212, 214

intracellular, 259, 317
with forgers, 45

arrangement
as source of meaning, 149
of body parts , 124
of chromosome constituents, 148
of elements, 6
of molecules, 17
phenomenon of, 19

autoimmune disease, 260, 283
Avery, 0, 149
B
bacteriophage

detected as not-self, 316
microisochores in, J72
paradox of: 92

Baisnee, P-F, 84
Ball, A, 92
barnacle, 306
barrier

linguistic, 51
need to breach, 63
postzygotic, 140, 151



prezygotic, 151
reproductive, 51
retained in retrovirus, 164
successive, 140, 167, 176
three fundamental isolating, 151
to foreign pathogen, 258
to recombination, occurs first, 175
transience 0 f, 164

base
cluster of. See base cluster
combinations of two out offour, 229
complementary duplets, 73
complementary triplets, 73
composition of. See base

composition
conserved (evolving slowly), 131
deamination of cytosine, I ] 9,297,

319,320
departure from cquifrequcncy of,

230
methylated,90
methylcytosine, 297, 315
mispairing, 294
non-conserved (evolving rapidly),

131
non-Watson-Crick pairing of, 294
order of. See base order
outward-looking, 160
stacking of, 33, 100, 129,269
symbols for, 32
TG mispairing, 319
trade-offs between, 200
unusual in DNA, 294, 297
unusual in tRNA, 90

base cluster
and purine-loading, 107
and transcription direction, 106
cluster of clusters, ]06
distinctive profile of, 105
level of selection for, 115
violation of second parity rule by,

106
base composition, 343

and growth temperature, 205
as affecting amino acid composition,

]55

Index 395

as basis of reaction pattern, 309
as determiner ofn-tuple frequency,

80
as predictor of folding energy, ]63
average for a species, 188
dependent component of CG

frequency, 32]
dependent component of stem-loop

potential (FORS-M), 95, 97, 163
differences affect stem-loop

extrusion, 16]
in phylogenetic analysis, 156, 164
major role of S-bases in folding, 163
of two main species groups, 155
pressure on amino acid composition

by, 196
pressures by two bases, 229
profile for a sequence, 109
same in both strands, 72

base order, 343
as determiner of n-tuple frequency,

80
dependent component of CG

frequency, 32 I
dependent component of stem-loop

potential (FORS-D), 95, 241
bat,41 ,256
Bateson, G, 59, 327

photo of, 60
Bateson, P, 328
Bateson, W

agreement with Butler, 124
agreement with Romanes, 146
and enzymes, 18
and the rogue phenomenon, 323
and wax model, 17
as pioneer, XII, 4
character of the man, 332
character units of, 18, 55
detractors of, 326, 334
disagreement with Darwin, 8, 146,

326
on Butler, 8, 16
on discreteness of species, 57
on genetic factors, 18
on non-genic variation, 157



396

on religion, 348
on residue, concept of, 147, 159, 373
on sex and speciation, 306

bean bag genetics, 124
Bechamp, A, 273
Bernardi, G

and classical isochores, 167, 174
and genome phenotype , 135

bias
in research support, 4, 333
of codon. See codon bias
of dice , 23

Bibb, M, 172
binary digit, 40 , 226, 343
binomial distribution, 87, 145
bioinformatics

for phylogeneti cs, 63, 227
gene-centred, 3
the new, XIII , XIX, 3, 5, 197, 227

biological
ent ities, 28
information transfer , 60
problem s solved by Butler , 26
role of secondary informati on, 50
theory need s chemical underpinning,

149
bird, 256 , 26 1

DNA content of, 41
migration of, 10
nest-makin g by, 10

blending
inherit ance , 141
inheritance when traits are

multigenic, 145,307
not with the sexual character, 142
of characters, 59, 308
of gene s and genomes, 174

BLOSUM matrices, 223
Bok, C, 71
Brave New World by Huxley, 333
Brenner, S, X, XII
British Museum, 8
Briicke, E, 256
Buffon, G LL, 331, 359
Bultrini, E, 83
Butler, S

and elements of language, 20
and natural penetration, 16,28
and the ordin ary Darwin ian

argument, 123
as author of Erewhon, 8
as challeng er of authority, 8
as far from ivory tower, 330
as model for a friend of

Theophrastus, 388
as regarded by Bateson , 8, 16
as shifter of perspective, 8
his frustration by Roman es, 10
his genius , 22
his need to self-publish, 334
his revulsion at natural selection, 24
known of by Eliot, 329
Lamarck ian viewpoint of, 24
not understood by establi shment, 25
on aging, 300
on concealin g meaning, 331
on egg and hen, 8
on evolut ion of machines, 22
on history, XIV
on hybr id inviability, 64
on hybrid ster ility, 65
on memo ry runn ing a gemmule, 22
on non-b lend ing of sex characters,

142
on purpo se of life, 355
on sexual reproduction , 52
on species limits, 53
on variation as the or ig in of species,

23
portrait of, 7

C
cancelling

of epigenetic states, 323
of memories, 13

cancer
as disea se of post-re productive life,

280
as loss of population size

homeostasis, 284
as result of oncogene mutation, 280
cure of, X
display of self by cancer cells, 283



oncogene, 2 16
onco prote in, 102

carbohydrate as macromolecule, 2 1
cat as a mat sitter, 29, 70
cattle plague, 14
cell

as an elementary organism, 256
as an immune system, 258
cyc le of mitot ic division, 298
death at home or in exile, 284
death by apoptos is, 284
death by necrosis, 284
division as alloting characters, J9
meiotic divis ion of. See meiosis
mitotic division of, 298
population size homeostasis, 284
red blood (ery throcyte), 274
regeneration from stem-ce lls, 28 J

cerebral
alterat ions , 22, 25
eve nt, 262
wiring, 22

chaperone. See molecular chaperone
character

antigenic, 252
assort ment among child ren, 148
blending of, 308
dilution ofa new, 59
domi nant and recessive, 141
hereditary and observed, 16
induc ible, 27
un igenic or mult igenic, 142
unit as defined by Bateson, 18

Chardin, PT, 352
ChargatT, E

as discoverer, XV
cluster rule of, XV
cumul ative difference (skew)

analys is, 113
difference (skew) analysis, 107
difficult ies of, 334, 388
first parity rule of, XV, 3 1
GC- rule of, XVI, 155
his interest in base cluste ring, 115
precision of his seco nd parity rule,

87

Index 397

ratio of bases in single strand, 84
second par ity rule of, XV, 72, 85,

163, 196,301
second pari ty rule violation, 108,

119, 162, 226
Chen, J-H , 163
chicken. See bird, See hen

inborn capacity of, 9
intron size di fferent from human, 42

chromosome
19 of humans, 79
as reac tion sys tem. See reaction

system
asso rtment of at meiosis, 160, 296
conjugat ion by homologues, 159
dele tion as macromut ation, 148
dipl oidy of, 43
disappearance in non-d ividing ce lls,

147
dosage compensation, 309
duplication as macromutation, 148
Go ldsc hmidt's model of, 147
haploidy of, 43
heteromorphy of X and Y, 306
homomorphy of X and Y, 304
incompatibility at meiosis, 149
inversion as macromutation, 148
linear pattern of, 150
mechanism of inact ivation, 3 12
meiotic divi sion of, 253
number of sterility factors on, 309
pseudoautosomal reg ion of, 308
repatterning of, 6 1, 148, 307
thread-l ike appearance of, 298
transposition as macromut ation, 148
transposition involving palindrom es,

2 17
class

barriers between, S J

blend ing or non-blend ing character,
145

dangerous or non-dangerous, 25 1
friend or foe, 25 1
harm ful or non-harm ful, 255
of adverse event , 44
of genotypic change, 6 1



398

of macromolecule, 21
of transcript, 271

Clausen, R, 166
clonal packets, 53
cluster

of bases. See base cluster
of data points, 321

code
a genetic, 19
as an agreed convention, 20, 47
degeneracy of, 50, 127
dimensions of, 47
for both base composition and order,

345
general or individual-specific, 345
needed to obtain meaning, 47, 345
plasticity of, XVI, 135
the genetic, 126

codon
and translation rate, 187
bias as a dialect, 187
bias as non-random, 185
bias as secondary, 188
bias at functionally unimportant

sites, 171
bias not driven at translational level,

167
bias, species specificity of, 185
cooperation between positions of,

195
for starting protein synthesis, 127
for stopping protein synthesis, 127,

186
in mRNA, 90
multiple reading frames for, 130
position plot, 189, 191
position plots as context-

independent, 193
reading, accurate and rapid, 133
switch-over point, 193
synonymous sets of, 186
third position, as control, 188, 235
third position, independence of, 190,

193
third position, not encoding amino

acid, 127

tissue-specific usage of, 174
translation rate, 110

coevolution
of prey and predator, XVII
of proteins in common cytosol, 280

complexity. See low complexity
segment
low at protein surface, 260
measurement of, 225
of explanation, 349
of language, 149
of psychomotor activity, 9
related to compressibility, 226
related to entropy, 226
related to uncertainty, 226
scale of, 352

conflict
between genomes, XVII
between mRNA structure and

coding, 93, 102, 103
between parental genomes, 322
intrinsic and extrinsic, 70
resolution of, 28, 183
within a genome, 302

consciousness
as named function, 347
of action, 8

conservation
as premise of phylogenetic analysis,

63
low in unclassified transcripts, 271
not an absolute index of

functionality, 261
ofexon more than intron, 42
of intron more than exon, 214
of phenotypic and genotypic

functions correlated, 153
context

codon position plots independent of,
193

cues that specify, 60
continuity

of genetic factors, 18
of the germ-plasm, 16,20

conventional phenotype, XVI, 21, 51
related to natural selection, 62, 158



reproductive isolation favors change
in, 179

copying
from a template, 34
of DNA information, 34
of pattern, 38
of vibrations, 13

correlation between different types of
mutation, 137

CpG island
and self-complementarity ofCG,

297
associated with Alu, 263
location near promoter, 319
major and minor, 320
no suppression of CG frequency in,

320
to identify hidden transcriptome, 262

Crick, F, IX, XV
and DNA structure, 31, 328
his questioning of natural selection,

40
his unpairing postulate, 40, 160
his view on hybrid sterility, 64

Crookes, W, 14
crowded cytosol

and volume exclusion, 384
as conducive environment, XVII,

117
early appearance in evolution, 273

Cumulative skew. See Chargaff
cumulative difference analysis

D
Darwin, C, IX, 326

and Lamarckism, 26, 373
and latency, 27
and the hybrid sterility problem, 151
as a unique individual, 197
as model for Grampus, 388
Butler's commentary on, 26, 330
caveat of, 139
his disparagement of collecting and

classifying, 4
his theory of natural selection, 24
his theory of pangenesis, 16, 52

Index 399

his understanding of information
concept,S

on evolution not saltatory, 179
on formative matter, 6
on language (as mcme), 29
on role of external conditions, 124
questioned by Bateson, 146
recognition of material basis of

heredity by, 14
work of, 3

Darwin, E, 359
Darwin, F, 65
Dawkins, R

and selfish genes, IX
criticism of Bateson by, 326
criticism of Gould by, 327
on concealing meaning, 331
on genes and bodies, 8
on group selection, 157
on meme concept, 368

de Vries, H
hierarchical elements distinguished

by, 17
his anticipation ofmRNA, 147
his naming of gemmules as pangens,

16
development

and orthogenesis, 24
as expression of a program,S
as programmed gene expression,

310,323
as recall of memory, 8
Butler's view on, 8, II , 12,24
genes affecting, 50
Hering's view on, 19
hybrid inviable when it fails, 151 ,

253,303
Mendel's view on, 6
of immunological repertoire, 259,

288
of language,S
role of "formative matter" in, 6
role of imprinting in, 322
stress-induced phenocopies during,

282



400

switches in, by ephemeral proteins,
281

dice , 23
differentiation

among codon positions, 190
between species, 157, 198
functional, depends on

recombinational barrier, 175
functional, involving first and

second codon positions, 171, 194
of a duplicated gene, 170
of an isochore, 176
of chromosomes disrupts meiosis,

312
of genes as microisochores, 191, 196
of sex chromosomes, 312
of sexes, 304,306, 3 10
of sexes and species compared, 307,

308
within a species, 50, 158, 167

dinucleotide
expected versus observed frequency

of,32 1
frequency and immune defenses,

320
recognition by methyl transferase,

3 15
self-complementary, 74, 81,3 16
species-specific frequency of, 320

diploidy
and character assortment, 144
and chromosomes, 43
as adaptation for error-detection,

165, 295
in retroviruses, 164

discontinuity
in DNA strand synthesis, I 14
in variation, 57
non-genic, 59
understanding of term, 57

disorder
in our lives, 44
in the universe, 39
related to entropy, 268

divergence
as branching evolution, 139, 150

between camel and pig, 123
between HIV and HTLV, 165
between mouse and rat, 135, 153
between twins, 322
controlled by genome phenotype,

179
essential precondition for, 158
from ancestral sequence, 132
more at third codon positions, 171
represented as inverted Y, 139
thwarted by gene conversion, 167,

171
DNA

accent of, XVI, 49, 50, 159
adaptation for stability at high

temperature, 177
alphabet of: 30
and protein divergences compared,

135
antiparallel strands of, 74
archive, 4
as a binary string, 40
as a text, 34
as containing life history, 14
as enzyme substrate, 103, 185, 198
as language, XII, 49, 60
as living, 14
as polynucleotide, 36
breakage by sheering, 172
damage,39, 165, 294,295,299,300,

301,3 12
depurination of, by acid, 105, 147
dinucleotides in, 74, 100
discovery as nuclein, 293
double helix model of, 33
duplex hemimethylation, 3 18
five prime end of, 73
G-T mismatch in, 30 1
in sea water, 83
inconstancy drives protein treadmill,

104
interacting proteins are on a

treadmill, 198
inversion of a segment of, 39
j unk, XVI, 63, 2 11,26 1,262,268
knotting of, 11 4



long range interactions in, 30 I
melt ing of duplex, 269
methylation to inact ivate X-

chromosome, 312
natural or artificial sequences of: 346
negative supercoiling of, 114, 16 1,

177
passage to maintain

intergen erational consciou sness,
348

polymerase. See DNA polymerase
post-synthetic modification of, 316
promiscuity of, 39
recombination of. See recombi nation
redundancy in, XV, 43, 44, 293 , 308
repair of, 34, 38, 119, 126, J98, 211,

294, 300, 30 1, 319, See
recombination repair

repeats in. See repeats
repetitive elements of, 44, 262
replication origin in, 110
rever se and forward sequence

complements in, 75
separation of fragment s of, 172, 317
sequences recogni zed by proteins,

184,198
stem-loop potent ial in. See stem-

loop potenti al
strand. See strand
symmetry principle , 75
synthesis. See replicat ion
terminology of repair and correction

of, 299
three fundamental characteristics of,

105
three prime end of, 73
topoisomerase, 114
transposition of a segment of, 39
trinucleotides in, 76
uncoiling of, 114
vulnerability to heat, 177

DNA polymerase
collision with RNA polymerase, 114
direction of movement of, 110, 114
identification of, 34
origin recognit ion by, 110

Index 40 1

repair thwarted by, 295
dog, 50,77,198
dominance

as opposed to recessive, 287 , 303
degree of, 59
incomplete, 144

double-stranded RNA
as interferon inducer, 265
as intrace llular alarm, XVII , 245,

259,270
dependen t kinase (PKR), 265
formation of, 117,265,267
in Huntington ' s disease, 245
in intracellular self/not-self

discrimination, 265
dwarfism, 59
E
Einstein, A, 63, 329, 330, 349
elements

of langu age, 20
permutation of, 6
three hierarchically arranged, 17

Eliot, C, 325, 329, 332, 335, 364 , 387
embryo

as antigen source, 253
as passive information rec ipient, 8
as remembering , 8

energetics
of fold ing, 110
of helix formation, 100
of rouleau formation , 275
of supercoiling, 114

English
cockney version of, 48
language, XVIII, 48
names have characteri stic n-tuple

freque ncies, 82
pidgin version of, 70
telegram to China, 20

entropy
and water , 269
as driver of chemical change, 273
as force, 268 , 276
increas e with temperature , 33, 269
related to complexity, 226
work done by, 268



402

Entropy-Driven Processes in Biology
by Lauffer, 268

environment
as cause of early death , 300
as ecological niche, 197
colocal ization in, 59
contribution of incipient species to,

158
demands of, contested, 155
induced phenocopy product ion, 288
mnemetic engrams from , 368
of host anticipated by virus , 282
permissive for peptide display, 281
reproductive, 135, 157, 159
selects for survival, 92
temperature of, 205
that does not match species, 57
total DNA from, 82
track ing change in, 4, 21
uniformity of intracellular, 280

enzyme
active site of, 13 1
as a machine, 21
as an executive element, 17
as ferment, 17, 273
as producer of color, 17
dicer, 265
for DNA repair, 294
kinase as phosphate donor, 265
ligase , 39, 112,266
loss of activity by aggregation, 276
methy I transferase, 315
nuclease, 101, 3 16, 3 17
protease, 39
purification, 273
restriction, 316
reverse transcriptase, 271
ribonuclease, 266
RNA-dependent RNA polymerase,

265
solubilization of, 273
topoisomerase, 114

epigenetic inheritance, 3 16
Epstein-Barr virus

as episome, 268
latency of, 231

Erewhon by Butler, 8
error

catastrophy, 165
compounding of, 295
correction of, 30, 64, 211
detection of, 30, 53
in type-setting, 29

error-checking
needs redundancy, 53
not in AIDS virus , 164
role of non-message sequence in,

211
Escherichia coli, 81, 82, 345

CG dinucleotide frequency of, 321
codon posit ion plot of, 192

eukaryote
codon position plot of, 195
definition of, 207
has common ance stor with

prokaryote, 172
evolution

and the future of humankind, 354
branching, between species, XVI
concerted, 168, 171
dichotomies in term inology of, 62
essence of problem of, 187
general theory of, 327
linear, within a species, XVI
of organic from inorgan ic, 351
parallel among viruses, 138
rate and stem-loop potential, 215
rate of, 131

evolutionary bioinformatics. See
bioinformatics, the new
agenda of, XII
emergence of, X
founder of, 187
goals of, XIII, 227
task of, XIII

exon
location in DNA, 83
oligonucleotide parity in, 83
size range of, 209
size same in birds and humans, 42

extremophiles, 176



F
facts

and speculation, XIV
Darwin as arranger of, 26
democracy of, 329
in theoretical work, 328
judging correctness of, 331
new way of looking at, 330
simplest explanation of, 63
to be explained, 349

fat as macromolecule, 21
feather

evolution of, 256
pigment of, 18
principle, 349

ferment
as enzyme, 17
power to produce, 18

fine-tuning
of intracellu lar antibody repertoire,

261
of molecular concentration, 45
of prote ins in a common cytosol,

280
to narrow frame of reference, 279

finger
supernumary, 23, 59, 124

first parity rule. See Chargaff, E
Fisher, R, 123, 332, 334
Fitch, W, 135
folding

energetically equivalent patterns of,
110

of randomized sequence (FORS), 98
of randomized sequence difference

(FORS-D),98
of randomized sequence mean

(FORS-M), 98
path followed, 110

formative matter, 6
Foster, M, 387
Frontali, C, 236
fruit fly

CG dinucleotide frequency of, 321
hybrid sterility in, 309
Y-chromosome degeneration in, 309

Index 403

function
collective as well as specific, 278
conservation not always correlated

with,261
hereditary, 9
loss through coaggregation , 279
of house-keeping genes, 320
psychomotor, 9

G
G+C

as indicator of reproductive
compatibility, 156

as line of defence against
recombination, 171

differences early in speciation, 159
gene speci ficity of, 190
intermediate levels confer flexibility,

196
more constancy in gene at third

codon position, 173
range among genes, 196
role in intergenomic recombination,

166
role in intrage nomic recombination,

167
species specificity of, 188
uniform ity in a gene , 172
uniformity in a genome, 156

Galton, F, 14, 16,20,26,52,54, 183,
368

gamete
as mailbag, 52
formation of (gametogenesis), XVI,

285 ,296
imprinting of: 322
loss through exile, 284
male and female, 14
production failure , 302
quality control of, 299
transfer barrier, 140, 151
two types in one sex, 73

ganglia (anatomical plan of), 10, 22
GC-pressure

downward and upward, 188, 237
high downward in malaria parasite,

219



404

versu s protein pressure, 188
versus purine-loading pressure , 200

Gelbart, W, 5
gemmules

as germs, 6
as organic substances, 52
as pangens, 17
each run by a memory, 22
named by Darwin, 16
transfer from soma to gonads, 26

GenBank, 73, 342
gene

anchored to a residue, 147
as a unit of recombination, 174, 175,

304
as a unit of tran scription, 207
as allele . See allele
as microisochore, 192, 196
as unit of preservation. See

preservation
centred bio informatics, 3
conv ention al, 262
conversion, 167, 168, 169,211,296
copy-loss, 167, 168, 171
definition of, IX, 55, 175,209
dependence of(G+C)% on, 193
discontinuity of, 58
dosa ge (copy numb er) , 286
dosage compensation , 310
dose of X-chromosome gene

products, 3 10
dupli cation of, 167,206
for courtsh ip displ ay, 302
U-zero switch 2 (GOS2), 263, 320
hitch-hiking by, 133
house-keeping, 298, 319
incompatibilites between products

of, 303
interactions noted by Galton, 183
isolation prior to change in function ,

171
length in malaria parasite, 220, 22 1
linkage . See linkage
multicopy, 168, 171
mutator, 198
nef in AIDS viru s, 376

outcomes of duplication of, 168
overlapping another gene, 215, 219
parad igm of, X, 3
restriction-modification complex,

3 17
retention of relative (G+C)% level

by, 176
selfish. See sel fish gene
specific mutation rate of eac h, 137
tissue specific expression of, 281
transposit ion of, 170
vers us species, 190
Xist has no prote in product, 3 12

genetic
assimilation, 288
disease, XI, 59, 243, 36 1
dom inance. See dom inance
drift, 21 1
engineering, XI
fitness, 297
identi ty (twin s), 322
information, 34
linkage. See linkage
pattem, or reaction sys tem, 148
program , 4
revolution needed for branching

evolution, 140
texts, IX

genetic factors
carried by gametes, 18
interpreted as genes, 19

genetics
classical, 64
progress delayed in, 326

genocentrism, XII , 3
genocopy,282
genome

as a constellation of genes, X
as an information channel, XII, 3
circul ar oflambdaphage, 112
circular of SV40 virus, 11 3
codon position plot , 199
conjugation, 253
convergence, 166
degree of polymorphism in, 260
di fferential imprinting of, 322



homostability regions of, 156, 167,
174

hypothesis of Grantham, 187
information content of, 4 I
isochore. See isochore
need for compactness of, 4 J

phenotype. See genome phenotype
rebooting of, XVII, 295
research center, 333
selfish , J97
sequencing project, XI, 317
size as influencing strategy, 285
space limitation noted by Galton ,

183
species specificity of n-tuples in, 81
understanding of, XI
uniformity of (G+C)% in, 156

genome phenotype
as controlling divergence, 152, 179
as reprotype, 157
multiple pressures on, 222
over-rules conventional phenotype,

135,302
related to physiological selection, 62
targetted by non-classical selection

pressures, 134, 185
genotype

and patent and latent elements, 364
as a constellation of genes, 4
as a hierarchical element, 17
destroyed by meiosis, 175
plasticity of, 282
primary constituents of, 21

geographical isolation. See allopatry
ofagroup, 151, 158

Geological Evidences on the Antiquity
ofMan by Lyell, 5

germ
equated with formative matter, 6
meaning of word , 16
of parent , 12
recollections of, 9
reconstructed from scratch , 13
within germs model, 12

germ-line
as distict from soma, 16

Index 405

house-keeping genes active in, 319
virus sequences in, 27 J

germ-plasm, 365
continuity of, 20, 257
distinct from soma , 24
primary constituents of. 20

Goldschmidt, R, 327
and chromosomal pattern, 159
and macroevolution, 61
and reaction system, 166
character of the man, 332
on gene mobility, 147
on monstrosity, 179
on phenocopies, 290
on sex and speciation, 307
on the distinction between genes and

a reaction system , 307
photo of, 61
pictorial representation of genes by,

147
gonad, XVI, 20, 26, 150, 151, 159,

160,253,300,312,319
Gould, S.l

his support for Goldschmidt, 327
on biohistorians, XIV
outcry against, 334
versus Dawkins, XVII

Granovetter, M, 256
Grantham, R, 187
grouping

of elements, 14
of symbols, 47

H
Haeckel, E, 26
Haldane, JBS

rules of, XVII , 302, 308
Haldane, .IS, 325
Hamming, R, 207, 21 I
hand

that weaves, 20
with six fingers, 125

haplosufficiency, 287 , 296, 323
hazard of technology, 3, 177
heat-shock proteins, 264, 285
Helmholtz, HL, 33 I
hen



406

as an egg's way, 8
egg as remembering, 12

heredity
and memory as one, 10, 19,329
as fundamental principle, 7, 10
as language, 17
as transfer of stored information, 8
material basis of, 15

Heredity Genius by Galton, 58
Hering, E, 8, 10, 19
hermaphroditism, 142
Herpes simplex virus

base composition of, 79
trinucleotides in, 79

heteroaggregation
advantage of, 280
as like with unlike, 275
between mutated and normal self

proteins, 279
with virus protein , 281

heterozygote, 143, 170,296, 303
enzyme concentration in, 286

history
as an approach to understanding,

XIV,5
authors of books on, 334
collected articles on, 334
mis interpretation of, XIV
ofbioinformatics, XIV
of humans, 348
of science, 325, 327 , 334
sources for, 5
to be written, 347
word usage, variation during, 316

hitch-hiking
of fluctuation in base composition,

170
of gene , 133
of papers , 56

Holliday, R, 184
Homo bioinformaticus, XIII , XVIII ,

87,268
homoaggregation

as like with like, 275
induced inhibition of activity , 276
physiological, 276

prior to degradation, 276
homology search, XVI, 160, 168,211 ,

252,253
homozygote, 143,170,296,303,310

enzyme concentration of, 287
Hood, L, XII
Hooke, R, 331
Hooker, J, 141
host

as moving target , 282
poised to attack near-self, 252
stiffened defenses of, 289

human T cell leukemia virus
as a high (G+C)% species, 166
evolutionary strategy of, 164

Huntington's disease, 243
Huxley, TH

and saltatory evolution, 179
and selfish genes, 6
criticism of Romanes by, 327
on agnost icism, 350
on experts, 342
on purpose of life, 354

hybrid between RNA molecules, 118
hybrid discipline, XIII, 64
hybrid inviability

and Haldane's rule, 303
and not-self discrimination , 253
as a developmental barrier, 151
as a reproductive barrier, 140
view of Butler on, 64

hybrid sterility
and Haldane's rule, 302
and incipient species formation, 308
as a chromosome pairing barrier,

151
as a journey from old to new, 152
as a natural failure of meiosis, 253
as a reproductive barrier, 51, 140
as an instrinsic barrier, 151
as an isolating agency, 156
as expression of parental

incompatibility, 151
cured by tetraploidy, 302
cycle interruption by, XVI
from extreme outbreeding, 30 I



new paradigm of, 293
view of Butler on, 65
view of Crick on, 64

I
ideas

appeara nce before words, XIV, 5
as memes, 56, 366 , 368
marketing of, 333
more time to understand when novel,

33 1
of Mendel, 56, 326
reprod uction of, 8
that fly, II

immune receptor
proteins, 258
RNA, 258, 265

immune system
alerting of, 243
in jawless verteb rates, 256
in snails, 256
in unicellu lar orga nisms, 256
prototypic, 256, 257

immunization
against se lf, 282
prophylactic, 240 , 255

immunologically privileged organs,
246

Impressions of Theophrastus Su ch, by
Eliot, 387

incompatibility
between meiotic chromosomes, 149,

170
between parents, 152
of pattern, 148

inflammation
extrace llular, 259
induced by necro sis, 284
interferons and, 265
intracellular, 259

information
active versus passive in DNA, 184
as held in trust, 354
avai lability does not mean

comprehensibility,335
barrier, 51
channel capacity, 346

Index 407

con flict betwee n forms of, XII, XV,
69, 183

con text of, 59
direction of flow of, 50
exte rna lized mental, 347
levels of, XV, 59, 70, 184
limitat ion on scope of, XV
mean ing of, 345
measurement of, 4 1,225,343
mental, 7, 48, 347
non-genetic in heads, 347
penetrance of, 27
potent ial to carry primary, 343
potential to carry secondary, 343
preservation of, 23, 50, 56,175,347
primary, 2 13
primary as text, 132
primary, as encoding the

conventional phenotype, 5 1
primary, destroyed by shuffling, 48
prima ry, in human discourse, 70
qualitative and quantit ative aspects

of,345
ready- formed, 10
redundant, 30, 164, 183, 207
regulation of expression of, 27
seco ndary , 48, 132, 213
secondary, as accent, J32
secondary, as an agenc y, 57
secondary, as encoding the genome

phenotype, 5 I
secon dary, impaired by primary, 133
symbo lic representation of, II
that remains after shuffling, 48
theory, 40, 196, 207 , 225
trade-off between forms of, XVII
understanding of concept of, 20, 293
use of word by Butler, 10
use of word by Romanes, 10
varied forms of, 69
when stored is memory, 5

inheritance
epigenetic, 3 16
of acquired characte rs, See Lamarck,

J
preformation mode l of, 12



408

transgenerational, 323
instinct

and cerebral wiring, 22
Romanes' view of, 10

intelligent design, 25, 347
Intracellular Pangenesis by de Vries,

16
intron

and conflict resolution, 208
as an apparently redundant segment,

208
comparison with low complexity

segment, 220
conserved in snake venom gene, 214
evolution early or late?, 210, 214
in Xist gene, 312
interrupts information, 208
length proportionate to exon length,

210
oligonucleotide parity in, 83
problem of function of, 210
removal of, 209
selective burden of, 210
small in birds, 42
tendency of to pyrim idine-load, 220

isochore
as genome sector, 156
as macroisochore, definition of, 174
as microisochore, definition of, 174
hitch-hiking by, 170
initial defining property of, 172
microisochore, as a GC-niche, 196
microisochores, range of

differentiation of, 191
origin of, 170, 172, 174
potential for intragenomic isolation,

167
.J
Jenkin, F

his challenge to Darwin, 59
his questioning of natural selection,

58
his sphere of species variation, 54,

146
Johannsen, W

and the word gene, 55

and words phenotype and genotype,
18

pure lines of, 54, 146
K
Kant, 1,325
kissing, 161, 164, 170,217,312

as metaphor, XVI, 160
between loops, 91, I 17
between tRNA and mRNA , 90, 129
entropically driven , 269
favored by crowded cytosol, 270
in chromosome pairing, 160
inhibition by purine -loading, XVI ,

268
Kornberg, A, 34
L
Lamarck, J

admitted by Galton, 365
and inheritance of acquired

characters, 25, 59, 271
incorrectness of, 26

language
as isolating factor , 159
as metaphor, 72
convergence of, 48
different information levels in, 132
divergence of, 48
elements of, 20
like a biological species, 5, 29
of genes, 60

latent
AIDS virus, 27
character, 26
part, contrasted with patent part, 26
phenotype unmasked, 288
prions, XI
virus , 268

Lauffer,~,268,276

Le Bourgeous Gentilhomme by
Moliere, 70

letter
base as, 36
chromosome as carrier of, 149
fifth,315
frequency in a language, 48



in a nineteenth century print block,
14

permutated, 149
unrea d in mailbag, 52

leukemia
during gene therapy, 36 1

Lewes, GH , 10, 363, 387
life

as memory, 22
history in DNA, 14

limit
in concentra tion of a

macro molecule, 289
in death sty le, 284
in enzyme reaction rate, 286
in genome space , 88, 183,256,270
of a spec ies, 53, 61, 280
of a theme, 66, 139
of codon flexibility, 92, 127
of concentration of a

macromolecule, 46, 274 , 278
of powe r of natural selectio n, 139
of range of discourse , 71
of varia tion, 23 , 58, 123, 157, 302
of what the mind can conce ive, 19,

176
line

between fact and speculation , XIV,
326,329,350

linkage
faci litates hitch-h iking, 133
of cooperating genes, 304, 305, 3 17
of isochore to gene, 170

Little, P, XII
locus poenitentiae, 52, 367
low complexity segment

and purine-loading, 220, 240
as simple sequence, 220, 227
correlates with base A, 236
corresponds with surface domain,

243
detected with Seg program, 232
ident ification of, 227
in malaria parasite, 236 , 240
length and base com posit ion of, 233

Index 409

more abund ant whe n G+C is
extreme, 228

role of, 242
serves nucleic acid level func tion,

227
Luck or Cunning, by Butler, I I
Lyell , C, 5
lymphocyte

CD4 T-ce ll, 165
cytotoxic, 276 , 281,282
holes in repertoi re of, 288
positive selection to react with near

se lf, 289
reperto ire moulded by self, 283

Lysenko, T , 334
M
Machiavelli, N, 350
macroevolution , 62, 148
macromolecul es

Bateson ' s factors as, 20
crow ding of, 273
informational, 20, 2 1
se lf and not- se lf, 44
thei r mec han ical assembly from

sub units, 2 1
transience of some, 39
turnover of, 39
viral ,44

macromutation
limited power of, 125
types of in DNA, 306

malaria parasite
circumsporozoi te protei n of, 240
codon posit ion plots of, 193
haploidy of, 43
its base composit ion affects protein

length, 202
synonymous mutation in, 134

Marx, K, 8, 350
Ma side, X, 293, 309
materialism

of Butler, 25
of Hering, 9

Materials for tire Study oj Variation
by Bateson, 17, 57



410

mathematics and biology, XIII, 87,
315,371

Matsuo, S, 171
matter, definition as living, 13, 351
Mayr, E, 124, 327
meaning

as abstract entity, 48
gene ral, of codon position plots, 193
of a group of symbols, 47
of a message, 60
of information, 345
ultimate, XIX

medium
as a phosph ate-ribo se chain, 36, 70,

316
as paper, 36

meiosis
cell division dur ing, 299
chromosome pairing in tetraploi d,

166
conditions for chromosome pairing

in, 159
failure of, 296
template-critical alternative

outcomes of, 296
three steps in, 295

melanin, 27, 282
melanoma, 282
meme concept, 56, 368
memory

and hered ity as one, 10,24,329
as process, 23
as stored information, XV, 5, 13,23
between generat ions, 9
cancelling of, 13
immunological, 254
in the extracellular immune

response, 271
in the intracellular immune response,

271
many mode s of, 22
unconscious, 9

Mendel, G, IX, 303
and pea breeding, 141
and the academ ic cloister, 350
as a discipline-crosser, 64

Bateson ' s advocacy of, 4
ideas of, 56, 326
laws of, 58
ratios of, 144
view on law of development, 6

menopause, adaptive value of, 285
Mental Evolution in Animals by

Romanes,IO
message. See information

as a sequence of base letters , 70
as patte rn, 36
as written on a medium, 36
classifying, 60
erased (cancell ed), 63
meta, 60
primary, 60
secondary, 48
simple, for marketing, X

metaphor
can mislead, 62, 64
from politics, 150

Method ofMechanical Theorems by
Archimedes, 63

micromutation
power of, 125
role in non-bran ching evolut ion, 148
types of in DNA, 306

Middlemarch by Eliot, 335, 361
Miescher, JF

and heredity as language, 17
photo of: 53
view on sex, 52, 211,293

mitochondria
good for genomes studies, 119
low in (G+C) , 120
pyrimidine-loaded RNAs of, 119
role in apopto sis, 119

Mnemic Psychology by Semon, 366
molecular chaperone

affect on dose-response curve, 287
and the heat-sho ck response, 285
as a folding agent, 110
as a professional interactor, 288
as mutational buffer, 288
as opposing aggregation pressure,

287



client proteins of, 288
molecules

archaeology of, 63
capable of memory, II
competition between, 6
in amoeba, ] I
interacting to generate life, 47
resident intracellular,259
turnover of, 353
vibration of, 32

Morgan, TH, 332
mule, 64, 159, ]67,253 ,296
Muller, H, 328

and chromosome pairing, 160
and dosage compensation, 3] 0
and molecular vibration, 32
as mentor of Watson, 38
paradox of, 310

mutation
accepted, 126, 295
amino acid-changing (non-

synonynous), ]27
as a microchemical accident, 38
as a step-wise process, 128, 148,252
back-mutation, 138
bias, J77, 187,26],320
buffering by molecular chaperones,

288
by insertion of retrovirus, XI, 361
by radiation. See X-radiation
compensatory, 137
conditional, 288
correlation between different types

of, 137
effect depends on location in protein,

131
lethal or accepted, 12
lethality of forward excludes back,

138
lethality of homozygous state, 296
lethality when in second codon

position, 128
meltdown in retroviruses, 164
methylcytosine to thymine, 319
mutator genes as cause of, 198
neutral, 131, 133, 148, 185, 187,261

Index 41]

non-synonymous, 127
path of base changes in, 128
pleiotropic effect of, 279
proximity between two, 138
rate. See mutation rate
repair of, 126
reversal of, 299
special vulnerability ofCG

dinucleotides, 319
spontaneous, 38
spread in a population, 126
synonymous, 152
synonymous differentially accepted,

]53
synonymous does not change the

amino acid, ]27
synonymous site saturation, 136, J38
synonymous sites rarer than non

synonymous, 136
systemic, 148, 159
term to be understood in context,

125
timing relative to end of

reproductive life, 295
transition, 129,294,296
transversion, J29,296
violation of neutral assumption, 134

mutation rate
analogy with public speaking, 132
gene-specific, 137
high in DNA recognition proteins,

]98
high in viruses, 280
proportionality between different

types, ]52, ]53
ratio of rates of different types, 134
synonymous at zero, 134
temporal calibration of, 132

Muto, A, 188
N
Nligeli,C

and orthogenesis, 24
on a material basis for heredity, 14
on mechanism of heredity, 6

National Center for Biotechnological
Information, 73



412

natural selection
and codon bias, 185
and hybrid steriIity, 151
as a creative force , 176
as agency, 56, 176
as fundamental principle, 7
branching between species

supplemented by, 158
contrasted with artific ial selection,

139
contrasted with physiological

selection, 62
does not act directly on spec ies, 197
elimination oflong palindromes by,

217
for Alu element spread, 264
function optimized by, IX, 177
greater in early life, 300
level of operation of, 197,263
limited pow er of, 139
preservation not guaranteed by, IX
questioned by Bateson, 57
questioned by Crick, XV, 40
questioned by Darwin, 373
questioned by Fisher, 123
question ed by Haeckel, 26
questioned by Jenkin, 58
questioned by Roma nes, 389
questioning of sufficiency of, XVI,

158
role in gene dupl ication, 167, 168
within-species evolution driven by,

139
Nature not prescient, 210
Naudin, C, 141
Naveira, H, 293, 309
negative selection

impairs reproductive success, 131
in exons, 42
in generation of antibody repertoire,

254
nest-making, 349
Newton, 1,329,331
Nirenberg, M, 334
not-self

detection of, 279

recognition of foreign nucleic acid,
259

Novella, I, 138
nucleic acid

as macromolecule, 21
nucleotide

as build ing block , 35
structure, 35

nucleus
archival type in ciliates, 257
as defining eukaryote, 172, 207
chromatin threads in, 17
doubling of volume of, in S-phase,

298
evolution of, 207
selection pressure on, differs from

cytoplasm, 102
working type in cil iates, 257

number
and parity, 71
of body parts , 124
of sexes, 72,293,309

Nussinov, R, 87
nutshell

the topic of this book in a, 346
o
Occam, W, 22, 63, 349
Ohno, S, 71
oligonucleotide

hierarchy, 83
parity of, 83

organism
as a microcosm, 6
computation of, XII

origin
multiple for replication , 112
of replication, 110
of species. See or igin of species
of variation as origin of species, 124

origin of species
and need to breach barriers, 53
as a physiological question , 16
as interruption of the reproductive

cycle, 302
as origin of reproductive isolation,

150



equated with variation, 23
essence of problem of, 150, 159
like origin of sex, 306

orthogenesis, 24
Osawa, S, 188
ovule, 6, 15
ovum

and random drift, 144
implantation in uterus, 285
receptors on, 252

p
pair-bonding of pigeons, 158
pairing

between G and T in DNA, 94
between G and U in RNA, 101
between purines and pyrimidines, 32
between tetraploid chromosomes,

166,302
chromosomal barrier to, 140
interstrand with codon, 91
intra-strand, 89
of meiotic chromosomes, 149, 160,

161 ,253
reversal to expose bases, 40, 160
sense-antisense, 32, 77
sense-sense, 31
stability numbers of Tinoco, 95
strong between G and C, 95
values for dinucleotide energies of,

99
Watson-Crick, 32, 37, 94, 177,246
weak between A and T, 95

palimpsest as a bad metaphor, 62
palindrome

and inverted repeats, 217
as obeying parity rule, 71
as site for restriction enzyme, 316
CG as self-complementary, 316
Greek derivation of, 71
in humans, 217
in Y chromosome, 308
properties of, 37
with AT-rich repeats, 217
with trinucleotide repeats, 217

PAM matrices, 223
pangenesis

Index 413

extended by de Vries, 16
extended by Miescher, 52
implies representation of parts in

gamete, 17
theory of, 16, 52

paper
as medium, 13,36
of Mendel, 56

paradigm
classical Darwinian, XVIII
genic, 4, 310
new for hybrid sterility, 293
shift, X, 140

paradox
bacteriophage, 92
Bohr's solution of, 89
in understanding both history and

subject, 5
Muller's, 3 J0
of autoimmune disease provoked by

another tissue, 283
paraneoplastic disease, 282, 283
parity

at oligonucleotide level is primary,
84

between two lines of text, 30
between two strands, 72, 162
measurement of, 226
numerical, of sexes, 72

patent part
contrasted with latent part, 373

pathogen
death if unmutated, 131
implication of its genome size, 285
recruitment of host self-antigens by,

282
resistance to heat, 177
surface antigen of, 131

pattern
incompatible chromosomal, 149
mathematical analysis of, 315
non-Mendelian inheritance of, 323
of genotype, 61
of methylation, 316
symmetry of, 318

pea, 6, 140,141,142,323



4 14

Pearson , K, 334
Pellew , C, 323
pentose sugar, numbering of atoms,

35,37
Perec, G, 71
periodical

rhythms, 10, 13
sequence elements. See sequence,

periodicity in
Phaestos Disk , 5
phenocopy

distinction from genoco py, 282
no genetic change acco mpanying,

288
phenomenon

associated with memory, 9
of arrangement, 19
of in-series redundancy, 43
ofl ife, 47
of rogues in peas, 323

phenotype
and patent elements, 364
as a hierarchical element, 17
as determined by proteins, 49
characters contr ibuting to, 4
conventional. See conventional

phenotype
genome . See genome phenotype
introduction of the term, 18
plasticity of, 6 1, 28 1,282

philosophy of the unconsciou s, 9
physiological

aggregation, 276
process of information retrieval, 23
reaction system, 149
selection, 146
self-destruction, 284

Pizzi , E, 236
Planck, M, 330
plant seed. See pea

contribution to, by gametes, 6
development of, 8
genetically modified, XI

poetry
as an error-detecting device , XV, 70
as unnatural, 69

Polanyi, .J , 335, 389
polarity

of biological reading, 109
of biosynthesis, 109
of DNA strands, 37
of proteins, 109

pollen, 6, 14, 15
polymorphism

as a natural phenomenon, 299
as an individualizing factor, 282
not neutral, 282
of malaria parasite protein, 240
prevents viral anticipation, 259, 270
term inology relating to, 260

population
apoca lypses affecting, 300
bottle-neck, 131, 133, 134
diversity lost, 134
expansion of, 273
homeostatic regulation of size of,

284
purging of bad genes from, 297

positive selection
for evo lution of dosage

compensation , 3 10
for generation of near-self reactivity ,

254
for immune receptor function, 280
for improved snake venom, 213
metaphor for, 212
of a malaria parasite gene, 240, 242
of immune repertoire, 27 1,288
of species as a group, 157
promotes reproductive success, 13 I
role of codon position, 171
to react with near-self, 289

power
of assuming a character, 17
of perception, when inborn, 10
of reversion, 26
same in both sexes for hereditary

transmission, 14
to cause, 19
to destroy a pigment, 18
to produce an enzyme, 18
to vary beyond Jenkin's sphere, 58



Prabhu, V, 75
predator

external and interna l, XV II
of deer , 123, 152

preservation
as more fundamental than function,

IX, XVI, 56, 175
as precondition for se lection, 56
by secondary informatio n, 50
gene as unit of, IX
imperfections of, needed for

evo lution, 28
needs a barrier, 63
needs demarcation, XVI
needs reproductive isolation, 157
of a gene duplicate, 171, 204
of an isochore, 170
of ancient texts, 56
of genes and species by G+C , 176
of hybrid sterility, 151
of information, 23, 56, 175, 347
of similarity, 171
of structural element in a protein ,

2 18
of words, 29

pressure
for aggregation, 277
terminology and defin ition of, 230

principle component analysis, 81,83 ,
342

prion disea ses, XI, 245
priorities in research, 3, 4, 333
Privy Council, 16
Problems in Genetics by Bateson, 18
process

evo lutionary, 8
genie and non-geni c, 146
mental, 8, 23
of discovery, 5
of evo lution, 352
of heredity, 8
separate from resu It, 124
to acce lerate evo lution, 40

program
for an enzyme, 21
gene tic, 4

Index 4 15

of embryo nic development, 5
provided by mRNA, 9 1

progress of humankind , 4, 347
prokaryote

a bacterium as a, 172
definition of, 207

promoter
differential methylat ion of, 322
RNA polymerase binding to, I 10,

209,3 19
protein

aggregation in brain disease , 245
aggregation in Huntington ' s disease,

245
antigenic determin ant of, 276
antirestriction, 3 17
as a macrom olecule, 2 I
as a mini-molecula r chaperone, 288
as an amino acid cha in, 49
as an enzyme, 49
as an exec utive unit, 28
as an immune receptor, 280
circumsporozoi te of malaria parasite,

240
coaggregation with unrelated

proteins, 245
collective function of, to aggregate,

277
collective functions of, 275
co llective function s of, favored by

dosage compensation, 31 I
conc entration fine- tuning of, 278 ,

286,3 10
concentration is independent of cell

sex,3 11
conc entration of, factors affecting,

278
defeats DNA, 2 18
degrad ation to peptides, 276
denaturation, 276
divergence versus genome

divergence, 152
DNA recog nized by, 184
domain swapping by, 2 11
domain , functional, 220
domain, non-funct ional, 243



416

fellow travelers of, 278
fine-tun ing over evolutionary time ,

279
for peptide-d isplay , 276 , 281
funct ions other than its specific, 280
immune receptors, XVII
interdomain space is for simple

sequence, 230
interdomai n space is less in

the rmophiles, 206
length affected by base composition,

202 ,203 ,240
major histocompatibility complex

(MHC), 276 , 289
mut ated forms recruit unrelated

forms into aggregates, 279
peptide chain in, 91
plasma, 274 , 275
polarity of, 109
pressure. See protein-pr essure
rate of synthesis of, 133
sequence alignment, gaps in, 223
sequence alignment , scoring scheme

for, 223
so lubility of, 243 , 273 , 278 , 287
specific activity of, 278
specific recognition of an

oncoprotein by, 280
structural dom ains of, 204
structural elem ent s of, 218
surface hydrophilic, 260
synthes is favored by purine-loading,

270
synthes is inhibition by dsRNA, 265
synthesis needs tRNA, rRNA and

mRNA,91
synth esis of, 49, 127
turnover, 39, 276
variable parts of, 216

protein-pressure
at extreme (G+C)%, 190
dominance of, 218
extreme in ove rlapping regions, 219
for function, 243
on codons, 188, 190, 196
versus DNA, 212

versus purin e-loading pressure, 199
proteosomes, 281
protozoa

amoeba. See amoeba
conjugation in, 257
sophistication of, 257
Tetrahymena, 156,257

puffer fish, 261
purine-loading

affects all RNA types, 109
and base clusters , 107
and opt imum growth temperatu re,

177
as domi nant pressure on protein

length ,240
as inhibitor of kiss ing, 117
impairs base equifrequency, 238
in bacteria, 199
in EBNA-I gene, 23 1,236
in thermophiles, 108, 177
inverse relationsh ip to (G+C)%, 120
location in loops , 117
negative in mitochondria, I J6
to self-discriminate, 267
versus fold potent ial, 240
versus GC-pressure, 200
versu s protein-pressure, 199, 200
versus RNY -pressure, 200
wide distributi on among species,

116
pyrimidine-loading

by EBV, 231
by EBV, 268
by HTLVI , 268
in mitochondria, 119
in some viruses, 120
rare in bacteri a, 200

Q
quality versus quantity control, 44
quasi-anthropomorphic being, 25
question

chicken-and-egg type, 113,227,229
horse-and-cart type, 84
ultimate, XIX

R
race



and phenoty pic differentiation, 308
as a long-l ived individual, 54, 300
as equiva lent to variety , breed or

line, 308
as sub-species category, 148
cross between different types of, 308
favored in the strugg le, X
habitual actions of, 10
height of, 145

radiation, 23, 176, 281
random

assort ment of chromoso mes, 144,
295

distribution of characters among
offspring, 144

events, 44
fluctuation in base compos ition, 170
forces produce parity, 72
generation of antibody repertoire,

254
genetic drift, 2 11
inactivation of X-chromosome, 3 10
interactio ns between DNA bases,

163
mix ing of base "letters", 97
nature of mutation, 128,299
posit ion of a dice, 23
selection of sequences for study, 342
sequence, 95
turning of stones, XIV
usage of codons, 187

reaction system
as a unit of recombination, 374
changed by systemic mutation, 148
Clausen's concept of, 166
is different from genes, 307
sex chromosomes as example, 307

recombination. See homology sea rch
adaptive value of, 2 11
as destroyer, X, 165, 168, 175, 317
benefits of, lost by a sex

chromosome, 305
betwee n X and Y chromosomes, 304
Holliday's recombin ator sequence

for, 183, 184
illegitimate, 2 17

Index 4 17

intragenic, 242
intragenomic, 167
is less effec tive when selection is

positive, 133
of DNA segments, 40
regulation of, 175, 2 12
repair by means of, 2 1}, 296
repair, as last court of appeal, 300
significance of, for evolution, 40
trade-off with length, 23 1

reductionism, XIX, 34
redundancy

four-fold, 43
in-para llel, 30, 295
in-series, 43, 295, 308
needed for error-detect ion, 53, 294
two-fold, 43, 294

regeneration
of archiva l nucleus, 257
oflost cells, 281
of macromolecules by recycling, 39
of phenotype from genotype, 8
of plant from cuttings, 6

regression to the mean , 54
repair. See recombination repair

of DNA, 39
repeats. See sequence, simple

can oppose stem- loop potential, 2 18
can support stem-loop potential, 2 18
direct, 2 18
distinct location in exons, 2 }8
mirror, 2 17, 358

repeti tive element
Alu,262,320
as variation-generating device, 270
near GOS2 gene, 263

replication
bidirectional, 110, III
continuous or discontinuous, 114
differential timing among genes and

chromosomes, 298
in a Y-shaped fork, 36, III , 114
of cultural element, 368
origin of, 11 0
termination of, 11 2

reproduction



418

as a cyclic process, 150, 302
as revealing memory , 8
asexual , 9, 302
of habits, 9
sexual ,9

reproductive isolation
accent as metaphor for mechanism

of, I59
allopatric, 151
as barrier to DNA transmission, 150
as origin of species, XVI
as precondition for divergence, 156
between horse and giraffe , 151
between strains of Tetrahymena, 156
defined, 51, 150
first manifest in offspring, 159
role of chromosomal incompatibility

in, 149,162
secondary information as primary

mechanism of, 50
secondary mechanisms of, 309

reprotype, 51,62, 157, 158, 160, 162,
301,357

retrovirus
ancient remnant in genome, 271
inactivation by methylation, 319
mutational meltdown in, 164
phylogenetic analysis using

(G +C)%,164
revolution

genetic, 140
in ideas, 4
new bioinformatics as, XIX

rhythm
communication of, 13
periodical, 10, 13
recurrence of, 13

ribosomes, 91,117,177
rice, codon position plots of, 193
RNA

antibody, as immune receptor, 266
antibody, innate repertoire of, 259
differences from DNA, 35
double-stranded. See double-

stranded RNA
editing of, 103

hidden transcriptome, 262, 270, 271,
281,320

induced silencing complex (RISC),
265

low copy number species of, 262
messenger (mRNA) , 208
messenger, heterogeneity of, 258
molecules driving on same side, 118
mRNA interaction with tRNA, 90,

117
non-protein-encoding, 209, 219, 312
not-self, 266
ribosomal (rRNA), 91
ribosomal as most abundant RNA

type, 116
ribosomal has high (G+C)% in

thermophiles, 177
ribosomal precursor with spacer, 207
transfer (tRNA) , structure of, 90
transfer (tRNA) , types of, 91
versus DNA, 218
virus . See AIDS virus
virus, evolution of, 138
Xist gene product, 319

RNA polymerase, 209, 319
cryptic promoters for, 271
dedicated, 262
direction of movement of, 106, 107
promoter for, 110, 263

RNY-rule
and overlapping genes , 219
and RNY-pressure, 131
as basis for periodicity, 188
as basis for pressure , 230
chemical basis of, 130
determines reading- frame, 219
pattern in both DNA strands, 130
use to detect protein coding regions,

130
versus AG-pressure, 200, 239
violation when AG-pressure high,

131
rodent, venom resistant, 212
Romanes, G, 325

and holy grail of speciation, 156



and intrinsic peculiarity of the
reproductive system, 159

as citer of Mendel, 141
as pioneer, XII
conflict with Butler, 10,22,329,387
his fruitless studies on pangenesis,

26
his view supported by Bateson, 146
known by Eliot, 329
on instinct, 10
on pangenesis, 17
on physiological selection, 62
on transition of germinal substance,

20
on two evolutionary processes, 146
on Weismannism, 17
parallels with Gould, 327

Rosetta Stone, 5
rouleau

formed by polymerized albumin,
274

like a pile of coins, 33, 100,274
like stacked DNA bases, 33, 100
specificity of formation of, 274

Rushdie, S, 347
Russian doll model, 12
S
Salser, W, 92
Sanderson, JB, 325
Sanger, F, X
Saunders, E, 145
Schaap, T, 184
schizophrenia

as a context problem, 59
cure of, X

Schrddinger, E, 20
science

and religion, 347
authority in, 176,349,390
citation of, 350
confusion in, XVIII
diffidence in, 350
fiction, 353
history of, 325, 334
literature, 325, 327, 334
nature of observation in, 349, 351

Index 419

nest-building in, 349
politics of, XVII, 325, 389
rules of thumb of, 349
scope of method, 350

second parity rule. See Chargaff, E
selection

and advantage of being like self, 279
and perception, 332
and preservation, IX, 332
as a "sweep", 133
at genome level, 93
by non-classical factors, 134
frequency-dependent, 73
genic for survival within a species,

139
hierarchical theory of, 327
level of operation, 84, 87,197,219
negative. See negative selection
of group, 157
of kin. See altruism
physiological, 62
positive. See positive selection

self
aggregation with self, 274
discrimination from near-self, 279
discrimination from not-self, 44,

251,317
discrimination, intracellular, 254,

256,257,265,275,311
marker in DNA, 316

selfish gene, 299
and contraception, 285
and gametic imprinting, 323
and the menopause, 284
as autonomous entity, 137
as explanation for altruism, 257, 263
as explanation for junk, 262
conflict with selfish genome, XVI,

197
Huxley on, 6
popularization of idea of, IX

Semon, R,367
sense-antisense

error-detection system, 32
pairing, 77,117,312

sequence



420

alignment analysis of, 227
anc ient, 63
complexity of. See complexity
conservation of variable, 261
decomposition into dinucleotides,

100
periodicity in, 188, 246
simple defined, 220
simple repeats, in EBNA-I protein,

231,243
simple repeats , mechanism of

generation, 243
simple repeats , periodicity of: 243
spacer, 207
spurious alignments of, 227

sex
chromosomes. See X- and Y

chromosomes
differentiation like species

different iation, 306
differentiation of male and female,

306
early origin of, 21 I
heterogametic, 302, 304
heterogametic more advanced

towards speciation, 308
homogametic, 304
in protozoa, 257
sterility preferential to the

heterogametic sex, 302
two in a species , 73, 293, 309

sexual reproduction
ancient origin of, 212
as a fragmenter of genomes, 175
permits sequential correction, 299
reason for, 52, 293, 302

Shakespeare, VV, 53, 56, 139
Sharp, P, 135
Shaw, GB, 51
sheep, 48, 123, 140, 251
shuffled

sequences, 80,93, 102
to destroy base order, 95
to destroy letter order, 48

Simon, J, 16
simplicity, limits of, 63, 349

Sinden, R, 33
skew analysis. See Chargaff

difference analysis
skin

cells and radiation , 27
pigmentation, 27

smallpox, 16, 72
Smith, A, 335
Smith, JM, 327
Smithies, 0, 108
snake venom, 212
soma

as disposable, 300
as distinct from germ-line, 16
flexibility of, 61

Somerville, M, 333
space

between protein domains, 204
extracellular within skin perimeter,

257
within genome, 183

speciation
driven by synonymous mutations,

154
holy grail of, 156
need for isolation , 159

species
arrival , 152
as a Gull iver, 158
as a unit of recombination, 175
AT-rich ,220
coding strategy in, 187
definition of, 158
discontinuity of, 57
discreteness of, 57
divergence, and synonymous

mutations, 152
incipient, 151, 157
incipient , members as Lilliput ians,

158
mere description of, 4
selection as group selection, 157
sibling, 50
specificity of n-tuple values , 81
versus genes, 190, 193, 196

Spencer, H, 10, 14,24,26



spermatozoon, 14, 144,252
compactness of, 41
two types in human males, 303

spinocerebellar ataxia, 245
stacking of bases, 37, 129
statistics, 337
stem-loop extrusion, 160, 161

favored by negative supercoiling,
114

favored entropically, 269
from DNA, 94

stem-loop potential, 74
base composition-dependent, 162
base order-dependent, 213
calculation of, 93
conserved in AIDS virus , 217
conserved in intron , 214
factors affecting, 162
of dimer initiation sequence in

AIDS, 165
of EBNA-I simple sequence

element, 236
wide distribution of, 93, 101

Step Across the Line by Rushdie, 347
Steps to an Ecology ofMind by

Bateson, 59
sterility. See hybrid sterility
stirp,365
stone

in species wall , 158
pos itions of stability of, 58

storage
needs to be secure, 23
of ice-cream , 23
of information, 22, 23

strand
antiparallel in DNA, 37
guidance for error detection, 297
inward-looking, 160
lagging in replication, III, 114
leading in replication, III , 114
migration of cross-over point, 170
mRNA synonymous, 108
mRNA template, 108
of DNA recorded in data bases, 73
paranemic joint between, 170

Index 421

polarity of in DNA, 73
separation and annealing, 43

strategy
for accurate information transfer, 30
for detecting forgery , 45
for detecting not-self, 45
for purine-loading, 230
of predator, XVII
of recycling, 39
of repair, 39
of species-specific coding , 187
ofvirus , to counter mutation, 164

stress
and the heat-shock response, 285
at a critical developmental stage, 288
increased transcription in, 264

structure
of oncoprotein mRNA, 102
validation of, 100

Sueoka, N, 86, 155, 156
sunlight, 27
superinfection, adaptive when early,

165
Suyama, A, 167, 174, 195
sympatry, 51,327
syphilis, 16
Szybalski, W, 106

on transcription direction and
replication origin, 112

transcription direction rule of, 116,
242,263

why interested in base clustering,
115

T
tall

character as a class, 145
character in peas, 141, 373

task
of biology , XII
of evolutionary bioinformatics, XIII,

3,28, 183
Tekke Turcomans, 11, 14, 364
teleology, 24, 25
temperature

as aggregation promotor, 276
change when ovulation, 284



422

correlation with purine -loading, 177
for DNA degradation , 177
of duplex melt ing, 33, I 18, 269
of optimum growth, 177,205

template
concept for copying, 34
dependent reactions, 21
for protein synthesi s, 91

Tennyson, A, 123
tetra ploidy

as a cure for hybrid sterility , 302
in G2 phase of the cell cycle , 298
in tobacco, 166
longer in G2 if early S-phase entry ,

298
text

after ideas, XIV
ancient, 56, 63
and pretext, 348
genetic, IX
need for complete, XI
of a DNA strand, 34
rival , 350

The Genetical Theory ofNatural
Selection by Fisher, 123

The Material Basis ofEvolution by
Goldschmidt, 327

The Origin ofSpecies by Darwin, X,
123,139,141

The Origin ofSpecies, Revisited by
Forsdyke, XVIII , 146

The Strength of Weak Ties by
Granovetter, 256

The Structure ofEvolutionary
Thought by Gould, 327

Theophrastus, as first botanist, 388
thermophiles, 108, 177,204
Thiselton-Dyer, W, 327
tiger, 123, 152, 158
Tinoco, I, 95
Tomizawa, J-I, 117
toxic oxygen derivatives, 119
toxin of cattle plague, 15
tract

oligonucleotide, 105

polyglutamine in Huntington's
disease , 245

trade-ofT
between A and C preferred , 200
between codon positions, 20 I
between forms of information , XVI
between length and vulnerability to

recombination, 231
between melanin and Vitamin D, 27
between menopause and procreation,

285
transcription

and replication in same direction,
112

and RNA processing, 209
direction of, 108
factor acting at promoter, 319
failure to terminate, 263
rate of, 278
regulation of, 115
run-on, 264
unidirec tional when genes

coorientated, 119
translation

efficiency of, 187
of germinal into somatic substance,

20
transposition, of genes, 113
trinucleotide

expansion mechanism in disease,
243

frequencies of, 81
table of, 76

typhus, 16
U
unconscious memory

material basis of, 9
organisms as product of, 19

Unconscious Memory by Butler, 10,
330,359,363

unknown quantities decreased, 10
V
Vaccinia virus

base composition of, 72
dinucleot ides in, 77
trinucleotides in, 79



variation
as a character difference, 124
as a fundament al princip le, 7
by sexual shuffling, 365
continuous at genotype level, 179
decreased by positive selection , 133
discontinuity of, 58
discontinuous at phenotype level,

179
discrete, 23
due to nurture, 55
fine gradations in, 23
homeot ic, 124
Jenkin 's sphere of, 54
limitat ion of its scope, 23
meristic, 124
spontaneous, 23
substantive , 124
unbiased, 23
unknown or igin of, 23
when storage imperfect, 23

vegetative propagation, 6
vested interests, 4
vibration, 279,301

as memory , 13
between conformations, 94, 118, 163
copying of, 13
molecular, 269, 275
of gene , 174

Victorians, XIV, 5, 6, 7, 23, 51, 64,
330,334,359

vigor of hybrids, 64
virus

anticipates host environment, 282
as first named , 16
as source of foreign protein , 279
chemokine response to, 265
coat protein of, 258, 276
co-infection by, 165
cowpox, 72
gene differences from host genes ,

280
infection as stress , 264
infection during pregnancy, 281
interferon response to, 265
latent, 268

Index 423

preadaptation of, 259
tobacco mosa ic (TMV), 276

vitamin D, 27
vitiligo, 282
Voltaire, 59, 335
W
Wada, A, 167, 174, 193, 195,301
Wallace, AR, 25, 124,327
Wan, H, 228
water

liberation of ordered molecules of,
100,276

ordering of molecules of, 273
Watson, J, IX, 328

and DNA structure, 31
wax model, 18
Weismann, A

and the germ-line, 16
and theory of germ-plasm, 17, 257
and translation of primary germ

constituents, 20
as Darwinist, 124
Butler ' s disagreement with , 24

White, M, 327
Williams, GC, IX

and definition of gene, XVI, 40, 46,
175

and selfish genes, 137
on recombination and sex, 211

window
as segment in a sequence, 48
counting bases in, J73
moving along a sequence, 109
of time, 376
size optimum, 109

Wolfe, K, 135
Wootton, J, 228
word

after idea, 5
coining of, 5, 6
difference in active and passive

code , 184
meaning of, 5
stone as a, 11
structure of, 32

Wyatt, G, 31, 328



424

X
X-chromosome

extra dose of products in females,
3 10

inactivation by methylation, 3 19
in a succession of male and female

cells, 311
in ovum, 73
in spermatozoon, 73, 303
meiotic pairing of, 253
transposition, with Y changes

(G+C)%, I7I

X-irradiation, 38
Y
Y-chromosome, 303

degeneration of, 309
in a succession of male cells, 3 10
in spermatozoon, 73
meiotic pairing of, 253
pseudoautosomal region of, 171

Z
Zuker, 1\'1, 94


	Title Page
	Copyright Page
	Table of Contents
	Prologue To Select is Not To Preserve
	That Sort of Clearness
	A Buck or Two
	The Dawn
	Homo bioinformaticus
	Further Veils?
	Scope
	Goals

	Part 1 Information and DNA
	Chapter 1 Memory - A Phenomenon of Arrangement
	Priorities
	Textual and Hereditary Information
	Mental Information
	Periodical Rhythms
	Informational Macromolecules
	Translation
	Variation
	Latency
	Summary

	Chapter 2 Chargaff's First Parity Rule
	Error-Detection
	In-Parallel Redundancy
	DNA Structure
	Turnover
	Promiscuous DNA
	Bits and Bats
	Haploidy and Diploidy
	In-Series Redundancy
	Accidents and Non-Accidents
	Summary

	Chapter 3 Information Levels and Barriers
	Symbols and Code
	Primary and Secondary Information
	Primary Information for Protein
	Information Barriers
	Barriers Preserve Discontinuity
	To Select is Not To Preserve
	Another Order of Variation
	Context as Barrier
	Not a Palimpsest
	Hybrid Disciplines and Hybrid Sterility
	Summary

	Part 2 Parity and Non-Parity
	Chapter 4 Chargaff's Second Parity Rule
	Information Conflict
	Prose, Poetry and Palindromes
	Intrastand Parity
	Polarity and Complementarity
	Duplets and Triplets
	Introns Obey
	Level of Selection?
	Rule Too Precise?
	Summary

	Chapter 5 Stems and Loops
	Transfer RNA
	The Bacteriophage Paradox
	Genome-Level Selection
	Calculation from Single Base Pairs
	Role of Base Composition
	Calculation from Dinucleotide Pairs
	RNA Structure and Conflict
	DNA as Substrate
	Summary

	Chapter 6 Chargaff's Cluster Rule
	Base Clusters
	Clusters of Clusters
	Polarity
	Origin of Replication
	Leading and Lagging Strands
	Purine loading
	Pyrimidine-Loading
	Summary.

	Part 3 Mutation and Speciation
	Chapter 7 Species Survival and Arrival
	Separating Process from Result
	The Genetic Code
	RNY Rule
	Negative and Positive Selection
	Neutral Mutations
	Genome Phenotype
	Compensatory Mutations
	Limits of Natural Selection
	Blending Inheritance
	Characters Determined by Single or Multiple Genes
	Pattern Change
	Reproductive Isolation
	First Mutations Were Synonymous?
	Summary

	Chapter 8 Chargaff's GC rule
	Uniformity of (G+C)%
	The Holy Grail
	Crick's Unpairing Postulate
	(G+C)% Controls Pairing
	Mutational Meltdown
	Coinfecting Viruses
	Polyploidy
	Gene Duplication
	Isochores Early
	The Gene as a Unit of Recombination
	Thermophiles
	Saltum?
	Summary

	Part 4 Conflict within Genomes
	Chapter 9 Conflict Resolution
	Two Levels of Information
	Codon Bias
	GC-Pressure Versus Protein-Pressure
	Species Versus Genes
	Species Win at (G+C)% extremes
	Intermediate (G+C)% Allows Compromise
	Levels of Selection
	Dog Wags Tail
	AG-Pressure Versus Protein-Pressure
	GC-Pressure Versus AG-Pressure
	AG-Pressure and "Placeholder" Amino Acids
	Thermophiles
	Summary

	Chapter 10 Exons and Introns
	Introns Interrupt Information
	Protein Versus DNA
	Achilles Heels
	Mirror Repeats
	RNA Versus DNA
	Overlapping Genes
	Simple Sequences
	Multiple Pressures
	Summary

	Chapter 11 Complexity
	Scoring Information Potential
	The New Bioinformatics
	Protein or Nucleic Acid Level Function?
	Base Pair Pressures
	Epstein-Barr Virus Simple Sequence Element
	Malaria Parasites
	Conflict with Fold Potential
	Roles of Low Complexity Segments
	Simple Sequence Repeats
	Long-Range Periodicities
	Summary

	Part 5 Conflict between Genomes
	Chapter 12 Self/Not-Self?
	Homology Search
	Antibody Response
	Antibody Variable Genes
	Prototypic Immune Systems
	Polymorphism Creates Host Unpredictability
	Junk DNA
	Repetitive Elements
	The Double-Stranded RNA Alarm
	Purine-Loading to Self-Discriminate
	Entropy
	The Hidden Transcriptome
	Summary

	Chapter 13 The Crowded Cytosol
	Piles of Coins
	Homoaggregates
	Collective Pressure
	Concentration Fine-Tuning
	Heteroaggregates
	Protein "Immune Receptors"
	Phenotypic Plasticity
	Polymorphism Individualizes
	Death at Home or in Exile
	Selfish Genes and the Menopause
	Molecular Chaperones
	Positive Repertoire Selection
	Summary

	Part 6 Sex and Error-Correction
	Chapter 14 Rebooting the Genome 
	Redundancy
	Recombination Repair
	Strand Guidance
	DNA Damage
	Piano Tuning
	Spot Your Reprotype?
	Haldane's Rule
	Sex Chromosomes
	Sex and Speciation
	Sex Chromosome Dosage Compensation
	Summary

	Chapter 15 The Fifth Letter
	Post-Synthetic Modifications
	Restriction Enzymes
	CpG Islands
	Methylation Differences in Twins
	Imprinting
	Summary

	Epilogue To Perceive is Not To Select
	Percepts
	Torch Passed
	Voting with Facts
	Marketing
	Joining the Dots
	Cogito Ergo ... ?

	Appendix 1 What the Graph Says
	Horizontal Lines
	Tilted Lines
	Curved Lines
	No Lines
	A Caution

	Appendix 2 Scoring Information Potential
	Two Units
	Four Units
	Twenty Units
	Meaning

	Appendix 3 No Line?
	Setting the Stage
	Rules of Thumb
	Probabilities
	No Beginning?
	Can Intermediate States Exist?
	Contradiction Shall Reign!

	Acknowledgements
	References and Notes1
	Prologue - To Select is Not To Preserve
	Chapter 1 - Memory: A Phenomenon of Arrangement
	Chapter 2 - Chargaff's First Parity Rule
	Chapter 3 - Information Levels and Barriers
	Chapter 4 - Chargaff's Second Parity Rule
	Chapter 5 - Stems and Loops
	Chapter 6 - Chargaff's Cluster Rule
	Chapter 7 - Species Survival and Arrival
	Chapter 8 - Chargaff's GC Rule
	Chapter 9 - Conflict Resolution
	Chapter 10 - Exons and Introns
	Chapter 11 - Complexity
	Chapter 12 - Self/Not-Self?
	Chapter 13 - The Crowded Cytosol
	Chapter 14 - Rebooting the Genome
	Chapter 15 - The Fifth Letter
	Epilogue - To Perceive in Not To Select
	Appendix 3 - No Line?

	Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200039002000280039002e0033002e00310029002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




