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Preface

Back in 2002 the German Research Foundation (Deutsche Forschungsge-

meinschaft, DFG) has launched a Center of Research (Sonderforschungsbereich

625, SFB) with the title “From Single Molecules to Nanostructured Materials” at

Johannes Gutenberg University, Mainz, together with the Max-Planck-Institute for

Polymer Research, Mainz. Since 2002, more than 17 research groups were funded

in order to theoretically and experimentally verify an ambitious concept comprising

the design of nanostructured materials starting from a molecular basis, i.e. single

molecules and single polymeric building blocks. The three overall objectives were

as follows:

l To study the initial phases of self-organization

l To elucidate the formation of discrete aggregates from a defined number of

molecules
l To establish complex structural hierarchies on the nanoscale and control the

functions derived therefrom.

It is clear that this concept defines critical needs regarding materials and

methods. Mostly synthetic polymers were at the core, however, biological polymers

and small organic molecules were also considered. The disadvantage of polymers

often lies in their pronounced conformational flexibility demanding a high entropy

prize upon supramolecular structure formation. Shape-persistent macromolecules

have helped to overcome this drawback and have therefore defined one focus of

the SFB.

A second working principle relied on the defined functionalization of macro-

molecules and macromolecular assemblies. The basic idea was to chemically

encode the building blocks, permitting better control of structure formation. The

placement of ionic or hydrogen-bonding groups into well-defined positions, the

definition of amphiphilic “patches” and the creation of directed as well as

non-directed interactions have led to novel aggregate topologies in solution as

well as on surfaces. Given the broad basis on both the macromolecule and the

v



particle side it became evident that a sophisticated toolbox of physical and theoreti-

cal methods was equally important, such methods including scanning probe and

electron microscopy techniques, but also solid-state NMR spectroscopy, single

molecule spectroscopy and scattering techniques.

Analogous considerations were initially made and obeyed throughout the project

for the accompanying theoretical methods ranging from computer simulations on

the basis of simplified models up to demanding ab initio procedures. The combined

theoretical and spectroscopic analysis provided particularly valuable information

on the structure and dynamics of complex assemblies as well as on fundamental

questions regarding polymer chain statistics.

During the course of the project there were many scientific accomplishments,

new ideas were explored and new challenges were created, all of which are

summarized and reviewed in the present volume of Advances in Polymer Science.
We hope that the results accumulated by the SFB will stimulate new research

projects not only locally in Mainz but also in the national and international polymer

community.

On behalf of all our colleagues we wish to thank the DFG for its continuous and

generous financial and administrative support. The invaluable judgments and criti-

cal advice of all the numerous voluntary reviewers involved in the SFB over the

years are gratefully acknowledged.

Thomas Basché

Klaus Müllen

Manfred Schmidt

Mainz, Germany

July 2013
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Abstract This chapter deals with the mechanical properties of single polymer

chains, aggregates, and supramolecular complexes. The topics discussed cover a

broad range from fundamental statistical mechanics of the equilibrium elastic prop-

erties of single polymer chains to details of the behavior of binding pockets in
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biomolecular assemblies as observed by force spectroscopy. The first section treats

the equilibrium mechanical properties of single polymer chains in various environ-

ments, investigated via extensive simulations employing coarse-grained models that

have proven extremely successful in many branches of polymer physics, namely the

bond-fluctuation model and the self-avoiding walk model. Apart from the phase

behavior and the adsorption properties, the mechanical pulling of a polymer chain

from a surface has also been investigated. Molecular dynamics (MD) simulations of

spring-bead models and analytical theory are used to describe the stochastic dynam-

ics of the system. After these sections treating fundamental aspects of mechanical

adsorption and translocation of polymer chains, we consider the adhesion of specific

molecular systems to form networks of hydrogen bonds. In particular, we discuss

all-atom force probe MD simulations of calixarene catenane systems, which have

recently been synthesized. These simulations have been performed in close collabo-

ration with corresponding experimental investigations utilizing atomic force spec-

troscopy (AFS) on the same systems, which will be reviewed together with other

experimental determinations of the mechanical properties of supramolecular assem-

blies. Although these investigations can give insight into the reversible dynamics of

hydrogen-bond networks, AFS can also be used in order to determine chemical

equilibria under the impact of mechanical forces. Corresponding studies of this

type are reviewed in the last section.

Keywords Chain collapse � Force probe molecular dynamics simulations � Force
spectroscopy � Force-induced response � Polymer adsorption � Polymer

translocation
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1 Phase Behavior, Structure, and Elastic Properties

of Single Chains

1.1 Phase Behavior of Coarse-Grained Single-Chain Models

Manipulation of single polymer chains has become a major direction of research

in polymer science because such experiments can yield valuable insight into the

relationship between the chemical structure and physical properties of macro-

molecules [1–3]. Such experiments do also depend on the conditions of the envi-

ronment of the polymers, e.g., in an experiment where colloidal beads attached

to the chain ends of a biopolymer are moved away from each other with laser

tweezers. Then, the extension hXi versus force ( f ) relation will depend on the

quality of the solvent in which the polymer has been dissolved. Also, the structure

of a polymer adsorbed on a substrate from solution will depend on the solvent

quality [4, 5].

When one addresses such questions via computer simulation of suitable models,

knowledge of the phase behavior of the macromolecule in bulk solution (and how

this is controlled by various parameters) is a necessary ingredient of the modeling

study [4–14]. Figure 1 reminds the reader about the classic textbook view of this

problem, with swollen coils (Fig. 1, left) under good solvent conditions, essentially

Gaussian coils (Fig. 1, middle) under Theta solvent conditions, and collapsed dense

globules in poor solvents (Fig. 1, right) [15]. However, this is not the whole story:

Fig. 1 Snapshots of a polymer coil, generated by Monte Carlo simulation of the bond fluctuation

model on the simple cubic lattice with a square well attraction of range λ ¼ ffiffiffi
6

p
lattice spacings.

For temperature T ! ∞ the effective monomers (which block all eight sites of an elementary cube

of the lattice from further occupation) interact with excluded volume forces and one has very good

solvent conditions, Both the mean square end-to-end distance hR2
ei and the mean square gyration

radius hR2
gi then scale with the number of effective monomers along the chain (henceforth denoted

as “chain length” N ) as N2v, with v � 0.588 (left). When the temperature is finite, one reaches

the θ-temperature (middle) where the attractive interactions effectively “cancel” the repulsions,

v ¼ 1/2 (middle). For T � θ (right), the chain takes a compact configuration, v ¼ 1/3. This

compact configuration may either be a (fluid) globule or a (solid) crystal or an amorphous solid

(glass). The snapshots all refer to N ¼ 64. Adapted from Binder et al. [4]

Mechanical Properties of Single Molecules and Polymer Aggregates 3



although properties such as the asymptotic exponent (v) describe how the size of

the polymer scales with its chain length (N ) and do not depend on details of the

monomer–monomer interaction, this is not true for the structure of the compact

state. Both the bond fluctuation model [4–11] and a simple off-lattice model

(tangent hard spheres with a square well attraction of range λ, in units of the sphere
diameter σ) [12–14] exhibit a phase diagram of the type shown in Fig. 2 [4]. Only

for λ � λt, does one encounter the classic picture [15] of Fig. 1. For λ < λt, one does
find a direct (first-order-like) transition from the swollen coil to the crystal; no

θ-like behavior can occur in thermal equilibrium. Thus, for λ ¼ λt one encounters
(in thermal equilibrium) a triple point, where swollen coils, collapsed fluid

globules, and crystallized states of the polymer coexist. Sharp transitions of single

chains can occur in the thermodynamic limit N ! ∞ only; for chains of finite

chain lengths N, the transition is rounded (and shifted) [6–11]. By “rounding” of a

transition due to finite size N one means that the singularity that appears for N ! ∞
(e.g., the divergence of the specific heat) is smeared out over some temperature

region. The width of this region shrinks to zero as N ! ∞. But, one can provide

theoretical arguments (and verify them by simulations) [6–10] that the extent of

rounding and shifting scales like N� 1/2 for the coil–globule transition. For the

coil–crystal transition, the shift scales like N� 1/3 and for the rounding like N� 1,

so it is comparatively much sharper [12, 13]. In the simulations, the transitions are

conveniently studied in the microcanonical (constant energy E) ensemble rather

than the conjugate canonical (constant temperature T ) ensemble [11, 14].

The models discussed so far assume that the macromolecules are fully flexible

down to the smallest scales that are considered. This assumption is often not a good

Fig. 2 Schematic phase diagram of a single flexible polymer chain in the thermodynamic limit

(N ! ∞) as a function of temperature T and range of attractive monomer–monomer interaction λ.
For λ > λt, there occurs a transition at T ¼ θ(λ) from the swollen coil to the collapsed fluid

globule. At Tcryst(N ¼ ∞) the globule crystallizes. Due to slow crystallization kinetics, this

transition may be undercooled and at Tg < Tcryst(λ) the collapsed globule freezes into a glassy

state. Since it was assumed that the transition lines vary linearly with the interaction volume λ3, λ3

rather than λ has been chosen as an abscissa variable. Adapted from Binder et al. [4]

4 R. Berger et al.



approximation. If one includes local chain stiffness in the model, the swollen state

and the Theta state in Fig. 1 still persist, whereas the compact states are modified.

Bond vectors between neighboring monomers along the chain try to develop some

local nematic-type order, but the chain connectivity constraint and the tendency to

form compact structures are then in some conflict, which can, e.g., be resolved by

the formation of toroidal structures [4, 16]. However, an exhaustive study of the

phase diagram of a single chain as a function of stiffness, strength, and range of

attractive effective monomer–monomer interactions, and chain length is still a task

for the future.

1.2 Force Versus Extension Behavior in the Good Solvent
Regime

In this subsection, we focus on long chains under good solvent conditions, where

a rather universal behavior of the polymers (irrespective of the details of the

model that is studied) [15] can be expected. Hence, we focus on the simplistic

self-avoiding walk (SAW) model on the simple cubic lattice, but we include

the effect of chain stiffness (introducing an energy penalty Eb whenever the SAW

makes a 90� kink). This extension of the model is crucial when one has in mind the

application to biopolymers (such as double-stranded DNA, which has a persistence

length ‘p ¼ 50nm but a chain diameter of only D ¼ 3 nm) [1, 2]. This model can

be studied very efficiently with the PERM algorithm (pruned-enriched Rosenbluth

method) [17, 18], which allows the study of rather long chains (e.g., up to

N ¼ 50,000). This algorithm directly estimates the partition function of the chain

(and hence its free energy) as a function of N, qB ¼ exp(�Eb/kBT ) and the

Boltzmann factor due to the force [exp f ‘b=kBTð Þ, where the bond length‘b is simply

the lattice spacing, taken as unit of length]. This model hence allows contact with

the Kratky–Porod [19] worm-like chain (WLC) model, which is used as a standard

model of semiflexible macromolecules [1, 2]. However, the Kratky–Porod model

neglects excluded volume completely and hence necessarily fails (under good

solvent conditions) for long chains.

Figure 3a shows a plot of 3 R2
g

D E
=‘pL, where L ¼ N‘b ¼ N is the contour length

of the semiflexible chain, versus np ¼ L=‘p, the contour length in units of the

persistence length, for zero stretching force, f ¼ 0 [20]. This representation

is chosen such that the Kratky–Porod result reduces to a master curve, which

saturates at unity for large np. It is seen that for np � 1 all data coincide

on a straight line, described by hRg
2i ¼ L2/12 (or 3 R2

g

D E.
‘pL
� � ¼ 0:25 L=‘p

� �
,

respectively). This is the trivial result for rigid rods. For 1 < np < 10, a gradual

crossover towards the behavior of SAWs occurs, hRg
2i/L / L2ν � 1, if the chains are

rather flexible. If the chains are rather stiff, an intermediate Gaussian regime sneaks

in (in d ¼ 3 dimensions only), before a second crossover to SAW-like behavior

Mechanical Properties of Single Molecules and Polymer Aggregates 5



occurs (at np ¼ np
* , see Fig. 3b). Flory theory [21, 22] predicts that n	p / ‘p=D

� �2
whereas the simulations seem to suggest that n	p / ‘p=D

� �2:5
[22]. It is also

important to note that in d ¼ 2 dimensions, a case relevant for polymers strongly

adsorbed on planar substrates, no such intermediate Gaussian behavior occurs;

instead, one crosses over from rigid rods to d ¼ 2 SAWs, with R2
g

D E
/ ‘1=2p L3=2,

irrespective of how large ‘p is, as soon as np > 1 [22]. The simulation results in

Fig. 3 imply two successive crossovers, from rods to Gaussian random walks

and from these simple random walks to swollen coils exhibiting SAW statistics,

and are in very good agreement with experiments on semiflexible synthetic poly-

mers [23]. For double-stranded DNA, however, the estimate lp � 50 nm implies

that excluded volume effects become important only if L exceeds 100 nm. These

deviations from the Kratky–Porod model also invalidate its predictions for the

force versus extension curve [1, 2]:

Xh i=L / f ‘p=kBT small fð Þ, 1� const f ‘p=kBT
� �� 1=2ð Þ

large fð Þ : ð1Þ

In d ¼ 3 dimensions, a useful interpolation formula between both regimes is:

f ‘p
kBT

¼ 1

4
1� Xh i

L

� ��2

þ Xh i
L

� 1

4

" #
, ð2Þ

which will be used in later sections of this chapter for simplicity. So, irrespective

of dimensionality, there is a wide regime of linear response and then the

extension of the chain along the direction of the force (hXi) simply saturates at

the contour length. However, in reality the regime of linear response is very

restricted: One has hXi/L / (hRe2i/L)f/kBT until for f=kBT / 1=
ffiffiffiffiffiffiffiffiffiffi
R2
e

� �q
a crossover to

0.4
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Fig. 3 Log–log plot of the normalized mean square gyration radius 3 R2
g

D E
= ‘pL
� �

versus np ¼ L=‘p

(a) or versus np/n
	
p (b) where n	p has been chosen such that the data for large np coincide on the

straight line with slope 2v � 1, as indicated. Both parts include data for widely varying chain

stiffness (note that ‘p � q�1
b =4 for small qb in d ¼ 3 dimensions). (a) The Kratky–Porod model for

all L, ‘p yields a unique master curve, denotedWLC. The horizontal part of this curve is also included
in (b). Reprinted with permission from [20]. Copyright 2012, American Institute of Physics
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a nonlinear regime (first proposed by Pincus [24]) occurs, where Xh i=L / f ‘p=kBT
� �2=3

‘p=R
∗

� �1=3
with R∗ / ‘2p=D (in d ¼ 3). However, this Pincus regime is only

observable for np > np*. In d ¼ 2 dimensions, the nonlinear Pincus regime is

described simply by Xh i=L / f ‘p=kBT
� �1=3

, and this regime extends until saturation

of hXi at L starts. So, in d ¼ 2, the Kratky–Porod model also fails completely

with respect to the force–extension behavior, whereas in d ¼ 3 it holds for very stiff

and thin chains (for which np* 
 1), if they are not too long (np < np*).
The various crossover predictions and the numerical evidence that we have

obtained for these crossovers are described in detail in two long papers [20, 22];

here we show only two examples that illustrate the crossover from the linear

response to the Pincus regimes, both in d ¼ 2 and d ¼ 3 dimensions (Fig. 4). We

stress that the widely used interpolation formula for the force versus extension

curve quoted in Eq. (2) does not include the Pincus regime.

We emphasize that these deviations from the Kratky–Porod model that occur

for semiflexible polymers both in equilibrium and in their response to stretching

forces, were not properly noticed in most of the experiments. However, in analy-

zing data one normally does not have strictly monodisperse chains, and neither ‘p
nor L are independently known; both parameters are usually used as adjustable

fitting parameters. Because ‘p depends on d, and is also affected by solvent

conditions, and for strongly stretched real chains other effects (related to the local

chemical structure of the effective monomeric units) come into play, this failure

is not surprising. However, some of the confusion over the actual values of ‘p that
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Fig. 4 Log–log plot of scaled extension versus force curve, (hXi/L )Cy versus f ‘p=kBT
� �

Cx,

for moderately stiff chains (qb ¼ 0.1), both in d ¼ 2 (a) and in d ¼ 3 (b). Contour lengths

from L ¼ 100 up to L ¼ 25,600 are included. The two straight lines have the theoretical

slopes appropriate for the linear response (for small f ) and for the nonlinear Pincus regime,

respectively. (a) The scaling factors Cx ¼ L=‘p
� �3=4

and Cy ¼ L=‘p
� �1=4

are used according

to our theory [20]; estimates for ‘p were obtained independently from the initial decay of the bond

vector autocorrelation function a
!

i � a!iþs

D E
as function of the index s along the chain. (b) In d ¼ 3,

the predicted scaling factors Cx ¼ L3‘b=‘
4
p

	 
1=5

, Cy ¼ L2= ‘b‘p
� �� �1=5

were used. Reprinted with

permission from [22]. Copyright 2012, American Institute of Physics
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can be found in the literature for specific polymers can be attributed to such

problems. But, it is reassuring that in a few recent experiments evidence for several

crossovers in hXi versus f curves and for the nonlinear Pincus behavior have

been found [25].

The problem of understanding the persistence length and its consequences is

also taken up by Butt et al. [26]: for bottle-brush polymers, there is the challenging

problem of understanding how their stiffness depends on the grafting density and

degree of polymerization of the grafted side chains.

1.3 Single Chain Collapse Versus Adsorption

The studies on single-chain adsorption on flat substrates were based on the same

models used for the studies of single chains in the bulk, as described above. One

issue that was addressed is the competition between adsorption, collapse, and

crystallization of tethered single chains [5].

Figure 5 presents a tentative “diagram of states” for N ¼ 64 (we should

speak about “phase diagrams” only in the limit N ! ∞, so the lines in the

diagram of states are not sharp phase boundaries, but rather various signatures of

smooth crossovers). Here, we use βb ¼ E/kBT and βs ¼ Es/kBT as control para-

meters (E and Es denote the strength of the attractive energy between monomers and

between monomers and the substrate surface, respectively). Due to the competition

between the structures identified in the bulk (Fig. 2) and various quasi-two-

dimensional wall-attached structures, the phase diagram emerging in the limit

N ! ∞ for the bond fluctuation model of a polymer interacting with the surface

(and allowing for variable solvent conditions) is still incompletely understood [5].

When we restrict attention only to the good solvent case, the PERM [17, 18]

algorithm applied to the simple SAW model on the simple cubic lattice can be used

again, and very long chains can be simulated (see Sect. 1.2). Although adsorption of

single flexible polymers under good solvent conditions is a classical problem that

has been studied for decades [27–32], very important aspects are still controversial.

One such aspect is the value of the crossover exponent ϕ, which controls the

number of adsorbed monomeric units Ns right at the adsorption threshold. Although

ϕ ¼ 1/2 for Gaussian chains is well known, de Gennes [33] suggested a scaling

relation ϕ ¼ 1 � ν, which would imply ϕ � 0.41. However, then it was shown that

this scaling relation should hold only for a chain tethered to a freely penetrable

interface, but not to an impenetrable surface [27, 28]. Early simulations [27] gave

ϕ � 0.59, but later investigations came up with different values; the smallest

estimate so far is Grassberger’s [30] estimate of ϕ � 0.48, but there has not yet

been any consensus on a value of this exponent. Bhattacharya et al. [31] observed

that, depending on the degree of interaction between different loops, one could get

any value in the range 0.39 � ϕ � 0.59. Should one draw then the conclusion that

this exponent is nonuniversal?

To test this question, the SAW tethered to an impenetrable wall has been studied,

using a square well adsorption potential of depth U and range W. If universality

8 R. Berger et al.
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Fig. 5 Diagram of states for a tethered chain, described by the bond fluctuation model on the

simple cubic lattice, for chain length N ¼ 64, in the plane of variables bulk coupling βb and surface
coupling βs. The solid lines show the location of well-defined maxima in the fluctuation of surface

contacts or bead–bead contacts, respectively; broken and dotted lines show the locations of

less well-pronounced anomalies in these fluctuations. In the hatched region, the precise behavior
is still uncertain. The states that compete with each other are desorbed expanded (DE, i.e., a
three-dimensional mushroom); adsorbed expanded (AE, i.e., a d ¼ 2 SAW), desorbed collapsed

(DC, as in Fig. 1b, but tethered to the grafting plane); adsorbed collapsed (AC, a compact but

disordered structure with many surface contacts); and various crystalline layered structures (LS).
Reprinted with permission from [5]. Copyright 2008, American Institute of Physics
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holds, the location Uc(W ) of the transition will depend on W, but not the critical

exponents. Klushin et al. [32] showed that indeed all exponents are independent of

the parameter W, but for the crossover exponent there occurs a correction term

(/N� 1/2), whose amplitude (which is not expected to be universal) strongly

depends on W. However, if we introduce a blob picture such that N ¼ ng, where
g is the number of monomers per blob, n is the number of blobs, and the blob

diameter (gν) is chosen equal toW, one finds that all systems behave rather similarly

(Fig. 6) [32]. It also is evident that for smaller values of N the effective crossover

exponent is distinctly larger than 0.5, whereas for N ! ∞ the Grassberger [30]

estimate ϕ � 0.48 is confirmed. The conclusion that ϕ is universal is also

confirmed by a study of the loop length distribution function at U ¼ Uc(W ),

which is found to satisfy a universal power law (in the limit N ! ∞).
Another interesting question is the effect of chain stiffness on polymer

adsorption. It has been found [34] that increase of ‘p ! 1 causes a crossover in

the character of the adsorption transition from second order (for finite ‘p) to first

order as ‘p diverges. This finding is compatible with mean field theories [35].

However, a complication that has not been analyzed before is the finding that the

persistence length ‘p is not only dependent on the bending potential, but also

depends on the distance from the adsorption transition [34].

1.4 Adsorption of Single Chains

1.4.1 Copolymer Localization on Selective Liquid–Liquid Interfaces

The behavior of hydrophobic–polar (amphiphilic) copolymers (HP-copolymers) at

a selective interface (the interface that divides two immiscible liquids, say, water

and oil, each liquid being a good solvent for one type of monomer and bad for the

other) is of great importance in the chemical physics of polymers. HP-copolymers

are readily localized at such an interface because, under a sufficiently large degree

of selectivity, the hydrophobic (H) and polar (P, hydrophilic) parts of a copolymer

chain try to stay on different sides of the interface due to the interplay between the

entropy loss in the vicinity of the interface and the energy gain in the proper solvent

(cf. Fig. 7). Not surprisingly, during the last two decades the problem has attracted

a lot of attention and has been looked at experimentally [37–39], theoretically

[40, 41], and in computer experiments [42]. In earlier studies, attention was mostly

focused on diblock copolymers [37, 38] due to their relatively simple structure, but

the scientific interest shifted later to random HP-copolymers at penetrable inter-

faces [41, 43, 44]. In contrast, our investigations have focused mainly on

unexplored aspects such as the impact of block size M on the static properties and

on the localization kinetics of regular multiblock copolymers at the phase boundary

between the two immiscible solvents. We showed that these are well described

by a simple scaling theory [36, 45, 46] in terms of the total copolymer length
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N (the number of repeating units in the chain) and the block size M (the number of

consecutive monomers of the same kind) as well as the selectivity parameter χ, that
is, the energy gained by a monomer when in the more favorable solvent.

Our scaling description is based on the idea that a multiblock copolymer can be

treated as a “coarsened” homopolymer where a single HP-diblock plays the role of

an effective segment. All such diblocks try to keep their H- and P-segments in the

corresponding preferred environment. This leads to the diblock “polarization” at

the interface and to a free energy gain, which produces an effective attraction

energy E. This means that the energy gain χ (i.e., the selectivity parameter) for a

P-monomer in its own (polar) environment is equal to the corresponding energy

gain for a H-monomer, provided the latter stays in the hydrophobic environment.

An estimate for the effective attraction energy per diblock of length 2M in the

symmetric case yields E / � χ2M2 [47], where the energy is measured in units of

kBT, kB denoting the Boltzmann constant. In terms of the selectivity parameter,

there are three adsorption regimes that can be distinguished:

For χ smaller than a critical value χc, the interface is too weak to affect the polymer

so that the macromolecule conformation is identical to that in the absence of an

interface

For χ ’ χc, the copolymer is captured by the interface yet is not strongly deformed

(weak localization)

For χ ’ χ∞ > χc, the interface is strong enough to induce a perfect flattening

of the copolymer so that all the monomers are in their preferred environment

(strong localization) (cf. Fig. 7b)

Various quantities, such as the fraction of repeating units (monomers) captured

at the interface (which serves as an order parameter of the localization phase

transition) and the components of the polymer radius of gyration parallel (Rg||)

and perpendicular (Rg⊥) to the phase boundary between the immiscible liquids, can

be then studied in order to verify the predictions of the pertinent scaling analysis by

comparison with results fromMonte Carlo simulations [36, 45–47]. As an example,

we show the changing degree of copolymer localization (Fig. 8a) and the ensuing

Fig. 7 Snapshots of typical configurations of a copolymer with chain length N ¼ 128 and block

length M ¼ 8 on the verge of adsorption threshold at χ ¼ 0.25 (a) and in the strong localization

limit χ ¼ 10 (b). The value of the critical selectivity of this chain is χc ¼ 0.67. Reprinted with

permission from [36]. Copyright 2005, American Institute of Physics
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interface thickness as the selectivity χ is varied (Fig. 8b). In fact, the copolymer

localization at selective interface can be considered as a sharp phase transition

in the limit N ! ∞, M ! ∞, and χ ! 0. As an appropriate variable η in the

various scaling relations one may use the number of blobs, η � χN(1 � ν)/2M(1 + ν)/2

(here v � 3/5 denotes the Flory exponent). At finite χ, chain length (N ), and block

length (M ), the transition looks like a smooth crossover, described by an order

parameter in terms of the fraction of P- and H-monomers on both sides of the

penetrable interface, (cf. Fig. 8b). Generally, in a very good agreement between

theoretical predictions and our simulation data, one may conclude that the scaling

theory correctly captures the most salient features related to the copolymer behavior

at penetrable boundaries between selective solvents:

• The critical selectivity decreases with growing block length as χc / M�(1 + ν)/2,

while the crossover selectivity to the strong localization regime obeys a simple

relation χ∞ / 1/M
• The size of the copolymer varies in the weak localization regime as Rg⊥ /

M�ν(1 + ν)/(1 � ν) and Rgjj / M ν2�νð Þ 1þνð Þ½ �=
�
1�ν

�
, where v2 ¼ 3/4 is the Flory

exponent in 2D space

• In the regime of strong localization, one obtains Rg⊥ / Mν and

Rgjj / M� ν2�νð ÞNν2 , respectively

For the most relevant case of strong localization, the kinetics of copolymer

adsorption is of particular importance. A simple analytical theory based on scaling

considerations has been proposed and shown to provide a faithful description

for the relaxation of the initial copolymer coil into a flat-shaped layer [45].

This conformational change of a chain for χ > χ∞ can be considered to be governed

by an attractive force, fattr
⊥ � � χ∞N/Rg⊥, and an opposing force of confinement,

fconf � Na1/ν/Rg⊥
1/ν + 1, which yield a set of dynamic equations:
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ζ0N
dRg⊥

dt
¼ � χ1N

Rg⊥
þ Na1=ν

R
1=νþ1
g⊥

, ζ0N
dRgjj

dt
¼ vN2

R3
gjjRg⊥

� Rgjj

aN
ð3Þ

where the second equation in Eq. (3) describes the horizontal (or parallel to

the interface) spreading due to steric repulsion (excluded volume effects), and

ζ0 denotes the monomer friction. One may find solutions for the set of equations

of motion (3) and determine the characteristic times for relaxation perpendicular

(τ⊥) and parallel (τ||) to the interface (cf. Fig. 9). The observed agreement with

simulation data is very good, and an important distinction between early and

late stages of localization can be demonstrated. A careful analysis in terms of

localization-induced coupling of (otherwise independent) Rouse modes reveals

[47] a strong coupling of the first few modes as a consequence of the interplay

between the interface and the regular block structure of the polymer. Summarizing,

one may conclude that:

• The typical time for lateral diffusion in the case of strong localization varies as

τ / M2 ν�ν2ð ÞN2ν2þ1 [36]

• The characteristic times for localization perpendicular and parallel to the inter-

face at strong selectivity scale as τ⊥ / M1 + 2ν and τ|| / N2, respectively [45]

• The averaged components of the Rouse modes of a copolymer, adsorbed at a

liquid–liquid interface, are not mutually orthogonal as in the bulk but signifi-

cantly coupled for small indices p, with the coupling gradually vanishing as the

mode number p grows [46]

Our studies have revealed that a selective liquid–liquid interface can be

very sensitive with respect to the composition (most notably, the block size M ) and

chain length N of a multiblock copolymer chain. This sensitivity suggests

an interesting possibility to use selective liquid–liquid interfaces as a new type

of chromatography, whereby one can “sieve” (i.e., separate and analyze) complex
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mixtures of copolymers with respect to block size and chain length. Thus, a chain

may be driven from an initial configuration, some distance away from the interface,

into the other half of the container whereby it will pass through the penetrable

interface. Depending on their length and composition, different chains will then

be temporarily trapped at the plane separating the two solvents. One might expect

that the characteristic “capture” time would strongly depend on the particular prop-

erties of the chain, so that for a given field intensity B some chains would stick for a

long time at the interface, whereas others with different M and N will pass rapidly

through it (cf. Fig. 10). This possibility has been considered both theoretically and by

means of computer experiment in our investigations [47, 48], and the scaling of the

typical “capture” times τ with copolymer and block length N andM elucidated. For

chains driven by an external field through a selective interface, one finds that the

mean capture time τ displays a non-Arrhenian dependence on the field intensity B,
and increases almost exponentially with the block sizeM (cf. Fig. 10).

Finally, it is worth mentioning that in the rich behavior of copolymers at

selective liquid–liquid interfaces we have not included results pertaining to random

copolymers, where the range of sequence correlations plays a role similar to that
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copolymer with N ¼ 256 andM ¼ 4 at field intensity B ¼ 0.031 for 10 individual runs, indicating
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the mean capture time hτi with field strength B for copolymers of length N ¼ 128 and different
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of the block size. Moreover, in our considerations we have largely ignored the

possible effects of hydrodynamic interactions, even though the case of Zimm

dynamics was accounted for in our scaling approach [47]. Also, the penetrable

interface has been considered in the simplest approximation of zero thickness

although the existence of some intrinsic width, capillary waves, etc. might add

additional facets to the overall picture. Thus, a variety of details are relegated

to further studies and the reported results should be seen as a first step into a

fascinating field of phenomena that might offer a broad perspective for application

and development.

1.4.2 Single Chain Adsorption: Statics and Kinetics

Adsorption of polymers on surfaces plays a key role in numerous technological

applications and is also relevant to many biological processes. During the last three

decades it has been constantly a focus of research interest. The theoretical studies

of the behavior of polymers interacting with solid substrate have been based

predominantly on both scaling analysis [49] as well as on the self-consistent field

(SCF) approach [50]. The close relationship between theory and computer experi-

ments in this field [27, 51] has proved especially fruitful. Most investigations focus

on the determination of the critical adsorption point (CAP) location and on the

scaling behavior of a variety of quantities below, above, and at the CAP.

The investigations mentioned above have been devoted exclusively to homopoly-

mers, but the adsorption of copolymers (e.g., multiblocks or random copolymers) is

still much less understood. Thus, for instance, the CAP dependence on block size

M at fixed concentration of the sticking A-mers is still unknown, as are the scaling

properties of regular AB-multiblock copolymers in the vicinity of the CAP. The main

focus of our investigations [52] has been aimed at the adsorption transition of random

and regular multiblock AB-copolymers on a rigid substrate. We have used two

different models to establish an unambiguous picture of the adsorption transition

and to test scaling predictions at criticality. The first model is an off-lattice coarse-

grained bead-spring model of polymer chains that interact with a structureless surface

by means of a contact potential, once an A-monomer comes close enough to be

captured by the adsorption potential. The second model is the pruned-enriched

Rosenbluth method (PERM) on a cubic lattice, which is very efficient, especially

for very long polymer chains, and provides high accuracy of the simulation results

at criticality. Notwithstanding their basic difference, both methods suggest a consis-

tent picture of the adsorption of copolymers on a rigid substrate and confirm the

theoretical predictions, even though the particular numeric values of the CAP are

model-specific and differ considerably.

As one of the central results of our studies, one should point out the phase

diagram of regular multiblock adsorption, which gives the increase in the critical

adsorption potential Ec(M ) with decreasing length M of the adsorbing blocks

(cf. Fig. 11a). For very large block length, M�1 ! 0, we find that the CAP

systematically approaches that of a homogeneous polymer. We demonstrate also
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that the phase diagram, derived from computer experiment, agrees well with the

theoretical prediction based on scaling considerations.

The phase diagram for random copolymers with quenched disorder that gives

the change in the critical adsorption potential, Ec
p, with changing percentage of

the sticking A-monomers, p, has also been determined from extensive computer

simulations carried out with the two employed models (cf. Fig. 11b). We observed

perfect agreement with the theoretically predicted result, Epc ¼ ln
exp Ehcð Þþp�1

p

h i
� Ehc

(where Ec
h is the critical attraction energy of an effective homopolymer [53]), which

has been derived by treating the adsorption transition in terms of the “annealed

disorder” approximation. We show that a consistent picture appears of how some

basic polymer chain properties of interest, such as the gyration radius components

perpendicular and parallel to the substrate or the fraction of adsorbed monomers at

criticality, scale when a chain undergoes an adsorption transition regardless of the

particular simulation approach. An important conclusion thereby concerns the

value of the universal crossover exponent ϕ � 0.5, which is found to remain

unchanged regardless of whether homopolymers, regular multiblock polymers, or

random polymers are concerned.

The adsorption kinetics of a single polymer chain on a flat structureless

plane has been examined in the strong physisorption regime [53]. Adopting the

stem-flower model for a chain conformation during adsorption, and assuming

the segment attachment process to follow a “zipping” mechanism, we developed a

scaling theory that describes the time evolution of the fraction of adsorbed monomers

for polymer chains of arbitrary lengthN at adsorption strength of the surface E/kBT. To
this end, we derived a master equation as well as the corresponding Fokker–Planck

equation for the time-dependent probability distribution function (PDF) of the num-

ber of adsorbed monomers and for the complementary PDF of chain tails. Inherent in

this derivation is the assumed condition of detailed balance, which makes it possible
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to relate the elementary steps of adsorption and desorption. From the numeric solution

of the equivalent discrete set of coupled first-order differential equations, we find that

the growth of the adsorbed fraction of monomers with time is governed by a power

law, n(t) / t[1/(1 + ν)], while the typical time of adsorption τ scales with the length of
the polymer N as τ / Nα, with α ¼ 1 + ν. In Fig. 12 we display the variation in the
number of adsorbed segments Nads with time t for regular copolymers with block

size M and for random copolymers with percentage p of the “sticking” segments.

The adsorption transients found in the Monte Carlo simulation are in good agree-

ment with these predictions, if one takes into account the finite-size effects due to

the finite length of the studied polymer chains. One could also conclude that, in the

case of regular multiblock and random copolymers, the adsorption kinetics strongly

resembles that of homopolymers.

It should be also mentioned that a lot of insight and information regarding

the adsorption of single chains on a solid substrate can be gained from the PDFs of

the various building units, trains, loops, and tails that an adsorbed chain is formed of. In

the literature [53] one may verify that the theoretically derived and predicted exponen-

tial expression for the PDF of trains appears to comply very well with simulation data.

1.5 Manipulation of Single Chains: Force-Induced
Detachment and Translocation Through Pores

1.5.1 Detachment of Adsorbed Polymer Chain: Statics and Dynamics

With the development of novel single macromolecule experiments, the manipula-

tion of individual polymer chains and biological macromolecules is becoming an

important method for understanding their mechanical properties and characterizing
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Fig. 12 (a) Number of adsorbed segments Nads(t) versus time t for regular AB copolymers with

length N ¼ 256 and different block sizeM. The time interval of the transient “shoulders” is shown

in the upper inset. The lower inset displays the variation in the scaling exponent α for the time of

adsorption τ / Nα with block lengthM. (b) The same plot for a random copolymer with N ¼ 256

and different composition p; p ¼ 1 corresponds to the case of a homopolymer. The variation of α
with p is shown in the inset. Reprinted with permission from [53]
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the intermolecular interactions [54, 55]. Much of the related upsurge of interest

into the statics and dynamics of single macromolecules at surfaces has been spurred

by the use of atomic force microscopy [56, 57] (AFM) and optical/magnetic

tweezers [58], which allow one to manipulate single polymer chains. There is a

close analogy between the forced detachment of an adsorbed polymer chain (such

as polyvinylamine and polyacrylic acid) adhering to a solid surface (such as mica or

a self-assembled monolayer) when the chain is pulled by the end monomer and the

unzipping of homogeneous double-stranded DNA [59].

In our investigations [31, 60, 61] along with computer experiments we use the

grand canonical ensemble (GCE) approach of Kafri et al. [59] in order to treat the

detachment of a single chain from a sticky substrate when the chain end is pulled

by external force (cf. Fig. 13a). A central result is the overall phase diagram

of the force-induced desorption transition for a linear self-avoiding polymer chain

(cf. Fig. 13b). We demonstrate its reentrant character when plotted in terms of

detachment force fD against system temperature T [31, 60]. We find that, despite

being of first order, the force-induced phase transition of polymer desorption is

dichotomic in its nature, that is, no phase coexistence and no metastable states exist!

This unusual feature of the phase transformation is unambiguously supported by

our simulation data, e.g., through the comparison of the order parameter probability

distributions in the immediate vicinity on both sides of the detachment line,

whereby no double-peaked structure is detected.

We obtained these results by studying the various conformational building

blocks, characterizing the structure of an adsorbed linear polymer chain, subject

to a pulling force of fixed strength. The GC partition function of the adsorbed chain

of length N at fugacity z, Ξ(z) ¼ ∑ ∞
N ¼ 0 ΞNz

N ¼ V0(z)Q(z)[1 � V(z)U(z)]� 1, is
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Fig. 13 (a) Snapshot of an adsorbed polymer chain with length N ¼ 128, partially detached from

the plane by external force fM ¼ 6.13 that keeps the end monomer at height h ¼ 25σ. Reprinted
with permission from [31]. Copyright 2009, American Chemical Society. (b) Critical detachment

force fD ¼ fσ/kBT versus surface potential E/kBT. Triangles and circles denote MC and theoretical

results, respectively. Inset shows a double-logarithmic plot of fD against E � Ec with Ec ¼ 1.67kBT,
yielding a slope of 0.97 
 0.02, in agreement with the prediction fD / (E � Ec)

ν/ϕ. The shaded
area shows the same phase diagram but derived in units of f (right axis) versus temperature

T (top axis). It appears reentrant. Reprinted with permission from [60]
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related to the GC partition functions U(z), V(z), and Q(z) of loops, trains, and tails.

Closed analytic expressions for the fraction of adsorbed segments (i.e., the order

parameter of the desorption transition) and for probability distributions of trains,

loops, and tails, cf. Eqs. (4) and (5), are derived in terms of the surface potential

intensity both with and without external force. As an example, we refer here to

the tail distribution without external force, which is given by:

Ptail lð Þ ¼

1

lβ
exp �c1 E� Ecð Þ1=ϕ l

h i
, E > Ec

A1

lβ
þ A2N

1�γ1

lβ N � lð Þ1þϕ , E ¼ Ec

N1�γ1

lβ N � lð Þ1þϕ : E < Ec

8>>>>>>>>><>>>>>>>>>:
ð4Þ

The same for the loop distribution reads:

Ploop lð Þ ¼

1

l1þϕ exp �c1 E� Ecð Þ1=ϕ l
h i

, E > Ec

B1

l1þϕ þ
B2N

1�γ1

l1þϕ N � lð Þβ , E ¼ Ec

N1�γ1

l1þϕ N � lð Þβ : E < Ec

8>>>>>>>>><>>>>>>>>>:
ð5Þ

In Eqs. (4) and (5), A1, A2, B1, and B2 are constants and γ1 ¼ 0.680, β ¼ 1 � γ1
are universal exponents. Among other things, we verify the gradual transition of

the PDF of loops from power-law to exponential decay as one moves away from

the CAP to stronger adsorption. We demonstrate that for vanishing pulling

force, f ! 0, the mean loop size, L / (E � Ec)
[1 � (1/ϕ)], and the mean tail size,

S / 1/(E � Ec)
1/ϕ, diverge when one approaches the CAP. In contrast, for a

non-zero pulling force, f 6¼ 0, we show that the loops on the average get smaller

with growing force. Close to the detachment threshold, f � fD, the tail length

diverges as S / 1� f
fD

	 
�1

. The simulation results for Ptail(l ), Ploop(l ) are in

good agreement with the theoretical predictions. As expected, all these conforma-

tional properties and their variation with the proximity to the CAP are governed by

a crossover exponent ϕ. An important result in this work is the calculation of ϕ,
which provides insight into the background of the existing controversial reports

about its numeric value. It is shown that the value of ϕmay vary within the interval

0.39 � ϕ � 0.6, depending on the possibility that a single loop interacts with the

neighboring loops in the adsorbed polymer. Since this range is model-dependent,
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one should not be surprised that different models produce different estimates of ϕ in

this interval.

In Fig. 14a one can see the isotherms of the order parameter, n ¼ Nads/N,
against the surface attraction E for different pulling forces, f, which resemble closely

those of a conventional first-order phase transition. However, as indicated by the

corresponding PDFW(n) (cf. Fig. 14b), the adsorption–desorption first-order phase
transition under pulling force has a clear dichotomic nature (i.e., it follows an

“either/or” scenario): in the thermodynamic limit N ! ∞ there is no phase coex-

istence! The configurations are divided into adsorbed and detached (or stretched)

dichotomic classes. The metastable states are completely absent.

We would like to emphasize that our simulations have been carried out mainly

within the framework of a constant-force ensemble, whereas one may also work

in the constant-height ensemble whereby one uses the end-monomer height as an

independent parameter and measures the force exerted by the chain on the end

monomer, as we did in previous work [62]. Notwithstanding the equivalence

of both ensembles, some quantities behave differently in each ensemble. So, for

example, in the fixed-height ensemble one observes a constant-force plateau while

the height of the chain end-monomer is varied. Most notably, the fraction of

adsorbed monomers n varies steadily with changing h, whereas in the constant-

force ensemble one observes a jump of n at a particular value of the force f.
However, this should not cast doubt on the first-order nature of the phase transition,

which can also be recovered within the constant-height ensemble, provided one

expresses the control parameter h in terms of the average force hfi. This interesting
aspect has been considered in detail by Skvortsov et al. [63].

Last but not least, we would like to point out a very recent investigation [64] in

which we show that the change of detached monomers with time is governed by a

differential equation that is equivalent to the nonlinear porous medium equation,
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Fig. 14 (a) Order parameter (fraction of detached monomers) versus surface potential E for

different pulling forces. The chain is of length N ¼ 128. (b) Order parameter distribution for

pulling force fσ/kBT ¼ 6.0 and different adhesion energy E/kBT. The critical surface potential

for this force is ED ¼ 6.095 
 0.03 so that the values E/kBT ¼ 6.09 and 6.10 are on each side of

the detachment line. Reprinted with permission from [60]
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employed widely in transport modeling of hydrogeological systems. Depending on

the pulling f and restoring φ forces, one can discriminate between a “trumpet”

(1/Nν � φ < f < 1), “stem-trumpet” (φ < 1 < f ), and “stem” (1 < φ < f )
regimes of desorption. Remarkably, in all these cases the time dependence of

the number of desorbed monomers M(t) ¼ N � Nads(t) and the height of the

end monomer (i.e., the monomer that experiences the applied external pulling

force) h(t) follow an universal
ffiffi
t

p � law (even though this is not a diffusion

phenomenon). There is, however, a common physical background with the well-

known Lucas–Washburn
ffiffi
t

p
-law of capillary filling [65], as with the ejection

kinetics of a polymer chain from a cavity (virus capsid) [66]. In these seemingly

different phenomena there is always a constant driving force (meniscus curvature

or polymer entropy) that acts against a gradually changing drag force (friction) in

the course of the process.

1.5.2 Polymer Translocation Through Narrow Pores

in the Membranes and Escape from Long Pores

The translocation of a polymer is the process during which a flexible chain

moves through a narrow pore of size comparable with that of a chain segment to go

from one (cis) side of a membrane to the other (trans) side, as shown in Fig. 15. This
phenomenon is important in many biological and chemical processes, such as viral

injection of DNA into a host and RNA transport through a nanopore of the nuclear

membrane, and appears highly promising as a possible nanotechnological application,

e.g., for drug delivery [67, 69], rapid DNA sequencing [67, 70, 71], gene therapy, etc.

During the last decade, polymer translocation has thus turned into a very

active area of research with a variety of theoretical, simulational, and experimental

studies examining this process under different conditions [68]. Different driving

μ

μ
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2

CIS TRANS

N − s(t) s(t)

v(t)

a b

Fig. 15 (a) DNA translocation through a protein pore in α-hemolysin. When the DNA enters

the pore, the ionic current is blocked. This current blockage is used to detect the residence time

of DNA bases in the pore [67]. (b) Chain translocation through a nanopore. The instantaneous

translocation coordinate is s(t) and the bead velocity in the pore is v(t). The driving force is due to a
chemical potential gradient within the pore, f ¼ (μ1 � μ2)/kBT. Adapted from [68]. Reproduced

by permission of IOP Publishing. All rights reserved
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mechanisms for the translocation processes have been a subject of intense

discussion, e.g., electric fields [72], chemical potential gradients [73], selective

adsorption on one side of the membrane [74, 75], and related ratchet mechanisms

[76]. In addition, entropic barriers, segment crowding at the pore orifice, and,

most notably, the interplay between topological connectivity of the chain and

geometric constraints imposed by the pore, make the problem rather intricate and

complex. Moreover, since polymer translocation is such an ubiquitous pheno-

menon, it remains questionable whether a single universal scenario is operative

under all circumstances, so detailed studies of its various aspects are necessary.

It is convenient and customary to describe the translocation process by a single

variable s, called the translocation coordinate, which denotes the sequential number

of the monomer located in the pore at time t, and tells how much of the polymer has

passed meanwhile through the pore (cf. Fig. 15b). As a rule, once the initial monomer

has already threaded through the hole, among the principal quantities of interest are

the mean translocation time τ, and its dependence on polymer length N and on the

driving force magnitude f. In fact, τ is one of the few dynamic quantities that are

accessible in current experiments [67, 70, 71]. Assuming that τ / Nαf� δ, one of the

objectives is to provide a plausible explanation for the observed values of the

exponents α and δ. Important information is obtained from the probability distribu-

tion function of translocation times, Q(t), and also from the time dependence of the

mean squared displacement (variance) of the translocation coordinate Δ(t) �
hΔs2(t)i ¼ hs2i � hsi2. Both quantities play essential roles in numerous efforts to

elucidate a typical hallmark of the translocation process. Namely, its dynamics is

anomalous with hΔs2(t)i / tβ, where β < 1 (i.e., the dynamics is subdiffusive) for

the force-free (i.e., f ¼ 0) case and β > 1 (i.e., super-diffusive) for the force-driven

polymer translocation. This is well established at present [77–80].

There are different possibilities for how the forced translocation can be effected.

For example, Milchev at al. [74, 75] studied the possibility that the monomer–

membrane interaction is attractive on the trans side, while it is assumed to be

repulsive on the cis side. Assuming that a few monomers of a chain have already

passed through the pore and experience the favorable membrane–monomer inter-

action on the trans side, two questions that are asked are: (1) How likely is it that

the rest of the chain will follow from the cis to the trans side, depending on chain

length N and the distance T/Tc � 1 from the adsorption transition that happens

on the trans side at T ¼ Tc? (2) How does the time needed for complete trans-

location depend on these parameters?

Milchev et al. [74, 75] found that it makes a big difference whether one

studies the case in which in equilibrium a chain is not yet absorbed on the trans
side (and still in a mushroom state when the chain gets through the pore) or whether

adsorption occurs. In the first case, the problem is similar to unbiased translocation

(which occurs by thermal fluctuations only [81, 82]), i.e., for any finite fraction of

monomers that have already passed to the trans side there is still a non-zero

probability that the whole chain returns to the cis side (and diffuses away). In

this case, the translocation time is found to scale as τ / N2ν + 1 � N2.2, i.e., the

time is simply of the order of the Rouse time of a single chain in a good solvent

(note that the Monte Carlo modeling of Milchev et al. [74, 75] uses implicit solvent
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and there cannot be any effects due to hydrodynamic interactions). In any case,

this result already shows that the relation τ / N2 [81, 82] (derived on the assump-

tion that the problem can be reduced to a quasi-one-dimensional problem of

diffusion over an entropic barrier, taking the numbers of monomers at the trans
side as “reaction coordinate”) cannot hold in general. Indeed, Dubbeldam

et al. [77, 78] have shown that different power laws can be obtained by a model

in which ordinary diffusion is replaced by fractional Brownian motion, which leads

to anomalous diffusion.

When one studies translocation driven by adsorption for temperatures where in

equilibrium the chain is adsorbed on the trans side in a “pancake configuration,”

one finds that a finite number of monomers adsorbed on the trans side (of order 10)
suffices to pull the remaining chain through the hole in the membrane in almost all

cases. The relaxation time was found to scale like τ / N1.7, but is not clear whether

this exponent can be theoretically explained [74, 75].

The standard model for forced translocation uses a biasing force on any mono-

mer that has entered the pore, driving it from the cis to the trans side (see [83] and
references therein). Estimates for the various exponents describing the translocation

dynamics have been given [83], but in this study (as well as in other work that

can be found in the literature) it is not clear whether the asymptotic scaling regime

really has been reached or whether one observes “effective exponents” due to

slow crossovers. In addition, a rather fundamental problem [83, 84] is a strong

conformational asymmetry of the part of the chain that is still on the cis side and the
part that is already on the trans side: the former part is under stretch because parts of

the chain very distant (along the contour) from the pore have not yet relaxed.

Translocation happens too fast for the chain configurational degrees of freedom

to reach local equilibrium. So, the radius of the cis part is relatively too large.

Conversely, the configuration of the trans part is somewhat too dense and,

hence, the radius is too small [83, 84]. Although some aspects of this phenomenon

have been discussed by Sakaue [85, 86], we feel that a complete theory of

translocation that properly incorporates all these out-of-equilibrium effects still

needs to be developed.

In the wake of these developments, our studies of translocation dynamics

have been focused on the generic case of unbiased translocation [77, 79, 80] in

the absence of driving force, f ¼ 0, and on the case when the chain threading

through a pore is driven by applied force [78, 87–89]. In our original efforts to

capture the essence of the problem, we employed diverse methods (scaling theory,

fractional calculus, Monte Carlo and molecular dynamics simulations). We found

that the relevant dynamic variable, the transported number of polymer segments s
(t), displayed an anomalous diffusive behavior both with and without an external

driving force being present [77–80]. A closed analytic expression for the

probability, W(s, t), of finding s translocated segments at time t in terms of chain

length N and applied drag force f was derived from the fractional Fokker–Planck

equation and shown to provide analytic results for the time variation of the

statistical moments hs(t)i and hs2(t)i. It was shown that in the absence of driving

force, the time τ needed for a macromolecule of length N to thread from the cis into
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the trans side of a cell membrane scales like τ / N2νþ2�γ1 with the chain length.

Thus, the anomalous dynamics of the translocation process has been related to a

universal exponent that contains the basic universal exponents of polymer physics,

the Flory exponent v, and the surface entropic exponent γ1. If a driving force is

present, our results suggested a scaling τ / f�1N2νþ1�γ1 , in good agreement with

Monte Carlo (MC) and molecular dynamics (MD) simulation data.

While validating the sub- or superdiffusive behavior of hΔs2(t)i, several new
findings revealed that the probability distribution of the translocation coordinate s,
i.e., W(s, t), stays Gaussian for different time moments. Moreover, the long time

tail of the translocation time distribution was found to have an exponential form,

challenging the power-law behavior [77, 78] predicted within the fractional

Fokker–Planck equation. In an effort to reconcile the new findings with the

observed sub- or superdiffusive variation of Δ(t) ¼ hΔs2(t)i, we recently suggested
a new governing equation [87, 88], based on the fractional Brownian motion (fBm)

approach (cf. Fig. 16 for the force-free case).

Starting from the Langevin equation ds(t)/dt ¼ v(t) where, by assumption, the

translocation velocity v(t) follows Gaussian statistics, we derived a Fokker–Planck

equation for the distribution W(s, t):

∂
∂t

W s; tð Þ ¼ � ∂
∂s

K sð Þ W s; tð Þ½ � þ D tð Þ ∂2

∂s2
W s; tð Þ ð6Þ

where the average velocity is hv(t)i � K(s)|s ¼ s(t) and the time-dependent

diffusion coefficient D(t) ¼ Ð
0
t G(t,t0)dt0, with G being the second moment

(velocity autocorrelation function) G(t1,t2) � h[v(t1) � hv(t1)i][v(t2) � hv(t2)i]i,
assuming a (constant) friction coefficient, ξ0. In the simplest case of the unbiased

process (i.e., f ¼ 0), Eq. (6) can be solved to:
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Fig. 16 (a) The probability distribution of translocation coordinate W(s, t) at five different time

moments (symbols) along with Gaussian fits (lines) with variance Δ. (b) Increase of the variance
Δ(t) with elapsed time t, indicating a crossover from short-time subdiffusive behavior / t0.55 to
late time nearly normal diffusive behavior / t0.91. Reprinted with permission from [87]
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W s; tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
2πDtβ

p exp � s� s0ð Þ2
4Dtβ

" #
ð7Þ

where D is a constant. Therefore, the distribution W(s, t) is indeed Gaussian, albeit

with a width proportional to the variance Δ(t) (cf. Fig. 16), which in this case

follows a subdiffusive behavior (i.e., β < 1). This result reproduces the MC

simulation findings reported recently by Kantor and Kardar [90].

In an effort to lean on a solid physical background in order to describe faithfully

the more complex (far from equilibrium) case of a driven translocation, following

the pioneering work of Sakaue [85, 86], we considered the propagation of a tensile

front along the polymer chain backbone upon pulling [89]. As shown schematically

in Fig. 17a, when a pulling force is instantaneously switched on, tension starts to

propagate along the chain backbone and progressively alters the polymer confor-

mation. Eventually, after some characteristic time, a steady state is reached and the

whole polymer starts moving with constant velocity. We find that:

• The translocation starts with the formation of initial Pincus blob (i.e., the first

blob is generated immediately at the pore entrance). The characteristic time for

blob initiation is given by τinit / aξ0/f. Our MD simulation results essentially

support the scaling prediction τinit � 1/f.
• The initiation is followed by a tensile force transmission along the chain

backbone that is governed by the local balance of driving and drag forces.

For forces in the interval N�ν � af/kBT < 1 this leads to the so-called trumpet

regime (see Fig. 17a). The corresponding translocation time is given by < τ >
/ C1f

1/ν � z + 1N1 + ν + C2 f
2 � z N2ν, where the dynamic exponent z ¼ 2 + 1/v

for Rouse dynamics and z ¼ 3 for Zimm dynamics. C1 and C2 are numerical

model-dependent constants. As a result, different scaling of τ is observed,
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Fig. 17 (a) Dynamic response of a driven polymer translocation upon switching the pulling

force f. At time t the tension force has passed the N(t) monomer and is at distance X(t) from the

membrane while M(t) monomers have already moved into the trans side of the separating

membrane. The chain portion to the right of X(t) is moving with mean velocity v(t). (b) First
and second moments of the translocation coordinate hsi and hs2i, and the variance hΔs(t)2i ¼
hs2i � hsi2 for a polymer chain with length N ¼ 100 and driving force f ¼ 5.0. Reprinted with

permission from [89]
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depending on chain length N and driving force strength f. Thus, one expects a

crossover from N2ν/f1/ν to N1 + ν/f, i.e., the translocation exponent α grows with

increasing force f from α � 1.18 to α � 1.59.

• For strong forces, the translocation time can be estimated as < τ >¼ C1 τ0N
1þν=ef a þ C2 τ0 N2ν=ef a where the first term dominates under condition N1 � ν 


C2/C1. Therefore, the translocation scaling exponent grows from α ¼ 2v to

α ¼ 1 + v as the chain length N increases. This is in agreement with the results

of MD and MC simulations. A scaling relation very close to τh i / N2ν=ef a
has been found experimentally [91] in the case of translocation of long double-

stranded DNA through a silicon oxide nanopore. In this experiment the trans-

location exponent was α ¼ 1.27, which is close to our theoretical prediction.

• Even if the mentioned approach appears to yield physically plausible

and qualitatively correct results, generally, the MD simulation findings yield

systematically smaller values for the translocation exponent, e.g., α � 1.11

and α � 1.47 for weak and strong forces, respectively. As we show below,

this shortcoming of the theory stems most probably from neglecting the role

of fluctuations during the translocation process, which is common to most

theoretical treatments so far.

In our most recent work, we investigated the impact of thermal fluctuations on

the driven translocation dynamics, theoretically and by means of extensive MD

simulation [88]. Indeed, the role of thermal fluctuations is by no means self-evident.

Our theoretical consideration is based on the Fokker–Planck equation (FPE)

Eq. (6), which has a nonlinear drift term and a diffusion term with a time-dependent

diffusion coefficient D tð Þ.
Our MD simulation reveals that the driven translocation process follows

a superdiffusive law with a running diffusion coefficient D tð Þ / tγ, where γ < 1.

Therefore, although in the unbiased translocation case, the diffusion is Brownian

(or slightly subdiffusive), in the biased regime the process becomes superdiffusive, i.

e., the variance hΔs2i / tθ, where 1 < θ < 2 (cf. Fig. 17b). Moreover, the exponent

θ increases with the growth of the driving force f, namely, θ ¼ 1.5 for f ¼ 1, and

θ ¼ 1.84 for f ¼ 10. This finding is then used in the numerical solution of the FPE,

which yields an important result: for comparatively small driving forces, fluctuations

facilitate the translocation dynamics. As a consequence, the exponent α, which
describes the scaling of the mean translocation time hτi with the length N of the

polymer, hτi / Nα, is found to diminish. Thus, taking thermal fluctuations into

account, one can explain the systematic discrepancy between the theoretically

predicted duration of a driven translocation process, considered usually as a deter-

ministic event, and measurements in computer simulations.

Finally, a related interesting problem occurs when a force acts on a chain end of a

flexible macromolecule, which is dragged into a nanotube with repulsive

walls (Fig. 18). Since in a nanotube of diameter D, the chain (under good solvent

conditions) forms a string of blobs, g / N1/νmonomers per blob, and each blob costs

a free energy of kBT, there is a free energy cost of order N/g / ND� 1/ν that needs to

be overcome by the force. Klushin et al. [92] showed, by a phenomenological scaling
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theory and by simulation, that the process has discontinuous features: after a critical

fraction of the chain is drawn into the tube, the rest moves into the tube, releasing the

tension that is still present as long as part of the chain is still outside the nanopore.

2 Reversible Kinetics of Hydrogen-Bond Networks

The discussion so far has focused on the general properties of single polymer

chains, but in many applications and experimental realizations of the forced

desorption or unfolding of biomolecules the specific nature of the adhesion bonds

under study determine specific material properties. In many situations, one is

confronted with an adhesion cluster that is stabilized by a number of parallel

bonds. One important class of noncovalent adhesion bonds is provided by hydrogen

bonds (H-bonds). The most common situation that is encountered in many exper-

imental investigations of the mechanically forced opening of adhesion bonds via

dynamic force spectroscopy (DFS) employing atomic force microscopes or optical

tweezers is the following: The system under study consists of adhesion complexes

that are pulled in order to investigate the rupture events. Often, the rupture event is

irreversible in the sense that reversing the pulling direction does not give rise to

rebinding. Recently, reversible bond breakage has also been studied in different

systems [93, 94] and one particular study will be reviewed in the following section

(Sect. 2.2) [95]. In Sect. 2.1, we will report on the results of force probe MD

simulations on dimers of calix[4]arene catenanes that show very interesting rever-

sible H-bond network dynamics. In addition, we briefly review the theoretical

treatment of the stochastic dynamics of reversibly binding systems under different

protocols of external force application.
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f

f

D
x

f = 0

f = 0
x

Fig. 18 Flexible polymer

chain with one end dragged

into a nanotube in a quasi-

equilibrium process. The

coordinate x of the end
where the force acts is taken

as a reaction coordinate.

At x ¼ x∗ the free part

of the chain is suddenly

sucked into the nanotube.

Reprinted with permission

from [92]. Copyright 2008

American Chemical Society
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2.1 Force Probe MD Simulations of Calix[4]arene
Catenanes

Catenanes constitute a family of molecules that are interesting because of their

potential incorporation into molecular motors or switches [96] and, in particular,

the specially designed calix[4]arene catenanes that have been synthesized recently

have interesting properties [97]. We have investigated exactly the same systems

that are also the subject of experimental DFS investigations reviewed in Sect. 3,

namely dimers of two calix[4]arenes with the structures presented in Fig. 19 [98]

using mesitylene as an aprotic solvent. Structure 1 has four aliphatic loops of

14 CH2 groups and structure 2 has two longer loops consisting of 20 CH2 groups.

In the dimers, the loops are intertwined building catenane structures, which in

equilibrium form a compact aggregate stabilized by 16 H-bonds formed between

urea groups located at the upper rim of the calixarene monomers (UU-bonds). If one

pulls the dimer along the direction connecting the calixarene “cups,” this compact

structure opens but the monomers cannot dissociate completely due to the mecha-

nical lock provided by the intertwined loops. These systems therefore are ideally

suited for a study of reversible binding. All force probe MD simulations were

performed in the so-called force ramp mode, meaning that the force increases

linearly with time, F(t) ¼ kc�v�t, with the pulling velocity v and the stiffness of

the pulling device kc. These simulations reveal that, after opening the compact

structure, a new set of H-bonds forms between the urea groups of one monomer and

the ether groups of the other monomer (UE-bonds). In the system with four loops,

this structure cannot be opened by further pulling the system because of the rather

short loop length. In Fig. 20, the structure of the closed and open configuration of

the tetra-loop system is shown along with a sketch of the H-bonds present in the

respective states. The pulling direction in the force probe MD simulation is indi-

cated by the arrow in the closed structures shown in the upper part of Fig. 20.

If one reverses the pulling direction after the system has undergone the transition

to the open structure, one observes a rebinding into the closed state for pulling

Fig. 19 Structure of the calix[4]arene monomers. Note the shorter loop length in the tetra-loop

(1) compared to the bis-loop (2) system. Y indicates CH3. Reprinted with permission from [98].

Copyright (2011) American Chemical Society
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velocities v that are not too large. This is exemplified in Fig. 21, which shows typical

force versus extension curves for the tetra-loop system calculated for different pulling

velocities. The hysteresis hallmarking the nonequilibrium nature of the simulations is

evident immediately. From the dependence of the hysteresis on the pulling velocity it

becomes clear that the systemwill not rebind for large v if the force is relaxed after the
opening transition. Thus, if one considers the time scale set by v, the system appears

irreversible on a fast time scale and reversible on a slower time scale.

Because the rupture event is a stochastic process, the rupture forces are distrib-

uted in a certain range. Therefore, as in the experimental studies, we performed a

large number of simulations and analyzed the rupture force distributions and the

rejoin force distributions. The mean values as a function of the pulling velocity

represent the so-called force spectrum. Experimentally, often a logarithmic depen-

dence of the mean rupture force on v is observed, but the data collected by Schlesier
et al. [98] allow no definite conclusion regarding this dependence.

As mentioned above, we also performed simulations on a bis-loop system

undergoing two transitions. The first transition is from a compact, closed structure

stabilized by a maximum of 16 UU-bonds to an intermediate reminiscent of the

open structure of the tetra-loop system. In the second transition, this UE-stabilized

structure opens upon further increase of the external force and an open structure

a b

Fig. 20 Top: Examples of the configurations of the (a) closed (t ¼ 0) and (b) open (t ¼ 17 ns)

structures of the tetra-loop system from a pulling simulation with v ¼ 0.1 nm/ns. Bottom:
Representations of the tetra-loop calix[4]arene dimer. The loops consist of 14 CH2 groups; the

endstanding CH3 groups linked to the oxygen atoms are not shown. (a) UU-bonds relevant in the

closed state are indicated in green. (b) UE-bonds stabilizing the open state are drawn in blue.
Reprinted with permission from [98]. Copyright (2011) American Chemical Society
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devoid of any H-bonds forms. In this structure, the dimer cannot dissociate

completely due to the mechanical lock imposed by the aliphatic loops. Figure 22

shows the measured force F and the end-to-end distance, Re, as a function of

simulation time for the system along the arrow shown in Fig. 21. The two steps

in the force with the concomitant step-like increase in the end-to-end distance are

clearly visible. In contrast to the tetra-loop system, the bis-loop system shows only

irreversible opening of the structures and no rejoining for the pulling velocities

used in the simulations. However, an analysis of the life-time of the intermediate

state revealed that this structure might well be of relevance for the interpretation of

the experiments.

All simulations discussed so far have been performed using one particular

force field, the GROMOS G53A5 force field [99]. Because it is well known that

the choice of the force field has a strong impact on the results of MD simulations,

we performed force probe MD simulations of the tetra-loop calix[4]arene

dimer using three different frequently used force fields [100]. The most important

Fig. 21 Representative force versus extension (x ¼ v � t) curves for the tetra-loop system for the

pull mode (red) and the relax mode (black). The upper curves are for v ¼ 1 nm/ns (v ¼ �1 nm/ns

in the relax mode) and are shifted by 600 pN for clarity. The lower curves are for v ¼ 0.1 nm/ns

(v ¼ �0.1 nm/ns). Reprinted with permission from [98]. Copyright (2011) American Chemical

Society

Fig. 22 Measured force F ¼ k � q and Re for the bis-loop system as a function of simulation

time for v ¼ 0.1 nm/ns for a representative simulation run. Reprinted with permission from

[98]. Copyright (2011) American Chemical Society
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conclusion to be drawn from a comparison of the GROMOS G53A5, OPLS�AA

[101], and AMBER GAFF [102] force fields is that there are only quantitative

differences in the results regarding rupture forces, rebinding ability, and structural

quantities. Thus, the fact that one imposes quite strong nonequilibrium conditions

on the system does not give rise to additional problems in MD simulations (at least

for the force fields studied).

2.2 Stochastic Modeling of Reversible Bond Breakage

As discussed above, the reversible opening of adhesion bonds or the reversible

unfolding of biomolecules has been investigated in the recent past with increasing

intensity. The fact that both the opening and the rejoining events can be observed

in favorable examples opens the way to more detailed information regarding the

energy landscape of the system under study. The analysis of experimental DFS data

showing irreversible rupture events is usually based on the phenomenological Bell

model [103]. In this model, it is assumed that the application of an external force

F to the system results in a decrease in the activation energy for bond rupture, EA,

by an amount (F�x). Here, x denotes the distance from the free energy minimum of

the closed structure to the transition state. Thus, the escape rate simply reads as

k(F) ¼ k0e
βFx (β¼1/T with the Boltzmann constant set to unity). Assuming first-

order kinetics for the escape from the closed state, one can calculate the rupture

force distribution if the time-dependence of the force, F(t), is known.
The time-dependence of the force is determined by the protocol applied in the

actual application of DFS. One common way to perform the experiments or

simulations is the force-ramp mode, in which the applied force increases with a

constant velocity, F(t) ¼ kc�v�t, where kc denotes the force constant of the pulling
device. The other protocol, called force-clamp mode, consists in the application of a

constant external force, F(t) ¼ Fext. In the force-ramp case, one finds the logarith-

mic dependence of the mean rupture force and v quoted above. The simple model

appears to work quite well for small pulling velocities but fails if one pulls fast. In

this situation, more detailed calculations of the rupture force distributions via the

computation of the mean first passage time in model free-energy landscapes give

more reliable results [104].

The impact of reversible rebinding on the rupture force distributions has been

investigated only recently [105, 106] and showed that one reaches equilibrium

between the closed and open structure for vanishing pulling velocity and gave the

results of the Bell model for fast pulling. We have analyzed the behavior of both the

rupture force and rejoin force distributions for the stochastic dynamics in a double-

well potential and have considered the dependence of the shape of the distributions

and the mean forces on system parameters such as the pulling device stiffness kc for
the force-ramp protocol [107] (cf. Fig. 23). It was shown that it should be possible

to extract the equilibrium constant defined by the kinetic rates for bond rupture and

rejoining from the equilibrium forces, i.e., the mean forces obtained in the limit of
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vanishing pulling velocity. Also, the impact of a soft worm-like chain (WLC)

polymeric linker has been treated in an approximate manner using an effective

compliance of the composite system. It was found that not only the rupture force

distribution but also the rejoining force distribution is affected in a specific way,

depending on the parameters of the WLC model. Given the fact that the WLC

model might fail (cf. the discussion on this point in Sect. 1.2), this can be of

importance when analyzing DFS experiments. Additionally, it was found that in

equilibrium the impact of the linker on the equilibrium rupture forces vanishes. This

finding, however, depends on the specific model used to treat the system composed

of the double-well potential and the linker.

If the reversible dynamics of bond rupture is considered in the force clamp mode,

one can exploit an analogy to the treatment of singlemolecule fluorescence to treat the

statistical properties of the transition events [108, 109]. If one considers two states,

A (closed) and B (open) with rates kA ¼ k(A ! B) and kB ¼ k(B ! A),

the equilibrium constant is given by K ¼ kB/kA. Due to the strong expo-

nential dependence of the kinetic rates on the external force, in the Bell model given

by kA Fð Þ ¼ kAe
βF�xA and kB Fð Þ ¼ kBe

�βF�xB one can vary K over a broad range. This

fact opens the possibility of very detailed analysis of two-state kinetics. In particular,

an analysis of the Mandel parameter [109] and the waiting time distributions [108]

should allow the investigation of deviations from simple Markovian kinetics. Differ-

ent event counting schemes can be utilized, depending on the value of the equilibrium

constant, in order to study the possible effect of dynamic or static disorder on the

kinetics. As shown in Fig. 24, in the so-called cycle counting scheme only B!A

transitions are counted, and in the event-counting scheme every transition is consid-

ered. In particular, in situations where K differs strongly from unity, the cycle-

counting scheme may be advantageous due to resolution problems. In favorable

cases, an analysis of the moments of the corresponding waiting times will allow

deciding whether the system can be described as a two-state system or whether a

more complex scheme is required for successful modeling of the kinetics.

Fig. 23 Free energy G(q, Fext) as a function of the reaction coordinate defined as the pulling

direction for various values of the applied force. For larger applied force, the right-hand “B”

minimum becomes deeper (dashed and dotted lines) and the equilibrium constant K(Fext) decreases.

Reprinted with permission from [108]. Copyright 2010 by the American Physical Society
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3 Force Spectroscopy and Microscopy of Modular

Macromolecules

With the advent of nanotechnology, there has been a strong increase in interest

in the physics of small systems far from equilibrium. Mechanically driven trans-

formations, as carried out by single-molecule stretching experiments or observed

for molecular machines, offer a unique way to study fundamental theories of

statistical mechanics associated with fluctuation-dissipation theorems. Here, we

describe the mechanics of unfolding fibronectin in the presence of osmolytes as a

model for proteins present in the extracellular matrix. Stretching of single proteins

is done by force spectroscopy, giving insight into the structure of fibronectin. We

found that preferential exclusion of osmolytes enhances the stability of proteins.

Furthermore, we describe the mechanics of oligo calix[4]arene catenanes as a

model system that permits the control of the spatial boundaries for separation of

hydrogen bonds by mechanically arresting the unbound state with tailored loop

entanglement. Thereby, we can investigate hydrogen bond breakage both close to

equilibrium and also far from equilibrium by adjusting the separation velocity using

a linear force ramp. The loops permit the reversible rupture and rejoining of

individual nanocapsules. Experiments carried out by force spectroscopy using an

atomic force microscope are backed up by MD simulations and stochastic modeling

and reveal the presence of an intermediate state between the closed and open state

of a single nanocapsule.

3.1 Preferential Exclusion of Ectoin Enhances
the Mechanical Stability of Fibronectin

Production of osmolytes plays a pivotal role in the adaptation of organisms to

high salt conditions. Compatible solutes may act as stabilizing agents, which

protect cells from denaturing [110–113]. Among the various compatible solutes,

ectoine (1,4,5,6-tetrahydro-2-methyl-4-carboxylic acid; Fig. 25), a zwitterionic

Fig. 24 Example trajectories showing the two different ways of counting, as indicated by the

arrows. Left: cycle-counting (only B!A transitions are counted), Right: event-counting (all

transitions are counted). Reprinted with permission from [108]. Copyright 2010 by the American

Physical Society
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cyclic amino acid, is the most common solute found in the cytosol of aerobic

heterotrophic bacteria where it increases the thermotolerance [114, 115]. In general,

it has been suggested that the presence of osmolytes increases the stability of

proteins and preserves enzymatic activity in an aqueous environment. These prop-

erties make the compounds potential candidates for biotechnological applications

ranging from food processing to protection of tissue from environmental stress

factors such as UV irradiation [116]. Timasheff and coworkers [117] argue that

the main factor in stabilizing protein structure by large quantities of osmolytes

dissolved in water originates from the increase in surface tension of the water, thus

leading to a preferential exclusion of the osmolytes from the protein–water inter-

face. The increase in surface tension is in accordance with Gibbs’ isotherm and

forces the protein to adopt a more compact protein structure that reduces the surface

area exposed to the aqueous phase without perturbing its native function.

Intrigued by this mechanism of protein stabilization, we wanted to prove this

hypothesis of protein stabilization by employing single-molecule stretching experi-

ments using proteins. We deliberately chose proteins from the extracellular matrix

because they would be exposed to external stresses in the most profound way.

AFM and particularly single-molecule force spectroscopy can provide insights

into the stability of single ligand–receptor pairs and the elastic properties of

individual macromolecules [118–120]. Besides stretching of simple homo-

polymers, a variety of different biological macromolecules ranging from poly-

saccharides to modular proteins such as titin and spectrin have been investigated

by means of force–extension curves [118, 121, 122]. Most of the pioneering work

in this area stems from the group of Gaub and coworkers [123, 124]. Force-induced

unfolding of proteins is particular interesting for unraveling the structure–function

relationships of protein filaments involved in the mechanical function of cells and

extracellular matrix. Stretching of modular proteins such as titin [123], tenascin

[125], spectrin [126], and fibronectin [127] at different loading rates can be used to

gather information about the energy landscape of the folded structure. Thereby,

Müller and coworkers [128] were able to remove individual domains of single

bacteriorhodopsin molecules from a solid supported membrane, giving unfolding

fingerprints displaying the structural integrity of the protein under investigation [129].

Previously, we were able to measure the mechanical unfolding of single native

fibronectin to reveal the detailed composition of the protein, known to consist

Fig. 25 Chemical structure of ectoine
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of three types of subunits FN-I, FN-II, and FN-III that differ in the number of amino

acids (45, 60, and 90, respectively) [127]. Fibronectin contains 220 kDa subunits

linked into dimers and polymers by disulfide bonds. Fibronectin binds to the cell

surfaces via integrins and other extracellular molecules, thereby mediating cell

adhesion [130]. Stretching of the molecule results in a subsequent unfolding of the

globular domains FN-I, FN-II, and FN-III, which all adopt a beta-sandwich struc-

ture. Each unfolding event is accompanied by a specific lengthening of the filament,

which corresponds to the number of amino acids forming an individual subunit.

This complete and subsequent noncooperative unfolding of subunits results in a

typical sawtooth pattern of the force–extension curve (Fig. 26). Evans and Ritchie

found that the force of each subsequent unfolding event rises by a constant factor

due to simple statistical reasons [132].

Here, we report on single-molecule stretching of native fibronectin and

the influence of the compatible solutes ectoine and sarcosine on the mechanical

properties, as revealed by the unfolding of the individual subunits and the overall

persistence length of the macromolecule [131]. In accordance with the preferential

exclusion model, we found a significant stabilization of the protein structure in

the presence of osmolytes but not an increase in unfolding forces.

3.1.1 Stretching of Native Fibronectin

Figure 26 shows a typical force–extension curve of a single native fibronectin

dimer stretched in between a force probe such as an AFM tip and the substrate.

Analysis of the force–extension curves is simplified by the fact that the subunits

unfold independently from each other, whereas the individual unfolding process of

a single protein domain is entirely cooperative and occurs as an all-or-nothing

process. This behavior gives rise to the characteristic sawtooth profile, as first

described by Rief et al. [123]. Since fibronectin is composed of three different

classes of subunits, differing mainly in the number of amino acids, the different

events can be easily assigned by monitoring the unfolding forces and elongation

lengths after bond rupture.
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Of the three different domains, the FN-I domains possess the least amount of

amino acids and hydrogen bonds and thus exhibit generally lower unfolding forces

of about 50–100 pN, while showing an average lengthening of only about 13 nm

(Fig. 27). FN-II domains are composed of 60 amino acids, thus showing inter-

mediate unbinding forces and a lengthening of about 18.5 nm [127]. Figure 26

also shows the prominent unfolding events of FN-III domains, with an average

lengthening of 25 nm and unfolding forces ranging from 100 to 200 pN depending

on the number of units stretched and the overall compliance of the system. A higher

compliance reduces the unfolding force. Notably, the unfolding force is a function

of the contour length and therefore of the number of subunits between tip and

substrate. Besides, the probability of bond breakage decreases with decreasing

number of subunits between tip and sample and thereby displays smaller forces.

Figure 27 summarizes the results from many pulling events and also shows a

compilation of the expected and measured lengthening of each type of subunit

and their occurrence. From structural data of native fibronectin, we expected to

Fig. 27 (a) Structure of fibronectin composed of (▪) FN-I (45 aa), (•) FN-II (60 aa), and (♦) FN-III
(90 aa) domains. Cell binding to integrins is mainly provided by FN-III domains, which carry the

RGD sequence, whereas attachment to collagen and fibrin is realized by FN-I subunits.

(b) Histogram showing the lengthening of different domains due to subsequent unfolding of the

modular filament fibronectin. Three Gaussian peaks were fitted to the data with peak maximums at

12.9 
 0.6 nm representing FN-I, 18.2 
 0.9 nm for FN-II, and 25.1 
 0.5 nm for FN-III units.

The integral of the corresponding Gaussian curves is related to the percentage of subunit occur-

rence in native fibronectin, i.e., 153.7 for FN-I, 38 for FN-II, and 280.5 events for FN-III subunits.

(c) Statistical analysis of occurrence and lengthening, as obtained from force extension curves.

Reproduced from [131] by permission of the PCCP Owner Societies
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find a distribution showing three maxima. Fitting of three Gaussian curves to the

histogram data (Fig. 27b) results in domain lengthening corresponding well to

the expected changes in contour length for FN-I, FN-II, and FN-III domains.

Influence of Ectoine on the Unfolding Force of FN-III

The major question was whether bacterial osmolytes increase the stability of proteins

and nucleic acids by preferential exclusion of ectoine from the interface. First, we

investigated the influence of the presence of ectoine and sarcosine on the unfolding

force of the individual FN-III subunits of native fibronectin. After recording the

force–extension curves and quantifying the unfolding forces (as shown in Fig. 28),

we classified the unfolding forces according to their unfolding history (five groups)

and compiled the data in a histogram. The unbinding force decreases with increasing

number of folded domains between tip and sample, as expected from stochastics.

Although we accounted for the history of unfolding, no significant impact of ectoine

or sarcosine on the unfolding force was observed. Although differences in the

unfolding forces in the presence of osmolytes might be obscured by changes in the

persistence and contour length, it is conceivable that neither ectoine nor sarcosine

affect the inner structure of the protein domains but have larger impact on the whole

filament by compacting the structure, as expected from the interpretation following

Timosheff [110, 111, 117]. Thus, we concluded that the impact of osmolytes on the

compliance of the whole molecule should be more significant than on the unfolding

forces. Hence, we elucidated whether the tendency of the molecule to adopt a more

coiled structure is enhanced by the addition of compatible solutes.

In order to study the influence of bacterial osmolytes on the compliance of the

protein we described the force as a function of the extension by a conventional

WLC model. This model has provided reasonable results in many studies where the

Scanning Force Microscopy (SFM) or optical tweezers have been used to stretch

long proteins, even though it fails in some important situations (as discussed in
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Sect. 1). Nevertheless, systematic shifts in molecular properties determined with

the help of the WLC model remain correct, although the absolute values might be

erroneous. The force is given by rearranging Eq. (2):

f ¼ kBT

lp

1

4
1� x

L

	 
�2

þ x

L
� 1

4


 �
ð8Þ

The parameter of interest in the context of preferential exclusion is the

persistence length lp as a measure for the elasticity of the protein. Note that for

a worm-like polymer lp � κR4, with κ being the bending modulus and R the

radius of the cross-section of the filament. Higher values indicate a tendency to

form more extended rod-like structures. For instance, the persistence length

of double-stranded DNA is about 50 nm, whereas the persistence length of

a single-stranded DNA or polypeptide is only about 0.5–1 nm. WLC fits were

carried out for a large number of fibronectin molecules under different conditions.

Figure 29 shows the mean persistence length as a function of the osmolyte (ectoine)

concentration. The persistence length significantly decreases from 0.5 to 0.29 nm

with increasing concentration of ectoine [131]. This implies that the tendency of

the molecule to adopt a more condensed (i.e., coiled conformation) increases due

to preferential exclusion of ectoine from the interface. Control experiments with

sodium chloride at a high concentration of 4 M do not show any significant change

in persistence length.

In conclusion, bacterial osmolytes such as ectoine and sarcosine stabilize extra-

cellular matrix proteins, as revealed in mechanical single-molecule experiments,

not by increasing intramolecular forces as one might expect but by thermo-

dynamically forcing the molecule into a more compact structure and thus increasing

the entropic spring constant of the molecule due to preferential exclusion of the

corresponding osmolyte. The unfolding energy in the presence of ectoine increases

accordingly.
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3.2 Mechanically Interlocked Calix[4]arene Dimers
Under External Force

Thermal fluctuations in macroscopic systems close to a local equilibrium are

merely a source of noise that can usually be neglected in everyday physics. In

contrast to macroscopic systems, small systems are largely influenced by thermal

fluctuations. At macroscopic scales, the experimental outcomes are essentially

independent of the repetition of thermodynamic manipulations following the iden-

tical protocol, but the situation is different at microscopic scales, where outcomes

from repetitions of an identical experimental protocol vary substantially

[133]. Recent theoretical developments in nonequilibrium physics have shown

how, by using these fluctuations, it is possible to recover free energy differences

and energy landscapes from experiments carried out far from equilibrium [104,

134–137]. The methods usually require large sampling of rather rare events, which

poses a great challenge to experimentalists. Experiments suitable for verifying

modern theories of nonequilibrium statistical mechanics like the fluctuation theo-

rem and the Jarzynski relation need to fulfill two fundamental requirements

[138]. On the one hand, manipulative devices such as optical/magnetic tweezers

or force microscopes with a bendable cantilever are needed that allow fixing a

single state variable such as a defined force or distance, while other variables are

allowed to fluctuate [139]. Moreover, since sampling of rare events is necessary to

obtain the free energy from out-of-equilibrium experiments, a large number of

repetitions are required to reconstruct the underlying potential. Therefore, stable

experimental set-ups and special molecules with defined states are needed to permit

a large number of realizations with variable outcome.

Therefore, tunable model systems of sufficient smallness are required that can

be subjected to defined external mechanical perturbations, giving access to both

the equilibrium and nonequilibrium regimes. This allows verification of the free

energy differences computed from nonequilibrium conditions by switching the

system into quasi-equilibrium conditions, providing the free energy differences

directly.

Although supramolecular assemblies are ideally suited to study the physics of

small systems under external load, only a few are appropriate for the study of

reversible and irreversible transformations. Most examples are from biomolecules

such as proteins and nucleic acids [93, 140]. Along these lines, Bustamante and

coworkers were the first to establish a reversible model system to apply Jarzynki’s

relation to compute the free energy difference from out-of-equilibrium

experiments [141].

Recently, a supramolecular model system was successfully established that allows

the assessment of different regimes of externally stimulated stochastic barrier cross-

ing, ranging from quasi-equilibrium to nonequilibrium bond breakage. This has been

achieved by creating a modular molecule that prevents irreversible bond rupture by

mechanically limiting the separation distance using entangled loops (Fig. 30)

[95]. The mechanical lock limits the distance of the two binding partners, raising
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the rebinding probability especially at low loading rates. Re-formation of dimeric

capsules is observed even during separation. Oligomerization of the dimeric calix[4]

arene catenanes provides an intrinsic control that single molecules have indeed been

extended and that the observed rupture events correspond to individual breakage of

the calixarene capsules. Essentially, we found that calixarene dimers separate under

an external force ramp independently, but stochastically generate a characteristic

sawtooth pattern. The rupture forces are velocity dependent and re-formation of

hydrogen bonds is observable at low loading and relaxation rates. MD simulations

in conjunction with stochastic modeling suggests that an intermediate structure arises

due to steric reasons (vide infra).

3.2.1 Force Spectroscopy of Single bis-Loop Tetra-Urea Calix[4]arene

Catenanes

Modular long-chain molecules can be stretched with different loading rates to

study the unfolding and refolding of intramolecular hydrogen bonds in entangled

bis-loop tetra-urea calix[4]arene catenanes.1 One nanocapsule consists of two

calixarene monomers, which are connected via 16 hydrogen bonds to form a

dimer (Fig. 30). The hydrogen bridges are formed by four urea groups located

at the upper ring of each calixarene monomer. Between two monomers, eight

hydrogen bonds are classified as strong (N–O distance, 0.286 nm) and eight as

weak (N–O distance, 0.329 nm) [143]. Together with the spacers, each bimolecular

capsule exhibits a length of about 4 nm in the initial or unified state and approxi-

mately 6 nm in the elongated or ruptured state after the disjoining of intramolecular

hydrogen bonds, as demonstrated by MD simulations (vide infra). The nano-

capsules are oligomerized via covalent coupling between the amino and carboxyl
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Fig. 30 A single nanocapsule consisting of two intramolecular entangled bis-loop tetra-urea calix

[4]arenes. The dimer is connected by 16 hydrogen bridges, of which 8 are strong and 8 are weak.

Reproduced with permission from [95]

1 This chapter contains and describes the results obtained in the framework of the Ph.D. thesis of

Matthias Janke [142]. Figs. 30, 32, 33, 34, 35, 36, 37, 38, and 39 are taken from this work.
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groups, forming amide bonds located at the terminus of each spacer, resulting

in long-chain molecules with four to six connected capsules on average. The

relevant force scale in these experiments usually ranges between 10 and 150 pN.

An illustration of the envisioned experiment is shown in Fig. 31.

Force–Extension Curves of Calixarene Catenane Oligomers

Stretching experiments with oligomerized calixarene catenanes exhibit a charac-

teristic sawtooth pattern in which the individual rupture events are separated by

merely 1–2 nm due to the presence of the mechanical lock provided by the

entangled loops. Figure 32 shows two stretching curves from experiments carried

out at different loading rates, together with corresponding elastic WLC fits to

the data. A persistence length of about 0.4 nm is indicative of a single polymer

chain such as a polypeptide or single-stranded DNA. The difference in the contour

length ΔL mirrors the length extension between two successive rupture events

and is a function of the loop length. The sawtooth pattern of the extension curves

Fig. 31 Envisioned single-molecule stretching experiment involving oligomeric calixarene

catenanes. The molecule is noncovalently attached to the (Trimethylammoniumundecanthiol)

functionalized and thereby positively charged gold substrate via terminal carboxyl groups. By

touching the surface with the functionalized tip, a molecule is randomly picked up by forming a

covalent bond between the terminal amino group and the succinimidyl ester groups of the

functionalized cantilevers. By increasing the distance from the surface, the molecule is continu-

ously stretched until intramolecular breakage of the hydrogen bridges occurs. Reproduced with

permission from [95]
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mirror independent breaking of individual capsules, similar to observations in

the case of fibronectin. During a pulling experiment, the tension inside a long-

chain molecule is identical throughout the entire contour length. An abrupt

extension of the chain caused, e.g., by a sudden opening of one of its nanocapsules,

leads to a rapid drop in tension. This release in tension is detected by the cantilever,

which shows a sudden drop in deflection. The probability of capsule opening

depends on the number n of available closed capsules prior to pulling and therefore
decreases after elongation of each capsule. As a consequence, the subsequent

rupture event occurs at larger force, as observed for unfolding of fibronectin or

titin [123, 127]. The force of each subsequent rupture event rises with a factor of

fβ/n, where fβ is the thermal activation parameter and n represents the number

of previous ruptured bonds [132].

The number of capsules in between the substrate and the AFM tip can be directly

counted from the number of events displayed in the stretching curve, e.g., in

Fig. 32a six capsules are stretched and in Fig. 32b five capsules. This is in good

agreement with the estimated number of capsules computed from the longest

contour length, L (35 nm in Fig. 32a and 28.5 nm in Fig. 32b), divided by the

theoretically expected length of an elongated capsule of about 6 nm. Therefore, it

is safe to assume that all capsules break upon extension. Besides, the rupture

forces rise with increasing loading rate, which is discussed in greater detail below.

Fig. 32 Stretching and

subsequent rupturing of an

individual oligo calixarene

catenane at two different

velocities: (a) 1,500 and

(b) 30,000 pN/s. The lines
represent worm-like chain

(WLC) fits to the data with

a persistence length lp
of approx. 0.4 nm. The

changes in the contour

length ΔL, as obtained from

the fitting procedure, are

of about 1–2 nm. These

abrupt extensions represent

the elongation of single

capsules after breakage of

the intramolecular hydrogen

bonds, as illustrated in the

inset of (a). The markers

inside the tight capsule

on the left represent intact
hydrogen bridges
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Reversibility of Pulling Experiments

Due to the mechanical lock provided by two entangled loops, the opening of the

nanocapsules can be reversed because the two binding partners are not separated

“infinitely” as in many other experiments involving single-molecule pulling.

In contrast, the mechanical lock keeps the two capsules close together so that

rebinding is a likely scenario. Thus, re-formation of hydrogen bridges is possible

and rejoining of capsules should be observed in the retracting curves. An example

of clearly visible rejoining events upon relaxation is shown Fig. 33. The hysteresis

between pulling and relaxation increases with higher loading rates. As a conse-

quence, assignable rejoining events of capsules are only found at lower pulling

velocities. Importantly, the rebinding events are usually less clearly pronounced

than the rupture events and therefore the retraction curve usually displays a

less obvious sawtooth pattern. Stretching of a molecule frequently results in a

separation from either the tip or the substrate, which prevents an investigation of

rejoining events of the capsules. Successful stretching and relaxing cycles of a

clamped single molecule are often called “fishing” experiments. Figure 34 displays

a successful fishing experiment, in which the maximal stretching distance is

increased gradually between the individual force curves until the molecule loses

contact in force curve number 31.

In contrast to the force-induced unfolding of modular proteins such as titin,

tenascin, spectrin, or fibronectin, the rupture events of calixarene dimers show no

wear off, i.e., no reduction in the number of unfolding capsules in the subsequent

stretching cycle. Interestingly, we found that even while pulling on the molecule,

rejoining of previously separated capsules into intact tight capsules occurs. This has

also been described by Schlierf and Rief for protein folding from and unfolding into

an intermediate state [144]. Rejoining of the dimers is identifiable by a pronounced

force plateau in the extension curves (Fig. 34, cycles 4 and 26–28). Such a plateau

has also been described by Bustamante and coworkers for ribozyme unfolding and

is found in MC simulations [145]. However, in contrast to the work of Bustamante,

a substantial hysteresis between extension and relaxation of the oligomer remains in

Fig. 33 Examples of force–distance curves showing distinct refolding events in the retracting

curve (green). Measurements were carried out with a loading rate of (a) 60 and (b) 300 pN/s. On

purpose, an offset of 30 pN was applied between trace (pulling, blue) and retrace (relaxation,

green) to improve visibility
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our experiments, indicating that the system is still far from equilibrium at a loading

rate of 300 pN/s. Information about the energy landscape of the 16 hydrogen bonds

in a dimer can be obtained from velocity-dependent measurements supported by

MD simulations and stochastic calculations (vide infra).

Analysis of the Force–Distance Curves

A comprehensive quantitative analysis of rupture and rejoining events of experi-

ments with calixarene catenanes was carried out by identifying the force and

extension of each rupture event, as well as the rejoining forces, and then compiling

Fig. 34 Sequence of stretching (upper traces) and relaxing (lower traces) curves (1–31) of a
single calixarene catenane oligomer at a loading and relaxing rate of 300 pN/s. The distance

between tip and sample was gradually increased between each cycle, leading to higher forces.

In cycle 31 the molecule eventually lost contact with either the substrate or the cantilever.

Note that rejoining of capsules during relation is frequently observed
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the data in histograms. Figure 35 shows that the average rupture forces hFrupi
increase with loading rate and that the normalized rupture force histograms

broaden significantly. In contrast, the mean rejoining forces hFrejoini decrease

with increasing loading rate while the width broadens. Rejoining of capsules is

no longer observed at loading rates larger than 6,000 pN/s, supporting the idea that

the pulling process is irreversible. Figure 36 shows the distribution of ΔL obtained

from rupture events as a function of the loading rate. Mostly, a bimodal distribution

is apparent, especially at lower loading rates, where a lot of data could be acquired

due to better measurement conditions. The maxima are located at around 1 and

2 nm, indicating the presence of a sufficiently stable intermediate. The appearance

of such an intermediate state during pulling is also observed in MD simulations

(vide infra) and has been considered and examined by stochastic modeling.

To determine a correlation between length extension and rupture force, all

events are classified into a lengthening of about 1 (
0.4) or 2 (
0.4) nm. As

expected, events with a capsule elongation of 2 nm exhibit slightly higher average

rupture forces (Fig. 37).

Fig. 35 Histograms of rupture force (left) and rejoining force (right) obtained at different loading
rates (from top to bottom: 60, 300, 1,500, 6,000, and 30,000 pN/s)
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Impact of the Solvent on Rupture Forces

All force–distance experiments were conducted in mesitylene (1,3,5-trimethylbenzene)

solution. Mesitylene is a good solvent for calixarenes and has a high boiling point,

which is desirable for single-molecule experiments. The dimeric calixarene capsules

have a cavity size suitable for the inclusion of solvent molecules such as mesitylene.

Because hydrogen bridges inside the capsules can be influenced by the dielectric

permittivity of the guest molecules, it is important to test whether impurities of the

solvent may affect the experimental result. Toluene is probably the most likely

contamination. Control experiments were conducted with 5 vol% toluene as an

Fig. 36 Histograms of the

individual extensions

ΔL1, ΔL2 found per rupture

event as a function of

loading rate by fitting two

Gaussian functions to the

data: (a) 60 pN/s,

ΔL1 ¼ (1.2 
 0.49) nm,

ΔL2 ¼ (2 
 0.66) nm;

(b) 300 pN/s,

ΔL1 ¼ (1.0 
 0.1) nm,

ΔL2 ¼ (1.9 
 1.3) nm;

(c) 1,500 pN/s,

ΔL1 ¼ (1.2 
 0.58) nm,

ΔL2 ¼ (2.1 
 0.33) nm;

(d) 6,000 pN/s, ΔL1 ¼ m
(0.9 
 0.6) nm,

ΔL2 ¼ (1.9 
 1.33) nm;

(e) 30,000 pN/s, no data

analysis possible
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additive. Figure 38 shows rupture force distributions for experiments carried out

in pure mesitylene (Fig. 38a) and with 5 vol% toluene (Fig. 38b). The histograms

are virtually identical, as expected, since mesitylene and toluene have the same

dielectric constant (Er ¼ 2.4 at room temperature).

Fig. 37 Rupture forces corresponding to ΔL � 1 nm and ΔL � 2 nm as a function of loading

rate: (a) 60, (b) 300, (c) 1,500, (d) 6,000, and (e) 30,000 pN/s. Generally, rupture forces increase

with pulling velocity and differences in rupture forces become more distinct with higher

loading rate

Fig. 38 Rupture force histograms (loading rate 1,500 pN/s) obtained in (a) pure mesitylene and

(b) mesitylene with toluene (5 vol%) as an additive
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Effect of the Linker and Contour Length on Capsule Breakage

The elastic response of a molecular system is directly coupled to the mechanical

properties of the transducer. Evans and Ritchie studied the effect of a soft molecular

linkage on the strength of a weak connecting bond [132]. Based on theoretical

considerations, Friedsam et al. illustrated the effect of a soft spacer on rupture force

histograms [146]. Due to the presence of polymer spacers with a certain length

distribution, the rupture force histograms were broadened significantly. Thormann

et al. investigated the impact of either a bovine serum albumin (BSA) linker or

poly(ethylene)glycol (PEG) spacer on the well-known biotin–streptavidin bond

[147]. In the case of the BSA linker, they observed a soft response of the BSA

that leads to a broadening in the distribution of the rupture forces. The PEG linker

causes a reduction in average unbinding forces in comparison to calculations

without a soft spacer. Due to the soft linker, the force ramp inclines towards

lower forces compared to a linear force ramp. Hence, the molecular system spends

more time at low forces, which increases rupture probability at low forces.

If the molecules are rather stiff κlinker > > κc, with κc denoting the stiffness

of the transducer and κlinker the stiffness of the linker, the rupture force is approxi-
mately independent of the molecule length and elastic properties, and the spring

Fig. 39 Average rupture and rejoining forces (rupture, left; rejoining, right) as a function of

contour length at different loading rates: (a) 60, (b) 300, (c) 1,500, (d) 6,000, and (e) 30,000 pN/s

(no rejoining events are found)
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constant of the cantilever dominates the force ramp in the experiment. Polymer

linkers display a nonlinear compliance that requires more sophisticated treatment

to correctly describe the elastic properties of the molecular chain. Figure 39 shows

that no correlation between contour length and average forces was found experi-

mentally. This is attributed to the considerably small length of the decylene

(C10H20) spacers. Regardless of this finding, only molecules in a contour length

interval of 10–30 nm were selected for further analysis to avoid unnecessary

histogram broadening.

Comparison with Theory

The profound understanding of breakage and rebinding of hydrogen bridges under

external load is a major goal in understanding the function of complex biological

structures. Calix[4]arene catenanes are an ideally suited model system for studying

reversible binding, experimentally with dynamic force spectroscopy (DFS) and

theoretically by means of MD simulations (described in detail in Sect. 3.1).

Theories based on diffusive barrier crossing with a fluctuating cantilever assume

either a one-well potential, when no rebinding is taken into account, or a two-well

potential when rebinding is included [107–109, 148, 149]. Here, a similar approach

was used to evaluate the rates of barrier crossing and location of barriers using

stochastic models to capture the force spectra obtained experimentally. In order

to extract relevant parameters from the energy landscape of the calixarene dimer,

it is mandatory to first estimate the number of dominant states and barriers. The

following scrutiny is based on data analysis recently published by Janke et al. [95].

First, it is instructive to analyze the increase in length ΔL of the molecule

upon rupture, extracted from fitting a WLC function to the data as done before

(vide supra) and compare this result, at least qualitatively, with MD simulations

(Fig. 40a–c). Figure 40c shows a single pulling trajectory obtained from MD

simulations displaying two distinct length jumps. The first sudden length increase

can be attributed to H-bond breakage because it exceeds the typical reach of

H-bonds (0.3 nm), and the second smaller sudden jump is assigned to the opening

of an intermediate conformation. A more comprehensive study has been published

by Schlesier et al. [98].

Both the experimentally obtained histogram (Fig. 40a) and the histogram

compiling data from MD simulations (Fig. 40b) display the same bimodal distri-

bution in ΔL centered at 1 and 2 nm, indicative of a intermediate state. The

breakage of the H-bonds does not follow a specific sequence nor does it display

the signature of cooperativity. It was found that the intermediate state was

reasonably stable (>10 ns) in prolonged simulations at elevated temperature

(460 K) under constant force. Possible conformations of the strained dimers

captured by MD simulations at various times with the intermediate state at 1 ns

are shown in Fig. 40d. Assignment of an intermediate state is often difficult

and usually interfered indirectly from nonlinear force spectra [150]. A nonlinear

relationship between hFrupi and ln(dF/dt) does not necessarily imply the presence
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of additional energy barriers, but could be rather a consequence of an intrinsic

feature of diffusive barrier crossing with a fluctuating cantilever [149]. Figure 41a

schematically shows the assumed energy potential with idealized cusp-like barriers.

Stochastic analysis was carried out to propose parameters of a three-well-potential,

such as the location of the energy barriers qTA and qTB, the position of the

intermediate state qI, the height of the energy barriers VTA and VTB, and

the corresponding transition rates at zero force. Solution of the master equation

provides the force-dependent populations of the corresponding states:

d

dF
nx Fð Þ ¼ dF

dt

� ��1

�
X
Y 6¼Xð Þ

kXY Fð ÞnX Fð Þ þ
X
Y 6¼Xð Þ

kXY Fð ÞnY
24 35 ð9Þ

where nX(F) is used to provide approximate values for the aforementioned para-

meters of the three-well-potential. This can be accomplished by fitting the

resulting probability distributions to the rupture and rejoining histograms recorded

at different loading rates (Fig. 41b, c). Optimization of parameters provided

locations for the first barrier at approximately qTA � 0.3 nm and the second at

qTB � 1.1 nm. The probability densities p(F) are plotted for a loading rate of

1,500 pN/s along with the experimental force histograms of rupture and rejoining

forces. The rupture force histogram displays two clear maxima corresponding to

Fig. 40 Comparison of experimental results with MD simulations and stochastic modeling [95].

Histograms of dimer separation ΔL from (a) force experiments (1,500 pN/s) and (b) MD

simulations. Fitting of two Gaussian functions to the corresponding histograms p(ΔL ) provides
mean separations ΔL at 1.2 
 0.01 and 2.05 
 0.02 nm for experimental force curves and

0.9 
 0.14 and 1.7 
 0.05 nm for MD simulations. (c) Separation of two calixarene monomers

as a function of time, obtained from a single run. (d) Snapshots of a calix[4]arene dimer under

harmonic load at various times. At 1 ns the intermediate state is shown. Reproduced with

permission from [95]
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the two barriers at qTA and qTB. Force spectroscopy data is shown in Fig. 41d.

Mean rupture and rejoining forces are plotted as a function of loading rate on

a semilogarithmic scale. Close to the equilibrium, rupture and rejoining forces

converge to a constant force that is independent of the loading rate indicative

of equilibrium conditions. A linear dependence of the average rupture force as a

function of ln(dF/dt), as suggested by Bell, is only observed at high loading rates

[103]. Because two different cantilever spring constants (0.006 and 0.03 N/m) were

used, the curves are not continuous.

With the advent of nanotechnology, interest in the physics of small systems

far from equilibrium has strongly increased. Suddenly, tiny systems in which

thermal fluctuations prevail could be easily conceived and realized. Mechanically

driven transformations, as carried out by single-molecule stretching experiments
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Fig. 41 Stochastic modeling of capsule breakage and rejoining suggests a three-well potential

with a stable intermediate state. (a) Harmonic three-well potential centered at qA, qI, and qB
separated by two cusp-like barriers at qTA and qTB, with the corresponding rate constants

at zero force kXY(0). Histograms of (b) rejoining force and (c) rupture force obtained at

1,500 pN/s, together with results from stochastic modeling (lines) in which the parameters of

Eq. (9) were fitted to the data. The two clearly discernible peaks imply the presence of an

intermediate. The gray box on the left indicates the force resolution due to thermal fluctuations

of the cantilever. (d) Force spectrum showing mean rupture and rejoining forces computed from

the histograms displayed in Fig. 35. The blue lines represent the mean rupture force obtained

from stochastic modeling, and the green lines denote the mean rejoining forces. The lines are

not continuous because two different cantilevers with force constants of 0.006 and 0.03 N/m

were used. Reproduced with permission from [95]
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or observed for molecular machines, offer a unique way to study fundamental

theories of statistical mechanics associated with fluctuation-dissipation theorems.

Here, we describe the mechanics of two modular polymers, i.e., fibronectin and

oligomeric calix[4]arene catenanes under external force. Whereas fibronectin is a

native protein that displays irreversible rupture of protein domains upon extension,

the linked calix[4]arene catenanes allow re-formation of separated bonds on experi-

mental time scales due to mechanical locks. In this context, two fundamental

questions were addressed. First, to what extent can proteins be stabilized by

exposure to compatible solutes and, second, can we investigate H-bond breakage

both close to equilibrium and also far from equilibrium using a single molecule.

We found that, addressing the first question, it is possible to drive the system into

a more coiled conformation but not to enhance the stability of the domains.

Preferential exclusion of compatible solutes such as ectoine forces the protein

into a more globular conformation, which is displayed by a reduced persistence

length. Calixarene catenanes mechanically arrest the system in close vicinity

after rupture. The loops therefore permit the reversible rupture and rejoining of

individual nanocapsules formed by the calix[4]arene catenanes. Addressing the

second question, experiments carried out by force spectroscopy using an atomic

force microscope in conjunction with MD simulations and stochastic modeling

revealed the presence of an intermediate state between the closed and open state

of a single nanocapsule. In summary, entangled nanocapsules are ideal model

systems for investigating the strength of hydrogen bonds on a single molecule

level with adjustable reversibility. Reversibility can be tuned by changing the

loop length, as demonstrated by MD simulations. Longer loop lengths drive the

system out of equilibrium by widening the potential, making rejoining highly

improbable. The system offers the opportunity to study the energy landscape of a

single (chemical) reaction as a function of molecular design and external force,

making it an ideal test bed for modern theories of nonequilibrium statistical

mechanics.

4 Mechanical Properties of Nucleic Acids with Binding

Pockets for Small Molecules

Mechanical properties of biopolymers such as nucleic acids, in particular of DNA,

have become of high interest in material science. As a programmable scaffold,

biopolymers can be designed to self-assemble into a variety of two- and three-

dimensional structures and thus form an interesting platform for bottom-up assembly

of nanoscale structures [151]. In addition to structures that can be predicted

and rationally designed by engineering standard interactions of the Watson–Crick

type, nucleic acids can establish noncanonical interactions to form complicated three-

dimensional structures, including catalytic pockets and high affinity binding pockets

for small molecules. Although such binding pockets cannot yet be rationally
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engineered, they can be obtained with high efficiency by applying a combinatorial

technique termed SELEX. The products of SELEX are so-called aptamers, i.e.,

nucleic acids that bind to a given target with high affinity. Thus, identified aptamers

hold great interest, e.g., in analytics, diagnostics, and potentially in material science.

However, as opposed to canonical Watson–Crick-based DNA structures [152], their

mechanical properties have hardly been investigated at all [153].

One particularly interesting problem in the context of aptamer science is the

detection of the binding of small molecules to macromolecules, and the impact of

binding on the mechanical properties of nucleic acid structures. Previous approaches

to this problem suffer from the need to chemically alter either the macromolecule or

the small molecule (hereafter called the “analyte”) in order to allow proper detection.

Because even the smallest alterations to the chemical structure of an analyte induce

significant changes to its physicochemical properties, we have devised a new

approach to measure the interaction of nucleic acid aptamers and small molecules

by atomic force spectroscopy (AFS). The approach combines both of the above-

mentioned structural features of DNA, fusing the structural domain of an aptamer

to the faithfully hybridizing stretches of Watson–Crick helices. Rather than

immobilizing the interaction partners in a traditional AFS experiment on opposing

surfaces (i.e., an aptamer on the AFM tip and the small molecule on a substrate

surface), we split an aptamer structure into two parts and equipped both halves with

flanking regions that would recognize the respective other half byWatson–Crick base

pairing. Neither half of the aptamer alone retains sufficient structure for binding the

analyte; instead, the fully competent binding pocket is transiently generated during

the short period of an AFS measurement cycle, in which both components are in

spatial proximity. Measurements in the absence and in the presence of an analyte

should then reveal whether this period is sufficiently long to allow detectable binding

events. Previous experiments had shown that transient binding motifs could in

principle be assembled from DNA strands in situ. Thus, binding of a third DNA

strand to a transient double-stranded DNA, as well as binding of intercalating small

molecules to such a triple helix, could indeed be detected by force spectroscopy

[154, 155]. As binding resulted in an increase of the most probable rupture force in

each case, this was also anticipated for the new aptamer approach. However, it was

entirely unclear whether the rather complicated binding pockets would form in a fast

and reproducible manner, and whether the binding of a single analyte molecule would

be strong enough to be detectable.

For a proof of concept, we used a DNA aptamer that binds adenosine

monophosphate (AMP) [156]. The sequence of the DNA aptamer was 3-ACT

GGAAGGAGGAGATGC-GCATCTAGGAGGTCCAGT-5 and provided two

binding pockets (underlined bases) for AMP. The structure suggests a contribution

of base stacking as well as of a total of five H-bonds to the binding derived

from NMR analysis [157]. Furthermore, the aptamer structure is symmetric and

thus provides binding pockets for two molecules of AMP, whose binding is

highly cooperative [157, 158]. For the force spectroscopy measurements, the

DNA sequence was split symmetrically in length between C–G. Then, the split

sequences were equipped with a poly-A tail at the 5-ends, a six-carbon spacer to
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allow for enough flexibility and sufficient spatial distance from the surface, and a

terminal thiol group for immobilization on a Au surface. One strand was

immobilized on the AFS tip (oligo-a, 3-ACTGGA-AGGAGG-AGATGC-A20-SH-5)

and the other strand was immobilized on the substrate (oligo-b,

5-SH-A20-TGACCT-GGAGGA-TCTACG-3) (Fig. 42a, left). Now, upon moving

the AFS tip close to the sample surface, oligo-a and oligo-b can partial hybridize

and the binding pockets form (Fig. 42a, center). In the absence of AMP, a most

probable force Frup of 27 pN at a pulling speed of 400 nm/s between both

oligonucleotides was measured (Fig. 42b). This rupture force was associated with

the H-bonds formed by 12 base pairs in the hybridized system and was consistent

with the measurements of Strunz et al. [152] under comparable conditions. When

the buffer solution was changed to a buffer containing AMP (Fig. 42c), the analyte

molecules could enter the binding pockets. At a concentration of 100 μM, which

Fig. 42 (a) Outline of the split AMP aptamer experiment. The adhesion force between the AFS

tip and the sample surface was minimized by the additional immobilization of HS(CH2)3SO3Na.

Both parts of the oligonucleotide aptamer (oligo-a and oligo-b) were immobilized by thiol

linkers to the gold-coated tip and sample surface, respectively. Upon withdrawal of the tip away

from the surface at a speed of 400 nm/s the rupture force Frup was measured. Force–distance curves

were repeated 1,000 times. (b) Plot of the measured rupture forces in a histogram. The fit of

the data with a Gaussian distribution leads to the most probable rupture force, here 27.3 
 8.4 pN.

For the Gaussian fit we have ignored rupture forces>40 pN. (c) When AMP target molecules were

added to the buffer solution, AMP molecules entered the binding pockets and eight additional

hydrogen bonds were formed at each pocket (dotted lines). (d) In the presence of AMP, the most

probable rupture force was 38.8 
 5.2 pN. Reprinted with permission from [156]. Copyright

(2011) American Chemical Society
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is much greater than Kd of the target molecule AMP, we found an increase in

the most probable rupture force to 39 pN (Fig. 42d). The increase in rupture

force can be associated with 16 additional hydrogen bonds, i.e., eight additional

hydrogen bonds per binding pocket (dotted lines in Fig. 42c, right). Then, the

target molecule AMP was washed away by rinsing with pure buffer solution.

The most probable rupture force returned to the values corresponding to the initial

experiment in buffer, within the given experimental error. We concluded that

the increase in rupture force was due to binding of AMPmolecules to the transiently

formed binding pockets of the bipartite aptamer.

The approach of splitting the aptamer sequences into a bipartite structure should

be widely applicable for the detection of various small molecules, even cocaine

[159, 160]. In order to prove the universality of the concept we used a DNA aptamer

(sequence CCCTCTGGGTGAAGTAACTTCCATAATAGGAACAGAGGG) that

binds cocaine via a hydrophobic pocket formed by a noncanonical three-way junction

[161]. Splitting this sequence into complementary parts results in an asymmetric

length of the oligonucleotides (oligo-a, 5-HS-A20AATAGGAACAGAGGG-3

and oligo-b, 5-HS-A20-CCCTCTGGGTGAAGTAACTTCCAT-3). Preliminary

data from AFS experiments performed in a similar way to the experiments outlined

above revealed most probable rupture forces of 40 
 14 pN in the absence and

62 
 19 pN in the presence of cocaine (Fig. 43). However, these measurements

showed that only 60% of the rupture events can be associated with a cocaine

molecule bound into the binding pocket. Thus, either formation of the binding pocket

during measurement of the force–distance curve was hindered or the dissociation

constant of this bipartite system deviated significantly from the literature value of

100 μM.

In general, the split aptamer concept enables us to study concentration depen-

dencies of the target molecules. Thus, the binding constants of the target and the

split aptamer systems as well as the selectivity of molecular interactions are

accessible on a single-molecule level. In order to investigate whether the disso-

ciation constant of the split systems differs from that of the non-split, ideal aptamer

we have performed rupture force experiments using concentrations ranging from

0.01 to 100 μM [156]. For each concentration we have analyzed the corresponding

histograms by fitting simultaneously two Gaussian distributions to the peaks

corresponding to only oligo hybridization and to AMP binding, respectively.

We found that with increasing concentration of AMP, the peak corresponding

to AMP binding became more pronounced, i.e., more rupture events at higher

forces were present. Simultaneously, the peak corresponding to only oligo hybridi-

zation was composed of fewer rupture events. At a concentration of 3.7 
 2.5 μM,

we observed the same amount of events. Thus, there is a 50% probability that

AMP was bound in the binding pockets formed by the split aptamer at this

concentration. Therefore, this concentration was attributed to the dissociation

constant of the AMP binding aptamer. This value, which was obtained on a

single-molecule level, is in agreement with a measurement performed by ultrafil-

tration (6 
 3 μM) [164].
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In summary, our approach has established a number of highly interesting

new findings for DNA aptamers. In addition to the proof-of-principle demonstration

that binding of single analyte molecules alters the force spectra of split aptamers

to a significant degree, we have developed the split aptamer concept into a generally

applicable tool. Interesting open questions include the expansion to the RNA world

with its huge variety of different and more complex three-dimensional structures.

Investigation of the RNA aptamer, optimized for tetracycline binding [165], would

be the first step into transferring the knowledge we acquired.
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94. Gebhardt JCM, Bornschlögl T, Rief M (2010) Proc Natl Acad Sci USA 107:2013

95. Janke M, Rudzevich Y, Molokanova O, Metzroth T, Mey I, Diezemann G, Marszalek PE,

Gauss J, Böhmer V, Janshoff A (2009) Nat Nanotechnol 4:225

96. Sauvage J-P, Dietrich-Buchecker C (1999) Molecular catenanes, rotaxanes, and knots.

Wiley-VCH, Weinheim

58 R. Berger et al.



97. Wang L, Vyotsky M, Bogdan A, Bolte M, Böhmer V (2004) Science 304:1312
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Abstract Organic dye molecules, colloidal semiconductor quantum dots, and light-

harvesting complexes have been employed as optically active building blocks to

create complex molecular assemblies via covalent and non-covalent interactions.

Taking advantage of the chemical flexibility of the dye and quantum dot components,

as well as recombinant protein expression and the ordering capability of cholesteric

phases, specific optical function could be implemented. Photophysical phenomena

that have been addressed include light-harvesting, electronic excitation energy

transfer (EET), and lasing. Optical single-molecule experiments allow control of

energy transfer processes in individual molecular dyads and triads. Quantitative

insights into the mechanism of EET have been provided by combining the results

from single-molecule spectroscopy and quantum chemistry.
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1 Introduction

The evolution of specific properties resulting from the formation of complex

molecular assemblies is an important and longstanding issue in contemporary

science. In this chapter, the controlled organization of organic, inorganic, and

biological components into molecular assemblies via covalent and non-covalent

(e.g., electrostatic) interactions is presented. The central issue in these studies is

control of the photophysical properties of the constructs, which are determined by

the nature of the building blocks and by their organization into assemblies on

different length scales. Although electronic excitation energy transfer (EET)

between molecules or molecules and colloidal semiconductor quantum dots

(QDs) is of chief importance, the effect of helical superstructures on the emission

of dye molecules has also been considered. Stationary and time-resolved absorption

and emission spectroscopy proved to be valuable tools for characterization of the

properties of such molecular assemblies. A synthetic challenge has been to provide

complex donor–acceptor dyads and triads with high structural perfection with

respect to the distance and orientation of the chromophores. As described in

Sect. 2.1, rylene tetracarboxydiimide building blocks in conjunction with rigid

oligo(phenylene) bridges offer a versatile approach for electronic and geometrical

control of EET processes. A further advantage of this class of dye molecules are

their favorable properties for single-molecule spectroscopy (SMS). Following

proper functionalization by dicarboxyl anchors, rylene dyes have also been attached

to QDs. Owing to the chemical flexibility of the dye as well as the QD components,

various options exist for tuning the spectral parameters of QD/dye hybrids, as
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illustrated in Sect. 2.2. Although the observation of EET qualitatively provided

clear evidence for the formation of such complexes, more detailed studies have

revealed that Förster theory seems to give a reasonable description of the process.

Besides QD/dye hybrids, well-defined QD oligomers have been prepared by a novel

route involving ultracentrifugation as the final separation step, paving the way

towards QD molecules. In Sect. 2.3, it is shown that rylene dyes also can serve

as energy donors and/or acceptors in hybrid constructs with light-harvesting

complexes (LHCII) from green plants. Eventually, LHCII in such constructs may

sensitize electron injection into a semiconductor layer via an acceptor dye. The use

of recombinant versions of LHCII afforded the incorporation of anchors such as

hexahistidine tags for specific interaction with QDs, in which case complex forma-

tion was again signaled by EET. Another way of arranging emitters is presented in

Sect. 2.4, which describes the use of cholesteric phases for the formation of helical

superstructures of dye molecules. Lasing was observed in free-standing cholesteric

films after introduction of the emitters. Section 3 is devoted to the visualization of

EET between individual molecules in donor–acceptor dyads. Time- and frequency-

resolved single-molecule techniques have been employed to address the

mechanism of EET and have allowed quantification of deviations from a Förster

description. Successful attempts to reverse the energy flow in individual aggregates

demonstrated how aggregate function could be modified. The turning on and off of

EET could be used to read out the spin state of a single molecule. The chapter closes

with theoretical efforts (Sect. 4) on the description of photophysical parameters

and processes. Quantum chemical ab-initio methods have been applied for the

determination of electronic transition energies, the vibronic structure of emission

spectra and electronic coupling strength between molecules. Indeed, the stringent

combination of synthetic chemistry, SMS and quantum chemistry has delivered

quantitative insights into electronic coupling in molecular assemblies.

2 Preparation and Photophysical Properties

2.1 Multichromophoric Systems Tailored for Energy
Transfer Applications

2.1.1 Linear and Kinked Donor–Acceptor Dyads

PDI–TDI Dyads

In 2004, the first work was reported directed toward single-pair electronic EET in a

dyad built from perylene diimide (PDI) as donor, terrylene diimide (TDI) as

acceptor and a p-terphenyl spacer (dyad 1, Fig. 1) as bridging group [1]. Since

then, several more single-molecule as well as computational studies on this

compound have been carried out to investigate the prevailing energy transfer
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(EET) process, to evaluate the limits of Förster theory and to reverse the EET

[2–4]. In this section, we summarize the synthesis of multichromophores including

dyads, triads, dendritic and star-shaped systems, with an emphasis on the structural

design and the systematic comparison of different synthetic approaches. Single-

molecule investigations of these compounds focusing on EET are described in

Sect. 3. It must be emphasized that valid photophysical answers cannot simply be

obtained from trivial or even commercially available chromophores but must be

built on conceptual and synthetic breakthroughs. Herein, optimized reaction

pathways are discussed with respect to solubility, reactivity, and accessibility of

the building blocks used. Key reactions used are imidization, Suzuki coupling and

cyclization of biaryl intermediates to ribbon-type arenes. In most cases, the initial

synthetic target is the asymmetric introduction of different functional groups into

the perylene diimide and terrylene diimide by imidization. Combined with rigorous

purifications, this optimized multichromophore synthesis is the basis for creative

photophysics.

To begin with, we take the donor–acceptor (D–A) dyad 1 (Fig. 1) as an example

to illustrate the importance of arranging the best reaction sequence. For the

synthesis of the linear dyad 1, the major challenge is to balance solubility and

reactivity of the building blocks. Our synthetic strategy for dyad 1 consists of the

synthesis of the PDI unit (6a), the open-form of TDI (13), and the linker (3)

(Scheme 1) together with their final combination to form dyad 1. The concept

outlined in Scheme 2 comprises selective imidization of perylene 4 for introducing

a functional group at the imide nitrogen position, a coupling reaction connecting 6a

and 13 and, finally, a cyclization reaction giving rise to the terrylene moiety.

There are several possibilities for combining these three moieties to give dyad

1 such as routes A and B shown in Fig. 2. In route A, the critical step is the

cyclization which, however, causes complete hydrolysis of the PDI part (arrow in

Fig. 2, compound 1-a) under basic reaction conditions. On the other hand, regarding

route B, by using the unsymmetrical compounds PMI–PMA and TMI–TMA as the

building blocks to avoid the cyclization, it was not possible to achieve the target

compound 1 via statistical imidization. It thus needs to be decided which chromo-

phore, PDI or TDI, should be connected to the linker first. Both PDI and TDI tend to
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Scheme 2 Synthesis of the linear dyad 1. (a) Imidazole/propionic acid (10:1, v/v), 140�C, 4 h

(26%); (b) [Pd(PPh3)4], K2CO3/H2O, toluene, 80
�C, 16 h; (c) propionic acid, 150�C, 16 h;

(d ) [Pd(PPh3)4], K2CO3/H2O, toluene, 80
�C, 16 h, 72%; (e) 4-bromo-aniline, propionic acid,

150�C, 16 h, 88%; ( f ) [PdCl2(dppf)] •CH2Cl2, bis(pinacolato)diboron, 1,4-dioxane, KOAc, 70
�C,

16 h, 78%; (g) [Pd(PPh3)4], K2CO3/H2O, toluene, 80
�C, 16 h, 40%; (h) ethanolamine, K2CO3,

160�C, 0.5 h, 20%. Route A one-pot imidization. Route B base-promoted coupling reaction

between napthalene monoimide derivatives
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form strong π-π stacking aggregates, which result in poor solubility in organic

solvents. It is thus understandable that the use of the solubilizing group (C8H17) is

decisive for the success of synthesis of dyad 1. The overall yield in route A is very

low, whereas in route B compound TMI–TMA displays very low reactivity in the

final imidization. Thus, we show a more convenient synthetic pathway for the three

building blocks and the target dyad 1 as described below.

Synthesis of the Linker

Alkyl-substituted oligophenylenes are very well suited as rigid spacers. Bifunctional

p-terphenyls are well established and have been used as spacers in various molecular

architectures [5]. We used a phenylene derivative, 1,4-dibromo-2,5-dioctylbenzene

(3-b), functionalized in an AB pattern as a startingmaterial for the bridge compound 3.

Due to the solubilizing effect of the alkyl-substituted phenylene moiety, the chromo-

phores can be solubilized when connected to the linker. Building the p-terphenyl
spacer in a stepwise fashion requires two functional groups in the compound 3 (i.e., the

bromo group for Suzuki coupling and the amine group for imidization). The synthesis

of 3 started from 3-b, which was coupled with tert-butyl-N-[4-(4,4,5,5-tetramethyl-

1,2,3-dioxaborolan-2-yl)phenyl]carbamate (3-a) via a Suzuki reaction. After removing

the N-tert-butoxycarbonyl (Boc) protecting group from this product (3-c),

4-aniline-2,5-dioctylbenzene bromide (3) was obtained (Scheme 1).
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Synthesis of the PDI Unit 6a (Donor)

Several methods have been reported for the monofunctionalization of PDI [6]

including one-pot imidization (route A) or a base-promoted coupling reaction

between naphthalene monoimide derivatives (route B) [7], as shown in Scheme 2.

We found the one-pot imidization reaction (route A) to be more practical than route

B: route B consisted of five steps and the open-form product 6b was labile under the

basic reaction conditions required to produce the closed product 6a. The one-pot

imidization, route A, was simple and 3 could easily be recovered via column

chromatography because the use of an excess amount of 3was necessary. Concerning

the solubility and reactivity of perylene tetracarboxylic acid dianhydride (PDA) 4, the

imidization of 4 was, first, carried out with 2,6-diisopropylaniline (5) in imidazole;

then 3 in propionic acid solution was added to produce the closed product PDI 6a.

Synthesis of the TDI unit 13 (Acceptor)

The key concept for the synthesis of the TDI building block is the introduction of a

boronic ester group with a TDI moiety (compound 13) for the final coupling

reaction with PDI. Starting from N-(2,6-diisopropylphenyl)-9-(4,4,5,5-teramethyl-

1,3,2-dioxaborolan-2-yl)perylene-3,4-dicarboximide (10), building block 13 was

synthesized in the multistep sequence shown in Scheme 2 (steps d–f). For

the selective cross-coupling of boronic ester 10 with 4-bromonaphthalene-

1,8-dicarboxylic anhydride (8), the introduction of a bromo substituent at the

N-aryl group (i.e., 12) should come after the [Pd(PPh3)4]-catalyzed coupling

reaction (Scheme 2, step d). An excess amount of the naphthalene derivative

must be used during the coupling reaction (Scheme 2, step d) in order to favor

the hetero-coupling of 10 and 8 over the homo-coupling of 10. Next, the

monosubstitution (Scheme 2, step e) of 11 was accomplished by condensation of

the anhydride moiety with 4-bromo aniline in propionic acid. Compound 12 was

treated with bis(pinacolato)diboron to form its boronic ester derivative 13

(Scheme 2,step f).

Synthesis of the Linear Dyad 1

Finally, the open form of the dyad (dyad 1-a) was synthesized by Suzuki coupling

of the PDI part 6a and the TDI part 13 (Scheme 2, step g). The dyad 1-a was

obtained in 60% yield after gel permeation chromatography (GPC). Due to its

extended aromatic core, terrylene diimide shows a much lower solubility than its

smaller homologue perylene diimide. Concerning the poor solubility of the TDI

unit, the cyclization reaction was performed as the last step (Scheme 2, step h). As

shown in Fig. 2, the perylene part is susceptible to hydrolysis, so the cyclization had

to be performed rapidly (within 30 min). Cyclization using K2CO3 as base in

ethanolamine completed the synthesis of the dyad 1. Besides unreacted 1-a, the
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main byproducts in the synthetic step h (Scheme 2) are compounds PMI–PMA

and 11, which both have quite polar anhydride groups and thus readily stick on the

silica gel column during purification. Target compound 1 was purified by column

chromatography on silica gel using a mixture of toluene, dichloromethane and

methanol as eluent to yield dyad 1 in 20% isolated yield for the cyclization reaction.

The relatively low yield is due to the formation of hydrolyzed byproducts

PMI–PMA and 11.

Synthesis of the Kinked Dyad 2

Based on a facile synthetic route to linear dyad 1, the synthesis of the kinked dyad

2 with a longer spacer becomes possible [8, 9]. Adopting the same strategy but

using a longer linker 14 for connection with the open form of TDI unit 13 and a

kinked linker (i.e., meta-substituted biphenyl; Scheme 3) to combine with the PDI

16, the kinked dyad 2 was synthesized as shown in Scheme 3.

The terphenyl-substituted open TDI part 15 was synthesized by selective Suzuki

coupling of 13 and diiodo-terphenyl 14 followed by borylation with bispinacolate

diboron. The unsymmetrical PDI substituted with 30-(4-iodo-2,5-dioctyl)-1,
10-biphenyl 18 was obtained by multistep synthesis. The intermediate 17 was

synthesized by Suzuki coupling of bromophenyl-PDI 16 with 3-(trimethylsilyl)

phenyl pinacolate boronic ester and further halogenation using ICl, transforming

the trimethylsilyl group to iodide. 17 underwent another Suzuki coupling with

2,5-dioctyl-4-(trimethylsilyl)phenyl) pinacolate boronic ester and halogenation

with ICl to furnish 18 with a kinked linker. By using the same procedure for the

Scheme 3 Synthesis of the kinked dyad 2
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synthesis of liner dyad 1, the kinked dyad 2 was obtained via Suzuki coupling of 15

and 18, followed by a mild cyclization with the weak base K2CO3 in ethanolamine.

In Fig. 3, the bulk absorption and emission spectra of PDI, TDI and the dyads

1 and 2 are shown. Within the experimental accuracy, no differences in the

absorption spectra of the free chromophores and the chromophores attached to

the oligophenylene bridges are discernible. Based on additional observations [9] it

was concluded that there is no significant π-conjugation between the bridge and the
chromophores and that interchromophore coupling in the dyads was weak.

The emission spectra of both dyads (Fig. 3), besides the vastly dominating TDI

contribution, also show PDI emission. Estimates of the EET efficiencies within the

framework of Förster theory [10–12] indicated that PDI emission should occur for

2 but not for 1 (see below). Because PDI emission was not observed in single-

molecule experiments it may be due to residual amounts of precursors 6a and/or 13.

The rate constants of EET have been calculated for 1 and 2 using the Förster

expression [10–12], a brief derivation of which can be found in Sect. 4:

kFörsterEET ¼ 1

τD

R0

RDA

� �6

with R6
0 ¼

9 ln10

128 π5NA

ϕDκ
2

n4

ð1
0

fD eνð ÞαA eνð Þeν4 deν (1)

Employing Förster radii of R0 ¼ 7.6 nm (1) and R0 ¼ 7.1 nm (2), these values

translate into EET rate constants and efficiencies of 1.1 � 1011 s�1 and 0.998 for

dyad 1 and 7.3 � 109 s�1 and 0.965 for dyad 2, respectively [9]. Please note that the

spectral overlap – the integral in the equation for R0 and often denoted by J – is the
same for both dyads and the numbers given are valid for toluene solutions under

ambient conditions.
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PMI–TDI Dyad

To enhance the bridge-mediated contributions to the electron coupling in the

electronic energy transfer process between the donor and the spacer in the dyad

system, we designed a dyad 21 in which a perylene monoimide (PMI) donor was

connected with a terrylene diimide (TDI) acceptor through a ladder-type

pentaphenylene (pPh) spacer [13]. The synthesis of the rigid ladder-type pPh spacer

19 is described elsewhere [14]. As discussed above, the facile synthesis of the

PMI-boronic ester 10 and the open form TDI boronic ester 13 made the route to the

target dyad 21 quite straightforward. As illustrated in Scheme 4, selective onefold

Suzuki coupling of spacer 19 with 10 afforded the PMI-pPh-Br 20, which was then

subjected to a further Suzuki coupling with 13. The precursor resulting from the

Suzuki coupling was further cyclized to give the target dyad 21.

PDI–TDI–PDI Triad

Besides the dyads, we also prepared the novel linear triad 27 (Scheme 5) with PDI

as donor and TDI as acceptor [15]. The synthesis of this acceptor–donor–acceptor

(A–D–A) multichromophore was accomplished by the Sonogashira coupling of an

asymmetric TDI 26 and a bifunctional PDI 24. To begin with, the bifunctionalized

dibromophenyl-PDI 22 was synthesized by imidization of PDA 4 and 4-bromo-2,6-

diisopropylaniline. After Suzuki coupling, halogenation and Sonogashira coupling,

Scheme 4 Synthesis of model dyad PMI-pPh-Ph-TDI 21
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the 5-(2-ethynyl-1,4-dioctyl) phenyl end-caped PDI 24 could be obtained from 22.

The asymmetrically functionalized TDI 25 was obtained by cyclization of its open

form 12 (Scheme 2) and the asymmetric TDI 26 was synthesized by using Suzuki

coupling with 2,5-dioctyl-4-(trimethylsilyl)phenyl) pinacolate boronic ester 23 and

then followed by halogenation with ICl to convert the trimethylsilyl group into the

corresponding iodide 26. Further Sonogarshira coupling of 24 and 26 afforded the

triad 27 in relatively low yield, mainly due to the poor solubility of rylene diimides

24 and 26, although n-octyl-chains had been attached to the spacer units. To address
these problems, several modifications can be addressed: (1) instead of using the

Sonogashira coupling, a Suzuki-type aryl–aryl coupling can be performed due to

much higher yields in the rylene–dye coupling reactions; and (2) to prevent

aggregation, a branched alkyl chain can be introduced into the imide-position of

the TDI building block.

2.1.2 Dendrimer-Based and Star-Shaped Multichromophores

Dendrimers are a class of macromolecules with a precisely controllable branched

structure, consisting of three structural units: a core, a hyperbranched scaffold and

an external surface [16]. Dendrimers have been shown to possess unusual physical

and chemical properties that differ significantly from those of linear oligomers and

polymers. By using a fluorescent chromophore as the core of a dendrimer, one can

apply fluorescence spectroscopy to study structural aspects and the conformational

mobility of dendrimers in solution [17, 18]. At the same time, the dendritic shell

provides a unique nanometer-sized environment for the spatial isolation of the

chromophore, making them interesting materials for investigations by SMS. The

synthesis of dendrimers with fluorescent chromophores attached to the rim serves as

an efficient way to obtain a well-defined number of chromophores in a confined

volume [19–25]. Not only can the number of chromophores be easily controlled,

Scheme 5 Synthesis of TDI–PDI–TDI (A–D–A type) triad 27
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but the interactions between the chromophores can also be governed by changing

the structure of the branches or of the cores. Another essential advantage of the

dendrimer-based design of multichromophores is the complete suppression of

aggregation between the dye molecules. Here we take two dendrimers as examples

to illustrate how to functionalize TDI and PMI for multichromophoric dendrimer

synthesis.

The 4PMI-TDI based dendrimer 31 [26, 27] consists of a terrylene diimide (TDI)

unit acting as energy acceptor in the core and four perylenemonoimide (PMI) units

as energy donors on the periphery. These chromophores (TDI and PMI) were

chosen because of their photostability, high extinction coefficients at convenient

absorption wavelengths (λmax ¼ 495 nm and λmax ¼ 673 nm for PMI and TDI,

respectively), high fluorescence quantum yields, and good overlap between the

emission of PMI and the absorption of TDI. This provides an optimal basis for

efficient intramolecular Förster energy transfer. The synthetic approach rests upon

the Diels–Alder cycloaddition of a tetraphenylcyclopentadienone (Cp) system

containing the dye molecule PMI with the ethynyl functionalized TDI. The

monobromo-Cp 28 was firstly coupled with the PMI-boronic ester 10 to generate

the PMI-containing Cp 29, which underwent a fourfold Diels–Alder reaction with a

tetraethynyl-functionalized TDI 30 to afford the target multichromophoric

dendrimer 31 in 92% yield (Scheme 6). The number of bromo groups in compound

28 determined the final number of PMIs in the dendrimer. Moreover, with this

strategy, various chromophore pairs at the rim and the core of the dendrimer could

be established.

Scheme 7 presents another example of a first-generation polyphenylene

dendrimer (G1-4PMI 33) having a rigid tetrahedral core with four PMI

chromophores at the rim [28, 29]. Target compound 33 was synthesized by the

efficient Diels–Alder reaction of tetrakis(4-ethynylphenyl)methane (32) with the

PMI-decorated cyclopentadienenone 29 (Scheme 5) in 90% yield [30]. Moreover,

to systematically study the energy transfer in such multichromophoric systems, the

number of PMI chromophores could be varied from one to four along the branches

of the dendrimer in the direction of the corners of a tetrahedron [30], [31, 32]. In this

way, one could achieve better control over the orientation of the polyphenylene

building blocks around the central core. For asymmetric functionalization of the

periphery of a polyphenylene dendrimer, a stepwise Diels–Alder reaction of the

triisopropylsilyl (TIPS)-protected tetraphenyl methane and Cp with or without PMI

branches was used [30].

PMI-substituted hexa-peri-hexabenzocoronene (HBC) 35 was designed as

model compound for intermolecular energy and electron transfer studies because

of its D6h symmetry, electronic and self-assembling properties [33–35]. The

multichromophore (HBC-6PMI) 35 has six PMI chromophores attached to HBC

via a 30-dodecyl-40,50,60-triphenyl-1,10:20,100-terphenyl spacer unit (Scheme 8).

HBC-6PMI 35 was obtained by Diels–Alder reaction of hexa-[4-(tetradec-1-yn-

1-yl)phenyl]-HBC 34 [36] and well-established building block PMI-decorated

Cp 29 (as discussed above) in diphenyl ether at 250�C in 58% yield [33–35]. Indeed,

electronic excitation of the HBC core of this molecule resulted in efficient energy

transfer to the PMI shell [37, 38].
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Scheme 7 Synthesis of model dyad G1-4PMI 33

Scheme 6 Synthesis of 4PMI-TDI based dendrimer multichromophore 31
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2.2 Complexes from Colloidal Semiconductor Quantum
Dots and Organic Dye Molecules

Inorganic–organic hybrid materials composed of colloidal semiconductor

nanocrystals or QDs and π-conjugated organic dyes are being increasing considered
for optoelectronics and sensing applications [39–41]. The surface chemistry of the

QDs is a crucial issue here because the dye molecules have to be attached to the QD

surface by appropriate functional ligands. In an early attempt, it was found that the

Scheme 8 Synthesis of star-shaped HBC-6PMI 35
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emission of CdSe/ZnS QDs was completely quenched by unspecific complex

formation with a diazaperylene dye not bearing a suitable binding functionality

[42]. Suitable anchor groups for CdSe or ZnS QDs are provided by amines, oxides

and thiols, which have different affinities for the QD surface and alter the fluores-

cence properties to different degrees. Amines often lead to an increase in the

fluorescence but bind only weakly to the QDs. The opposite is true for thiols,

which bind more strongly but typically reduce the fluorescence of the particles. To

overcome the weak binding of amines, Potapova et al. [43] used a dye-labeled

polymer ligand with multiple amine anchor groups, which formed stable complexes

with CdSe/ZnS QDs. Other approaches used functionalized peptides and proteins to

attach dyes to QDs [44–46]. As discussed below, carboxylic groups enable stable

binding of dye molecules to QDs. In most of the conjugates the QD (dye) acts as an

energy donor (acceptor) and EET signals complex formation. In a few cases the

opposite arrangement has also been considered, one example of which is given in

Sect. 2.3. The EET from QD to dye in several instances was satisfactorily modeled

in terms of the Förster mechanism [47, 48], although deviations have also been

reported [49].

2.2.1 Semiconductor Quantum Dots

Several types of QDs have been employed in the assembly of QD/dye complexes.

In early attempts [42, 43] CdSe/ZnS core–shell QDs have been used, which were

synthesized following established protocols [50, 51]. Later, a synthetic route for

multishell QDs was developed [52] in which the shell composition of the CdSe core

was gradually changed from CdS to ZnS in the radial direction. The resulting

particles had a high crystallinity, large fluorescence quantum yields of up to 80%

and increased photochemical and colloidal stability. Moreover, the presence of the

passivating shell mediated the impact of ligand exchange on the fluorescence

properties of the multishell QDs. The particles discussed so far represent type-I

core–shell QDs in which electron and hole are confined in the core after light

absorption. In addition, type-II core–shell QDs [53–55] of composition CdTe/

CdSe/ZnS were provided for complex formation with light-harvesting complexes

as described in Sect. 2.3. In these particles, the hole is confined to the core while the

electron largely resides in the shell.

2.2.2 Functionalized Organic Dye Molecules

Furnishing organic dyes with carboxylic groups yields stable complexes with QDs

[56]. Thus, we designed a family of rylene dyes 36–38 bearing β-glutamic acid

groups at the imide positions for stable complexation with QDs. In the case of 36

(Scheme 9) [57], the starting perylene dye 39 was partially saponified under basic

conditions to give monoanhydride 40. Imidization of 40 with β-glutamic acid in

N-methyl-2-pyrrolidone (NMP) afforded 36. On the other hand, using the open form
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(11) instead of the closed form of TMI–TMA was necessary to achieve enough

solubility for reactivity and purification for dye 37 (Scheme 9). As described

previously, 11 was obtained by Suzuki coupling of 10 and 4-bromonaphthalene-

1,8-dicarboxylic anhydride 8. Imidization of 11 and β-glutamic acid gave the

precursor 41, which was later converted to the glutamic acid-tailored TDI 37.

On the other hand, when two glutamic acids were attached to the dye molecules,

the possibility arose of connecting two or more nanoparticles with rylene dyes.

Thus, the designed TDI 38 with two dicarboxylic acid anchors at the imide nitrogen

atoms was synthesized by the same procedure as described above. The dianhydride

43was obtained by complete saponification of TDI 42 [7]. Further imidization of 43

and β-glutamic acid afforded TDI 38 [58] (Scheme 10). The complexation between

TDI 38 and QDs led to the formation of QD dimers and trimers, for which energy

transfer from the QDs to the TDI “bridge” was observed.

2.2.3 Quantum Dot/Dye Complexes

Complexes between 36 and 37 and CdSe/CdS/ZnS QDs [57] were formed by

sonicating a mixture of dye (in methanol) and QD (in chloroform) after addition

of a weak base. The QD/dye complexes were precipitated, washed, and redissolved

in chloroform to yield clear solutions. A chelate-type binding of the bidentate

anchor to the zinc ions on the QD surface (as sketched in Fig. 4b) was proposed,

providing high stability of the complexes. The complexes could also be transferred

from the organic into the aqueous phase via ligand exchange [57].

Scheme 9 Synthesis of dicarboxylic acid anchor functionalized PDI 36 and TDI 37
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In Fig. 4a, a series of emission spectra obtained for different dye 36/QD ratios is

shown [57]. With increasing dye amounts, the QD emission was successively

quenched and the sensitized dye emission increased, indicating efficient EET in

the complexes. This observation was supported by fluorescence decay curves of

QDs within the complexes, in which an additional fast component due to EET

appeared.

In Fig. 5a QD quenching expressed as F0/F � 1 from the series in Fig. 4a is

plotted versus the dye/QD ratio (where F0 and F are the fluorescence intensity of

QD in the absence and presence of the dye, respectively). Because reduced donor

emission and sensitized acceptor emission and strong spectral overlap between QD

emission and dye absorption was observed, the quenching of QD emission was

described by the following expression with transfer efficiency E:

F0

F
� 1 ¼ E

1� E
with E ¼

Xdmax

d¼0

a dð Þ � d

d þ r=R0ð Þ6 (2)

where d is the number of dye molecules bound to QD and a(d ) is the QD fraction

with d bound dye molecules according to a binomial distribution. The ratio (r/R0) is

Scheme 10 Synthesis of tetracarboxylic acid functionalized TDI 43

Fig. 4 (a) Fluorescence spectra of dye 36/QD complexes in chloroform as a function of the

dye/QD ratio. The excitation wavelength was 390 nm. (b) Complex formation between 36 and

CdSe/CdS/ZnS core–shell QDs (not to scale)
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one of the fitting parameters, where r is the donor–acceptor distance and R0 the

Förster radius, which was 5.3 nm. The model described the experimental data of

dye 36/QD complexes in Fig. 5a reasonably well, resulting in (r/R0) ¼ 0.63. Using

R0 ¼ 5.3 nm, one obtains r ¼ 0.63 � 5.3 ¼3.4 nm. From the binding model

(Fig. 4b) a center-to-center distance of 3.3 nm was estimated. The fairly good

agreement between spectroscopic and geometrical data indicated that a Förster

approach provided a reasonable description of EET in the complexes [57].

Individual complexes immobilized in PMMA could be studied by confocal

fluorescence microscopy. In the series of emission spectra shown in Fig. 5b, the

first spectrum is dominated by the emission of the dye (λmax ~ 600 nm) while QD

emission (λmax ~ 560 nm) is weak. During recording of this spectrum, the dye

bleached, resulting in QD emission only in the second spectrum. The third and

subsequent spectra (not shown), exclusively showed QD emission. The strongly

varying emission intensities of QD in the second and third spectrum were caused by

QD blinking [59]. For all cases studied, dye bleaching was more efficient than QD

bleaching, demonstrating the superior photostability of QDs.

By furnishing rylene dyes with dicarboxylate anchors, a versatile route for the

preparation of extraordinarily stable dye/QD complexes has been established. It

was pointed out that, by proper choice of dye and QD components, a broad spectral

range from the visible up to the near infrared could be covered and the efficiency of

EET easily tuned.

2.2.4 Quantum Dot Oligomers

Distance-dependent excitation and charge transfer are strong motivations for the

study of QD oligomers. Recent experiments have even provided first indications for

wavefunction overlap in oligomers of small CdTe QDs [60]. Yet, due to the few

successful examples for the preparation of defined QD oligomers, studies of

electronic coupling have remained rather elusive. The main challenges in the

preparation of discrete QD assemblies are to find effective coupling mechanisms

and to separate particular QD oligomers from a possibly wide distribution of

products. DNA approaches have been found successful for assembling QDs into
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Fig. 5 (a) Stern–Volmer plot of QD fluorescence quenching in complex with dye 36.

(b) Sequence of single complex emission spectra of dye 36/QD in PMMA. Reprinted with

permission from [57]. Copyright 2008 American Chemical Society
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dimers and higher oligomers [61]. Alternatively, small bi-functional molecules like

bis(acyl hydrazide) [62] or 1,6-hexanedithiol [60] have been used to generate

discrete QD oligomers, which could be purified up to a level of ~70% by size-

selective precipitation. Xu et al. [58] have recently shown that density gradient

ultracentrifugation is an efficient tool for separating directly coupled or dye-bridged

QD dimers and trimers from QD monomers and higher oligomers.

Colloidal QDs dispersed in organic solvents are capped by hydrophobic ligands

such as long-chain amines or oleic acid. By adding a bad solvent (methanol) to a

solution of QDs in a good solvent (toluene) the QDs will precipitate, and can be

separated from the solvent mixture by standard centrifugation. By this procedure,

ligands may detach from the QD surface, leading to the onset of aggregation.

Consequently, by repeating the precipitation/dissolution cycles many times and

depending on the binding strength of the ligands, a larger and larger fraction of the

material may aggregate and finally becomes insoluble in the good solvent. It has

been shown that the degree of aggregation induced by the precipitation/dissolution

cycles could be controlled, yielding a distribution of directly coupled QD oligomers

in the good solvent [58]. Subsequently, dimers and trimers were separated

and enriched by density gradient ultracentrifugation. CdSe/CdS/ZnS core–shells

particles were used in this study.

The density gradient in the ultracentrifugation tube was built with cyclohexane/

CCl4 mixtures, with the gradient from bottom to top adjusted from 90–40% with

respect to the CCl4 volume ratio. On top of the gradient solution, 0.1–0.2 mL of the

QD solutions were applied. A typical ultracentrifugation took ~10 min at

56,000 rpm and, under the right conditions [58], led to the appearance of several

bands. After ultracentrifugation, material was removed from the various bands by a

pipette and after further dilution their composition examined by transmission

electron microscopy (TEM). By this approach, monomer, dimer, and trimer

fractions could be separated from higher oligomers residing at the bottom of the

tube. The purity of the various fractions could be increased by a second round of

ultracentrifugation, yielding purities of up to 90%.

Besides directly coupled QD oligomers, dye-bridged variants could be

assembled by employing the bi-functional TDI spacer 38. This type of QD oligomer

was prepared by mixing QDs dissolved in toluene and 38 dissolved in methanol to

yield a QD-to-dye ratio of typically 1:3. After ultracentrifugation, several bands

appeared along the tube and TEM images of the various fractions showed that again

monomers, dimers, and trimers could be separated. Spectroscopic investigations in

bulk solution indicated that EET from the QDs to the dye “bridge” occurred [58].

In Fig. 6, high resolution TEM images of a directly coupled QD dimer and a QD

dimer crosslinked by TDI are shown. The two QDs are in close contact in the first

case, but there is a clear interparticle distance in the second case caused by the dye

bridge. By analyzing approximately 20 dimers for each case, it was found that the

QDs touched each other in ~95% of the directly coupled dimers. In contrast, for the

38 cross-linked dimers, a clear separation between the QDs was found in ~70% of

the images. The observation of close contact in directly coupled dimers gave further

support to the assumption that in this case loss of ligands is responsible for the

formation of oligomers.
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Although this work had shown that QD oligomers could be substantially

enriched by ultracentrifugation, their purity still was not 100%. Another way to

achieve 100% purity – at least in spectroscopic investigations – was to study single

oligomers. Figure 7a shows an image of isolated dye-linked QD dimers taken with

an atomic force microscope (AFM). For these experiments, the dimers were

deposited on glass substrates from a solution with very low concentration. The

AFM image unambiguously proved that individual ODs within a dimer could be

resolved with this technique. Employing confocal fluorescence microscopy, the

emission of the same set (A, B, C) of dimers could be simultaneously imaged

(Fig. 7b). The stripes in the fluorescence spots were due to QD blinking [59].

Emission spectra taken from single dimers were found to be composed of

contributions from QD and 38 [58].

Fig. 6 Typical high-resolution TEM images of a directly coupled QD dimer (left) and a dye 38

linked QD dimer (right)
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Fig. 7 (a) AFM height image of QD dimers linked by dye 38. Three selected dimers are marked as

A, B and C. (b) Confocal fluorescence image of the same area of the sample. The lateral resolution

of the AFM was estimated to be ~8 nm. Adapted with permission from [58]. Copyright 2011

American Chemical Society
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The simple and effective two-step procedure (assembly/separation) outlined

here was also successfully applied to other types of QDs (CdSe, CdSe/ZnS) and

seems to be applicable to a wide range of ligand-stabilized colloidal nanoparticles.

Moreover, it opens the way to a detailed study of electronic coupling in, e.g.,

quantum dot molecules.

2.3 Biological–Chemical Hybrids Built from
Light-Harvesting Complexes

2.3.1 Hybrid Constructs of Light-Harvesting Complex II (LHCII)

and Quantum Dots

Biological photosynthesis as well as artificial constructs for solar energy conversion

such as photovoltaic devices are dependent on the efficient absorption of solar light.

In natural systems, this is accomplished by the presence of light-harvesting

complexes (i.e., protein complexes containing a number of pigments that are able

to absorb the incident light, ideally over the entire spectrum) and then to conduct the

excitation energy towards reaction centers where energy conversion takes place.

QDs have widely been used as artificial light harvesters in chemical constructs,

due to their efficient absorption and their exceptional photochemical stability

[63]. Numerous attempts have been made to combine QDs with biological systems

to improve their performance. Thus, QDs have been used in combination

with isolated reaction centers to replace their biological light-harvesting units

[64–66]. Alternatively, QDs have been added to improve the light-harvesting

capacity of biological complexes such as cyanobacterial phycobilins [67, 68],

cyanobacterial phycoerythrin [69, 70] and purple-bacterial light-harvesting proteins

LH1 and LH2 [70]. In these combinations with biological light-harvesting

complexes, the QDs were intended to serve as energy donors to one or several

biological pigment(s). The efficiency of this energy transfer was difficult to

compare with the expected one because the interactions between QDs and protein

complex were not defined enough to predict distances between the components.

We have been working with a recombinant version of the major light-harvesting

complex (LHCII) in green plants. The advantage of the recombinant origin of this

complex was the possibility to modify the apoprotein structure such that it

contained defined anchors for the interaction with QDs, such as hexahistidine

tags tightly interacting with Zn2+ in the outer ZnS shell [71]. The main pigments

in LHCII, chlorophylls a and b, absorb very well in the blue and red spectral range

but only poorly in the green one. To try and fill this “green gap”, we used CdSe/ZnS

QDs emitting at 600 nm, binding via the C-terminal hexahistidine tag in trimeric

recombinant LHCII. When LHCII was added to the QDs at various ratios between

0.25 and 3, the fluorescence emission of the QD donor concomitantly decreased up

to about 70% quenching (Fig. 8). At the same time, only a small amount of
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sensitized acceptor (chlorophyll) emission was observed, which only marginally

increased with rising LHCII:QD ratios. Since the fluorescence quantum yields of

LHCII and QD are 0.2 and 0.25, respectively, the integral of sensitized acceptor

(chlorophyll) emission would be expected to be 80% of the integral of quenched

donor (QD) emission according to Förster theory. Consequently, energy transfer

does seem to take place between QD and LHCII but clearly there is an additional

mechanism by which the presence of LHCII quenches the QD fluorescence

emission. A similar effect has been described for the combination of CdSe/ZnS

QDs and LH1/LH2from purple bacteria [70].

The addition of QD absorption in the “green gap” to the absorption of LHCII was

measurable but small (Fig. 9). The limited extent of the QD contribution is due to

the fairly large extinction coefficient of LHCII in comparison to QDs, the trimer

containing no less than 42 chlorophyll and 12 carotenoid molecules.

Much higher energy transfer efficiencies were obtained when LHCII was

combined with type-II CdTe/CdSe/ZnS QDs. These had their emission maximum

at 750 nm and, thus, served as acceptors of LHCII excitation energy (Fig. 10).

Energy transfer efficiencies were as high as 40–65%, depending on the mode of

interaction between the components [72]. The hexahistidine tag in the LHCII

apoprotein has been exchanged with a number of other binding anchors such as

an oligo-cysteine motif or a ZnS affinity tag to improve the binding strength

between the protein complex and QDs even further.

2.3.2 Hybrid Constructs of LHCII and Rylene Dyes

Organic dyes have been more successful than QDs in attempts to fill in the “green

gap” in LHCII absorption. One example is rhodamine maleimide attached to one or

three cysteines engineered into the LHCII apoprotein [73]. Another example is a

Fig. 8 Energy transfer from CdSe/ZnS QDs to LHCII. Spectra of QD/LHCII hybrid complexes

(solid lines) and LHCII references (dashed lines). A spectrum of pure QDs is shown as black solid

line. LHCII/QD ratios of 0.25, 0.5, 1, 2 and 3 were chosen. QD concentration was 15 nM.

(a) Absorption spectra. (b) Emission spectra, excitation wavelength was 360 nm
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perylene diimide thioester 44 that was attached to an N-terminal cysteine in LHCII

by way of “chemical ligation” [74]. As described above for QDs,, constructs were

also made with dyes whereby LHCII in fact served as a light-harvester by trans-

ferring its excitation energy to an acceptor dye. In earlier work we had seen that

significant EET took place from LHCII to benzoylterrylene-3,4-dicarboximide

(BTI, 45) [75]. The transfer efficiency was limited to 70% at room temperature,

Fig. 9 QD contribution to light utilization of LHCII. Excitation spectra of QD/LHCII hybrid

complexes (blue solid line), pure LHCII (blue dashed line) and pure QD (green dashed line). For
comparison, the difference spectrum of the hybrid complexes and pure LHCII (green solid line) as
well as the adjusted absorption spectra of pure QDs (solid yellow line) are shown. QD concentra-

tion, 15 nM; LHCII/QD ratio, 1

Fig. 10 Scheme of an LHCII transferring its excitation energy to CdTe/CdSe/ZnS QDs
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presumable due to efficient back transfer from BTI to LHCII. Based on this result,

efforts have been made in two directions: (1) to design energy acceptor dyes that

undergo even more efficient energy transfer with LHCII as a donor than BTI, and

(2) find acceptor dyes that are capable of charge separation and thus would make,

together with LHCII, efficient sensitizers in Graetzel-type photovoltaic cells. To

this end, several rylene dyes synthesized in the laboratory of K. Müllen have been

screened (Scheme 11).

The quaterrylene dye dinaptho quaterrylene diimide (DNQDI, 46) exhibits two

distinct absorption maxima at 653 and 707 nm, making it an ideal candidate for

accepting excitation energy from the LHCII. However, the dye’s pronounced

hydrophobicity makes it difficult to attach it to the LHCII apoprotein. Moreover,

the labeled protein lost its ability to fold spontaneously into a pigmented complex.

A terrylene monoimide monoanydride maleimide (TMIMA, 47) dye was attached

to the LHCII apoprotein (LHCP). The dye’s extinction maximum was at 672 nm in

DMF, providing a reasonably good overlap with the fluorescence emission

maximum at 680 nm of LHCII. The attachment of the maleimide-functionalized

dye to the sulfhydryl group of a cysteine in the protein’s N-terminal domain led to a

strong blue shift in the absorption of the dye to 624 nm, so it was no longer useful as

an energy acceptor for the LHCII (data not shown). A terrylene diimide dye without

a monoanhydride function but also containing a maleimide group (TDI-mal, 48)

was successfully attached to the apoprotein and the protein could be reconstituted

Scheme 11 Rylene dyes synthesized by the group of K. Müllen that were used for ligation with

LHCII
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and trimerized without loss of function. With a labeling efficiency of almost 100%,

the energy transfer efficiency was only 24% (data not shown), possibly also due to

efficient back transfer of the excitation energy. In contrast to TMIMA, TDI-mal

does not contain an anhydride or other functional group that helps to attach the dye

to semiconductor materials such as TiO2 in photovoltaic applications. Therefore, a

glutamic acid-functionalized rylene dye (TDI-GS, 49) with an absorption

maximum at around 673 nm was synthesized (Fig. 4). In comparison to the

TDI-mal (ε666nm ¼ 16,630 M�1 cm�1 in THF), the extinction coefficient of

TDI-GS is much higher (ε666nm ¼ 77,000 M�1 cm�1 in THF) and according to

Förster theory the expected energy transfer in hybrid complexes with LHCII and

TDI-GS should be higher than in hybrid complexes of LHCII and TDI-mal. On the

other hand, the TDI-GS cannot be covalently attached to the LHCII. To test the

energy transfer between LHCII and TDI-mal at least qualitatively, measurements

were made with the protein complex and the dye colocalized in detergent micelles.

The dye was solubilized under sonication in an aqueous solution of 10% (w/v) of

lauryl maltoside (LM) and then added to LHCII at a ratio of 5 dye molecules per

LHCII and a final detergent concentration of 0.2%. As shown in Fig. 11, the

emission of LHCII was quenched by about 30% in the presence of the dye. The

acceptor (TDI-GS) emission was difficult to detect due to the low fluorescence

quantum yield of this dye in the aqueous environment (below 1%). Therefore,

sensitized acceptor fluorescence could not be measured, which would have been a

good indication for Förster-type energy transfer. Even so, a 30% donor (LHCII)

fluorescence quenching makes TDI-GS a promising candidate for energy transfer.

Because TDI-GS has been shown to be a useful sensitizer in Graetzel cells [76],

LHCII may help to improve its sensitizing efficiency if it is co-adsorbed with the

dye on the TiO2 surface of the cell. Experiments along these lines are in progress.

Fig. 11 Energy transfer measurements of LHCII-TDIGS samples: (a) Absorption spectra and (b)

fluorescence emission spectra with excitation at 470 nm. 1 μMLHCII was mixed with 5 μMTDIGs
in 0.2% lauryl maltoside (LM) (dotted blue line). Pure LHCII (solid green line) and pure dye (solid
yellow line) at the same concentration in 0.2% LM. The fluorescence was measured at an

absorption of <0.1 at 470 nm
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2.4 Dye Molecules in Cholesteric Phases: Towards Lasing
Applications.

As shown in the previous sections, the optical emission of complex dye and QD

aggregates can be tuned by arranging donor and acceptor in close proximity

(distances up to 10 nm). It can, however, also be manipulated by feedback

mechanisms, which scatter photons back to the emitting center, create standing

waves in the material and thus lead to enhanced stimulated emission or even lasing.

Such materials are called “photonic crystals” [77–81].

Photonic crystals, in general, are materials with a periodic variation of the

refractive index, whereby the wavelength of the photons, to be manipulated,

determines the periodicity of the refractive index modulation. They offer the

possibility to influence light emission by structures in the 100 nm range. Such

materials can be realized (see Fig. 12) as 1D photonic crystals (Bragg-stacks, but

also cholesteric liquid crystals), 2D photonic crystals (realized, e.g., in regularly

patterned surfaces) and as 3D photonic crystals (mostly artificial opals). 3D

photonic crystals offer a significant advantage over 1D or 2D photonic crystals

as they allow it to create standing waves in all three directions of space. As a result,

a “full band-gap” may evolve in 3D photonic crystals if the magnitude of the

refractive index modulation is very high. In this case, light propagation is prohibited

in all directions of the Brillouin zone. This “immobilizes” photons, changes the

density of states inside the photonic material, and allows a modification of light

emission, including an increase in the lifetime of excited states. In addition,

properties like lasing at a very low threshold are predicted [82]. It must, however,

be noted such a “full band-gap” has been realized so far only for the IR region.

It has not yet been achieved for the visible range, because this would require the use

of optically transparent materials (down to 400 nm) with a refractive index

approaching 3, which is hardly achievable [83].

Thinking about applications of lasers and today’s trends in technology there is a

conflict evident. Electronic devices are getting smaller and smaller while lasers

remain, due to their resonators and other optical elements, big if they are

constructed in the traditional way. Fabry–Perot resonators and their folded or ring

versions are complex, expensive and difficult to assemble. In the competition of

engineering towards very small lasers, many different architectures have been

Fig. 12 Representation of 1D, 2D, and 3D photonic crystals. The different colors represent areas
of a different refractive index
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created. External cavities have been decreased in size or replaced by other

structures. In this context, periodic dielectric structures (photonic crystals) become

essential. The most common type of miniature laser is, however, still the laser diode

utilized in all types of disk drives. It is similar to an LED, in which the inner

surfaces of the diode housing are metallized to creating a resonator, resulting in

laser emission. For high power output laser diodes, many of these cells are

combined to bars achieving demands up to 70 W [84].

Although many diode lasers work as multimode lasers, the distributed feedback

(DFB) and distributed Bragg reflector (DBR) lasers show a mode selection because

of their periodic structure. The mode selectivity is generated by the optical

properties of the periodic structures because only the modes that are associated

with a standing wave/stop band are amplified. DFB structures are photonic

structures, which are doped throughout the volume with chromophores (in an

optimal case at the maxima of the standing waves), whereas DBR lasers have a

miniature Fabry–Perot cavity in which the dye is localized, and the mirrors are

replaced by periodic gratings [85].

Artificial opals [77–81] consist of monodisperse spheres that have been crystal-

lized into a cubic densest packing (see Fig. 13). They are the prototype of a 3D

photonic crystal (Fig. 12) and possess stop bands (but not a full band-gap) in all

three directions of space. They act as very strong feedback media because of the

strong difference in refractive index between the spheres (silica or polymer) and the

voids consisting of air and reflect 80% or more of light perpendicular to the surface

(see Fig. 13) [81]. From their synthesis it is easy to incorporate fluorescent dyes

[81, 86] or even highly fluorescent nanoparticles [81, 87] within the colloids (place

of highest refractive index, maxima of the standing waves). Although artificial

opals look most promising as feedback media for lasing application [88, 89], very

few successful lasing experiments are described. This difficulty is, most probably,

related to the strong difference in refractive index between spheres and voids,

which leads to strong multiple scattering. This offers the potential to achieve a

Fig. 13 SEM picture of a typical photonic crystal made from monodisperse colloids (sample

similar to those in [81, 86]) and the resulting selective reflection at 780 nm
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“full band-gap”, but only for a “perfectly crystallized” opal. In real opals, defects

exist and they cause very strong diffuse scattering, which is detrimental for lasing.

As a result of this problem, two types of lasers have mostly been realized with opals

so far. One type consists of “opaline gels”, in which the voids are filled with a liquid

[90]. This reduces the difference in refractive index and thereby reduces diffuse

scattering from the defects. Alternatively, defect lasing is reported. This relies on

the use of an optimized (dye-containing) isotropic polymer film within the opal,

which creates a defect state within the band-gap [91, 92]. Amplified spontaneous

emission [92] and lasing [93] from this mode has been reported.

2.4.1 Liquid Crystal Lasers

The cholesteric liquid crystalline phase is the chiral modification of the nematic

phase, in which the liquid crystalline director twists in a helical way (Fig. 14). It

acts thus as a 1D photonic structure for light, whose wavelength in the material

matches the pitch of the helix. As the helical structure is chiral, this applies

however, only to light of the appropriate handedness. Thus, 50% of unpolarized

light is reflected (this corresponds to the photonic stop band), whereas 50% is

transmitted (this is the light of the opposite handedness). Cholesteric phases can

thus act as feedback media for lasers. This was first recognized and patented in 1973

[94]. From then it took almost seven more years until the first experimental proof

of lasing from a dye-doped cholesteric material was published [95]. After an

additional eight years is was proven that lasing happens at the band edges (see

Fig. 14) [96].

Fig. 14 Transmittance and reflection of linearly polarized light by a low molar mass cholesteric

material. Lasing happens at the band-edges (black boxes at 500 and 580 nm), where the density of

states is highest. There, two standing waves evolve: out-of-phase (left) and in-phase (right). See
[101, 102, 105] for details
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It is the advantage of the cholesteric phase that its pitch and thereby the

wavelength of the emitted laser light can be tuned by various external stimuli

(usually the temperature). Lasers relying on a cholesteric feedback medium have

usually a very narrow linewidth and their emission is circularly polarized. With this

concept, rather small lasers can be constructed [97, 98]. They are usually pumped

by pulsed solid-state lasers although, after first attempts [99], continuous pump

conditions were recently successfully established [100]. Lasing has been mostly

observed from low molar mass cholesteric mixtures because they show excellent

alignment. The state of the art is reviewed in [98, 101, 102].

The key concept of cholesteric laser is best explained by the density of optical

modes or density of states (DOS) [97] known from the physics of solid state

lasers. The cholesteric phase provides resonance through its periodic structure.

Light propagation only occurs for allowed (or cavity) modes, whose number is

proportional to the density of states [103]. Inside the photonic band gap of a

cholesteric phase, the DOS is equal to zero and emission is suppressed but enhanced

at the band-edges [104]. Here, the photon velocity decreases to zero while the

photon dwell time increases to infinity because of multiple reflections from the

periodical structure. The details of lasing depend now on the width of the band-gap,

which is mostly determined by the birefringence Δn and by the orientation of the

fluorescent dyes parallel or perpendicular to the director. The stimulated emission

of the gain material in a DFB laser at frequencies where the DOS reaches its

maxima can be considered as a standing wave. For one of the standing waves

(in-phase), the polarization direction is always parallel to the director (Fig. 14,

right) and feels the extraordinary refractive index of the liquid crystal. It has a lower

energy, which corresponds to the low energy band-edge. For cholesteric materials

with a wide band-gap resulting from a large Δn, the threshold for the low energy

band-edge is considerably lower than at the other band-edge, where the polarization

direction is perpendicular to the director (out-of-phase standing wave; Fig. 14, left).

Lasing may thus be found first at the low energy band-edge, but at sufficient high

pumping power it becomes possible at both edges [105].

In addition to band-edge lasing, defect mode lasing is possible [97]. A defect in

the photonic structure creates fine bands of allowed transmissions inside the

photonic band gap. A defect may result from an isotropic or anisotropic layer

between adjacent cholesteric layers, but also from phase shifts [106], particle

stabilized defects [107], deformation of the cholesteric helix [108] or local

polymerization [109]. The threshold of such defect modes are low and can be as

low as a few nanojoules per pulse [110].

2.4.2 Crosslinked Polymeric Cholesterics as Lasing Material

Today’s challenge is the search for robust cholesteric materials with a low threshold

value for lasing, but a high tolerance for pumping. As mentioned above, lasing from

cholesteric structures is mostly the domain of low molar mass liquid crystals. That

is because it is essential to obtain a monodomain, which is as defect-free as
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possible, and low molar mass liquid crystals are easy to orient. This is necessary to

obtain optimal optical properties, which include maximal reflection perpendicular

to the substrate and very little scattering.

On the other hand, polymerized (or even crosslinked) cholesteric films would

also be very interesting. At first, polymerization/crosslinking allows the permanent

stabilization of any selective reflection adjusted beforehand. Thus the cholesteric

material can be used afterwards independent of the environmental temperature. But,

more importantly, crosslinking stabilizes the helical structure against disturbance

by temperature fluctuations during pumping. It thereby strongly increases the

maximal tolerable pumping power. In addition, crosslinked systems give flexible

films [111, 112] and they make it easy to prepare samples for working in the defect

mode. But, it is only possible to benefit from these advantages if a high quality of

orientation can be obtained.

There is another reason for being interested in the use of cholesteric phases

prepared by large mesogens. This is related to the use of large, highly fluorescent

structures like oligomers optimized for organic LEDs or fluorescent quantum rods.

To obtain a low threshold value for lasing, these structures have to be oriented well

in the cholesteric phase, with their dipole transition moments parallel to the local

director to benefit from the standing wave evolving (see Fig. 14). To achieve this, it

seems desirable to work with lyotropic cholesteric phases consisting of long

mesogens in a polymerizable solvent (see Fig. 15). Such long mesogens give a

Fig. 15 Representation of the optimized system. Cellulose carbanilates are used as long mesogens

[112]. They form a lyotropic cholesteric phase in mono- and bis-acrylates as solvents. Their

photochemical polymerization freezes the helical cholesteric structure. Later on, fluorescent

materials can be incorporated into this matrix by swelling and deswelling
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high order parameter and they look adequate for the orientation of large elongated

fluorescent dyes. Now, such cholesteric phases from chiral polymers are known and

opalescent films have been described [111–114]. However, their optical properties

are, so far, rather poor. This can be seen from Fig. 16a [115]. Transmission spectra

show a band gap, but much less than 50% of the light is stopped from transmission.

Reflection measurements look even worse. Most importantly, only a tiny amount of

light is reflected perpendicular to the surface, and much more is reflected in a

diffuse way. This is obviously the result of a broad distribution of the helical axes.

On the other hand, the concept of Fig. 15 looks attractive under another aspect.

Working with crosslinked films offers the possibility to incorporate the fluorescent

materials after the polymerization/crosslinking step by swelling. This is highly

advantageous because the fluorescent materials may (1) reduce the order in the

cholesteric material and (2) interfere with the photopolymerization used to prepare

the crosslinked films. It was thus the challenge to optimize synthesis and processing

to obtain high quality cholesteric materials [115]. This was done using cellulose

tricarbanilates [111–114], which show a length of the polymer chain of about

80–150 nm.

Fig. 16 Optical properties

of different lyotropic

cholesteric phases of

cellulose carbanilates.

(a) Unoptimized older

system [111, 112]. LS:

Light source, S: Sample, D:

Detector. (b) Newly

optimized system [115]
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By careful choice of the polymerizable solvent, by hydrogen bond influencing

additives, but especially by the synthetic realization of a very high degree of

substitution of the cellulose based polymer, we succeeded in reducing the viscosity

of the lyotropic solution considerably [115]. The proper use of mechanical stirring

in combination with a tuned substrate treatment and film preparation method and

subsequent polymerization allowed, finally, the preparation for the first time of

free-standing cholesteric films of a high optical quality such as known from low

molar mass systems (see Fig. 16b). They showed selective reflection with a half

width of only 20 nm, 50% of transmission, nearly no scattering and nearly 50%

perpendicular reflection.

In addition, a method was developed by which fluorescent material can be

introduced into the films after film preparation (see Fig. 15). It is thus possible to

match fluorescence and cholesteric stop band (Fig. 17a). On such materials, lasing

can be observed in analogy to low molar mass cholesteric systems [116]. Whereas a

broad fluorescence is observed below the lasing threshold, a very sharp laser peak

(100% right-hand circularly polarized) is observed above the threshold value at the

long wavelength bend-edge (Fig. 17b).

Fig. 17 Properties of

crosslinked cholesteric

films for possible lasing

applications. (a) Match of

fluorescence of dye and stop

band. (b) Lasing of

circularly polarized light
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3 Single-Molecule Studies of Electronic Excitation

Energy Transfer

Lately, the quest for investigating electronic coupling at the single molecule level has

led to a number of experimental and theoretical studies. Specific topics that have been

addressed include the investigation of coherent coupling and localization,

superradiant emission, singlet–singlet annihilation and the origin of collective “off”

states [117–123]. In this section, single-molecule experiments conducted with D–A

compounds described in Sect. 2.1 are presented. As already outlined in Sect. 2.1, the

D–A-model systems have been specifically designed to gain quantitative and novel

information by SMS on the rate and mechanism of electronic EET. One important

factor has been to arrange the donor(s) and acceptor(s) via fairly rigid oligo

(phenylene) bridges at fixed distances and orientations. The chromophores PMI,

PDI and TDI were chosen because they possess favorable properties for SMS,

with large absorption cross-sections, high emission quantum yields and low

photobleaching yields. In the dyads and triads, the donor and acceptor chromophores

can be selectively excited, and all the chromophores give rise to sharp zero-phonon

lines at cryogenic temperatures, which is a crucial prerequisite for extracting EET

times from line width measurements. These outstanding characteristics of the

multichromophores have fostered a number of novel single-molecule results, which

are discussed in the next section.

3.1 Flexibility of Donor–Acceptor Dyads

Following the discussion in Sect. 2.1, we will start with a presentation of the results

that have been gained for the dyads 1 and 2. An important parameter in the

description of EET is the mutual orientation of the transition dipoles, typically

expressed by the orientation factor κ. In Förster theory [12] this orientation factor

appears squared [see Eq. (1)] and κ2 assumes values of 4 for collinear aligned

transition dipoles and 1 for parallel transition dipoles. From early single-molecule

measurements on dyad 1 [1], it was known that the two transition dipoles are not

aligned in a truly collinear fashion. In these experiments, which used annular

illumination to extract the 3D orientation of the transition dipoles of PDI and

TDI, an average deviation from a collinear alignment by 22� was found. Later

experiments used rotation polarization of the excitation light rather than annular

illumination. In these studies, which allowed faster data acquisition, the PDI and

TDI chromophores were selectively excited in alternate fashion by two laser

sources [124]. The new results nicely confirmed the original distribution concerning

the relative orientation of transition dipoles. Moreover, it was found that the

flexibility of the oligo( p-phenylene) spacer is the origin of the deviations from

collinearity; each p-phenylene group on average contributes 12� to the deviation.

The experimental results were supported by quantum chemical calculations from
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which a comparable flexibility was predicted (see Sect. 4.2). These results are also

consistent with experimental data obtained for dyad 2 and with earlier studies of the

persistence length of poly( p-phenylenes) [125–127].

3.2 Control of the Energy Transfer Pathway by Dual Pulse
Excitation

The reversible switching of the transition frequency [128] or the turning on and off

of EET [129] by light irradiation are prominent examples for the controlled

modification of the optical response of single molecules. In this section, experi-

ments will be described that allowed control of the EET process in single molecules

of dyad 1. In particular, the direction of EET could be partially reverted in the sense

that the former donor became the acceptor and vice versa [4]. The experiments were

based on selective excitation of both PDI and TDI in 1 by short light pulses of

different color and with variable time delay. Different excitation and energy

transfer scenarios were created and monitored by the corresponding fluorescence

signals.

In Fig. 18a, the relevant photophysical processes that may occur in 1 are

depicted. Exciting TDI to its S1 state leads to TDI fluorescence. On the other

hand, photons absorbed by PDI are rapidly transferred to TDI, also resulting in

TDI fluorescence. The latter energy transfer pathway will be denoted as EET.

Obviously, due to energetic reasons, it is not possible to transfer excitation energy

from TDI to PDI after exciting TDI to its S1 state. The situation is different if two

excitations are present at the same time. Then, the EET pathway is not available

anymore because TDI is already in the excited state. Under these conditions,

singlet–singlet annihilation (SSA) as well as donor fluorescence may arise. In

SSA, energy is transferred from one electronically excited state to the other,

resulting in a higher excited state and a ground state (see Fig. 18a). The higher

excited singlet state (Sn) typically quickly relaxes to the first excited singlet state

(S1), effectively quenching one photon. Please note that EET as well as SSA are

both manifestations of resonant electronic EET.

In the experiments, red (635 nm) and green (523 nm) pulsed laser sources were

utilized to selectively excite TDI and PDI, respectively. Whereas the red laser was

set to maximum power to saturate the S0 ! S1 transition of TDI, the green

excitation intensity had to be set considerably lower to prevent fast photobleaching

of PDI. Three different pulse sequences were implemented (A, B, C) as depicted in

Fig. 18b. In the course of period A, only green pulses were used for excitation. In

the second sequence (B), the green and red lasers were fired and both chromophores

were excited successively with a time delay of 12.5 ns (3–4 times longer than the

fluorescence decay times of the chromophores). The third sequence (C) was

optimized to prepare both chromophores in the excited state at the same time.

Applying the excitation cycle to single TDI molecules yielded fluorescence time
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traces as displayed in Fig. 19b. Trivially, the PDI channel detected no signal. On the

TDI channel, nearly no fluorescence was observed during sequence A, since the

green laser pulses merely had a chance to excite TDI. As expected, during

sequences B and C the fluorescence signal was almost constant. In Fig. 19c, a

section of an experimental time trace of molecule 1 is displayed. It was found that

the fluorescence intensity recorded at the TDI channel significantly changed

depending on the excitation sequence. By solely exciting the donor with the

green laser (sequence A), efficient EET took place. Thus, only TDI emission was

observed. Switching on the red laser in scenario B led to stronger TDI fluorescence.

(Note that the red laser had a higher intensity than the green one.) Both the red and

green excitation energies are emitted via TDI since only a single excitation was

present in the molecule at a given time. In contrast, by applying sequence C, both

chromophores were excited at virtually the same time. Although the number of

exciting photons was equal to sequence B (Fig. 19c), a significant decrease in the

TDI fluorescence intensity was detected. On the PDI channel, fluorescence was not

detected during any of the three excitation sequences.

It was concluded that the radiative losses observed for 1 stem from efficient SSA

induced by pulse sequence C. From the experimental data the efficiency of the

process was calculated to be ~86%, which was in reasonable agreement with

theoretical estimates [4]. As depicted in Fig. 18a, the SSA process may occur in

two directions. Since in both cases TDI fluorescence would be recorded, a simple

spectral distinction was impossible. Considering the spectral overlaps and

Fig. 18 (a) Relevant photophysical processes upon photoexcitation of 1. Excitation of PDI leads

to energy transfer to TDI (ET) and acceptor fluorescence. If both chromophores are in the first

excited singlet state (S1), then in principal donor fluorescence as well as singlet–singlet annihila-

tion (SSA) could occur. (b) Instrumental response functions of the three excitation sequences.

During sequence A the molecules were excited by the green laser only. During sequences B and

C excitation occurred with red and green laser pulses and different time delays Δt1 ¼ 12.5 ns and

Δt2 ¼ �0.7 ns, respectively
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photostability issues [4] it was concluded that the energy is preferentially trans-

ferred to PDI, thus promoting it to a higher singlet state. Indeed, by applying pulse

sequence C the energy transfer pathway in 1 has been reversed. Each green

excitation that is created at the PDI site will promote PDI to a higher excited

state by annihilating a red excitation from the TDI site. By this means, energy

effectively flows from the former acceptor to the former donor.

The concept of controlling the energy flow in a single molecule can be extended

to compound 27 (Scheme 5) in which a central PDI moiety is connected to two TDI

chromophores via rigid bridges. Upon excitation of PDI, EET can occur to both TDI

molecules, a situation that harbors the potential to channel the energy flow to only

one of them. In a first study [15], the SSA between the two peripheral TDI

chromophores of 27 has been quantified by time-resolved photon coincidence

measurements. Despite the fairly long intermolecular distance (see Scheme 5),

SSA was found to be three times faster than the fluorescence lifetime of TDI.

Considering the spectral overlap for SSA and EET from an excited to a ground state

TDI chromophore, it was inferred that for any arrangement of the chromophores

both processes occur on a similar time scale.

Fig. 19 A, B and C correspond to the excitation sequences described in Fig. 18b. (a) The

excitation cycle monitored from reflected excitation light of both lasers. The fluorescence time

traces (b, c) match the excitation cycle depicted in (a). (b) Fluorescence time trace of a single TDI

molecule. (c) Section of an experimental time trace of 1. The emission at the TDI channel (red)
showed a strong dependence on the excitation scenario. During pulse sequence C, the intensity

decreased significantly compared to scenario B because of efficient SSA. The PDI channel (green,
magnified 10 times) detected no fluorescence at any time. At ~9.1 s the donor chromophore (PDI)

underwent photobleaching. Consequently, an emission pattern similar to that of single TDI

molecules (c.f. b) was observed
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3.3 Read-Out of the Spin State of a Single Molecule
by the Emission from Proximate Fluorophores

The 2D graphene-type molecule hexa-peri-hexabenzocoronene (HBC) has gained

considerable interest because of its self-assembling and photophysical properties.

The large intersystem crossing rate and long triplet state (T1) lifetime in the range of

seconds are prohibitive for direct single-molecule observation. Yet, at the single

molecule level it may be highly interesting to take advantage of the long population

storage times in T1. By covalently linking fluorescent acceptor molecules (PMI) to

HBC giving rise to 35 [37], efficient EET from HBC to PMI leads to strong PMI

fluorescence. A Jablonski diagram of the relevant electronic processes in 35 is

given in Fig. 20.

In single-molecule experiments with 35 it was found that, after selective

excitation of HBC, the PMI emission was interrupted by dark intervals whose

length of several seconds was in good agreement with the triplet state lifetime of

HBC [38]. Hence, the intermittency was induced by population of the HBC triplet

state from which the EET path to the PMI molecules in the shell is blocked.

Accordingly, the presence or absence of PMI emission permitted read out of the

spin state of a single HBC molecule.

In addition, it was found that during the lifetime of the HBC triplet state,

additional selective excitations of the PMI chromophores were quenched by

singlet–triplet annihilation as sketched in Fig. 20 [38]. This result establishes a

direct link to Sect. 3.2 because the energy transfer pathway in 35 has been reversed.

The energy now flows from PMI to HBC. In this respect, the HBC core could be

viewed as a switch for the PMI fluorescence operating via intersystem crossing.

S1

S0

STA

ISC

EET EET

ex

Tn

T1

HBC PMI

S1

S0

fl

Fig. 20 Energy level scheme and electronic transitions in 35. Upon excitation (ex) of HBC, either
singlet energy transfer (EET) to the PMI periphery or intersystem crossing (ISC) to the HBC triplet

state (T1) occurs. In the case of EET, PMI fluorescence ( fl) is observed while population of T1
leads to a dark state. After ISC, singlet–triplet annihilation (STA) may quench excited singlet states

(S1) of the PMI periphery through energy transfer to T1. Subsequently, in this example, the higher

excited triplet state (Tn) decays non-radiatively
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3.4 Rates and Mechanism of Energy Transfer

At cryogenic temperatures, the combination of confocal microscopy and frequency-

selective SMS is a powerful tool for the investigation of multichromophoric

aggregates because it allows for individually addressing molecules whose spatial

distance is much smaller than the optical resolution of the imaging system

[130, 131]. Such experiments strongly rely on the occurrence of sharp zero-phonon

transitions and an inhomogeneous broadening much larger than the homogeneous

width of the former. These features open up a number of interesting perspectives for

the study of proximate and interacting molecules.

To image individual multichromophoric assemblies, a home-built low-

temperature laser scanning confocal microscope was used, which is described in

detail elsewhere [28]. Excitation spectra of single molecules within an individual

multichromophore are measured by using a ring-dye laser pumped by an argon ion

laser as tunable light source. Excitation spectra are obtained by scanning the laser

across the molecular absorption lines while detecting the red-shifted emission from

either the same chromophore or from chromophores to which the excitation energy

has been transferred. Typically, excitation spectra have been recorded at a temper-

ature of 1.4 K. In principal, any temperature between 1.4 K and room temperature is

accessible with the cryostate in which the sample and part of the microscope are

inserted.

As has been shown recently, for systems exhibiting weak electron–phonon

coupling, the rate constant of EET can be extracted from the widths of the sharp

purely electronic zero-phonon lines (ZPLs) of donor chromophores observed at low

temperatures [2, 9, 26]. Under these conditions the homogeneous line width of a

ZPL is composed of the following contributions:

Δνhom ¼ 1

2π T1

þ 1

π T∗
2

þ 1

2π τET
(3)

The first two terms are the contributions from the lifetime of the excited state T1
(population decay) and pure dephasing processes T2

*; the third term results from the

EET, which is treated as an T1-type energy relaxation process that causes line

broadening of the donor excitation spectrum. In case the third contribution

dominates the line width, EET time constants are easily accessible from the simple

relation Δν ¼ (2πτEET)�1. Actually, it has to be checked for every particular case

that the pure dephasing and lifetime contribution can be neglected compared to the

EET contribution. In addition, it has to be assured that the excitation lines are not

power broadened and that the band width of the dye laser is substantially smaller

than the width of the ZPL. With a laser band width of 2 GHz, which corresponds to

the broad band mode of a ring dye laser, line widths are accessible in the range from

5 to roughly 500 GHz, corresponding to EET rates between 3 � 1010 and

3 � 1012 s�1.
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The determination of single donor EET rate constants from the line widths of

low temperature excitation spectra as described above was first accomplished for

the multichromophoric poly(phenylene) dendrimer 31, in which the TDI acceptor is

residing in the dendrimer core and the donors are located at the rim of the structure

[26]. In this study it was shown that frequency-selective high resolution spectros-

copy at low temperature allows the elucidation in great detail of complex energy

transfer processes in individual multichromophoric assemblies by controllably

interrogating the donors as well as the acceptors. In particular, the EET time

constants for individual donors within the dendrimer could be determined. In a

room temperature single-molecule study of the same dendrimer it had previously

been shown that the acceptor rise time, which corresponds to an average over the

energy transfer times of the four donors, could be accessed by time-resolved

fluorescence spectroscopy [27]. A similar type of time-resolved experiment has

been performed for dyad 2. In particular, the EET time constants were accessed by

analyzing differences in the fluorescence rise/decay time profiles of the acceptor,

recorded successively for a dyad prior to and after bleaching of the donor [8]. These

investigations had already indicated that the distribution of EET times obtained for

single dyads cannot be reproduced by a purely Förster-type description of the EET

process.

The study of 1 allowed addressing coupling mechanisms and more principal

photophysical aspects of the EET process. Metivier et al. have determined the

distribution of EET time constants for single molecules of 1 embedded in PMMA

[2]. The EET times were in the range of several picoseconds, which translated into

an EET efficiency of almost 100%. Accordingly, in emission spectra of 1 only

acceptor emission was observed. These results were similar to those obtained for

the dendrimer 31, which actually was not too surprising because the chromophores

and mutual distances were comparable in both systems. Again, a large discrepancy

was found between the experimentally determined distribution of EET rates of

1 and a distribution that was calculated within the Förster model (see Fig. 21a).

The details for the calculation can be found in the literature [2, 9]. Considering the

average values obtained from the experimental (hkexpEETi ¼ 3.2 � 1011s� 1) and the

calculated distributions (hkFörsterEET i ¼ 3.9 � 1010s� 1), it is seen that the discrepancy

amounts to a factor of ~8. Figure 21a also displays the expected distribution of EET

times due to the conformational flexibility of 1 (see Sect. 3.1). This distribution is

appreciably smaller than the distribution of EET times caused by the variations in

spectral overlaps, which originates in the inhomogeneous broadening of the optical

transitions.

Besides the obvious discrepancy between the measured distributions of EET

rates and those calculated according to Förster theory (illustrated in Fig. 21a), the

validity of the Förster model was further checked by plotting the experimentally

determined EET rates kexpEET against the spectral overlaps of individual molecules

of 1, which according to the standard Förster expression of the EET rate should

yield a linear dependence (see Eq. (1), [12]). The dashed line in Fig. 21b represents

a linear fit to the data. Although the slope of this line showed good agreement with
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the data – thereby indicating a Förster type contribution – clearly an offset

remained. The solid line in Fig. 21b corresponds to the result of a pure Förster

calculation using the corresponding parameters of 1 at 1.4 K. The findings

discussed above have triggered a number of theoretical activities to understand

the origin of the discrepancies between experiment and theory [3, 132, 133]. The

results of a quantum chemical study of 1 [3] are discussed in Sect. 4.

A different situation was encountered for dyad 21, which was also studied by

SMS and quantum chemical calculations [13]. In 21 the through-bond coupling of

the PMI chromophore (donor) to the ladder-type pentaphenylene (pPh) bridge led to

appreciable shifts and modifications of the PMI-centered electronic transitions

while no significant changes were noticeable for the TDI chromophore. Similar to

the cases of dyads 1 and 2, the TDI chromophore in 21 was bound to the bridge via

the imide nitrogen. The distribution of EET times for 21 was again determined by

low temperature single-molecule excitation spectroscopy. Simulations of the EET

time distribution within the framework of Förster theory, assuming PMI as donor

and TDI as acceptor, gave EET times which were eight- to tenfold larger than the

measured values. Simulations in which PMI-pPh was treated as the effective donor

instead of PMI nicely reproduced the experimentally determined EET times.

TD-DFT calculations showed that the electronic excitation on the PMI (donor)

significantly gave rise to a partial charge transfer character and induced an approx-

imately threefold increase in the electronic coupling strength. Recalling that the

EET rate scales with the squared electronic coupling, a decrease in the EET time by

a factor of about nine was predicted theoretically in full agreement with the

spectroscopic results [13]. Moreover, it was concluded that in 21 the breakdown

of the Förster dipole approximation is due to the presence of the bridge and not

because of higher multipole contributions.
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Fig. 21 (a) Distribution of single-molecule energy transfer rates of 1 obtained at 1.4 K. The open
bars represent the rates determined from donor (PDI) excitation spectra, while the filled bars are
calculated from the spectral overlaps according to Förster theory. The solid lines show a simulated

rate distribution solely originating from different molecular conformations. This distribution has

been scaled to fit both histograms. (b) Experimentally determined energy transfer rates plotted

vs. the calculated spectral overlaps J. The solid line has been calculated by Förster theory. The

dashed line represents a linear fit to the data
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Finally, it is interesting to compare how the distributions of EET rates develop

when the temperature is changed. As seen in Fig. 22, at low temperature the

distribution of EET rates is significantly broader and shifted to smaller values

compared to room temperature. The narrowing of the spectra at low temperature

induces strong modifications of emission and absorption spectral shapes and results

in many different spectral configurations where the spectral overlap can be more or

less favored. On average, the EET slows down by approximately a factor of three

when the temperature is lowered to 1.4 K.

The differences between the low and room temperature spectral overlaps are

strongly related to the temperature-dependent relative intensities of ZPLs and phonon

side bands. If a lowering of the temperature led to atomic-like line spectra (no phonon

side bands), constellations could be envisioned in which spectral overlap would

completely vanish or become very large due to accidental degeneracy of sharp and

intense lines carrying a lot of oscillator strength. This aspect is interesting historically.

In his original work on concentration quenching of dye molecules in solution, Perrin

had assumed (by classical arguments) that energy is exchanged between atomic-like

resonant transitions [134]. Accordingly, he obtained interaction distances that were

much too large. It was one of Förster’s achievements to include vibronic coupling and

the concomitant redistribution of oscillator strength between many transitions [12].

4 Theoretical Description of Vibronic Spectra

and Electronic Coupling

Quantum chemical model calculations are useful tools for gaining further insight

into the atomistic details of the photophysical properties considered in this chapter.

We will describe a number of studies that have helped to develop a better under-

standing of the optical spectra of rylene dyes and the EET processes in simple

donor–acceptor dyads such as 1 and 2.

Fig. 22 Comparison of the

distributions of energy

transfer rates (κEET) at room
temperature (RT) and 1.4 K

(LT) calculated within

Förster theory. Reprinted

with permission from

[9]. Copyright 2008

American Institute of

Physics
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Since particular attention is given to the phenomenon of EET, a few details will

be outlined. The incoherent EET process describes the coupling of a deexcitation of

a donor molecule (D* ! D) and the excitation of an acceptor molecule (A ! A*)

(see for example [135]). The rate of this process can be calculated from Fermi’s

golden rule:

kEET ¼ 2π

ℏ

X
k

X
l

pD�A,k hΨD�A,k Ĥ DA

�� ��ΨDA�, li
�� ��2δ ED�A,k � EDA�, lð Þ (4)

where ΨD*A,k and ΨDA*,l are the wavefunctions of the initial and final states,

respectively, with energies ED*A,k and ED*A,l. The indices k and l are the vibrational

quantum numbers and pD*A,k is a Boltzmann factor. The operator Ĥ DA describes the

coupling between the states.

The usual approximations for this expression involve the Born–Oppenheimer

approximation and the assumption of localized electronic and nuclear wavefunctions.

With this, the matrix element in Eq. (4) can be expressed as:

hΨD�A,k Ĥ DA

�� ��ΨDA�, li ¼ hψD�ψA Ĥ DA

�� ��ψDψA� ihχD�,k

��χD, lihχA,k��χA�, li
¼ VDAFD,klFA,kl: (5)

Here, ψD*,� � � are electronic wavefunctions, while χD*,k,� � � are the corresponding
nuclear wavefunctions. In the second equality, we have introduced the electronic

coupling matrix element VDA and the Franck–Condon integrals FD,kl and FA,kl of

the donor and acceptor, respectively. This allows rewriting Eq. (4) as:

kEET ¼ 2π
ℏ

VDAj j2DEET: (6)

In this equation, the Franck-Condon factors (the squared Franck–Condon

integrals) and the resonance condition [the delta function in Eq. (4)] have been

absorbed into the spectral densityDEET [135]. It can be factored into the line-shape

functions for donor emission and acceptor absorption (this is only possible due to

the assumption of local vibrational modes). In addition, the dipole approximation

can be made for the electronic coupling matrix element:

VDA � μD � μA

R3
DA

� μD � RDAð Þ μA � RDAð Þ
R5
DA

(7)

using the dipole transition matrix elements μD ¼ hψD� μ̂j jψDi (and similar for the

acceptor), the interchromophoric separation vector RDA and its modulus RDA. As

realized by Förster [11, 12], the dipole approximation allows calculation of the

transfer rate from experimentally available quantities like the absorption spectrum

αA eνð Þ (whereeν is the wave number) of the acceptor and the fluorescence lifetime τD,
quantum yield ϕD, and the normalized emission spectrum fD eνð Þ of the donor. This
results in the famous Förster expression [11] for the EET rate [see also Eq. (1)]:
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kFörsterEET ¼ 1

τD

R0

RDA

� �6

(8)

The Förster radius R0 with:

R6
0 ¼

9 ln10

128 π5NA

ϕDκ
2

n4
J; J ¼

ð1
0

fD eνð ÞαA eνð Þeν4 deν (9)

depends on the spectral overlap J, which was used in the discussion in Sect. 3. It is

proportional to the spectral densityDEET in Eq. (6). In addition to the above defined

symbols, the orientation factor κ appears in Eq. (9) [which results from the

orientation dependence of the dipolar interaction described in Eq. (7)] and

the refractive index n, which has been introduced as a screening factor due to the

medium in which donor and acceptor are embedded [136].

4.1 Vibronic Spectra of PMI and PDI Chromophores

Due to their direct relation to the spectral overlap integral, see Eq. (9), the emission

and absorption spectra of the dye molecules are of interest in the context of EET

processes. The simplest way to model excitation spectra employs the calculation of

vertical energy separations, i.e., the separation of the Born–Oppenheimer potential

energy surfaces of the initial state and the final state at the equilibrium structure of

the initial state. This energy separation is expected to coincide with the absorption

maximum, as rationalized by the Franck–Condon principle (see for example [135]).

This assumption is not always appropriate, rylene dyes being a prominent example.

These dyes feature a strong 0–0 transition and a pronounced vibronic progression

that is even visible in solution at room temperature (see for example [137]).

A detailed simulation of the vibrational substructure of the absorption and emission

bands is necessary to understand the details of the spectrum.

The absorption and emission spectra of PMI and PDI showed pronounced

differences. The ensemble spectra of PMI at room temperature were much broader

and showed less vibrational structure than those of PDI.

In order to investigate this difference, high resolution vibronic spectra were

measured by low-temperature SMS [137]. In order to avoid aggregation and to

achieve better solubility, the dyes were synthesized with bulky ligands in the

N-position (2,4-di-tert-butyl-phenyl ligands). For the single-molecule spectra,

PMMA films containing PMI or PDI were prepared.

Quantum chemical calculations were performed for the fully substituted

molecules as well as for model compounds with hydrogen or phenyl groups in

the N-position. Interactions with the environment were not accounted for. The

equilibrium structures of the singlet ground state S0 and the first excited singlet

state S1 were determined by density functional theory, using the B3LYP functional
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[138] and the SVP [139] and TZVP [140] basis sets. In addition, wavefunction

methods with second-order treatment of electron correlation effects were used,

specifically MP2 (Møller–Plesset perturbation theory to second order) for the

ground state and ADC(2) (algebraic-diagrammatic construction to second order)

for the excited state [141, 142]. SVP basis sets were used in these cases.

The dipole transition moment is rather large for both PMI and PDI (8 and

9 Debye units, respectively) and does not change significantly upon distortion of

the molecule from the S0 to the S1 structure. Hence, the Franck–Condon approxi-

mation is appropriate for calculating the vibrational substructure of the absorption

and emission bands.

To this end, harmonic vibrational frequencies for both S0 and S1 states were

determined using density functional theory at the B3LYP level and SVP basis sets.

The Franck–Condon factors were determined taking full account of mode mixing

effects (Dushinsky rotation) [143].

The calculated spectra agreed very well with the experimental results (see

Fig. 23) and allowed an assignment to specific molecular vibrations. Two main

systems of vibronic bands were found. One involved molecular vibrations between

200 and 600 cm�1. These were mainly breathing modes of the perylene backbone.

The second system extended from 1,300 to 1,650 cm�1. Here, predominantly C–C

stretch modes were involved (mixed with CH deformation modes; see Fig. 23). The

second series of transitions was mainly responsible for the vibronic progression

seen in ensemble spectra. They did not involve the imide groups, which explained

the similarity of the monomer spectra when the substitution pattern at N is changed,

or if the molecules are part of a multichromophoric species.

Fig. 23 Comparison of experimental and calculated emission spectra of a PMI (upper left) and a

PDI derivative (lower left), and representations of the normal modes (right). Relative frequencies
with respect to the 0–0 transition are given. The experimental spectra are representative single-

molecule emission spectra at T ¼ 1.2 K. Reproduced (in part) with permission from [137]. Copy-

right 2010 American Chemical Society
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The selected high-resolution spectra and the simulated spectra (as shown in

Fig. 23) did not directly reveal any reason why the appearance of PMI and PDI bulk

spectra was so different. The calculations showed, however, that PMI has a

significant static dipole moment in the S0 state (around 6 Debye units), which

increases by 1 Debye unit upon excitation into the S1 state. By symmetry, PDI

has no dipole moment in either state. This pointed to strong linear electron–phonon

coupling in the case of PMI, which was in line with the measured Debye–Waller

factors for PMI (αD ¼ 0.15) and PDI (αD ¼ 0.4).

Efforts to provide a quantitative model for the coupling of vibronic transitions to

the phonons of the host material have been undertaken recently. The theory and first

results will be published elsewhere.

4.2 Electronic Coupling in Donor–Acceptor Dyads

As outlined before, D–A dyads 1 and 2 allowed detailed investigation of EET

mechanisms, in particular since they provide a well-defined geometrical arrange-

ment of the chromophores. Experimental investigations have found much higher

transfer rates than predicted by Förster theory [2, 9] (see also Sect. 3). To explain

this finding, a number of hypotheses have been investigated both experimentally

and by theoretical modeling.

One issue is the potential flexibility of such dyads, which might lead to signif-

icantly shorter interchromophoric distances than expected from a naı̈ve linear

structure. This idea was examined in the case of 1 [124]. Quantum chemical

calculations, employing density functional theory, were carried out to check the

influence of strong perturbations like point charges or strong uniform electric fields.

Neither the transition energy nor the transition dipole moment were found to change

significantly, even for very strong fields (107–109 V/m). In particular, the orienta-

tion of the transition dipole remains along the long chromophore axis in all cases.

The transition properties also remain nearly unchanged when the molecular

structure is distorted. Hence the orientations of the transition dipoles can be

unequivocally used as a probe for chromophore orientation. This information is

accessible in single-molecule experiments as described in [124] and reveals some

flexibility of 1, with an average relative angle of 22� between donor and acceptor.

As shown in [3], this cannot explain the large rates because the decreased

interchromophoric distance is counteracted by a reduced orientation factor due to

the deviation from the optimal collinear arrangement. As a further point, the

validity of the dipole approximation, Eq. (7), was investigated [3]. To this end,

the electronic coupling matrix element in Eq. (6) was calculated from the Coulomb

integral over the one-particle transition densities of the donor γD(r,r0) and the

acceptor γA(r,r0):
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VDA �
ð
γD r1; r1ð Þ 1

r1 � r2j j γ
�
A r2; r2ð Þd3r1d3r2: (10)

The equation is valid for sufficiently separated chromophores, which is the case

for 1 and 2. If the wavefunctions of donor and acceptor start to penetrate each other,

exchange and charge-transfer contributions must also be taken into account [144].

The transition densities were calculated using both density functional theory

and a second-order coupled-cluster model, CC2 [142]. The electronic couplings

calculated with Eq. (10) turned out to be slightly larger than those from the dipole

approximation, but the effect on the rates is only of the order of 30%, which does

not explain the experimental findings reported in [2, 9].

More important is bridge-mediated energy transfer. It turned out that the

coupling to the oligo-phenyl bridge significantly enhanced the energy transfer.

This mechanism can be understood as a participation of excited states on the bridge

unit (denoted B(i)) in the following, where i runs over all electronic bridge states).
Perturbation theory yields the following expression for the total effective electronic

coupling [145]:

Veff
DA ¼ VDA þ

X
i

VDB ið ÞVB ið ÞA
ΔED � ΔEB ið Þ
� � : (11)

In this equation, VDB(i) and VB(i)A are the electronic coupling matrix elements

between donor and bridge unit and bridge unit and acceptor, respectively; ΔED

and ΔEB(i) are vertical excitation energies. The relative sign of the direct and the

bridge-assisted contribution decides whether the presence of the bridge results in an

enhancement or a screening of the direct contribution. For dyad 1, the transition

dipoles of the two chromphores are arranged collinearly. This will in all cases lead

to the same sign for both contributions in Eq. (11) and thus to enhanced electronic

coupling matrix elements.

In [3], the bridge contributions were modeled by considering the coupling of the

combined donor/bridge system with the acceptor. Figure 24 shows that the bridge

effect is mainly due to a non-resonant coupling to the bridge (see the small features

on the bridge unit in Fig. 24a), whereas coupling to charge transfer excitations

seemed not to play a role (absence of any features on the bridge unit for the

difference density (Fig. 24b). The bridge contributions resulted in an enhanced

coupling, which increased the rates by a factor of |Veff
DA|

2/|VDA| � 3 in the case of

1 [2]. The results were largely interpreted in terms of the polarizability of the

bridge, which effectively reduced the distance between donor and acceptor.

Notably, the dipole field emitted by the donor was only weakly enhanced by the

polarizability of the bridge, whereas higher multipole fields were much more

strongly boosted [3]. Remarkably, these investigations have revealed that it does

matter what kind of dielectric is between the donor and the acceptor. By taking into

account the full Coulomb coupling and the bridge-mediated contribution, the slope

of the line fitted to the experimental data (see Fig. 21b) could be reproduced

reasonably well.
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The theoretical calculations, however, could not account for the apparent offset

seen in Fig. 21b. It has been speculated that this off-set might be traced back to a

coherent coupling mechanism contributing to the optical line width [9]. Finally,

theoretical results for 1 in PMMA have yielded an excellent agreement between the

Förster screening factor 1/n4 and a screening factor obtained by considering a cavity
enclosing the dyad inside the PMMA dielectric environment [132].
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Theoretical investigation of electronic excitation energy transfer in bichromophoric assem-

blies. J Chem Phys 128:074505
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of terrylenediimides as high-performance fluorescent dyes. Chem Eur J 11:3959
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simple and versatile route to stable quantum dot�dye hybrids in nonaqueous and aqueous

solutions. J Am Chem Soc 130:17242

58. Xu X, Stöttinger S, Battagliarin G, Hinze G, Mugnaioli E, Li C, Müllen K, Basché T (2011)
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perylene into anN-terminallymodified light-harvesting complex II.OrgBiomolChem8(21):4823
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84. Kneubühl FK, Sigrist MW (1999) Laser. Teubner Studienbücher, Stuttgart
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Michael Maskos, Klaus Müllen, Wolfgang Paul, Manfred Schmidt,

Hans Wolfgang Spiess, and Peter Virnau

Abstract This chapter describes macromolecules with a complex structure, their
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α Degree of dissociation

δ Shell thickness of nanocapsule

ε Energy of interaction between monomers

λ Wave length
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ν Exponent characterizing end-to-end distance

ρ Density of polymers or particles in solution

σ Grafting density of side chains to backbone

χ Flory–Huggins interaction parameter

λB Bjerrum length

σcalc Calculated conductivity

σDC DC-conductivity of an ion-containing medium

σexp Measured DC-conductivity

D+, D� Calculated diffusion coefficient of the free cation/anion

Dexp
þ , Dexp

� Diffusion coefficient as measured by NMR

<zb> Average distance of a backbone monomer of an adsorbed bottle brush

from the surface

AFM Atomic force microscopy

l
!
s Bond vectors are grafted to the backbone

BPCPPCA 2-(4-Bromophenyl)-6-(4-chlorophenyl)pyridine-4-carboxylic acid

BPDCA Biphenyl-4,40-dicarboxylic acid
BTA Benzene-1,3,5-tricarboxamides

d Exponent describing kinetics of aggregation

D Diameter of drop

D0 Diffusion coefficient of the neutral complex

DCBA 2,5-Dichloro benzoic acid

DEER Double electron–electron resonance

Dexp Experimental diffusion coefficient

DIBA 2,5-Diiodo benzoic acid

DISA 3,5-Diiodo salicylic acid

DLS Dynamic light scattering

DMF N,N-Dimethylformamide

DQNMR Double-quantum nuclear magnetic resonance spectroscopy

DS Dielectric spectroscopy

DSC Differential scanning calorimetry

e Elementary charge

R
!
e, b End-to-end vector of the backbone

R
!
e End-to-end vector of side chain

l
!
b Effective bond vectors of main chain

EC Coulomb attractive energy

EPR Electron paramagnetic resonance

Eσ Activation energy for ion transport

FCS Fluorescence correlation spectroscopy

HBC Hexa-peri-hexabenzocoronenes

I Scattering intensity

IBA 4-Iodo benzoic acid

kB Boltzmann constant

L Contour length

L0 Thickness of block copolymer lamellar
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LC Liquid crystalline

ld Domain size

LED Light emitting diode

lk Kuhn length

lm Length per repeat unit of the main chain

lp Persistence length

M0 Molar mass of one repeat unit in the main chain

MAO Methylaluminoxanes

MAS Magic angle spinning

MFA Methyl formamide

ML Molar mass per length of main chain

Mn
sc Number-average side chain molar mass

Msc Side chain molar mass

N Degree of polymerization

Nb Number of effective monomers in main chain

NICS Nucleus independent chemical shift

NMR Nuclear magnetic resonance

NOE Nuclear Overhauser effect

Ns Number of effective monomers in side chain

OPBA Oligo( p-benzamides)

P Main chain degree of polymerization

PAH Polycyclic aromatic hydrocarbons

PAMAM Poly(amido amine)

PBI Perylene bisdiimide

PBLG Poly(γ-benzyl-L-glutamate)

PDI Perylene diimide

PEG Poly(ethylene glycol)

PEI Poly(ethylene imine)

PEO Poly(ethylene oxide)

pi Number density of the ith type of charge carrier

PLL Poly-L-lysine

PLP Poly(L-proline)

PMA Polymethacrylate

PMMA Poly(methyl methacrylate)

PPD Polyphenylene dendrimer

ps Total ion concentration

PS Polystyrene

Psc Side chain degree of polymerization

PSS Poly(styrene sulfonate)

PVP Poly-2-vinylpyridinium

Pw Weight average degree of polymerization

q Scattering vector

QD Quantum dot

qi Charge of the ith type of charge carrier
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rc Distance separating a point-like cation from a point-like anion

Rc Core radius of a spherical brush

Rcs Cross-sectional radius

Rg Radius of gyration

Rgc Cross-sectional radius of gyration of brush polymer

Rh Hydrodynamic radius

S Dynamic order parameter

s Number of bonds along the backbone

SANS Small angle neutron scattering

SAXS Small-angle X-ray scattering

sblob Number of monomers per blob

SDS Sodium dodecyl sulfate

SLS Static light scattering

T Temperature

t Time

TBA+ Tetrabutylammonium cation

TEM Transmission electron microscopy

Tg Glass transition temperature

THF Tetrahydrofuran

TΘ Theta temperature

W(r) Potential of mean force for two particles at distance r
WAXS Wide-angle X-ray scattering

xanion Mole fraction of anionic charges

XPS X-ray photoelectron spectroscopy

Z+/Z� Charge ratio

ε0 Permittivity of free space

εr Dielectric permittivity

μi Mobility of the ith type of charge carrier

σ0 Limiting conductivity

1 Introduction

This chapter is organized according to the complexity of structure formation

(Fig. 1) and along the dominating interactions. First we focus on van der Waals

attraction, electrostatic interactions, and possible phase separations. They depend

on distance but are not specifically oriented. When hydrogen bonds or π–π
interactions come into play, more complex macromolecular architectures are

formed due to the directionality. Although phase separations are often driven by

interactions including H-bonds (e.g., the phase separation between water and

hydrocarbons), we have included them in the first part because the resulting

supramolecular structures are not dominated by the orientation of the H-bonds.

As a further “interaction” we include geometrical constraints. In the simplest case,
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such a constraint is formed by the adsorbing surface. As a real volumetric constraint

we include the confinement of block copolymers to small spherical drops.

We start with two examples: polyphenylene dendrimers (PPDs) and linear

brush polymers. Dendrimers (Sect. 2) are three-dimensional, mostly spherical

macromolecules that are built around a core with multiple branching points.

Among this intensively studied class of polymers, PPDs are distinguished because

they are shape-persistent due to the stiffness of the polyphenylene arms and their

steric interactions. Herein, PPDs with widely different functions, caused by different

chemical groups at their surface, in their scaffold, and in their core, are described.

Since PPDs are perfectly monodisperse and possess a defined shape, they are ideal for

addressing fundamental questions of polymer science. One example is the charging

of PPDs in organic liquids. Embedding an ionic core in a nonpolar PPD shell

immediately highlights the dissociation of ion pairs in nonpolar liquids: how does

the degree of dissociation depend on the size of the ions and the dielectric permittivity

of the solvent? As examples for functionality, two classes of PPDs are described: first,

PPDs as light harvesting, light-emitting, and photoswitchable multichromophores

and second, by designing the interior and surface solution properties, PPDs as hosts

for specific molecules and as carriers and for drug transport.

As a second example cylindrical brush polymers, often called bottle brushes, are

described (Sect. 3). Cylindrical brush polymers usually consist of a flexible main

chain, densely grafted by flexible, stiff or dendritically branched side chains. The

latter are known as dendronized polymers and have been frequently investigated by

both theory and experiment. In the present review, we focus on brush polymers with

linear side chains.

The main conformation of cylindrical brush polymers is governed by two

opposing forces: The steric repulsion of the densely grafted side chains leads to

stretching of the side chains and of the main chain, whereas the entropy elasticity

causes both main and side chains to adopt a coiled conformation. Thus, the shape of

cylindrical brush polymers emerges from a subtle balance of repulsive and entropic

forces. In more detail, the directional persistence of the main chain is primarily

governed by the grafting density, the length and the solvent quality of the side chains,

as well as by the electrostatic interaction in the case of charged side chains. Bottle

brushes have been analyzed experimentally, theoretically, and by simulations.

(A)
Comlex macro-
molecules

(B)  
Aggrega�on 
in solu�on

(C)
Adsorp�on

(D)
Aggrega�on 
on surfaces

Fig. 1 Overview of the

topics in this chapter
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More specific and oriented interactions, such as hydrogen bonds and shape-

dependent π–π interactions offer the possibility to control supramolecular

organization in a much more defined way. This is exemplified in Sect. 4. In fact,

the same interactions that dominate the shape of complex macromolecules are also

responsible for the formation of defined aggregates and for the adsorption to

surfaces. They govern self-assembly at the two levels: the internal structure of the

building blocks and the self-assembly of the building blocks. In a simplified

manner, the first role can be viewed as “intramolecular” and the second role as

“intermolecular”. These intra- and intermolecular roles of different interactions are

discussed for all types of macromolecules.

Another type of “interaction” is confinement. We focus on the confinement of

block copolymers and the resulting microphase separation. As one example, the

structure of polystyrene-block-poly(methyl methacrylate) (PS-b-PMMA) in the

confinement of droplets in miniemulsions is described. To better understand

microphase separation, experimental results are compared to self-consistent field

theory simulations. Then, we consider block copolymers bound to a solid surfaces

and their response to different environmental conditions (Sect. 5). As a third

example of structures and confinement, the incorporation of quantum dots into

the hydrophobic region of polymersomes is demonstrated.

In the last section (Sect. 6) we focus on molecules adsorbed to surfaces. Creating

complex polymer architectures on surfaces is important for applications such as

(bio)sensors and molecular electronics. However, molecular self-assembly usually

relies on weak, reversible interactions leading to inherently fragile structures. To

provide stability as well as enhanced electron transport properties we explore the

possibility of creating covalently linked molecular structures on bulk insulator

surfaces.

In order to better understand the structure and dynamics of polymers, the

formation of complex architectures, and to further improve the function of a

specific material, a whole range of complementary characterization techniques

was required. For example, complex formation of polyelectrolytes has been studied

intensely with light and small angle neutron scattering (SANS). Techniques were

not only applied but also improved and new techniques have been developed. One

example is solid-state NMR. NMR not only yields information on the atomic

structure but also provides dynamic information. Typically, NMR results are

complemented by wide and small angle X-ray scattering (WAXS and SAXS,

respectively) and computer simulations. Another example is high-resolution atomic

force microscopy (AFM). In recent years non-contact AFM has been developed,

which allows imaging of crystalline structures and defects at the atomic level. So

far, however, most studies have been limited to comparatively small organic

molecules deposited under well-controlled ultrahigh vacuum conditions. Therefore,

the technique is constantly being further developed to extend it to “soft” organic

materials and to “real” environments such as in liquids.
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2 Polyphenylene Dendrimers

2.1 Introduction

One of the key features in the synthesis of semirigid macromolecules such as

dendrimers is to keep the entropy price low in all kinds of hierarchical structure

formation. Dendrimers as unique macromolecules with three-dimensional

(3D) shape have found multiple applications [1]. However, in spite of their multi-

functional character and their remarkable aesthetic appeal [2], there remain

conceptual and experimental problems: How perfectly can they be synthesized

[3, 4] and are they really spherical? Many dendrimers described in the literature

are not shape-persistent because they are made from conformationally flexible

building blocks [5, 6]. They change their shape under the influence of external

forces or the prevailing environment. Polyphenylene dendrimers (PPDs) [7–9]

introduced here adopt a special role because they (1) possess a high degree of

structural perfection, (2) are extremely stable even under harsh conditions, and

(3) determine a perfect nanosite definition for active groups either in the core, in

the scaffold, or on the rim (Fig. 2) [10]. Examples of such active groups are

chromophores, catalysts, and electrolyte functions.

The design principle for PPDs is the build-up from twisted, tightly packed

benzene rings. Slight liberation of these rings causes some entropy gain upon

solvation, so that the dendrimers become soluble. Solubility can even increase

from generation to generation. On the other hand, the phenylene arms of the

dendrons cannot undergo back-bending. This is what makes these 3D objects

shape-persistent [11].

Fig. 2 Representation of

polyphenylene dendrimers

(PPDs) with functional

groups in the core, scaffold,

and on the rim
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2.2 Synthesis of PPDs

We have succeeded in divergent growth [12] from generation to generation up to

nine generations (G9) [13, 14]. The synthetic breakthrough depended upon the use

of AB2 and AB4 branching reagents, which comprise both a diene and two or four,

respectively, ethinyls as dienophile units for repetitive Diels–Alder cycloaddition

(Fig. 3). The dienophiles are blocked by attachment of bulky tri-isopropylsilyl

groups [15].

Thus, when the branching reagents are heated together with any multi-ethinyl-

substituted core molecule, cycloaddition upon extrusion of carbon monoxide occurs

and pentaphenyl benzene moieties are formed. The number of surface ethinyl

functions is thus doubled when going to the next generation with the branching

reagent. It is the use of multiple irreversible Diels–Alder reactions that leads to a

high degree of structural perfection in dendrimer synthesis, a structural perfection

so far not reached by other dendrimers. We have verified the structural perfection of

PPDs with molecular weights of 1.8 MDa and diameters in excess of 30 nm (Fig. 4).

Gel permeation chromatography (GPC), mass spectrometry (MS), and NMR

spectroscopy are combined to give a unified view of polymer characterization.

Apart from this synthetic achievement, and the importance of this work for precision

polymer synthesis in general, there is the additional opportunity of functionalizing

the PPDs either inside or outside. The perfect nanosite definition mentioned above

proves its value upon incorporation of different functions [7].

Fig. 3 Synthesis of PPDs via the divergent route using a protected AB2-branching segment and a

tetraphenyl methane core
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2.3 Dissociation of Charged PPDs and Ion Transport

What is particularly challenging and what also defines a tight connection with bottle

brush polymers is the incorporation of electrolyte functions. Loading charges on the

surface of the dendrimer, e.g., via sulfonate groups, can make an nonpolar polymer

water soluble. The same can be achieved by core–shell synthesis when polyacrylate

or polylysine chains are grafted from the surface of the dendrimer [16–19]. What is

particularly useful for grafting by controlled radical polymerization is that one can

perfectly control the number of initiator groups and thus the number of resulting

arms [16]. Since these PPDs are water-soluble their ability to cross cellular

membranes can be studied (Sect. 2.5).

Alternatively, a single charge, for example in the form of a borate anion [20] or a

phosphonium cation, can be placed in the core of the dendrimer. This furnishes

organosoluble salts, whereby the ion inside the rigid capsule is spatially separated

from the counterion. It is clear that these objects open new pathways in polyelec-

trolyte studies, for example, by dielectric spectroscopy. More specifically, there is

now a chance to independently studying dissociation and ion mobility as a function

of ion size [21] (Fig. 5). Dissociable, shape-persistent dendrimers allow the analysis

of the fundamental question of how charges arise in nonpolar liquids.

In nonpolar solvents, ion dissociation is hindered because of the Coulomb

attractive energy [22], which for two monovalent charges is:

Fig. 4 Structure, GPC chromatograms, and AFM and TEM images of the G9 PPD
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EC ¼ e2

4πε0εrrc
(1)

Here, e is the elementary charge, ε0 is the permittivity of free space, rc is the
distance separating a point-like cation from a point-like anion and εr is the dielectric
permittivity of the surrounding medium. The “escape distance” from the Coulomb

energy is set by the Bjerrum length, λB ¼ e2/4πε0εrkBT, giving the characteristic

separation between two ions at which Coulombic interactions are balanced by the

thermal energy. Here, kB is the Boltzmann constant and T the temperature. In

liquids of low polarity, such as toluene or even tetrahydrofuran (THF), the Bjerrum

length is 20.4 and 7.4 nm, respectively. Ion dissociation in such solvents is limited

unless the ion size approaches the escape distance set by λB.
Figure 6 schematically describes the effect of solvent polarity and ion size on the

Coulomb potential. It shows that increasing the dielectric permittivity of the solvent

raises the attractive part of the potential, making the potential less attractive and

facilitating ion dissociation. On the other hand, increasing the ionic size effectively

shifts the repulsive part of the potential to length scales that approach the Bjerrum

length promoting ion separation. With respect to electric conductivity and charge

transport, one has to take into account the balance between ion dissociation

(promoted by the bulky ions) and mobility (inhibited by the large ions). With

respect to the latter, extensive research on increasing the size and bulkiness of

molecular anions has led to a new class of compounds known as weakly

coordinating anions [23].

With the recent synthesis of ionic dendrimers (Fig. 6) [20] a number of large and

rigid molecular ions with dimensions approaching the Bjerrum length in nonpolar

Fig. 5 Increasing size of tetraphenylborate anions via dendronization with polyphenylenes. G1,

G2, G3 first, second, and third generation, respectively
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solvents have become available. In addition to the increase in anion size, another

approach emphasized the effect of delocalization of the anion charge [21]. It is

thought that the spreading of the anion charge to a larger area is responsible for the

weaker coordination. However, it is still unknown how the large size, shape, and

selective anion functionalization with fluoro-substituted phenylene groups at the

anion core and dendritic corona affect the dissociation and eventually the transport

properties of ions. To study ion transport, dielectric spectroscopy is the method of

choice because of its inherent ability to provide both the degree of ion dissociation

and the transport properties through the measured DC conductivity. Herein we

report on the ion dissociation and transport properties of a series of tetrabuty-

lammonium salts (TBA+) of rigidly dendronized anions with various sizes (with

diameters up to 5 nm) in solution and as a function of the solvent polarity [21].

The DC conductivity of an ion-containing medium is expressed as the sum of the

individual contributions of all charge carriers, σDC ¼
Xn
i¼1

piμiqi. Here, pi, μi, and qi are

the number density, the mobility, and the charge of the ith type of charge carrier,

respectively. An underlying assumption is that all charge carriers move independently

of each other with a constant mobility. In the present case there are two monovalent

charge carriers, i.e., the cations (TBA+) and respective anions. Therefore, the DC

conductivity of the fully dissociated ions can be expressed as σDC ¼ p+μ+e + p�μ�e.
Measured DC conductivities (with values of�10�5 S/cm) for the different dendrimers

in THF conform to σDC ¼ σ0exp(�Eσ/kBT), where σ0 is the limiting conductivity and

Eσ is the activation energy for ion transport. Furthermore, a linear concentration

dependence of the DC conductivity was found, which implies an increasing number

of mobile charge carriers at a fixed degree of ion dissociation. The degree of

ion dissociation can be extracted from the ratio of the measured DC conductivity

σexp and the calculated conductivity σcalc that assumes complete ion dissociation as

α ¼ σexp/σcalc, also known as the Haven ratio [24]. The denominator can be calculated

from the mobility, μi ¼ e/6πηri:

Fig. 6 Left: Effective
Coulomb energy (solid line)
showing the effect of

increasing dielectric

permittivity of the medium

(dashed-dotted line) and the

effect of increasing the

anion size (dashed lines).
Right: Dendritic molecules

as a function of the anion

generation. All molecules

share the same cation, i.e.,

TBA+
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σcalc ¼ pe
2

s

6πη
1

rþ
þ 1

r�

� �
(2)

Here, η is the viscosity of the surrounding liquid, r+/� are the ionic radii, and ps is
the total ion concentration from the stoichiometry. The measured DC conductivity

differs from the calculated conductivity because the paired charges do not contribute

to the current.

Further information is provided by diffusion-ordered spectroscopy (DOSY)-

NMR. With DOSY-NMR the diffusion coefficient, Dexp, can be measured. The

measured diffusion coefficients, however, are not the diffusion coefficients of the

free ions. They represent some average of the fully dissociated and paired states.

Nevertheless, knowledge of the measured (NMR) diffusion coefficients together

with the degree of ion dissociation allows calculation of the diffusion coefficients of

the free ions [21].

Figure 7 compares the measured and calculated diffusion coefficients for

different anion sizes and generations at 25�C. The NMR diffusion coefficients

underestimate/overestimate the respective cation/anion diffusion coefficients with

regard to the free ions. However, when coupled with independent conductivity

measurements they result in the transport properties of the unassociated species.

Ion dissociation is promoted by fluoro-substitution away from the boron position

in the corona. This shows that the reduction of the electrostatic interactions is more

effective in producing weakly coordinating anions than the mere delocalization

of the anion charge produced by fluorination of the core. In the absence of fluoro-

substitution, steric effects gain importance and result in a higher dissociation.

Charging of PPDs in nonpolar solvents is not only interesting from the

fundamental physics point of view. On the chemical side, the encapsulation of a

borate anion leads to so-called weakly coordinating anions [23, 25]. In many
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Fig. 7 NMR anion (D�
exp, open squares) and cation (D+

exp, open black circles) diffusion

coefficients plotted for the different generations (G0, G1, and G2) as a function of the anion

size. The calculated anion (D�
c, filled blue squares) and cation (D+

c, filled red circles) diffusion
coefficients corresponding to free ions are also plotted for comparison. The solid and dashed lines
through the calculated and measured data, respectively, are guides for the eye
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chemical reactions, including dissociation and solvolysis, one is interested in weak

anion–cation interactions [20]. A well-known case is metallocene-catalyzed olefin

polymerization, where chain growth occurs at a zirconocenium cation. The neces-

sary counteranion should only weakly interact with the extremely sensitive catalyst

center and this is why methylaluminoxanes (MAO) as anionic species without

nucleophilic power have become so important. Huge excesses of MAO are often

applied and this has prompted the use of tetraphenylborate as stoichiometrically

applied counterions. It is clear that our dendritic borates are much larger, giving the

possibility to leave the positively charged catalyst as unperturbed as possible during

polyolefin synthesis.

2.4 PPDs as Light-Harvesting, Light-Emitting,
and Photoswitchable Multichromophores

Rylene dyes can be tuned so that absorption and emission cover the whole spectrum of

visible light and extend far into the near infrared. It is then logical to incorporate these

dyes at the core, in the scaffold, or on the rim of a PPD [26–28]. In that way, one can

precisely control the steric and electronic conditions for a Förster resonant energy

transfer and for light-induced electron transfer. The resulting dendrimers are unique

multichromophoric light-harvesting systems [29–32] and have become important

objects, even for single molecule spectroscopy [33–35]. Using, for example, a

perylenediimide chromophore as a core, one obtains nanosized emitters with constant

fluorescence wavelength, but increasing diameter. These dyes have served as probes

for studying the dynamics of solid polymers by defocused widefield imaging. Another

good case can be made for using PPDs as active components of light-emitting diodes

(LEDs). A well-known troublesome problem is to match the concentration of holes

and electrons and to keep the recombination zone away from the electrode. This is

normally accomplished by complex multilayer devices. The dendrimers, in a sense,

also represent a layer-by-layer design, but now with molecular precision. More

specifically, we have synthesized PPDs with a triphenylamine-based hole-capturing

layer on the surface [36], an inner layer of triphenylenes where excitons are formed

upon charge recombination, and a central core of pyrene that removes the excitons

from the area of charge recombination by a rapid energy transfer (Fig. 8) [37]. The

light is finally emitted from the inner core. The advantages of this design in terms of

device stability and efficiency define a topic of future research.

An additional challenge appears when multiple azobenzenes are introduced into

otherwise rigid scaffolds and PPDs thus become stimulus-responsive, molecularly

defined nanoparticles [38, 39]. One might argue that incorporation of azobenzenes

into polymers or polymer nanoparticles is a well-known concept for changing

structures (Fig. 9).

When combined with the rigid PPDs, however, this seemingly conventional

method proves of special value. Only two examples will be mentioned. Light-

induced transition from the trans- to the cis-isomer of the dendronized borate anion
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(Fig. 10a) changes the size of the 3D molecule with high precision. This affects the

transport through porous materials. More importantly, the ion conductivity of such

salts now becomes photoswitchable. Another case is the related structure with a

perylenediimide core. Figure 10b illustrates that the space inside the dendrimer is

suitable for the uptake of guest molecules. After forming the cis-isomer, the guest

molecule is firmly entrapped and can only be released upon back-isomerization to

the trans-isomer. It is tempting to think of such PPDs as vehicles carrying a payload

of drugs, but now with the additional advantage of controlled uptake and release.
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Fig. 9 PPDs with inserted azobenzene units and different cores: (a) perylendiimide, (b) borate

Fig. 8 Dendrimer for light-emitting diodes. Design of a PPD incorporating triphenylamines,

triphenylene, and pyrene in defined positions
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2.5 PPDs as Hosts and Drug Carriers

Another example of designing the interior for suitable guest-uptake is the use of the

dendrimers as receptors for analyzing vapors and for sensing of guest molecules

[40–42]. Thus, hazardous explosives [43] such as triacetonetriperoxide, which has

been used in terroristic attacks, can be trapped with high sensitivity and selectivity

and can be detected by an ultra-microbalance that carries the dendrimer on its tip.

Indeed, the limit of detection has now reached the picogram range. A challenging task

is to understand the steric (size and nature of the voids) and electronic (incorporation

of pyridine and imidazole units for activating charge-transfer interactions or hydro-

gen bonding with the guest) conditions and use this as a guideline for improved

receptor design. There are many other useful applications of the PPDs as host or

encapsulating species [44, 45] whose detailed description is beyond the scope of this

text. One example is the growth of metal nanoparticles inside the rigid dendrimer by

reduction of metal salts, thus preventing the particles from undesirable aggregation.

The PPDs thus create a perfect nanoenvironment with increasingly complex

function. Admittedly, they define enormous tasks for precision polymer synthesis,

but if really sophisticated function is targeted it is worthwhile to take on this

challenge in view of the wealth of otherwise inaccessible chemical, physical, and

biological properties [10, 46]. Further, there is much to learn when comparing

multifunctional dendrimers based upon covalent build-up, with assemblies

depending upon weak intermolecular forces. This is indeed another benefit of the

structural perfection of the PPDs, that they also allow the fabrication of increasingly

complex supramolecular structures.

Fig. 10 PPDs with photoswitchable structures
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2.6 PPDs as Building Blocks for Self-Assembly

The PPDs can, indeed, serve as building blocks for assembly processes. Long fibers

are obtained when their solutions are cast on substrate surfaces [47–49]. Here again,

the shape-persistence of PPDs proves of special value because the extended arms

can interdigitate, activate π–π interactions between benzene rings, and thus lead to a
directional growth of the fibers. There are various ways to further control these

self-assembly processes: by alkyl groups or electrolyte functions on the dendrimer

surfaces [50] even including desymmetrization by forming amphiphilic Janus-type

particles, by introduction of perfluorobenzenes into the interior, or by applying

additional templating effects of the surfaces. Different, but equally powerful, cases

of assembly processes are the formation of films for highly sensitive DNA detection

via layer-by-layer deposition of PPDs (Fig. 11) with oppositely charged surfaces, or

cell nucleus staining utilizing electrolyte–electrolyte interactions with histones

[51–53].

Although the role of PPDs for cell uptake and drug delivery [16, 54, 55] has

already been mentioned, it is important to stress the three key advantages in this

regard: (1) the creation of perfect cavities for host–guest interactions, (2) the

incorporation of fluorophores at defined positions for monitoring uptake

experiments by fluorescence microscopies, and (3) the modification of the

dendrimer surface for both water-solubility and transport through membranes

[56]. With this in mind, an even more complex design should be introduced. The

surface of a dendrimer is again equipped with electrolyte functions for water

solubility, but now patches of polar and unipolar domains are formed. It is clear

that the shape-persistence of the scaffold proves of key importance for defining the

patches. Indeed, the cell uptake of such PPDs has been shown promising for

doxorubicin delivery [57]. Even more, the holy grail of delivery experiments has

been approached by looking at epithelial cells and, remarkably enough, transport

through the blood–brain-barrier could be accomplished. It is not remote to thus

Fig. 11 Representation of a DNA biosensor prepared via layer-by-layer deposition of positively

and negatively charged dendrimers
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consider the “patched” PPDs as synthetic substitutes of transport proteins, which

are also characterized by polar and unipolar surfaces areas of varying size [58].

Dendrimers are without doubt a unique case of 3Dmacromolecules. In this class,

PPDs stand out because of the rigidity of the dendrons, which excludes back-

bending. This leads to a pronounced rigidity of the shape, which can be further

controlled by choice of the core and the branching points.

2.7 Conclusions

This brief overview illustrates that PPDs (1) are a challenging case of precision

macromolecular synthesis; (2) define ample questions for supramolecular studies

such as guest uptake, aggregation in solution, and controlled deposition on surfaces;

(3) stimulate many functional investigations into sensing and optoelectronics,

cell biology, and nanomedicine; and (4), as justified above, are suited for the

fabrication of real devices such as ultrastable LEDs. In the meantime, a firm

dendrimer community has been established for which the function of the these

macromolecules stands in the foreground. It is, indeed, worthwhile to push the limits

of complex dendrimer functions even if polymer nanoparticles or hyperbranched

polymers are sometimes claimed to do the same job, but at lower cost. In any case,

PPDs are unique among the dendrimers due to their structural perfection, stability,

and shape-persistence.

3 Cylindrical Brush Polymers

3.1 Introduction

Like the PPDs, cylindrical brush polymers owe their properties to a very special

macromolecular design. Attaching many side chains to a polymer backbone is

another way of creating a spatially defined rigidity. The length and grafting density

of the side chains on a polymer backbone has a profound and tunable influence on

the structure and dynamics of the macromolecules. A further option is to introduce

ionic charges on the side chains, leading to novel polyelectrolyte structures. PPDs

and cylindrical brush polymers, special examples of unconventional polymer

topologies, thus jointly offer two challenging possibilities: studying intra- and

intermolecular structural changes in cases of controllable rigidity and gaining

insight into unprecedented polyelectrolytes.

Bottlebrush polymers contain a long flexible macromolecule as a backbone to

which side chains, which may also be flexible, are grafted [59, 60]. The idea then is

that via suitable choices of parameters such as the grafting density, solvent quality,

and side chain molecular weight the local stiffness of this cylindrical molecular

brush can be controlled. The qualitative picture one draws is that of a wormlike
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chain, described by effective parameters such as the contour length Lcc of the

backbone chain, the persistence length lp, and the cross-sectional radius Rcs

(Fig. 12) [61]. But, the quantitative understanding of this picture has been rather

controversial: scaling relations for the dependence of these parameters on the

degree of polymerization Ns of the side chains were proposed (e.g. [62]), which

turned out at variance with both experiments (e.g., [63]) and simulations (e.g.,

[64]); moreover, results from experiments on the persistence length of brushes

having chemically similar (or even identical) structures disagreed with each

other [63].

3.2 Simulations of Single Brushes

Getting this information experimentally is difficult [63] because one needs to do

scattering experiments over a range of several decades of scattering wave number,

and this has to be done under extremely dilute conditions (see Sect. 3.3 for

experiments). However, the simulations [61, 64–66] revealed that the problem is

more subtle, simply because the notion of persistence length is well-defined only

for semiflexible Gaussian chains [66]. For polymers under good solvent conditions,

the applicability of the Gaussian chain statistics (that is also implied by the

Kratky–Porod model of wormlike chains [67]), which rather generally is taken to

Fig. 12 (a) Explanation of the multiple length scales for molecular bottle brush polymers.

A coarse-grained continuum description depicts the polymer as a flexible spherocylinder with a

cross-sectional radius Rcs and a contour length L along the axis of the coarse-grained cylinder,

which is straight over a length lp, the persistence length. A less coarse view (lower part of the
figure) depicts the backbone as a self-avoiding walk of Nb effective monomers (subscript

b indicates the backbone) connected by effective bond vectors l
!
b. Side chains with Ns effective

monomers and bond vectors l
!

s are grafted to the backbone with grafting density σ. End-to-end

vectors of the backbone R
!

e,b and a side chain R
!
e are also indicated. (b) Snapshot of a typical

conformation of a simulated bottle brush polymer, using the athermal bond fluctuation model, with

Nb ¼ 1,027, Ns ¼ 24, and very good solvent conditions. From Hsu et al. [61]
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be the “gold standard” for stiff polymers [68], is rather restricted. So it turns out that

the exponential decay of the bond autocorrelation function hcos(θ(s))i for bonds
along the backbone s steps of length lb apart, hcos(θ(s))i ~ exp(�s lb/lp), is delicate.
Such an exponential decay can only be found for a rather small number of steps

[66], s < lp/lb, but is not asymptotically for s ! 1, where the decay always

follows a power law hcos(θ(s)i / s� β with β ¼ 2 � 2ν � 0.824 under good

solvent conditions but β ¼ 3/2 for theta solvents [66]. A Gaussian behavior

(as predicted by the Kratky–Porod model) occurs only for polymers in 3D space

that are both very stiff and very thin, namely for the contour lengths L in the range

lp � L � (lp/Rcs)
2lp [70]. Only in this regime (and in the rather trivial regime

L < lp, where the polymer resembles a rigid rod of length lp) would the

Kratky–Porod model be applicable. As we shall see below, for bottlebrush

polymers the persistence length (lp) is not very much larger than their cross-

sectional radius (Rcs), and then the Kratky–Porod model fails.

However, for bottlebrush polymers where the backbone chain and the arms are

flexible, the chain stiffness is a consequence of chain thickness. The simulations

give rather clear evidence [61, 66, 70] that the chains do get stiffer with increasing

chain lengths of the side chains (Fig. 13a). However, there is a monotonic increase

of the mean square end-to-end distance of the backbone with backbone chain length

Nb, from the rod-like behavior at small Nb, where we find hR2
e,bi/Nb

2ν / Nb
2 � 2ν

� Nb
0.824 (since rods scale as hR2

e,bi / Nb
2), to coils swollen by the excluded

volume forces hR2
e,bi / Nb

2ν with ν � 0.588 [68]; hence, for hR2
e,bi/Nb

2ν horizon-

tal plateaus result, as is evident from the data.

It turns out that there is a simple rescaling possible, by which all curves

superimpose (at least approximately) on a master curve (Fig. 13b): Nb is rescaled

by sblob, the number of monomers per blob, motivated by the idea that the

bottlebrush polymer is viewed as a pearl-necklace chain of blobs, the blob radius

being the cross-sectional radius of the cylindrical brush. From this condition, sblob is
easily derived numerically from the simulation data.

Fig. 13 (a) Rescaled mean-square end-to-end distance hR2
e,bi/(2lbNb

2ν), ν � 0.588, of the bottle

brush polymer under good solvent condition plotted for grafting density σ ¼ 1 and several choices

of the side chain length Ns. (b) Rescaled mean-square end-to-end distance, taking the straight line

ordinate values from the left plot as ordinate unit, and rescaling the backbone chain length Nb with

the number of monomers per blob sblob, as described in the main text. From [61]
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It was also found [69] that in two dimensions (relevant for strongly adsorbed

semiflexible polymers), excluded volume effects are much stronger than in three

dimensions. This is not just because the exponent ν in the relation hR2
e,bi / Nb

2n,

ν ¼ 3/4 [68] differs more strongly from the Gaussian value ν ¼ 1/2 than the value

ν ¼ 0.59 in three dimensions. As mentioned above, for very stiff and thin polymers

in three dimensions, a regime of Gaussian behavior occurs for chains of intermediate

length, in between the rod regime (for short chains) and the self-avoiding walk regime

(for long chains). In two dimensions, however, there is never a Gaussian regime

intermediate between the rod regime (hR2
e,bi ~ Nb

2) and the swollen coil

regime (hR2
e,bi ~ Nb

2ν ¼ Nb
3/2), rather the two regimes join smoothly for Nblb ¼ lp.

It is also interesting to note that for a given energy of local bond bending, the

persistence length lp depends distinctly on the conditions in which the polymer exists:

for an adsorbed stiff thin chain, lp is about 2.4 times larger than when the same chain

is not yet adsorbed. Also, the solvent conditions matter and this has been

demonstrated by a simulation [71] of a bead-spring model of a bottlebrush polymer,

comparing good solvent conditions (a temperature about 30% higher than the Theta

temperature) with Theta conditions. At the Theta temperature, the persistence length

is smaller, as expected, because the cross-sectional radius is also smaller.

3.3 Experiments on Individual Brushes

The main conformation of cylindrical brush polymers is governed by two opposing

forces: The steric repulsion of the densely grafted side chains leads to stretching of

the side chains and of the main chain, whereas the entropy elasticity causes both

main and side chains to adopt a coiled conformation. In the case of rigid side chains,

the arguments above apply to the main chain only. Rigid side chains were

investigated by analytical theory as well as by simulations, but experimental data

are rare (see below). An increase in main chain stiffness with the length of the side

chains was one major goal of experimental investigations. Usually, the

Kratky–Porod wormlike chain model is applied to fit experimental data such as

form factors, dimensions such as the radius of gyration (Rg) and the hydrodynamic

radius (Rh), and intrinsic viscosities. For a reliable application of the wormlike

chain model, the contour length, L, needs to be known. Typically L ¼ lmP, with
P being the (main chain) degree of polymerization and lm the length per repeat unit.

For vinyl main chains, lm ¼ 0.25 nm. There was considerable discussion about

whether lm ¼ 0.25 nm also applies to cylindrical brush polymers, because AFM

investigations resulted in smaller cylinder lengths than expected by the weight-

average degree of polymerization, Pw, determined by static light scattering (SLS),

even if corrected for main chain polydispersity [72–74]. It was speculated that

within the cylindrical geometry the main chain was locally coiled, but persistent on

larger length scales. This picture seemed to be supported by simulations, which

showed a bimodal decay of the bond angle correlation function [66, 70, 75–77].
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Another “caveat” was raised by theory, which revealed the main chain stiffness

to decrease from the middle of the chain towards the ends. This relates to the fact

that the steric repulsion between the side chains becomes less at both ends due to

the hemispherical volume accessible. In addition, the motion of segments near the

chain ends is less restricted [66, 70, 75–77]. Accordingly, application of the

wormlike chain model with uniform chain stiffness is somewhat questionable, but

for long main chains this effect is most probably not pronounced.

3.3.1 Polymethacrylate-Polystyrene Brushes in Toluene

and Cyclohexane

A series of cylindrical brush polymers was synthesized with a polymethacrylate

(PMA) main chain and polystyrene (PS) side chains of various side chain molar

masses, Msc, or side chain degrees of polymerization, 6 < Psc < 33. The aim was

to experimentally investigate the length per repeat unit, lm, the Kuhn statistical

segment length, lk, and the side chain extension in terms of the cross-sectional

radius of gyration, Rgc, as well as the segment distribution within the cylindrical

cross-section The full scattering envelope was measured by a combination of

SLS and SANS. The cross-sectional radius of gyration was determined from the

cross-sectional Guinier plot, i.e., ln(qI(q)) versus q2, with I(q) being the absolute

scattering intensity and q the scattering vector. The resulting Rgc values are shown

in Fig. 14 for measurements in the very good solvent toluene and in the poor

solvent cyclohexane. Fits to the scaling law Rgc ¼ k(Mn
sc)a [78, 79] yields values

in toluene, a ¼ 0.61 � 0.67, and in cyclohexane, a ¼ 0.56. Here, k is a fitting

constant and Mn
sc is the number average molar mass of the side chains. However,

these results should be taken with caution due to the small side chain molar masses

investigated, but they are qualitatively in good agreement with the simulation

results of the previous section.

From the Holtzer plot of qI(q) versus q [63], the mass per length, ML, was

determined, which translates into the length per monomer unit:

lm ¼ M0=ML (3)

with M0 as the molar mass of one repeat unit (Fig. 15a, b). In cyclohexane,

lm ¼ 0.207 nm (solid black line in Fig. 15) is obtained, which is significantly

lower than lm ¼ 0.25 nm, the usual value for vinylic chains. The situation in

toluene is less clear: The average over all values yields lm ¼ 0.241 (solid red line

in Fig. 15). A least square fit indicates a decrease of lm with increasing side chain

molar mass (dotted red line in Fig. 15). For small side chains lm ¼ 0.26 is obtained.

The experimental uncertainty is, however, too large to allow for an unambiguous

interpretation. In addition, the factorization of the scattering envelope into main and

side chain form factors might not be justified if the cross-terms between side and

main chain scattering are not negligible [64].
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Utilizing the lm values derived from the Holtzer plateau, the full scattering

envelopes were fitted by the Pedersen–Schurtenberger expression for wormlike

chains including polydispersity effects (Fig. 16) [63].

A fit of the data shown in Fig. 16 according to:

lk ¼ lk0 þ k Mn
scð Þn (4)

yields lk0 ¼ 5.28 nm, n ¼ 1.79 for the data in toluene and lk0 ¼ 5.66 nm, n ¼ 1.42

for cyclohexane. In the equation above, lk0 represents the “intrinsic” Kuhn length of
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l m
 / 
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M   / 103×g×mol-1sc

n

Fig. 15 Cylinder length per monomer as function of side chain molar mass for the samples

measured in D8-toluene (red circles) and in D12-cyclohexane (black squares) as determined by

Holtzer analysis. The solid lines indicate the mean values of lm ¼ 0.241 nm and of lm ¼ 0.207 nm,

the dotted red line represents a least square fit to the red circles. From [63]

Fig. 14 Cross-sectional radius of gyration versus side chain molar mass Msc
n measured in

D8-toluene (red circles) and in D12-cyclohexane (black squares). Data from [63]. The red
triangles show additional SANS and SAXS results of PMA-PS samples measured in toluene

[80, 81]. The solid black line represents a power law fit to the data in cyclohexane, the solid red
line to the data in toluene [63], and the dashed red line a power law fit to all data in toluene
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the bare backbone without any side chains, which is expected to lie close to the

Kuhn length of polyethylene (lk ¼ 1.5 nm). The extrapolated lk0 values are much

larger. This discrepancy has not been explained so far. Since the exponents n vary

significantly with the value of lk0 and a range of exponents were postulated by

various theories and simulations (1.375 < n < 1.875), a detailed discussion does

not seem to be meaningful in view of the fact that the experimentally accessible side

chain lengths are far too small to show asymptotic scaling properties.

The analysis of the experimental data so far is based on three assumptions:

(1) Most seriously, the concept of the persistence length is applicable. Simulations

indicate that for good solvent conditions the effective persistence lengths actually

diverge with increasing backbone molecular weight. As a consequence, no intrinsic

persistence lengths may be derived, only molar mass-dependent apparent persis-

tence lengths. (2) The form factor can be factorized into a main chain part and a

cross-sectional part. Simulations have shown that such a factorization may intro-

duce systematic errors [64]. (3) The Pedersen–Schurtenberger expression was

derived for values of Rgc/lk ¼ 0.1, which is smaller than observed for the present

cylindrical brush polymers.

Therefore, it may be elucidating to express the chain stiffness as function of the

cross-sectional radius of gyration. As discussed in [87] for bottlebrushes under good

solvent conditions, a mapping of the scaling function in Fig. 13b to the scaling

function of the mean square radius of gyration of moderately stiff linear chains

appears to be possible. It leads to the following empirical relation:

lp ¼ 3Rgc (5)

where lp is the persistence length. In Fig. 17, a direct comparison of the experimental

data with the simulation results is shown. The length unit of the lattice model

Fig. 16 Kuhn lengths as function of side chain molar mass for samples measured in D8-toluene

(red circles, [63]; red triangles, [82–86]) and for the samples measured in cyclohexane (black
squares, this work; black triangles, [82–86]). The lines represent the respective fits according to

Eq. (4) (data of [63] only)
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simulation was converted into physical units by taking the lattice spacing to be

equivalent to 0.2 nm. The agreement is good, given the ambiguity in properly

establishing the correlation of the simulation model to the chemical details of the

experimental system.

3.3.2 Polymer Brushes with Poly-L-lysine Side Chains

In order to address the question of whether or not the specific side chain conforma-

tion influences the main chain conformation, cylindrical brush polymers with

poly-L-lysine (PLL) side chains were synthesized [88]. Here, we will discussed in

some detail the cylindrical brush sample CB-PLL55, which comprises 960 main

chain repeat units and an average of 55 lysine repeat units in one side chain sample.

Typically, PLL forms a random coil in aqueous solution In aqueous 0.5 M NaClO4

solution, however, it is known to adopt one of the most prominent structures of

polypeptides: an α-helix (see also Sect. 6.1) [89]. Upon reduction of the charge

density by changing the pH to >9.8 and/or increasing the temperature or by

addition of surfactant, a β-sheet structure is favored. Thus, cylindrical brushes

with PLL side chains seemed to be ideal candidates for investigating the influence

of a coil to α-helix to β-sheet transition of the side chains on the main chain

conformation. Indeed, circular dichroism (CD) measurements confirmed that all

three side chain conformations also occur in the side chains of cylindrical brush

polymers (Fig. 18).

The fit of the CD spectra reveals a helix content of approximately 90%. Although

we could not quantify the β-sheet content in absolute numbers, addition of the anionic

surfactant sodium dodecyl sulfate (SDS) caused the β-sheet content to increase with

Fig. 17 Comparison of the experimental and simulated persistence lengths normalized to the

length of one repeat unit, lp/lm, as function of the number-average side chain degree of polymeri-

zation Psc
n . Both the simulated and the experimental persistence lengths were derived from the

simulated or measured cross-sectional radii of gyration, Rgc, according to Eq. (5): simulation (solid
curve), measurements in toluene (red circles and triangles), measurements in cyclohexane (black
squares)
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increasing SDS/lysine ratio (Fig. 19). For a molar ratio SDS/lysine >4, aggregation

and eventually precipitation was observed.

Unfortunately, quantitative light scattering results could not trace the effect of

the coil-to-helix side chain transition on the main chain conformation, because the

concomitant increase in ionic strength has a larger impact on the overall

dimensions, i.e., leads to a significant decrease. Like many other polyelectrolytes,

CB-PLL55 approaches the phase boundary at high ionic strength (“salting out”),

which is known to depend on specific interactions with the added salt. This

attraction at high salt is qualitatively confirmed by AFM pictures, which show

strongly curved cylinders in both NaBr and NaClO4 solutions, which is a clear

indication of intramolecular attraction.

In contrast, the AFM pictures as well as cryo-TEM of sample CB-PLL55 prepared

from 5 mM NaBr aqueous solution (Fig. 20) show extended cylinders. The cylinders

exhibit undulations of the cross-section that are reminiscent of the “pinned clusters”

[74, 91] postulated by scaling arguments. The occurrence of pearl-necklace-type

structures, where pinned clusters of side chains alternate with regimes that are almost

free of side chains, has also been seen in simulations of bottlebrushes, provided one

has poor solvent conditions. These clusters are formed by collective collapse of

several neighboring side chains [92]. We return to this problem in Sect. 3.5.

It is to be concluded so far, that the coil-to-helix transition of the side chains have

no precisely detectable effect on the main chain conformation, since the effects of

solvent quality/electrostatic screening are dominating.

The situation is entirely different if the side chains adopt a β-sheet structure.
Here, the AFM-pictures in the dry state and measured in solution reveal a helical

conformation of the cylinder (Fig. 21). The pitch of the helix lies in the regime of

15–25 nm, which cannot be explained by helix formation on a molecular (i.e.,

Fig. 18 CD spectra of the cylindrical PLL brush in aqueous solution for different concentrations

of NaClO4. The solid lines represent the fits to the data by the program Dichroweb: H2O (black
circles), 0.1 N NaClO4 (red circles), 0.25 N NaClO4 (green circles), 0.5 N NaClO4 (blue circles),
1.0 N NaClO4 (magenta circles). Adapted from [88]
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monomeric) length scale. Rather, the twist of the β-sheet formed by the PLL side

chains was postulated to force the main chain into a helix. Although a detailed

molecular picture on how the side chains arrange to form the β-sheet structure is

still missing, Fig. 21 may well illustrate the simplified origin of the formation of the

cylindrical helix. Accordingly, the presented system constitutes an example of an

intramolecular hierarchical structure formation.
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Fig. 19 CD spectra of PLL brush and of PLL–SDS complexes prepared with increasing SDS

content. From [90]

Fig. 20 AFM micrographs of sample CB-PLL55 in 0.005 M NaBr solution (left height, middle
amplitude) and cryo-TEM picture (right). From [88]
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3.4 Intramolecular Phase Separation Within Cylindrical
Copolymer Brushes with Incompatible Side Chains

In addition to the side chain conformation, chemically different side chains attached

to the same main chain may also have a pronounced impact on the main chain

conformation, particularly if the respective side chains are incompatible. Demixing

of the side chain is hampered by the fact that the chemically different side chains

are bound to the same main chain, leading to highly frustrated single chain

structures. In order to experimentally address this point, the phase separation

within statistical cylindrical brush copolymers comprising PMMA and poly-2-

vinylpyridinium (PVP) side chains was investigated [93, 94]. The samples

were prepared by radical copolymerization of methacryloyl end-functionalized

PMMA (Mn
sc ¼ 3,700 g/mol) and PVP (Mn

sc ¼ 5,100 g/mol) macromonomers.

Copolymer brushes with two different compositions were synthesized and

characterized as shown in Table 1. Subsequent quaternization of the PVP

side chains with ethylbromide was conducted in order to enhance incompatibility.

AFM pictures taken from the nonquaternized copolymer brushes after spin-

casting a dilute solution in chloroform onto mica revealed the usual wormlike

conformation (Fig. 22). However, the same preparation of the quaternized samples

yielded cylindrical brushes with pronounced and regular curvatures. The shorter

contour length sample 22PVP47-co-78PMMA35-QEB50 almost exclusively

formed horseshoe structures (Fig. 23) and the longer copolymer brush 73PVP47-

co-27PMMA35-QEB70 showed a meander-like conformation (Fig. 23). This

behavior was interpreted as intramolecular phase separation of the PMMA and

quaternized PVP side chains, as sketched in Fig. 24.

Later, some attempts were made to quantify the curvature of sample 21PVP47-co-
79PMMA44 as function of the degree of quaternization and of the quaternization

agent, i.e., ethyl versus benzyl bromide [94]. With increasing degree of

quaternization of the PVP side chains, the curvature radius varies fromRcurv ¼ 27 nm

Fig. 21 AFM picture (in aqueous solution on a mica surface) showing helical cylindrical

brush–SDS complexes (left), 3D presentation of a single helix (middle), and drawing of the

helix induced by β-sheet formation of the side chains (right). From [90]
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Table 1 Light scattering results of the copolymacromonomers in DMF, and AFM results (weight

and number-average contour lengths, Lw and Ln) of the samples spincast from CHCl3 solution

onto mica

Polymacromonomera
Mw � 10�6

(g mol�1) Rg (nm) Rh (nm) Lw (nm) Ln (nm)

22PVP47-co-78PMMA35 1.2 29.9 19.4 52 32

22PVP47-co-78PMMA35-QEB50 – 33.1 20.7 – –

73PVP47-co-27PMMA35 4.54 54.9 40.1 143 75

73PVP47-co-27PMMA35-QEB70 – 58.8 42.5 – –

21PVP47-co-79PMMA44 2.5 35 27 – –

50PVP47-co-50PMMA44 1.9 27.2 19.9 – –
aSample code: w%PVP(Pn

sc)-co-w%PMMA(Pn
sc)-degree of quaternization(QEB) in %

Fig. 23 AFM micrographs (height image, 2 � 2 μm2) of the quaternized cylindrical brush

copolymers. Left: 22PVP47-co-78PMMA35-QEB50 spincast from CHCl3 solution onto mica,

the inset shows the magnification of a single horseshoe-shaped brush. Right: 73PVP47-co-
27PMMA35-QEB70 spincast from aqueous solution onto mica. The inset shows the magnification

of meandering cylindrical brushes. From [93]

Fig. 22 AFM micrograph (height image) of 22PVP47-co-78PMMA35 (left) and of sample

73PVP47-co-27PMMA35 (right) spincast from CHCl3 solution onto mica. From [93]
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(10% benzylated) down to Rcurv ¼ 7.4 nm (100% benzylated). Figure 25 shows no

pronounced difference in Rc for the ethylated and benzylated samples.

Finally, an interesting behavior was observed for sample 50PVP47-co-
50PMMA44-QBB20, i.e., a cylindrical copolymer brush with 50% PMMA and

50% PVP side chains, which were quaternized to 20% with benzyl bromide. The

AFM pictures taken from spin-cast solutions in chloroform are shown in Fig. 26.

Almost exclusively two or three cylindrical brushes are observed to align parallel to

each other, which is also seen for the ethylated sample 50PVP47-co-50PMMA44-

QEB58 (Fig. 27).

It should be noted that aggregate formation could be confirmed by light scattering

in chloroform solution for the quaternized samples derived from 50PVP47-co-
50PMMA44, thus qualitatively confirming the conclusion drawn from the AFM

pictures.

Evidence for intramolecular phase separation was not only provided by the AFM

pictures, but also fromX-ray investigations on melt extruded samples [95]. Whereas

the unquaternized sample 73PVP47-co-27PMMA35 did not show any scattering

peak, the quaternized sample 73PVP47-co-27PMMA35-QEB70 did show a peak,

which indicates a mean distance between more or less ordered structures of

Fig. 24 Sketch of postulated phase-separated side chains in a horseshoe brush (left) and in a

meandering brush (right) [93]

Fig. 25 Inverse radius of curvature determined from AFM pictures as function of the degree of

quaternization for sample 21PVP47-co-79PMMA44. QBB degree of benzylation, QEB degree of

ethylation. Data taken from [94]
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17.25 nm (Fig. 28). Such distance is not compatible with a correlation between

single cylinders but rather of cylinder bundles, as sketched in Fig. 29.

In summary, there is ample evidence for the occurrence of intramolecular phase

separation in cylindrical copolymer brushes. Since the phase separation is restricted

to a length scale of a few nanometers, direct proof is extremely difficult to achieve.

In addition, the computer simulations outlined in Sect. 3.5 will show that statistical

Fig. 26 AFM picture of sample 50PVP47-co-50PMMA44-QBB20 spincast from chloroform

solution onto mica. Scale:2 � 2 μm2. From [94]

Fig. 27 AFM picture of sample 50PVP47-co-50PMMA44-QEB58 spincast from chloroform

solution onto mica. Scale: 2 � 2 μm2. From [94]
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fluctuations in a quasi-one-dimensional (quasi-1D) system most probably destroy

any long-range order.

3.5 Simulations of Cylindrical Bottlebrush Polymers

For the simulations we consider cylindrical bottlebrush polymers, where two types

(A, B) of flexible side chains of length NA, NB are densely grafted to a backbone.

The degree of (in)compatibility between these constituents can be characterized by

a Flory–Huggins parameter χAB, and the solvent quality is described by

Flory–Huggins parameters χAA, χBB, as usually done in the phenomenological
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Fig. 28 X-ray scattering intensity versus scattering vector of sample 73PVP47-co-27PMMA35

(a) nonquaternized and (b) quaternized with ethyl bromide (70%) [95]

Fig. 29 Proposed scenario for the intramolecular phase separation and subsequent ordering, in

order to explain the X-ray scattering peak corresponding to a mean distance of 17.25 nm of

correlated scattering objects [95]
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theory of copolymers (or of binary polymer mixtures, respectively) in the presence

of solvent [96–98].

Here, we only consider the simplified case where the backbone of the bottle

brush polymer is very stiff, so that the bottle brush polymer can be approximated as

a rigid cylinder, at least over a large-enough length scale of interest along the

cylinder axis that physical effects due to possible bending of the cylinder must be

negligible. We shall address the most symmetric case, NA ¼ NB ¼ Ns and χAA ¼
χBB ¼ χ, for the sake of simplicity. An important observation [99] is that for large

Ns the problem is in fact equivalent (at least to a very good approximation) to the

problem of mesophase formation of symmetrical block copolymers of chain length

2Ns confined into a cylinder of radius R with “neutral walls” (i.e., there is no

enthalpic preference of the cylinder walls to either A or B). When the solvent

quality is poor, then the monomer density in the cylinder can be taken to be

essentially homogeneous, and the interfacial thickness of the polymer–solvent

interface (at the cylinder surface) is of the order of a few monomer diameters.

First of all, we emphasize that there is a negligible difference between the

situation in which A-chains and B-chains (each chain has Ns effective monomers)

are grafted alternatively with one chain end to the rigid backbone, and that in which

AxB1�x copolymers (with x ¼ 1/2, each chain being twice as large) are grafted with

their junctions to the backbone, such that the total number of monomers is identical.

Secondly, if these junctions were not grafted to the backbone, but free to move in

the cylinder, there would be only a minor entropy gain [99]. Hence, the theory of

block copolymer mesophase formation in cylindrical confinement [100, 101],

where no constraint on the location of these A–B junctions exists, can be

generalized to the present problem [99].

Figure 30 shows the possible mesophase orderings that one might expect

[99]. Early work [102, 103] has focused on the possibility of microphase separation

in the form of “Janus cylinders” [104], i.e., the cylinder splits into two halves, with a

planar A–B interface (containing the cylinder axis, taken to be the z-axis
henceforth).

However, it was speculated that other structures could come into play, depending

on the ratio χAB [105]. If A–B contacts are much more unfavorable than

monomer–solvent contacts, the formation of a planar A–B interface is unfavorable

and instead of a simple cylinder one expects the formation of a double cylinder (i.e.,

Fig. 30 Schematic phase morphologies of binary cylindrical bottle brushes: Janus cylinder (left),
Janus dumbbell (middle) and lamellar-like (right) morphologies. The red and blue domains are

filled by the A and B monomers; interfacial regions are green. From [99]
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one cylinder contains the A chains and the other the B chains, both cylinders touch

along the straight backbone of the bottlebrush [105]. More complicated morphologies

such as Janus-dumbbell morphologies are also conceivable (Fig. 31).

In addition, even for one-component bottle brush polymers under poor solvent

conditions it is known from experiment [74], theory [74], and simulation [92])

that mesophase formation in the z-direction along the backbone may occur; namely,

the formation of a pearl-necklace structure, where monomer-rich clusters along the

backbone alternate with regions almost free of monomers. It is conceivable to

obtain a generalization of this structure for the two-component case, where

A-rich and B-rich regions alternate along the backbone (Fig. 30). This is a variant

of the lamellar structure, well known from block copolymer melts in the bulk

[99, 106]. A weak segregation theory along the lines of Leibler [107] has been

worked out for this problem, taking into account both the complications of

cylindrical confinement and the constraint that the copolymers are tethered to the

backbone, and succeeded in showing that for a range of conditions it is in fact the

lamellar-like order of Fig. 30 that dominates. However, since this Leibler-type

theory [99] is essentially a linear stability analysis around the homogeneous state, it

cannot account for strongly nonlinear effects, which are expected to dominate in

strongly segregated situations. Therefore, Erukhimovich et al. [99] complemented

their study by molecular dynamics simulations of a bead-spring model, choosing

side chain lengths of Ns ¼ 20, 35, and 50, and working with backbone chain lengths

L such that 50 side chains were always grafted. Choosing the interaction of

nonbonded beads of the same type as a simple Lennard–Jones potential, with

parameters a ¼ 1 and ε ¼ 1 setting the scale of length and temperature, the

Theta temperature of isolated chains would be about TΘ � 3.0. The Lennard–Jones

energy between unlike pairs of beads (εAB) and the grafting density (σ) along the

backbone were parameters that could be varied (εAB ¼ 1/2, 3/4, 7/8, 15/16, and 1),

the value of 1 corresponding to a single-component bottlebrush. Figure 31 shows

typical snapshots of the bottle brushes at εAB ¼ 1/2, T ¼ 1.5 and two grafting

densities, σ ¼ 0.57 and σ ¼ 1.51. One can see that for the smaller grafting density a

lamellar-like microphase separation is preferred, whereas for large grafting density

Fig. 31 Snapshot picture of bottle brush polymers at εAB ¼ 1/2, Ns ¼ 35, T ¼ 1.5 and σ ¼ 0.57

(left) and σ ¼ 1.5 (right). A and B monomers are distinguished by different colors. From [99]
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the order along the z-axis is more uniform, more or less compatible with the Janus

cylinder-type morphology.

These conclusions have been strengthened by an analysis of suitable correlation

functions and structure factors [99]. These results show (Fig. 31) that a cylindrical

bottle brush is a quasi-1D object and, as expected for any kind of 1D system, from

basic principles of statistical thermodynamics, statistical fluctuations destroy any

kind of long-range order in one dimension [108]. Thus, for instance, in the lamellar

structure there cannot be a strict periodicity of local composition along the z-axis,
rather there are fluctuations in the size of the A-rich and B-rich domains; as one

proceeds along the z-axis, these fluctuations are expected to add up in a random

fashion. However, in the molecular dynamics simulations of Erukhimovich et al.

[99] no attempt could be made to study such effects quantitatively because the

backbone contour length Lwas not very large in comparison with the domain size ld
of an A-rich (or B-rich, respectively) domain.

Because a periodic boundary condition in the z-direction was used to eliminate

effects due to the free chain end of the backbone, axial correlations could only be

studied over distances z distinctly smaller than L/2, to avoid finite size effects.

Another complication was that the density distribution in radial direction is still

nonuniform for the rather short side chain lengths accessible in the simulations.

Also, very long-lived fluctuations occurred, which created strong deviations from

the average circular shape of the cross-section of the bottle brush in the xy-plane
perpendicular to the backbone. These fluctuation phenomena not only concern the

lamellar-like phase, where the translational symmetry along the z-axis is broken,
but they also affect the Janus cylinder structure or the phase where the cylinder

cross-section has a Janus dumbbell shape (Fig. 30). Here one expects that the

orientation of A–B interfaces randomly changes when one proceeds along the

z-axis [105, 109, 110]. This problem has been investigated by us with large scale

Monte Carlo simulations of a lattice model of bottlebrush polymers [105, 109, 110] ,

applying the pruned-enriched Rosenbluth method (PERM) [111, 112]. By this

method, precise results could be obtained for bottle brush polymers using three

choices of the side chain length (Ns ¼ 6, 12, and 18) and three choices of

the backbone contour length (L ¼ 32, 48, and 64 lattice spacings, respectively),

studying various solvent conditions. Clearly, these side chain lengths are very

short, but they do correspond to the range that is relevant experimentally [93, 113].

When a phase separation into a Janus cylinder structure occurs, e.g., where the

upper half of the cylinder contains the B-rich phase and the lower half the A-rich

phase, we have a planar AB interface (Fig. 32a) and the quantity that we wish to

record is the vector normally oriented to this interface for any monomer of the

backbone. Studying the orientational correlations of this vector will yield the

desired information on possible fluctuations of interface orientation (Fig. 32b).

Since the AB interface at nonzero temperature is not a sharp dividing surface, but

rather has a finite width, a numerical characterization of the local orientation of this

interface normal is difficult. Therefore, an essentially equivalent but numerically

unambiguous characterization of this Janus cylinder-type ordering has been
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achieved by calculating the unit vector S
!α

n (α ¼ A or B) from each grafting site n of

the backbone to the projection of the center of mass position, R
!α

cm nð Þ of the grafted
chain (Fig. 32c). Because A-chains and B-chains are grafted alternatively to the

backbone in our model, the correlation function of interest is:

Cn � S
!A

i � S
!A

iþn

� �
þ S

!B

iþ1 � S
!B

iþ1þn

� �� �
=2, i ¼ 1, 3, . . . n ¼ 2, 4, . . . (6)

Note that we use an even number of backbone monomers and periodic boundary

conditions along the backbone, so there is translational invariance. From this

correlation function, a correlation length ξ then is extracted from a fit to:

Cn ¼ const e�n=ξ þ e� Nb�nð Þ=ξ
� 	

(7)

Figure 33a shows a plot of the inverse correlation length ξ�1 versus the inverse

Flory–Huggins parameter χAB
� 1 for the three side chain lengths studied, in the case

of poor solvent conditions q ¼ exp(�ε/kBT) ¼ 1.5, (where ε is the energy that is

Fig. 32 (a) Perfect phase separation of side chains in a binary (A, B) copolymer bottle brush with

alternating grafting sequence ABAB. . . of side chains along the backbone into a Janus cylinder

structure implies formation of an AB-interface phase (shaded) between the A-rich part (bottom)
and the B-rich part (top) of the cylindrical brush. The local orientation of the interface can be

characterized by a unit vector oriented normal to it (arrows). (b) At nonzero but low temperatures,

phase separation will occur locally, but entropy will lead to long wavelength fluctuations of the

orientation of this unit vector, destroying axial long-range order along the z-direction of the bottle

brush backbone. (c) Construction of unit vectors R
!α

cm jð Þ defined as projections of the vector from

the grafting site of a chain to its center of mass position into the xy-plane. Here the grafting sites are

labeled as j ¼ 1,2,. . . and α ¼ A or B. S
!α

cm jð Þ then is a unit vector along R
!α

cm jð Þ. From [109]
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won if two lattice sites are occupied by monomers of the same kind.). Even for

χAB ! 1 (i.e., the strong segregation limit), the correlation length seems to remain

finite for finite Ns. But actually there is a significant increase of this correlation

length with increasing side chain length, because, as Ns ! 1 the diameter of the

cylindrical bottle brush would become macroscopic, and then long-range order of

the Janus cylinder-type occurs.

For real binary bottlebrushes, changes of solvent quality have been shown to

lead to very interesting structure formation, such as meander-like or horseshoe-like

structures [93]. For a theoretical modeling of such phenomena, it is necessary to

take into account both the flexibility of the backbone (and hence a finite persistence

length of the bottlebrush [71]and differences in solvent quality for A and B side

chains. Although we have studied the effect of solvent quality on the effective

stiffness of the bottle brush for homopolymer bottle brushes with flexible backbone

[71], an analogous study for binary bottle brushes would be very demanding, and

hence has not yet been attempted with the methods described in this section.

The main results of this section are that binary bottle brush polymers show

microphase separation but the range over which this mesophase ordering occurs is

always is finite, due to the quasi-1D character of these cylindrical brushes. The

correlation range over which such order is possible increases with increasing side

chain length and grafting density (and with increasing monomer density inside the

cylindrical brush caused by decreasing solvent quality and resulting expulsion

of solvent molecules from the brush). Apart from “Janus cylinder” and “Janus

dumbbell” type structures, lamellar-like ordering (with almost regular alternation of

A-rich and B-rich clusters along the backbone) may also occur, in particular for

medium values of the grafting density.

Fig. 33 (a) Plot of inverse correlation length for Janus-cylinder-type order versus χAB
�1 (with

χAB ¼ zc [εAB � (εAA + εBB)/2]/kBT, zc ¼ 6 being the coordination number of the simple cubic

lattice) for the three side chain lengths Ns ¼ 6, 12, and 18. These data do not depend significantly

on the backbone chain length Nb, as seen from the coincidence of data for Nb ¼ 32, 48, and

64, respectively. From [109]. (b) Inverse correlation length ξ �1 in the limit of χAB ! 0 plotted

versus 1/Ns for a poor solvent. The straight line suggests an asymptotic behavior ξ � Ns in this

limit. From [109]
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3.6 Complex Formation of Polymer Brushes

The same interactions that dominate the shape of complex macromolecules are also

responsible for the formation of defined aggregates and for the adsorption to

surfaces, which is described in Section 3.9. As one example, cylindrical brushes

are again described. The interaction of side groups with the solvent determines the

structure of the macromolecules and the interactions between them as well as with

surfaces.

Poor solvent conditions for the side chains grafted to, e.g., a linear polymer

(bottle brushes) will lead to intermolecular aggregation; however, interestingly,

they can also lead to intramolecular microphase separation within a homopolymer

chain. Consider a bottle brush polymer with a very stiff backbone (in the

simulations [92] it was modeled as a rigid rod) placed into poor solvent conditions.

The resulting structures then depend on solvent quality and grafting density of the

side chains, as exhibited in Fig. 34.

For low grafting densities, isolated side chains collapse onto the backbone of the

bottle brush. For high grafting densities, a homogeneous cylindrical brush collapses

onto itself. For intermediate grafting densities, however, the translation invariance

along the backbone is broken upon side-chain collapse, and a microphase-separated

pearl-necklace structure is formed.

A similar breaking of the symmetry of the high temperature (good solvent) phase

upon side-chain collapse also occurs for an even simpler kind of brush structure, a

spherical polymer brush, and there it also leads to a specific form of intermolecular

aggregation. Spherical polymer brushes formed from (spherical) nanoparticles to

Fig. 34 Schematic phase diagram of a bottle brush polymer with a rigid backbone under poor-

solvent conditions, in the plane of variables scaled grafting density and scaled distance to the Theta

temperature [92]. The lines separating the different regions have been proposed by mean field

arguments [74]. They are not to be understood as quantitative estimates of phase transition lines,

but rather as rough estimates of smooth crossovers. Representative simulation snapshots visualize

the different microphases
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which flexible polymers are grafted are interesting building blocks for various

nanostructured materials [114, 115]. Since it is possible to vary parameters such

as the radius (denoted as Rc) of the solid nanoparticle that forms the core of the

spherical polymer brush, the grafting density of the macromolecules, their chemical

nature, their degree of polymerization, and the chemical nature of the matrix

(solvent or polymer melt) in which the spherical polymer brushes are embedded,

a rich behavior can be expected [116, 117].

In the theoretical modeling [117–120] to be briefly described here, only limited

aspects of this broad field were addressed, namely the case where the density of the

nanoparticles in the system is sufficiently dilute such that only the structure of

isolated spherical brushes or their pairwise interactions are of interest; dense

aggregates formed from more than two spherical brushes were not considered.

Two complementary techniques were used, molecular dynamics computer simula-

tion [121] and analytical calculations based on density functional methods [122]

and the self-consistent field theory of polymers [123]. We also restrict attention to

the case where the grafting density is high enough such that under good solvent

conditions the close approach of two nanoparticles (to a distance of a few diameters

of the effective monomers) is prohibited by the large entropic penalties; hence, the

direct van der Waals attraction of the nanoparticles can always be neglected. Note

that for the standard bead-spring model of flexible polymers that is used here [121],

every effective monomer represents 3–5 chemical monomers, so one can associate

the effective monomer diameter (which is taken as length unit here a ¼ 1) to a

physical size of 1 nm, while the radius Rc of the nanoparticle typically was about 8a.
Choosing a number N of effective monomeric subunits of the grafted chains from

N ¼ 20 to N ¼ 80, the thickness of the brush coating on the nanoparticles also is a

few nanometers, comparable to Rc. Thus, our studies are neither in the limit where

the spherical polymer brush can be considered as a many-arm star polymer, nor in

the limit Rc ! 1 where the brush coating can be described in terms of a planar

polymer brush.

Figure 35 [118] shows typical configurations of two nanoparticles (with a total

number of 92 grafted chains containing N ¼ 40 effective monomers per chain)

under good solvent conditions, for distances between them of r ¼ 55 and r ¼ 20.

In this case, the potential of mean forceW(r) between the two particles is uniformly

repulsive: although it is practically zero in the first case, i.e., the particles are

essentially noninteracting, it is 200 kBT for r ¼ 20. Such a close approach of the

brushes, where the two polymeric shells strongly interpenetrate, therefore cannot

occur simply by thermal fluctuations.

However, the situation is different when the solvent quality varies (Fig. 36).

Note that we have treated only implicit solvent in the simulations, whereas in the

analytical calculations spherical brushes embedded in concentrated polymer

solutions could also be treated, to check the extent to which this case resembles a

dilute solution under Theta solvent conditions [120]. Figure 36 shows that in poor

solvents conditions, for moderate grafting density, the nanoparticle is no longer

coated by a uniform polymer layer but the system prefers to form a dumbbell-

shaped object. At both the “north pole” and the “south pole” of the nanoparticle

Structure Formation of Polymeric Building Blocks: Complex Polymer Architectures 153



Fig. 35 Snapshot pictures of two spherical polymer brushes with 92 chains, with number of

effective subunits N ¼ 40 grafted to a nanoparticle with radius Rc ¼ 7.9 Lennard–Jones diameters

(grafting density σ ¼ 0.118). Particles making up the nanoparticle are shown in grey and red
(if they are grafting sites); effective monomers of the chain molecules are shown in blue. The
upper picture refers to a separation of r ¼ 55 between the core centers, and the lower picture to

r ¼ 20. Effective monomers interact with the repulsive Weeks–Chandler Anderson potential.

Adapted from [118]

Fig. 36 Same as Fig. 35, but effective monomers interact with a Lennard–Jones potential, which

leads to a Theta temperature at TΘ ¼ 3.0, for temperatures T < TΘ: (a) T ¼ 2.2 and (b) T ¼ 1.5.

Rc ¼ 7, N ¼ 60, and three core–core separations are chosen: r ¼ 50 (upper picture), r ¼ 25

(middle picture), and r ¼ 20 (lower picture). Adapted from [120]
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there is a polymer-rich cluster, while the “equator” stays almost free of polymers

(of course, the orientation of the north–south axis through the particle is random,

resulting from fluctuations when cooling the particle down to a temperature of

about T ¼ TΘ/2, TΘ being the Theta temperature of the solution. Such inhomoge-

neous structures, a kind of irregular mesophase where polymer-rich “dimples”

alternate with regions that are almost free of polymers, are also known from flat

polymer brushes [116]. When two such inhomogeneous spherical polymer brushes

approach each other, rather elongated rod-like aggregates may form (Fig. 36b).

However, a quantitative analysis shows that in this case W(r) has a deep minimum,

of the order of at least �100 kBT, so it is clear that Fig. 36b depicts frozen

nonequilibrium structures [120].

A very special type of segregation between polymers in brushes also occurs when

ring polymers are densely grafted on substrates. The non-crossability constraint of

non-concatenated ring polymers causes the effect, even under good-solvent conditions,

that the polymers are much more strongly segregated from each other, unlike brushes

made of linear chains, where chains laterally interpenetrate much more strongly.

Numerical simulations performed on graphic processing units (GPUs) reveal

that density profiles of these peculiar brushes are almost identical to those of linear

brushes (at twice the grafting density and half the chain length), and that the radius

of gyration scales linearly with N in the direction perpendicular to the grafting plane

[124, 125]. The transverse components, however, differ considerably between the

two. The radius of gyration scales like N0.4 (as opposed to N0.5 for regular brushes

composed of linear polymers, Fig. 37), and if one looks at individual chains from

the top, ring brushes are clearly much more segregated (Fig. 38). Intriguingly,

this phenomenon can also be observed in semidilute solutions of ring polymers

[126, 127]. There, the inability to interpenetrate other chains due to the lack of an

adequate reptation mechanism also leads to a stronger segregation of individual

chains and the same scaling behavior that was observed for transverse components

is found for the complete chain (N0.4 or even N0.33 in the thermodynamic limit,

versus N0.5 for linear polymers).

Fig. 37 (a) Comparison of density profiles for brushes composed of linear (open) chains and ring

chains. A grafted ring polymer typically has the same profile as a linear chain of half length at

twice the grafting density. Inset: Scaled plot. (b) Scaling of the transverse components of the radius

of gyration for ring brushes and brushes composed of linear chains. Inset: Scaling of the

component perpendicular to grafting plane. From [124]
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3.7 Complexes Formed in Between Polyelectrolytes
in Aqueous Solution

The complex formation of oppositely charged macromolecules is a long-standing

subject of interest in polymer science. Whereas complexes comprising linear

flexible polyions [128–133] as well as linear polycations and DNA [134–143] are

frequently reported, studies on the influence of chain topology are mostly restricted

to dendrimers of various generations [144–147]. Only two reports deal with

the complexation of DNA and polymers with dendritically branched side chains

[148, 149]. We confine discussion to complexes formed by wormlike polyions with

large persistence length, such as anionically and cationically charged cylindrical

brush polyions and cationic cylindrical brush polymers and DNA. Particular

emphasis is given to question of equilibrium versus nonequilibrium complexes.

The complexes formed by excess polycations and DNA have found interesting

applications in gene transfection because the complexed DNA is believed to be

protected against degradation and the complexes exhibit a more or less pronounced

cationic charge, which facilitates cell uptake (Sect. 5). Here, the structure of the

complexes should be elucidated with respect to molar mass, radius of gyration Rg,

and hydrodynamic radius Rh [150]. This is not easily achieved because complexes

are known to be stable only if they coexist with the non-complexed excess

component, i.e., either polycation or DNA. The situation is well illustrated by

Fig. 39, where the apparent molar mass of the mixture measured at a small but

finite concentration is plotted versus the mass fraction of DNA, wDNA ¼ mDNA/

(mDNA + mpolycation) with mDNA and mpolycation being the respective mass fractions

of DNA and polycation. The data of the various polycations utilized and of DNA

are summarized in Table 2 in terms of chain topology, contour length, total charge,

Fig. 38 Snapshots of

individual chains taken

from a brush composed of

ring chains (left) and linear

chains (right); side views
and top views are shown.
From [124]
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and charge density and in Table 3 in terms of molar mass and dimensions. The

cylindrical brush polymers have the same PMA main chain but differ in side chain

length, which results in different number of chemical charges per main chain repeat

unit as well as in different chemistry of the cationic side chains, i.e.,

ethylpyridinium (PVP) versus ethyleneimine (PEI) side chains. One commercial

fifth generation poly(amido amine) (PAMAM) dendrimer sample was included for

comparison.

For all polycations, the well known divergence of molar mass is observed in the

regime more or less close to charge stoichiometry, indicating agglomeration. In order

to determine molar mass and dimensions of the pure complexes by SLS and DLS, the
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Fig. 39 Apparent molar mass (Mw) as function of weight fraction wDNA for the various polycation

topologies: PVP26 ( filled squares, open squares), PVP47 ( filled circles, open circles), PEI (filled
stars, open stars), and PAMAM ( filled inverted triangles, open inverted triangles); DNA excess

and polycation added (closed symbols), polycation excess and DNA added (open symbols). From
[150]

Table 2 Characteristics of the polycations and of DNA utilized for complex formation

Polyion Topology Size Mw/Mn

Charges/

molecule (Z+/�)
Charge

density

PVP26 Cylindrical brush

polymer

Contour length

L ¼ 610 nm

5.3 <Z+>n ¼ 5,500 48 N+/nm

PVP47 Cylindrical brush

polymer

Contour length

L ¼ 100 nm

3.9 <Z+>n ¼ 2,800 100 N+/nm

PEI28 Cylindrical brush

polymer

Contour length

L ¼ 90 nm

2.7 <Z+>n ¼ 1,800 55 N+/nm

PAMAM-G5 Dendrimer Hydrodynamic

radius

Rh ¼ 3.4 nm

~1 Z+ ¼ 127 (19 N+/nm)

pUC19-

supercoiled

DNA

Supercoiled

DNA

Contour length

L ¼ 930 nm

1 Z– ¼ 5,372 5.9 P–/nm
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weight fraction of the respective excess component needs to be known. This was

achieved by gel electrophoresis in case of excess DNA and by GPC in case of excess

polycation. As described in detail elsewhere[150], it is straightforward to extract the

characterization data of the pure complexes from SLS and DLS of the mixture, i.e.,

complexes coexisting with excess DNA (Fig. 40a–d) and for excess polycation

(Fig. 41a–d). It is found that at large excess of one component, the molar mass and

dimensions of such “primary” complexes do not depend on the mixing ratio. Only if

the fraction of excess DNA becomes less than 20% or if excess polycation is less than

10% does bridging of primary complexes set in, which eventually results in macro-

scopic phase separation. Although the complexes consist of several DNA and

polycation molecules the sizes are significantly smaller as compared to pure DNA,

i.e., the complexes are compacted for all cylindrical brush polycations to a density in

Table 3 Light scattering characterization of the investigated polymers

Polymer Solvent Mw (g mol�1) Rg (nm) Rh (nm) Rg/Rh

pUC19 Aq. 5 mM phosphate buffer 1.66 � 106 65.6 43.6 1.5

PVP26 Aq. 10 mM NaBr 10.1 � 106 87.2 48.2 1.8

PVP47 Aq. 5 mM phosphate buffer 3.48 � 106 45.8 33.1 1.4

PEI*HCl Aq. 0.1 M HCl 1.19 � 106 46.8 26.5 1.8

PAMAM-G5 MeOH + 10 mM LiBr 2.80 � 104 – 3.4 –
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Fig. 40 (a) Molar masses, (b) radii of gyration, (c) hydrodynamic radii, and (d) densities of the

complexes as function of the complexed DNA fraction for the various polycations: PVP26 ( filled
black squares), PVP47 ( filled red circles), PEI ( filled blue stars), and PAMAM ( filled inverted
green triangles). From [150]
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solution, ρ ¼ 3Mw/(4πRh
3), of 0.15 < ρ < 0.25 g/cm3 for excess DNA and some-

what less compacted for excess polycation, i.e., 0.05 < ρ < 0.1 g/cm3. For the

PAMAM dendrimers, the density is even larger, i.e., ρ ¼ 0.3 g/cm3 for excess DNA

and ρ ¼ 0.2 g/cm3 for excess PAMAM. Approximately five to ten DNA molecules

are in one primary complex if the complexes are formed at excessDNA,whereas three

DNA molecules are in one complex if formed at excess polycation.

Another result concerns the charge stoichiometry within one complex. For

excess DNA, Z+/Z� ¼ 0.8 whereas for excess polycation Z+/Z� ¼ 3. It should be

noted that these numbers do not represent the effective charge but the chemical

charge of the complexes, which may include sterically shielded charges in the

interior of the cylindrical brushes and ignores possible reduction of charges by

counterions (Manning condensation, ion pair formation).

In summary, the complexes of DNA with the various cylindrical brush

polycations form primary complexes of constant size as long as no intercomplex

bridging occurs, whereas for PAMAM the complex mass and size increase mono-

tonically with increasing content of the minority component. It should be noted that

all complexes constitute nonequilibrium structures because size and stability

depend significantly on the preparation conditions. For instance, dropping the

minority component into the excess component under stirring, which was applied

for the experiments described above, yields more stable and smaller complexes than

those prepared by rapid mixing in a stopped-flow device. Also, the sequence of

mixing matters. Adding the excess component to the minority component, which is

avoided in the experiments above, seems to be problematic because the titration
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Fig. 41 (a) Molar masses, (b) radii of gyration, (c) hydrodynamic radii, and (d) densities of the

complexes as function of the complexed polycation fraction: PVP26 (open black squares), PVP47
(open red circles), PEI (open blue stars), and PAMAM (open inverted green triangles). From [150]
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passes through the “unstable regime” in which phase separation is known to occur.

Rapid mixing and vigorous stirring might avoid macroscopic phase separation, but

the problem is obvious.

Recently, a light scattering stopped-flow cell was developed with a dead time of

less than 5 ms, thus allowing for kinetic measurements of the apparent molar mass

starting at 10–50 ms after mixing [151]. With such a device, the complexation

kinetics of DNA with a cylindrical brush polymer with PVP side chains was

investigated. The results are summarized in Fig. 42 for different mixing ratios,

expressed by the mole fraction of anionic charges xanion. For xanion < 0.25 stable

complexes are observed to form on a time scale of 60–70 ms. For 0.2 < xanion < 0.4

the complexes first grow on much larger time scale up to a maximum of 10 s for

xanion ¼ 0.4, followed by a power law behavior, i.e., Mrel � td. Here Mrel is the

increase in molar mass relative to the bare mixture of polycation and DNA, the time t,
and the exponent d � 1. However, no theoretical explanation for d < 1 has been

derived so far.

Many more and more detailed investigations of the kinetics of complex forma-

tion are needed in order to develop a deeper understanding of such nonequilibrium

processes. These first experiments merely demonstrate the potential and the need to

elucidate the kinetics of nonequilibrium structure formation.

Besides investigating nonequilibrium complexes, it is equally challenging to

direct electrostatically driven complex formation into equilibrium. One vision was

to obtain anisotropic complexes by mixing rod-like polycations and polyanions,

such as anionic and cationic cylindrical brushes or cationic cylindrical brushes and

DNA. In aqueous solution “scrambled egg” structures were always obtained by

mixing cylindrical brush polymers with polystyrene sulfonate and with PVP side

chains as well as by mixing cylindrical brushes with PVP or PLL side chains with

Fig. 42 Relative molar mass Mrel(t) as function of time for complexes formed at different charge

fractions xanion. From top to bottom: xanion ¼ 0.398 (red), 0.332 (green), 0.498 (black), 0.284
(blue), 0.665 (orange), 0.249 (light blue), 0.199 (magenta), and 0.166 (dark green). From [151]
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plasmid and linear double-stranded DNA. It was speculated that strong electrostatic

interactions prohibit the formation of well-organized structures. Addition of salt did

not change much except that the complexes became larger and eventually unstable

due to the well-known salting-out phenomenon.

3.8 Complex Formation Between Weakly Charged
Polyelectrolytes in Organic Solvents

One strategy is to strongly reduce the ionic charges of the components. This was

accomplished by excluding water as the solvent due to solubility problems and

favoring solvents like alcohols, N,N-dimethylformamide (DMF), etc. Two

examples utilizing cylindrical brush polymers as templates for single brush

complexes have been successful so far [152, 153].

A polyelectrolyte/surfactant complex consisting of cylindrical brush polymers

with polystyrene sulfonate side chains and dodecyltrimethylammonium bromide

(DOTAB) was dissolved in DMF. In DMF some of the surfactant groups dissociate.

For the polymer/surfactant aggregate, this leads to slightly anionically charged

cylindrical brush polyions. The weak cation was a cylindrical brush with a PMA

main and PEI side chains. The side chains were grafted by six PEG2000 chains per

PEI side chain. Upon mixing in DMF, both light scattering and AFM revealed the

larger PSS-C12 brush to act as a single molecule template for complexation of

shorter PEI-PEG brushes (Fig. 43), i.e., several PEI-PEG brushes were complexed

by one single PSS-C12 brush. Upon increasing the fraction of PEI-PEG brushes, the

height of the complexes increased. At the same time, the molar mass measured by

SLS was shown to strongly increase at constant radius of gyration (Fig. 44). Since

Fig. 43 AFM pictures and analysis of results for the complexes (spincast on freshly cleaved mica)

between cylindrical brushes with PSS-surfactant side chains and with PEI-PEO side chains with

increasing mass fraction w of cylindrical brushes with PEI-PEO side chains: (a) w ¼ 0, (b)

w ¼ 0.33, (c) w ¼ 0.7, and (d) w ¼ 0.87. From [152]
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the sequence of mixing did not affect the results, the complexes are most probably

equilibrium structures.

Similar results were obtained for mixtures of a cylindrical brush polymer with

PSS-C12 side chains and fifth generation PAMAM dendrimers. In methanol large

aggregates were obtained, whereas in both DMF and methyl formamide (MFA),

single cylinder complexes were identified by AFM and by light scattering. Obvi-

ously, not only the effective charge (via the dielectric constant) governs electrostat-

ically driven structure formation but also subtle solubility effects. Additionally, the

nature of the solvent (protic versus aprotic) plays a role.

It should be mentioned that no equilibrium structures (neither in methanol nor in

DMF) have been obtained so far with plasmid and various linear DNA–surfactant

complexes and cylindrical PVP brushes [154].

3.9 Adsorption to Surfaces

The same interactions that determine intramolecular structure and aggregation

also play a role in adsorption to surfaces. When a simple linear macromolecule

interacts with a surface and becomes adsorbed, its structure changes from the 3D

“mushroom” conformation to the (quasi)-2D “pancake” conformation [155]. In the
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Fig. 44 Upper graph:
Reduced light scattering

intensity (R(q ¼ 0)/c)complex

measured at one small but

finite concentration and

extrapolated to zero

scattering vector of the

complexes between

cylindrical brushes with

PSS-C12 side chains and

with PEI-PEO side chains.

Values are normalized by

the respective calculated
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mixture, (R(q ¼ 0)/c)mixture,

as function of the weight

fraction of the cylindrical
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finite concentration. From

[152]
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weakly adsorbed case, the chain in the pancake is an irregular sequence of “trains”

(strictly 2D pieces of the chain attached to the planar substrate) alternating with

“loops” (and “tails” at the chain ends) [123].

For the adsorption of macromolecules with complex architecture, such as bottle

brush polymers, it is an intriguing question how the above picture of polymer

adsorption changes; after all, most manipulations of macromolecules with external

devices (e.g., AFM tips) presuppose that the macromolecule is situated at a suitable

surface [156], rather than freely diffusing in the 3D space of a more or less dilute

polymer solution.

The coarse-grained view of a bottle brush in 3D space is often similar to the

wormlike chain model [59–61]: a more or less randomly bent cylinder with cross-

sectional radius Rcs, contour length L along the contour axis, and persistence length

lp (meant to describe the local chain stiffness). Obviously, it is not completely clear

how such a structure changes when the macromolecule interacts with an adsorbing

surface. Do we expect a wormlike structure, where (like for a real living worm) the

local cross-section of the worm is still spherical? If so, only a few monomers on

the periphery of the bottle brush touch the substrate. However, it could also be that

the bottle brush becomes adsorbed to the surface somewhat more strongly, so its

local cross-section could look like a sphere cap rather than like a sphere. This

situation is analogous to droplets at walls under incomplete wetting conditions

[158]. If the picture of a sequence of trains and loops is still valid, the structure in

the trains and loops could well be different. Finally, when the adsorption strength

is very pronounced, the bottle brush can become forced into a quasi-2D flat

configuration attached to the substrate. Then locally it would look like a comb,

with spikes stretching away from the backbone at both sides. Given the fact that, in

reality, the chemical structure of the backbone will differ from the chemical

Fig. 45 Average distance <zb> of a backbone monomer from the adsorbing surface plotted

versus adsorption energy ε (in units of the thermal energy kBT ) for several choices of the backbone
chain length Nb and side chain length Ns (denoted as b Nb s Ns). For Nb ¼ 131, Ns ¼ 24, typical

snapshots of the backbone chain are shown for five values of ε. Note that the simulation refers to

the bond fluctuation model, where every monomer takes all sites of an elementary cube of the

simple cubic model, but only the z-coordinate of the four lower sites of the cube is counted for

computing <zb>. Note also the logarithmic scales of the figure. Adapted from [157]
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structure of the side arms, many model parameters may come into play when a

simulational modeling of this problem is attempted. However, for the sake of

simplicity this possible difference in chemistry has been ignored [157, 159]; thus,

in the modeling results (cf. Fig. 45) [157] a single parameter ε occurs (units chosen
such that kBT ¼ 1) that describes the strength of the short-range adsorption

potential.

The simulations have revealed a two-stage adsorption process for a bottle brush

polymer (Fig. 45): In the first stage, the configuration changes from mushroom-like

structures where only very few monomers near one backbone end are bound to the

surface (state with ε ¼ 0.9 in Fig. 45) to a weakly bound wormlike chain (ε ¼ 1.25

in Fig. 45). We find that for an absorbed bottle brush a more realistic picture than a

worm is a “millipede”: many “arms” (i.e., side chains of the bottle brush polymer)

touch the substrate, all along the backbone, but the latter is still elevated. The

typical distance <zb> of the backbone from the surface is still of the order of

10 lattice spacings (in the bond fluctuation model that is used here, bond lengths

vary from 2 to
ffiffiffiffiffi
10

p
lattice spacings, and the number of effective monomers in a side

chain in Fig. 45 varies from Ns ¼ 6 to Ns ¼ 24). At the transition from the

mushroom to the millipede structure (near ε � 1.3), a second transition to a

strongly adsorbed state occurs,<zb> is of order unity, and the backbone monomers

Fig. 46 Snapshot pictures

of adsorbed bottle brushes

for the case Nb ¼ 131,

Ns ¼ 24 and two values

of ε: (a) ε ¼ 1.25 and

(b) ε ¼ 2.0. Different side

chains are in different colors

(the backbone is in light

blue). Adapted from [157]
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become more or less completely attached to the wall. But, even in the weakly

adsorbed regime, such as ε ¼ 1.25, one finds clear evidence that the backbone

extension exhibits a scaling with the number of backbone monomers Nb compatible

with 2D self-avoiding walks, L / Nb
2ν(2d ) ¼ Nb

3/2 [68]. The snapshots in Fig. 45

show only the backbone chain, whereas Fig. 46 shows snapshots of a rather short

bottle brush (Nb ¼ 131, Ns ¼ 24) in the weakly adsorbed (ε ¼ 1.25) and strongly

adsorbed (ε ¼ 2.0) cases. Note that for Nb ¼ 131 and ε ¼ 2.0, the rod regime still

holds and the contour length L of the (coarse-grained) cylindrical macromolecule

does not exceed the persistence length lp. Note also that the side chains are not fully
adsorbed linear “spikes”, but rather exhibit an irregular sequence of loops and

trains: so the picture of a comb lying flat on the surfaces is not yet appropriate.

3.10 Conclusions

Cylindrical brushes constitute a hybrid between a branched polymer and a molecular

object. Their shape is strongly anisotropic but both main and side chains preserve

their intrinsic flexibility, although with strongly reduced degrees of freedom. The

presented simulations demonstrate that the established wormlike chain models are

not applicable for the determination of chain stiffness, which could well be the origin

of diverging experimental results in the past. Particularly valuable is the finding that a

global relation between the main chain stiffness and the cross-sectional diameter of

the brushes is much more promising than subtle bond angle correlation functions in

order to obtain a good measure of the directional persistence.

The unique structure of cylindrical brushes makes them ideal candidates to

(1) experimentally and theoretically study the phase separation in quasi -1D

molecular objects, (2) investigate the properties of polyelectrolyte complexes of

shape-persistent polyions, (3) elucidate the adsorption on planar surfaces, and

eventually (4) develop novel cationic carriers for gene transfection, as described

in detail in Sect. 4.

4 Supramolecular Structure Formation by Directed

Interactions

4.1 Introduction

The formation of intermolecular structure of the cylindrical brushes described in the

previous section is mainly governed by their anisotropic shape, which enables them

to form even lyotropic phases. Other driving forces are of ionic and/or entropic
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origin or comprise thermodynamic phase separation, which typically do not induce

preferred directions. One exception is the intramolecular β-sheet formation of the

side chains in cylindrical brush structures with PLL side chains, which originate

from intramolecular hydrogen bonds. The latter belongs to the class of interactions

that induce a certain orientation. Such directional interactions are the main subject

of this section, where more complex and highly ordered supramolecular structures

are described on the basis of hydrogen bonds and shape-dependent π–π interactions.
Here the investigations are focused on the interplay of both types of interactions

occurring in the same system.

A particularly valuable tool for studying intra- and intermolecular interactions is

solid-state NMR. Advanced solid-state NMR, combined with X-ray scattering and

computer simulation, provides site-selective and noninvasive information of

noncovalent interactions such as hydrogen bonding and π–π interactions. For this

reason, we first briefly introduce the NMR techniques and then describe specific

applications to macromolecular and supramolecular systems, including hybrids of

synthetic polypeptides, hybrids containing synthetic polymers, polymers with

incompatible segments, and systems containing rigid rods or rings.

4.2 Solid-state NMR Techniques for Analyzing Structure
and Dynamics

Signals originating from hydrogen-bonded protons are well separated in 1H magic-

angle spinning (MAS) NMR spectra, typically resonating between 8 and 20 ppm

[160]. The 1H chemical shift includes semiquantitative information about the strength

of the hydrogen bonds. In addition, the 1H chemical shift is also a sensitive probe with

respect to ring currents associated with aromatic moieties [161]. This is observed as a

low field shift of the chemical shift compared to the corresponding liquid state signal

and may thereby serve as a direct indication of π–π interactions. Likewise, the low

field shift can be simply related to the packing via so-called nucleus independent

chemical shift (NICS) maps [162]. This augments the well-known sensitivity of 13C

NMR chemical shifts to local conformation [163]. Detailed packing information is

obtained from distance measurements between specific proton sites at adjacent

building blocks via high resolution double quantum (DQ) solid-state NMR under

MAS. Disk-shaped moieties that stack into columnar structures known as discotic

liquid crystals have been studied extensively. In the liquid crystalline (LC) phase, the

disks rotate about the column axis. A particularly simple way of characterizing such

restricted molecular dynamics is provided by the dynamic order parameter S, where
0 	 S 	 1. It is defined as the ratio between the motionally averaged and the static

anisotropic NMR interaction, e.g., dipole–dipole coupling, anisotroc chemical shift,

or quadrupole coupling [160]. For the rotation of disks in a perfectly packed column,
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S ¼ 0.5 for 13C-1H dipole–dipole coupling, or 2H quadrupole coupling, centered

around the C–H (C–D) bond direction. Imperfections of the packing in the LC phase,

where disks are inclined to the column axis, lead to a reduction, S < 0.5. Thus,

S provides both dynamic and structural information. In general, solid-state NMR can

provide site-selective information about the amplitude and time scales of molecular

motions over broad ranges of length and time [164].

Advances in the synthesis, characterization, and understanding of macromolecular

and supramolecular systems have led to an enormous variety and complexity in the

field of soft matter science [165]. The traditional separations in terms of structure

versus dynamics, crystalline versus amorphous, or experiment versus theory are

increasingly overcome. As far as characterization of such materials is concerned,

no experimental or theoretical/simulation approach alone can provide full informa-

tion. Instead, a combination of techniques is called for and conclusions should be

backed by results provided by as many complimentary methods as possible

[166]. Combining scattering or NMR spectroscopy with computer simulation is

well established today in the study of structure and dynamics of biomacromolecules

[167]. Prominent examples of such an approach in the supramolecular field involve

the combination of X-ray scattering, spectroscopy and computer simulation to eluci-

date the packing in newly synthesized columnar systems [168]. The versatility of

magnetic resonance techniques, in particular solid-state-type NMR, in elucidating the

interplay between structure and dynamics in these systems is evident from the

examples provided below. Yet none of the results in the examples are based on a

single technique (Fig. 47).

The methods for determining structure and dynamics of supramolecular systems

based on 2D DQNMR as reviewed, e.g., in [161, 164, 169] are now widely

employed in soft matter and life sciences alike. Recently, a new systematic strategy

for revealing the local packing in semicrystalline π-conjugated polymers was

introduced [170]. Our strategy takes advantages of a multi-technique approach in

which unit-cell parameters are derived from X-ray scattering, and molecular

constraints are determined from solid-state NMR spectroscopy. The parameters

Fig. 47 Overview of

systems, phenomena, and

techniques for elucidating

the interplay between

structure and dynamics in

macromolecular and

supramolecular systems
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derived from this strategy include the space group, which is one of the first steps in a

conventional approach to solving a crystal structure, distance constraints from
1H DQNMR, and chemical shifts. These experimental results are unified by

quantum-chemical calculations, enabling the verification of specific packing

models in silico and quantification of π-stacking effects. This approach can be

compared with that employed for solution structures of biomacromolecules through

distance constraints (nuclear Overhauser effect, NOE) and NMR chemical shifts

[171]. This, however, requires a large number of NOE constraints, whereas in a

crystalline solid the periodicity described by the space group gives access to the full

3D structure from only a few constraints. Thus, our strategy, which we propose to

term “multi-technique crystallography”, can be applied in general to provide

quantitative insights into the packing of semicrystalline polymers with specific

intermolecular packing features, such as hydrogen bonds or stacking of aromatic

moieties.

Based on work at the Max Planck Institute for Polymer Research [172, 173],

pulsed electron paramagnetic resonance (EPR) has experienced a remarkable

revival worldwide [174]. In particular, pulsed double electron–electron resonance

(DEER) spectroscopy in combination with site-directed spin labeling [175] is

extensively used today in studies of the structure of proteins, including their

function as carriers of small molecules, and of nucleic acids. Moreover, it is used

to probe large, complex biomacromolecules and their assemblies as well as 1361

protein folding [176].

4.3 Self-Assembly and Dynamics of Polypeptides

Polypeptides, i.e., macromolecules composed of amino acids, are probably the best

known example of molecular structures determined by intramolecular hydrogen

bonds [177]. Resembling biomacromolecules, they are considered for use in drug

delivery and gene therapy and thus have been subject of intensive studies [178]. In

addition, it is known that the superb performance of biological polypeptide-based

materials such as hair or spiders’ silk is due to a hierarchical superstructure over

several length scales, where structure control is exerted at every level of hierarchy

[179]. The two most common local conformations of polypeptides, known as

secondary structures, are the α-helix, stabilized by intramolecular hydrogen

bonds, and the β-sheet, stabilized by intermolecular bonds. These secondary

structures can be probed directly by solid-state NMR [163] and their packing can

be obtained by X-ray analysis [180]. Different chain conformations can also be

distinguished by simple circular dichroism (CD) measurements [177], employed in

Sect. 3.3.2. In addition, the α-helical structure posts a permanent dipole moment

along its backbone and can, therefore, be classified as type-A polymer in

Stockmayer’s classification [181]. This dipole moment can be measured precisely

using dielectric spectroscopy (DS) and can be used as a probe of the persistence

length of the secondary structure [182]. Over the years, we have studied various

168 K. Binder et al.



polypeptides by different NMR techniques, X-ray scattering, and dielectric spec-

troscopy in order to better understand their hierarchical self-assembly (Fig. 48).

As shown in an extended review [181], the concerted application of these

techniques has shed light on the origin of the glass transition, the persistence of

the α-helical peptide secondary motif, and the effects of topology and packing on

the type and persistence of secondary structures. Protein function and applications

often depend on these issues. With respect to the freezing of the dynamics at the

liquid-to-glass transition temperature (Tg), it was found that the origin of this effect
is a network of broken hydrogen bonds. It is the diffusion of these defects along the

chain that give rise to the strongly non-Arrhenius dynamics associated with Tg.
Glass formation is largely independent of the presence or absence of side groups

and is decoupled from the solvent dynamics. The selective probing of the α-helical
motifs by NMR elucidated the geometry of the respective dynamic processes.

Not surprisingly, the presence of defects in hydrogen-bonded regions also

has consequences on the persistence length of α-helices. Using poly(γ-benzyl-L-
glutamate), PBLG, as an example, it was shown that helices are objects of rather

low persistence in the bulk as well as in concentrated solutions in helicogenic

solvents [183].

Copolypeptides, on the other hand, with their inherent nanometer length scale of

phase separation, provide means of manipulating both the type and persistence

of peptide secondary structures. As examples we refer to the partial annihilation of

α-helical structural defects due to chain stretching, to the induced chain folding of

β-sheets in block copolypeptides with incommensurate dimensions, and to the

destabilization of β-sheets in peptidic blocks having both secondary motifs

[184–186]. These effects should be taken into account when such peptides are

going to be employed in applications such as drug delivery.

Polypeptide star polymers with a large hydrocarbon core were found to

exhibit several unanticipated properties. First, with the aid of a polyphenylene

(see also Sect. 2) core scaffold it was shown that there is a distinct change in the

Fig. 48 Assembly of a lamellar-forming polypeptide–coil diblock copolymer depicting the main

techniques employed in our studies. Small-angle X-ray scattering (SAXS) is employed for the

domain spacing, d. 13C NMR and wide-angle X-ray scattering (WAXS) are employed to identify

the type of the peptide secondary structure (α-helical in the schematic). WAXS is further employed

to specify the lateral self-assembly of α-helices within the polypeptide domain (a hexagonal lattice

is indicated). Dielectric spectroscopy (DS) and site-specific NMR techniques are employed for the

dynamics. Furthermore, the most intense DS process provides the persistence length, lp, of
α-helical segments [181]
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peptide secondary structure from coil/β-sheet conformations to α-helices that is

accompanied by an abrupt increase in the hydrodynamic radii. This change in

secondary structure and its consequences on the diffusion of the conjugates can

be crucial in the efficient design of multiple antigen peptides. Second, the bulk

studies revealed a strong effect of the polyphenylene core on the peptide secondary

motifs that could not be envisaged from their linear analogues. The time-scale and

the amplitude of polypeptide molecular motion could be measured by combining

dielectric spectroscopy with advanced NMR techniques [187].

Proline residues are of exceptional significance in protein conformation and

protein folding because proline is the only amino acid where the nitrogen bears no

amide hydrogen, preventing hydrogen bonding. Furthermore, the bulky pyrrolidine

ring restricts the available conformations. Therefore, polypeptides with proline

residues offer a unique possibility to unravel the interplay between hydrogen bonding

and geometric packing effects. A recent multi-technique study of diblock copolymers

of PBLG and poly(L-proline) (PLP) investigated their hierarchical self-assembly.

Both blocks possess helices stabilized solely either by hydrogen bonds (PBLG) or

by steric hindrance (PLP) and are further packed in two different hexagonal cells. An

intriguing trans–cis conformational change of PLP upon confinement was observed

that mimics the isomerization of isolated proline residues in proteins. These cis-PLP
conformations reside primarily at the PLP–PBLG interface, alleviate the packing

frustration, and permit PBLG and PLP helices to pack with their bulk

properties [188].

4.4 Polymers with Different Building Blocks

Precise 3D nanoscale morphological control of the solid state in the 5–10 nm range

using semiflexible chains is a demanding challenge [189]. The development of

strategies for increasing the intricacy within self-assembled nanostructures outside

of biology or analogous de novo examples is hindered by the ability to predict the

complex competition of intra- and intermolecular interactions at the molecular level.

With this in mind, fluorocarbon units were incorporated into polymers. This offers

ways of combining a low friction coefficient, high rigidity, extremely low surface

energy, hydrophobicity, chemical inertness, and thermal resistance, which make them

Fig. 49 Incompatible

segments, CF2 (yellow),
CH2 (green), and aromatics

(red), can be forced into

proximity by limiting

conformational freedom
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useful for a wide range of applications. Last, but not least, partially fluorinated

compounds provide unique tools for tailoring self-assembly via the fluorophobic

effect. In particular, in systems containing fluorocarbon/hydrocarbon amphiphiles

tethered to coreswith only rotational degrees of freedom, these incompatible segments

can be forced into proximity (Fig. 49). The lack of sufficient conformational

mobility leads to kinetically trapped phases, stabilized by favorable interactions

with neighboring molecules [190, 191]. Here, 13C and 19 F NMR both in solution

and in solid state are especially informative for unraveling the self-organization.

4.5 Interplay of Undirected and Directed Interactions

Rod–coil block copolymers represent an interesting class of diblock copolymers

due to their particular aggregation behavior. The interactions between various

segments and geometric effects are responsible for nanoscale phase separation

and liquid crystallinity. The ability to self-assemble on the nanometer length

scale has promoted these systems for possible applications such as light-emitting

diodes (LEDs) and organic photovoltaics and also for the preparation of nanometer-

scaled architectures. Therefore, rod–coil block copolymers with an oligomeric rod

segment are of particular interest because their aggregation might depend on the

length of the respective building blocks [192, 193]. With this in mind, we have

investigated copolymers built of oligomeric rod blocks of oligo( p-benzamides)

(OPBA) and a poly(ethylene glycol) (PEG) coil (Fig. 50). An interesting feature of

solid OPBAs is their rigidity resulting from packing due to hydrogen bonding and

π–π interactions. Both are noncovalent interactions, and their influence on the

structure of the studied system is not yet fully understood.

Insight into aggregation and local packing of both OPBAs and OPBA-based

rod–coil copolymers can be obtained from advanced high-resolution solid-state

NMR. It was found that longer OPBAs form hydrogen-bonded layered β-sheet-like
aggregates, which are remarkably stable and apparently reflect an equilibrium

structure [194]. This structure is retained after PEG attachment, forming a rod–coil

Fig. 50 Packing of rod–coil copolymers. The rigid rods are held together by intermolecular

hydrogen bonds. The space between the stacks is filled by the PEG side chains adopting a Gaussian

coil-like conformation
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copolymer. At 59�C a transition to a LC phase of the rod–coil copolymer is

observed by DSC. From solid-state NMR studies, this has been ascribed to melting

of the PEG coil, where the aggregates of the OPBA rods are preserved. Because of

the pre-organization in the LC phase, an improvement of the local order is observed

for the OPBA rods in the copolymer.

C3 symmetric benzene-1,3,5-tricarboxamides (BTAs) are known to form helical

supramolecular assemblies with columnar mesophases [195]. The driving forces for

self-organization can vary from system to system despite equivalent, hydrogen-

bonding central building blocks [195]. Solid-state NMR combined with X-ray

scattering, optical spectroscopy, and computer simulation provides insight in the

subtleties of the organization of the moieties [196]. When three bulky side groups,

such as 3,30-diamino-2,20-bipyridines, are attached to BTAs, the self-assembly of

the disk-like molecules is mainly driven by steric interactions between neighboring

molecules, where surprisingly hydrogen bonding along the columns has almost no

influence on the final supramolecular structure. This results in a complicated helical

arrangement with a pitch angle between 13� and 16�, in accord with quantum

chemical calculations. In contrast, in BTAs with short chiral, aliphatic side chains,

the supramolecular organization sensitively depends on the local hydrogen

bonding. Unlike the common symmetric co-planar helical arrangement of

carbonyl-centered BTAs found in supramolecular polymers in gels (Fig. 51a, b),

NH-centered BTAs adopt an asymmetric helical arrangement in the solid

(Fig. 51c, d) [197].

Fig. 51 Helical BTA

stacks: (a, b) CO-centered

and (c, d) N-centered. The

tilted stacking leads to a

splitting of the CH signals

in 1HMAS NMR spectra, as

indicated by the NICS maps

(e, f) [197]
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Supramolecular organization is also able to create tubular molecular structures

[198, 199]. Tube stabilization utilizing strong bonds, e.g., by metal–ligand

interactions or by surfactant-templated synthetic procedures, leads to fixed

structures in the final material. To generate more flexible tubes one can take

advantage of dissipative forces. A recent example is the self-assembly of shape-

persistent low symmetry arylene-ethynylene-butydiynylene macrocycles into

flexible molecular channels, with dissipative forces between aromatic moieties

with different electron affinities [200]. From solid-state NMR experiments

combined with chemical shift calculations it was possible to show that the channels

are indeed empty [197]. The decisive role of the length of the dendritic side chains

was unraveled, as well as the formation of a six-membered ring with weak intra-

molecular contact involving a proton site on an aromatic group of the group and a

flexible ethylene oxide linker of the side group. The formation of a LC phase then

leads to the immediate and controllable formation of self-repairing nanochannels.

These channels have an inner diameter of well over 1 nm in the LC phase. The

channels are further stabilized by a helical arrangement, with a pitch of about 60�

between individual macrocycles as identified from 1H solid-state NMR experiments

and NICS calculations (Fig. 52). Such artificial channels can function as size-

selective or even as molecular-selective pores for chemical sensing or directed

transport of nanosized objects [200, 201].

In addition to the structure of supramolecular objects, the dynamics of the building

blocks themselves or molecules trapped in cages and channels is of great importance

[166, 202]. For instance, the guest dynamics of dimeric capsules of tetratolyl urea

calixarene filled with different aromatic guests such as benzene, fluorobenzene,

and 1,4-difluorobenzene was studied. Upon inclusion, all guest moieties exhibit

Fig. 52 a) Sketch of empty helical stacks formed by shape-persistent macrocycles. b) A pitch

angle of �60� between adjacent macrocycles was determined from 2D double quantum NMR

correlation spectra in agreement with NICS maps. c) Side-chain packing [201]
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complexation-induced chemical shifts varying from 3 to 5 ppm. All guest molecules

undergo distinct motions, ranging from mere C6-rotations of benzene at low

temperatures to rather ill-defined 180� phenyl flips of fluorobenzene. In addition, by

combination of both computed NICS maps and explicit 19F and 2H ab initio chemical

shift calculations by density functional theory, the preferred orientation of the guest

molecules within the host was derived. Although benzene populates the center plane

formed by the stabilizing hydrogen bonds of the urea units, fluorobenzene prefers an

equatorial position. In the case of 1,4-difluorobenzene, an axial position is suggested.

Off-centered orientations towards the “walls” of the host, however, can be safely ruled

out [203].

4.6 Columnar Structures from Discotic Liquid Crystals

The disk-shaped polycyclic aromatic hydrocarbons (PAH) form π-stacks and are

currently of broad scientific interest due to their potential application as conducting

molecular wires [204]. Charge mobility can occur parallel to the stacking axis.

Critical for the charge-carrier properties are disk size, shape, and periphery

[205]. We have studied two such disk-shaped molecules that form molecular

wires in their crystalline and LC phases. We determined the packing and specific

molecular dynamics of the disks, including the intriguing kinetics of self organiza-

tion and self-healing.

The most prominent examples of such molecular π-stacks are based on hexa-peri-
hexabenzocoronenes (HBC) [160, 204]. Here, the kinetics of phase transformation

from the high temperature discotic liquid crystalline mesophase to the crystalline

phase at lower temperatures has been studied in a model dipole-functionalized HBC

derivative. Complementary structural (X-ray diffraction, solid-state NMR) and

dynamic (solid-state NMR, DS) methods were employed. These experiments

revealed long-lived metastability, slow kinetics, as well as an intermediate state

that involves a change in unit cell prior to crystallization. The barrier properties for

the unit cell transformation and crystallization amount to 1 and 2.5 eV, respectively.

Although crystallization bears some similarity to nucleation and growth, the LC to

crystalline transformation is more complex and involves fractional exponents. In

addition, the selective probing of the alkyl chains and disk dynamics by NMR

allowed identifying the role of the latter on inducing crystallization [206].

Among the different discotic liquid crystals, perylenediimide (PDI) derivatives

have received considerable attention, originally because of their industrial applications

as pigments. Efforts to optimize pigment colors resulted in high-grade industrial

applications including automotive coatings [207]. These applications made use of

the high tinctorial strength, light and weather stability, insolubility, and chemical

inertness of PDIs. Other major applications of PDI derivatives are as organic electron-

ics in all-organic photovoltaic solar cells and field-effect transistors. These

applications rely on the high charge carrier mobilities that made PDI the best n-type

semiconductors available to date [208]. Central to these applications of HBCs
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and PDIs is their ability to organize efficiently in different packing motifs and, in

particular, their degree of intra- and intermolecular order. The degree of structural

perfection strongly affects their properties (absorbance, fluorescence, and charge

transport) and results in applications in organic field-effect transistors, light-emitting

diodes, and organic solar cells.

In a systematic investigation of the self-assembly, dynamics, and kinetics of

phase formation of donor–acceptor substituted perylene derivatives, the role of the

strong dipole associated with the diphenylamine-functionalized perylenemo-

noimides molecules was elucidated. The close packing manifested itself in strong

heteronuclear dipolar couplings, which were exploited in solid-state NMR. The

structural investigation revealed that the self-assembly and thermodynamic

properties of perylene derivatives are significantly different from those of the

corresponding HBC compounds. Perylenes, with a small π–π overlap, form a

crystalline phase as well, but the residues do not tilt with respect to the columnar

axis. Because such a tilt is absent in perylenes, the intercolumnar thermal expansion

is always positive, being similar to the intracolumnar thermal expansion. This

constitutes a primary difference between the self-assembly motifs of the crystalline

phase of perylenes and those of the HBCs. The phase formation involves a delicate

balance of short-range interactions and packing. Our results suggest that branched

chains substituted away from bay positions are important as space-filling agents

within the alkyl domains for the formation of the crystalline phase.

The solid-state NMR experiments unraveled the role of intramolecular hydrogen

bonding in stabilizing the crystalline phase as well as the influence of non-hydrogen-

bonded moieties on the twist angle between successive monomers [209].

With respect to the dynamics, both solid-state NMR and DS revealed a relatively

immobile core within the crystalline phase. Perylene derivatives that do not crystal-

lize undergo an isotropic liquid-to-glass transformation at a temperature that was

found to depend on the number of methylene units in the alkyl chains. The phase

transformation kinetics from the high temperature isotropic phase to the crystalline

phase at lower temperatures revealed a long-lived metastable state as a result of the

soft potential. The crystalline phase is formed via nucleation and growth. The

transformation kinetics is controlled by the nucleation barriers. The existence of

slow molecular dynamics and of very slow phase transformation suggests that care

should be taken in establishing the equilibrium phases of discotic liquid crystals.

Fig. 53 Drawing of the PBI columns as revealed from solid-state NMR and computer simulation.

(a) Tetramer motif stacking into columns. (b) Molecular reorganization: One PDI leaves the

columns, flips over, and enters a column again [210]
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Furthermore, these issues could influence the charge carrier mobilities that are

required for applications as photovoltaic solar cells and field-effect transistors [209].

This is indeed the case for perylene bisdiimides (PBI) functionalized with

dendritic goups. These dendronized PBIs self-assemble into a complex helical

column generated from tetramers containing a pair of molecules arranged side-

by-side and another pair in the next stratum of the column, turned upside-down and

rotated around the column axis at an intratetramer angle that is different from that of

the intertetramer angle (Fig. 53). In most cases, the intratetramer stacking distance

in this column is 4.1 Å, while the intertetramer distance is 3.5 Å. The architecture

of this complex helical column, the structure of its 3D periodic array, and its

kinetically controlled self-organization with such a long intrateramer distance are

not ideal for the design of supramolecular structures with high charge carrier

mobility. In fact, the mobility of electrons is only moderate. However, in some

cases heating above 100�C into the LC phase optimizes the packing, resulting in

shorter intertetramer distances and much higher charge mobilities [210], This is

accompanied by substantial narrowing of the 1H NMR lines. Computer simulation

showed that this narrowing of the NMR spectra indicates a complex reorganization

mechanism, where the PBI molecules leave the supramolecular column, flip over,

and reenter a column at a later time (Fig. 53) [210].

4.7 Conclusions

The examples briefly reviewed here demonstrate that the interplay of synthesis,

multi-technique characterization and computer simulation is crucial for the develop-

ment of functional materials based on supramolecular organization of carefully

designed building blocks. Local conformation, intrinsic mobility, incompatibility,

and well-established noncovalent interactions such as hydrogen bonds or π–π
interactions can govern self-assembly in highly specific ways. Moreover, complex

molecular dynamics is relevant for generating stable structures with desired

properties such as high charge carrier mobility. In contrast, ill-defined sample

preparation can lead to partially disordered structures with inferior properties.

Magnetic resonance, both NMR and EPR, can provide unique detailed information

about all these aspects over large ranges in space and time. Therefore, these

techniques play an important role in the generation of functional organic materials.

5 Block Copolymers and Confinement

This section deals with the influence of amphiphilicity on the formation of block

copolymer structures. These block copolymers are either confined in the spherical

shape of a nanodroplet or on a surface. Whereas in the first case, the fundamental

aspects of mesoscospic structure formation are the focus of attention, we concen-

trate in the second case on a specific function, i.e., switchable wettability due to the
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in-chain attachment and self-assembly of a block copolymer on a surface. As a third

example we describe the inverse effect: vesicles formed by block copolymers and

dispersed in aqueous medium confine quantum dots in the hydrophobic interior of

the lamellae.

5.1 Diblock Copolymers Confined in Miniemulsion Droplets

As a first example, we consider block copolymers confined in droplets as obtained

by the miniemulsion process. It is well known that block copolymers self-assemble

into periodic nanostructures such as lamellae, hexagonally coordinated cylinders,

cubic lattices of spheres, and the gyroid morphology [189, 211]. This phase

behavior can be adjusted by different parameters such as temperature or the

chemical composition [212, 213]. Block copolymers have been investigated

extensively in bulk. The influence of a 2D or 3D confinement on the sub-100-nm

scale has, however, only been examined in a limited way. In the 2D confinement of

a film, a deviation of the lamellar thickness from the value of the bulk material is

induced [214]. By confining a block copolymer in a porous silica matrix, both

cylindrical and lamellar structures were observed [215]. Electrospinning and

subsequent annealing of the obtained fibers also lead to cylindrical structures

[216]. Onion-like block copolymer morphologies were obtained in spherical

particles using spray coating [217]. Using emulsion techniques and subsequent

solvent evaporation techniques, onion-like particles from poly(styrene-b-isoprene)
and poly(styrene-b-methyl methacrylate) (PS-b-PMMA) were created

[218]. Lamellar, hexagonal, and bicontinuous phases in nanoparticles could be

realized with a triblock copolymer [219].

Nanoparticles consisting of different molecular weight PS-b-PMMA copolymers

and nanocapsules made of the same copolymers, but additionally with hexadecane as

liquid core material, were prepared by using a combined miniemulsion and solvent

evaporation technique [220]. The morphology of block copolymer assemblies was

investigated in dependence of the nanoconfinement. We introduced two

nanoconfinement parameters: the diameter D of the droplet throughout the synthesis

and the shell thickness δ of the nanocapsules with a liquid as core. D was controlled

by varying the concentration of the surfactant in the miniemulsion, while δ was

controlled by the ratio of hexadecane to copolymer.

For the investigation of the influence of the molecular weight of the polymer on

the morphology of the block copolymer, we used PS76-b-PMMA79 and PS838-b-
PMMA945, where the numbers correspond to the average numbers of units of

styrene and methylmethacrylate [221].

For the formation of solid copolymer nanoparticles without a liquid core, PS-b-
PMMA was used as a model system. In order to be able to form nanoparticles, the

block copolymer was dissolved in chloroform and the solution was miniemulsified

in water by adding the SDS. In this case, homogeneous droplets were formed. After

evaporation of the chloroform, nanoparticles consisting entirely of block copolymer
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were obtained. Phase separation of the block copolymer took place during solvent

evaporation.

Nanocapsules consisting of the block copolymer as shell and with a liquid as

core could be obtained by adding hexadecane, which is a nonsolvent for the

copolymer. The block copolymer was dissolved in a mixture of chloroform and

hexadecane. During evaporation of the chloroform there is a phase separation of the

block copolymer and the hexadecane, and a microphase separation of the block

copolymer itself. For the successful formation of nanocapsules, the interfacial

tensions for the polymer/water and water/hexadecane interfaces are important.

The presence of the surfactant SDS influences nanocapsule formation in two

ways: With increasing SDS concentration, the nanocapsules become smaller. At the

same time, with decreasing size of the nanocapsule, the coverage of the nanoobjects

(before evaporation of the solvent, the nanodroplets; after the evaporation, the

nanoparticles or nanocapsules) by SDS increases, leading to a decrease in the

interfacial tension of droplet/water and copolymer/water. The interfacial tension

between copolymer and water (�0.035 N/m) without surfactant is considerably

smaller than the interfacial tension between hexadecane and water (� 0.054 N/m).

Thus, in the case of a low concentration of SDS and subsequent coverage of the

nanoobjects by SDS, the interfacial tension of the copolymer/water interface is

lower than that of the hexadecane/water interface; therefore as the thermodynami-

cally most stable structure, nanocapsules are expected to be formed (Fig. 54a).

In the case that the concentration of SDS is high enough to give full coverage of

the interfaces with surfactant, there are similar interfacial tensions for the polymer/

water and hexadecane/water interfaces and Janus-like particles consisting of PS-b-
PMMA and liquid hexadecane are formed in the aqueous phase. After drying (and

therefore complete removal of the liquid hexadecane), a half-spherical morphology

is obtained as verified by electron microscopy (Fig. 54b). Please note that in this

case, the copolymer is seen as one phase.

The size of the nanoparticles and nanocapsules can be controlled by varying the

amount of SDS in the miniemulsion process. For solid nanoparticles using the block

copolymer PS838-b-PMMA945 without hexadecane, the diameter decreases with

Fig. 54 TEM micrographs of nanobjects made of PS838-b-PMMA945 and hexadecane (ratio 1:1)

with increasing amount of SDS. Their morphology changes from (a) nanocapsule (low coverage of

SDS, 0.67 wt%) to (b) a Janus-like structure (high coverage of SDS 3.33 wt%). The insets
represent the morphology in aqueous phase with the copolymer (black) and hexadecane (red);
the latter is evaporated in the electron microscope and therefore not visible on the TEM micro-

graph [221]. Reproduced by permission of The Royal Society of Chemistry
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increasing amount of surfactant (0.17–3.33 wt% compared to the dispersed phase)

from about 250 nm down to 80 nm. For the nanocapsules with the same block

copolymer, but additionally with hexadecane, the diameter of the nanocapsules was

in the range of 470 nm (for the lowest amount of surfactant of 0.17 wt%) down to

200 nm (with a high concentration of SDS of 3.33 wt%). For the lower molecular

weight block copolymer PS76-b-PMMA79, a decrease of the diameter from about

260 to 100 nm upon the same increase in SDS was observed. Since the diameter of

the droplet determines the size of the particle or capsule obtained after solvent

evaporation, the particle diameter is directly related to the amount of surfactant. For

PS838-b-PMMA945, the average wall thickness varies between 68 and 20 nm and for

PS76-b-PMMA79 between 36 and 12 nm (Fig. 55). A thinner shell leads to unstable

capsules that easily collapse. The theoretical wall thickness is in good agreement

with the observed wall thicknesses.

After having evaluated the structure of the nanoobjects and considering the

copolymer as one phase, the microphase structure of the copolymer within the

nanoparticles and nanocapsules can be elucidated. The theoretical lamellar thickness

L0 of PS-b-PMMA can be calculated for PS76-b-PMMA79 to be 13.1 nm and for

PS838-b-PMMA945 to be 64.4 nm. For PS76-b-PMMA79, the product χN having a

value of 6.5 is in the weak segregation limit. Therefore, no well-defined lamellar

structures were expected for the low molecular weight PS76-b-PMMA79. In contrast,

for high molecular weight PS838-b-PMMA945, the product χN equals 71 and the

polymer is located in the strong segregation limit. A lamellar morphology is

expected. When confined to spherical nanoparticles, this corresponds to an onion-

like morphology. In cross-section cuts of stained particles in an epoxy matrix, this

onion-like structure was indeed observed (Fig. 56e, f) using no hexadecane and low

surfactant concentration. The lamellar thickness was 60 nm, in good agreement

with the theoretical value of 64.4 nm. Because PMMA possesses a slightly lower

interfacial tension with water than PS, it is expected that PMMA forms the outer

layer. The XPS survey spectra revealed, as expected, only the elements carbon and

oxygen. In addition, sulfur was found, but in low concentrations of less than

0.4 atomic %. High-resolution scans over carbon and oxygen were performed to

determine the experimental oxygen/carbon ratio from which the molar PMMA

Fig. 55 TEMmicrographs of capsules consisting of PS838-b-PMMA945 with increasing amount of

hexadecane to copolymer: (a) 0%, (b) 40%, and (c) 80%. The SDS concentration was constant at

0.67 wt% compared to the dispersed phase. The capsules become more unstable as the wall

thickness decreases with increasing amount of hexadecane [221]. Reproduced by permission of

The Royal Society of Chemistry
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surface concentration can be determined. For the onion-like particles, the surface

consists of 87.1% PMMA.

For nanoparticle diameters below ~60 nm (higher surfactant concentrations),

e.g., below the theoretical layer thickness, Janus-like particles were observed

(Fig. 56g). Particles with slightly larger diameters showed a core–shell structure,

and a further small increase in diameter yielded an onion-like morphology

(Fig. 56h). Because these particles are small enough to be sufficiently transparent

to electrons they could be directly deposited onto a carbon support for TEM.

Embedding in an epoxy matrix and thin sectioning was not needed. Therefore,

the contrast is high enough to distinguish PS, PMMA, and the surrounding area.

In agreement with the XPS results on larger particles, PMMA is located on the

outside for both core–shell and onion-like morphologies.

As for the Janus-like particles, the entropic penalty for bending the block

copolymer domains is higher than the penalty for creating an interface of the PS

domain with water. However, a slight increase in the diameter is sufficient for

turning the Janus-like particles into core–shell particles. Core–shell particles suffer

from a higher entropic penalty due the bending of the lamellae but gain interfacial

energy because the PS domain is not exposed to water. The results indicate that

D � L0 represents the turning point for the conflicting energy contributions. Half-

Fig. 56 Final structure of nanoparticles (without hexadecane) and nanocapsules (with

hexadecane) obtained with PS838-b-PMMA945 after evaporation of hexadecane. The copolymer

is in the strong segregation limit; PS (blue), PMMA (yellow). (a, b) Nanocapsules with

hexadecane and low surfactant concentration show an onion-like morphology in cross-section

cuts. (c, d) With hexadecane and high surfactant concentration, an onion-like structure is obtained

at the geometrical center of the original Janus-like nanoparticle of hexadecane and polymer. In the

outer regions, a bent structure is observed, which we attribute to volume conservation effects. (e, f)

Without hexadecane and at low surfactant concentration, TEM micrographs show a lamellar

structure in cross-sections of both large and small nanoparticles with good agreement between

measured and theoretical layer thickness. (g) For higher concentrations of surfactant and therefore

smaller nanoparticles, Janus-like block copolymer nanoparticles are obtained with diameters

below the theoretical layer thickness. (h) For slightly larger nanoparticles, core–shell and onion-

like morphologies form. Figure modified from [221]. Reproduced by permission of The Royal

Society of Chemistry
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spherical particles obtained from Janus-like particles of polymer and hexadecane

showed an onion-like morphology at the center of the particle, whereas the outside

of the particle consisted of bent lamellae.

Nanocapsules made of high molecular weight PS838-b-PMMA945 and

hexadecane show an onion-like morphology (Fig. 55a, b). The PMMA located on

the outside of the capsules is not visible in the cross-section cuts, but XPS

measurements confirm that the surface is mainly PMMA (94.8%). Due to the

elongation of the capsules during the cutting process, the exact layer thickness is

difficult to estimate. However, it still corresponds well to the theoretical layer

thickness of about 60 nm but no clear conclusion can be drawn about whether

there is an increase in the lamellar thickness of the copolymer due to the strong

double confinement in the shell.

At higher concentrations of SDS and in the presence of hexadecane, an onion-

like morphology was observed at the center of the nanoparticle, whereas the outside

of the nanoparticle consisted of bent lamellae (Fig. 56c, d). We attribute this to a

conservation of volume of the two polymer blocks: the volume can be conserved

quite easily by a slight change in lamellar thickness in the outer regions of the

nanoparticle, resulting in bent lamellae. In the center of the nanoparticle, the degree

Fig. 57 Nanocapsules of PS76-b-PMMA79 (weak segregation limit) show a structured surface in

SEM and TEM images. In both cases, the small patches consist of PS, since it appears bright in the

SEM and dark in the TEM. The patchy structure is also visible in TEM micrographs of stained

cross-sections of (a) nanocapsules and (b) half-spherical nanoparticles and in (c) SEM and

(d) TEM micrographs of nanoparticles consisting of PS76-b-PMMA79, indicating that it is not

only a surface phenomenon [221]. Reproduced by permission of The Royal Society of Chemistry
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of curvature of the block layers is much higher; therefore the layers adopt an onion-

like morphology to conserve the total volume.

In the case of nanocapsules consisting of low molecular weight PS76-b-
PMMA79, patchy structures were observed in SEM and TEM (Fig. 57). In SEM,

these patches with a diameter of 15 nm appear bright whereas they appear dark in

TEM. The patchy structure is due to the weak phase separation characteristic for

values of 10.5 > χN > 6. The same patchy structures were also observed on the

nanoparticles made of low molecular weight PS-b-PMMA. XPS measurements on

nanoparticles and nanocapsules made of low molecular weight PS-b-PMMA show

that both PS and PMMA are located on the surface. PMMA constitutes the main

part (74.8% on nanocapsules and 77.7% on nanoparticles), which is probably due to

the higher polarity of the PMMA. From the XPS measurements it can be deduced

that the surface of the PS76-b-PMMA79 nanoparticles contains slightly more

PMMA than PS76-b-PMMA79 nanocapsules does, whereas more PMMA is

observed on nanocapsules than on nanoparticles for P(S838-b-MMA945). Patchy

structures were not only observed on the surface of the nanoparticles and

nanocapsules, but also on the inside (Fig. 57). The images show that there is no

well-defined lamellar structure as observed in nanoparticles and nanocapsules made

of high molecular weight PS-b-PMMA. There is an irregular sequence of brighter

and darker domains, which can be assigned to PMMA and PS, respectively.

Nanoparticles, half-spherical nanoparticles, and nanocapsules show this structure.

Roughly, the size of these domains can be determined to be between 10 and 20 nm.

They exhibit approximately the same size as the patches observed on the surface of

the nanoparticles and nanocapsules with SEM and TEM. In the case of the

nanocapsules, cross-sections were prepared. Therefore, the patches outside of

the nanocapsules are due to cuts apart from the equator of the capsules through

the capsular wall.

The examples show the influence of the confinement on polymers. Nanoparticles

and nanocapsules of PS-b-PMMA with different molecular weights were prepared.

Their morphology could be precisely tuned by changing the amount of surfactant

and hexadecane in double confinement. Also, the wall thickness of the capsules

could be controlled by the amount of hexadecane employed during formation using

a miniemulsion process with subsequent solvent evaporation.

In order to better understand the experimentally observed microphase separation

of block copolymers in confinement, it is instructive to consider an even simpler

system theoretically. Therefore, we consider a mixture of 50% A and 50% B

monomers in spherical confinement. The resulting structures depend on the interfa-

cial tensions between the two species and the respective tensions between the

monomers and the wall. One would expect a Janus-type structure, as observed

in simulations of simple binary mixtures [222, 223], if the tensions towards the

confining wall are equal (resulting in a contact angle of 90� according to Young’s

equation). Alternatively, core–shell structures emerge if one type of particle is

strongly preferred and wets the wall. Sickle-like structures arise for finite contact

angles of less than 90�.
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The same basic structures can be expected in melts that consist of 50% A and

50% B homopolymers (Fig. 58a) or even AB diblock copolymers (Fig. 58b). The

situation changes somewhat for AB diblocks if the typical length of the polymer

(as, e.g., expressed by its radius of gyration) is much smaller than the radius of the

confining sphere. Now, the system is essentially forced to form additional interfaces

as it can, e.g., no longer form a core–shell structure due to spatial constraints.

Consequently, additional layers and onion-like structures emerge (Fig. 58c).

Finally, we would like to give a short outlook on the structure of a single

homopolymer chain confined to a very small miniemulsion droplet. Advanced

Monte Carlo methods [224] were applied to a simple coarse-grained model of

polystyrene in spherical confinement [225]. The polymer chain becomes highly

knotted once the confining droplet shrinks (e.g., by evaporation of the solvent)

beyond the typical size of the polymer (in good solvent conditions)

[225–227]. These simulations may hence lead the way to the synthesis of knotted

and unknotted ring polymers in extremely small miniemulsion droplets when the

termini of the polymer are chemically linked.

5.2 Junction-Point Reactive Block Copolymers
for Surface Modification

Extending the concept of confining block copolymers at interfaces, we describe the

synthesis and surface properties of a special type of diblock copolymer. These

amphiphilic block copolymers are covalently attached to a surface as a consequence

of a reactive moiety at the junction point of the two incompatible blocks. This block

Fig. 58 Mean-field density profiles obtained from self-consistent field theory simulations. A- versus

B-rich domains are displayed for a blend of A- and B-homopolymers (a) and for AB-diblock-

copolymer melts (b, c). In each case, all A-, and B-blocks contain equal numbers of monomers. Here,

spherical confinement is implemented by blending either A- and B-homopolymers (a), or

AB-diblock-copolymers (b, c) with C-homopolymers. The C-homopolymers act as a very bad

solvent, thus enforcing the formation of A-, and B-rich spherical domains. In this case, the geometry

of the confined polymer phases is studied in two dimensions. Whether Janus (a), core–shell (b), or

onion (c) particles form depends on the number of monomers per block, and the interactions between

different monomer species. From (a) to (c), the length of A-, and B-sequences steadily decreases; the

sequences in (a) are roughly four times as long as in (b), and are about 15 times as long as in (c). To

form Janus particles, the A–C versus B–C interactions need to be equal. To form layered structures,

there has to be a significant difference
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copolymer topology results in a homogeneous, ultrathin polymer film that

introduces the possibility to switch the surface polarity thermally or by contact

with a solvent. The synthetic route described here for junction-point reactive block

copolymers is of a general nature. The resulting materials can be used for tailoring

of the surface wettability of a variety of flat surfaces and curved surfaces such

nanoparticles. An important feature of this approach is that attachment to the

interface is the final step of the approach, permitting the tailoring of the block

copolymer structure in homogeneous solution prior to the final surface attachment,

in pronounced contrast to established “grafting from” routes.

Ultrathin polymer films capable of stimuli-responsive wetting are particularly

interesting because they permit reversible switching in surface properties from

hydrophilic to hydrophobic and thus offer potential applications in the field of self-

cleaning [228], “smart” coatings [229, 230] and also for microfluidic devices [231].

Y-shaped polymer brushes consisting of two incompatible polymer chains that are

covalently linked to the surface with an in-chain anchor group have only been the

subject of a few studies. The main advantage of these structures is the homogenous

distribution of both incompatible polymer chains over the surface, due to the

suppression of segregation processes. In the few reported approaches, these

Y-shaped polymer brushes have been obtained by grafting-from [232] (attachment

of a difunctional initiator to the substrate) or grafting-to [233] (grafting via junction-

point functionalized block copolymers) strategies. Theoretical studies were carried

out by Zhulina and Balazs [234]. Tsukruk and coworkers used carboxy-terminated PS

and poly(tert-butyl acrylate) attached to 3,5-dihydroxybenzoic acid as an AB2

anchoring moiety [233, 235]. Wang et al. presented a hydrosilylation grafting-to

process to link block copolymers to silicon surfaces via a Si–H junction point [236]

To synthesize junction-point reactive block copolymers we combined carbanionic

and oxyanionic polymerization with new bifunctional termination strategies based on

tailored epoxide building units. As a precondition for the junction-point reactive block

copolymers, a semicontinuous strategy for the rapid preparation of multihydroxyl

functional polystyrenes has been established. It relies on the high stability of the

acetal-protecting groups of the respective protected glycidyl ethers towards strong

bases [237a]. The synthesis is carried out in a continuously operating microstructured

reaction device for living carbanionic polymerization. The reaction is terminated with

specifically tailored glycidyl ethers, followed by deprotection of the introduced end

group moieties. Based on the termination with functional epoxide derivatives, a series

of block copolymers bearing a single in-chain amino functionality was synthesized via

anionic polymerization of styrene and ethylene oxide [237b]. By means of both a

conventional and a continuous setup, living polystyrene was quantitatively

end-functionalized with an oxirane (DBAG, dibenzyl-aminoglycidol; Fig. 59) prior

to the polymerization of the PEO segment. The in-chain amine was conjugated with a

fluorescent dye, evidencing full junction-point functionalization (Fig. 59).

As a consequence of this work, a general strategy for the synthesis of reversibly

stimuli-responsive Y-shaped polymer brushes and their surface attachment has been

developed (Fig. 60) [237c]. The preparation of the respective junction-point reactive

block copolymers relies on a combination of carbanionic and oxyanionic
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polymerization techniques. Allyl glycidyl ether (AGE) was utilized as an

end-capping reagent for the anionic polymerization of polystyrene, achieving quanti-

tative end-functionalization, as demonstrated by MALDI-TOF mass spectroscopy. In

the next step, PS-(AGE) was used as a macroinitiator for the anionic ring-opening

polymerization of ethylene oxide to afford amphiphilic PS-(AGE)-PEO block

copolymers with different block ratios in the range of 6–24 kg/mol. The

triethoxysilane (TEOS) anchor group for chemical grafting to silicon surfaces was

introduced by hydrosilylation of PS-(AGE)-PEO leading to PS-(TEOS)-PEO

(Fig. 60).

X-ray reflectivity measurements confirmed that after self-assembly and reaction

of the alkoxysilyl group with the silicon oxide a 1–3 nm thick polymer layer had

attached to the surface. One important issue was to clarify, whether the junction-

point functional polymer was attached to the silicon surface by covalent bonds

formed by the TEOS functionality, or by mere noncovalent adsorption of the

PS chains at the surface. To shed light on this issue, we carried out additional

deposition experiments using the allyl-functional block copolymer PS-(AGE)-PEO

instead of the reactive PS-(TEOS)-PEO. X-ray reflectivity results for PS-(TEOS)-

Fig. 59 Synthetic strategy for in-chain amino-functionalized, amphiphilic block copolymers with

polystyrene and poly(ethylene glycol) blocks [PS-(NH2)-b-PEO] via termination of the

carbanionic polymerization with a benzyl-protected aminoglycidol unit (DBAG) [237b]. Numbers

1-5 refer to the compounds in the original article [237]
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PEO@Siwafer (Fig. 61a, top) showed a fringe, whereas on PS-(AGE)-PEO@Siwafer
(Fig. 61a, bottom) no fringe was detected. This confirms that layers with the TEOS

anchor group could not be rinsed away by solvents as a consequence of their

covalent attachment. Without TEOS, the polymer only physisorbs and can be

washed away. In addition, AFM images have been recorded (Fig. 62). Fully

covered, smooth surfaces on the nanometer scale were observed. The evenly

distributed hydrophilic and hydrophobic polymer chains result in a homogenous

thin polymer film without any visible microphase segregation, unlike conventional

mixed brushes.

Figure 61b presents images showing the contact angle and the proposed chain

alignments upon thermal treatment of the surface-confined diblock copolymers.

The PS chain flexibility is increased during the tempering process, and the PEO

Fig. 60 Scheme of synthesis of the junction-point reactive block copolymer PS-TEOS-PEO on a

silicon wafer. AGE allyl glycidyl ether, TEOS triethoxysilane, TEA triethylamine, K+Np� potas-

sium naphthalide (see text for details) [237c]
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chains are able to segregate on the hydrophilic substrate. This tempering results in a

stratification of the polymer film, with PS on the topmost layer and with a PEO layer

segregated on the silicon surface as indicated by the water contact angles of 84–88�.
An analogous preference for PS over PEO towards the free surface was observed

for PS-PEO diblock copolymers [240]. This is caused by the lower surface tension

Fig. 61 (a) X-ray reflectivity of silicon surfaces after grafting-to process with PS27-(TEOS)-

PEO261 (top) and PS27-(AGE)-PEO261 (bottom). A fringe could only be observed in the case of

block copolymers functionalized with TEOS. (b) Sessile water drop on silicon surface after

grafting-to process with PS27-(TEOS)-PEO261, after tempering and treatment with DMF under

reflux. A contact angle change of 20� was observed. The scheme shows PS (red) and PEO (blue)
chain alignment upon thermal treatment [237c]

Fig. 62 AFM (a) phase and (b) height (total z range 1.7 nm) images of surface covered with

surface-confined junction-point reactive block copolymer PS-(TEOS)-PEO
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of PS of 36 mN/m rather than 44 mN/m for PEO. Reversible switching of surface

properties was realized by repeated solvent treatment. DMF turned out to be a

suitable polar solvent, which may be related to its high boiling point of 153�C,
roughly 50�C above the Tg of PS. The samples were deposited in DMF under reflux

and subsequent contact angle measurements showed a decreased contact angle of

68�, indicating a regression of the mixed polymer brushes at the topmost layer,

similar to the initial state.

In summary, the surface wetting shows reversible stimuli-responsive behavior

when applying external stimuli (e.g., temperature and solvent), as observed via

contact angle measurements. A contact angle shift of up to 23� from 61� to 84� and
vice versa was observed after heating and DMF treatment, respectively (Fig. 61b).

The role of the pre-organization of the amphiphilic block copolymers in solution

prior to the surface attachment, the potential of the materials with respect to achiev-

able film thicknesses, and larger contact angle changes to switch wettability are

further intriguing issues based on the structural principle of amphiphilic junction-

point reactive block copolymers. In addition, hydrolytic crosslinking of the TEOS

moieties in organized solution structures, such as block copolymer vesicles

(cf. Sect. 5.3) at the interface may be employed to stabilize “polymersome”-type

assemblies. At present, the concept of junction-point reactive block copolymers is

extended to other amphiphilic block copolymers with potential use for self-cleaning,

anti-fouling, and friction-reducing ultrathin polymer layers.

5.3 Nanoparticles Confined in a Polymersome Shell Layer

Amphiphilic block copolymers self-assemble in selective solvents such as water.

Depending on parameters like overall average molecular weight, volume fraction of

each block, or effective interaction energy between monomers in the blocks, vesicles

with a bilayer shell and a solvent interior volume similar to liposomes are formed.

They are often called polymersomes [241]. Such polymersomes in aqueous media

have attracted increasing interest due to their enhanced stability compared to classical

liposomes and due to the potential to control vesicle properties like bilayer thickness,

permeability, or surface functionalities by appropriate chemical copolymer

adjustment [242].

The block copolymer polybutadiene-block-poly(ethylene oxide) (PB-b-PEO) is
frequently studied because it offers several advantages [243–246]. For example, the

PEO that forms the outer part of the assembled structures in water is generally

regarded as biocompatible [247, 248]. Furthermore, depending on the PB block

length, the assembled polymersomes can exhibit a thicker hydrophobic membrane

core and therefore higher stability compared to liposomes [249]. Additionally, this

copolymer features the possibility to crosslink the PB part and thereby stabilize the

assembled structure [250–252].

Amphiphilic block copolymers have been suggested as drug carriers. The

concept of drug delivery is based on successful encapsulation of substrates with
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different solubility parameters. Micellar structures are favored in the case of

hydrophobic substrates solubilized within the hydrophobic core of the micelle

[253, 254]. Hydrophilic substrates are typically encapsulated by solubilization

within the water-filled cavity of liposomes or vesicles. Several block copolymers

have been used, including PB-b-PEO [255, 256]. The hydrophobic encapsulation

into the vesicle shell of various polymers has been reported recently [257–263], but

most of these works address the interface by simply utilizing the amphiphilic

substrate itself [264–266]. However, it has not yet been possible to verify the full

hydrophobic nature of the encapsulation, especially in the case of colloidal

substrates.

Considering potential pharmaceutical applications, encapsulation of different

substrates at the same time is demanded but is also a scientific challenge [267]. The

polymersome system presented here offers the possibility for encapsulation of both

hydrophilic and hydrophobic substances at the very same time in the very same

polymersome. Potential loading systems are typically limited by the lack of suitable

characterization methods. We utilized fluorescence correlation spectroscopy (FCS)

in combination with cryogenic TEM imaging and DLS to characterize hydrophobic

loading.

In order to understand the influence of different molecular parameters on

structure formation and stability, we report on the directed encapsulation of two

hydrophobic model substrates inside the polymersome shell. The system both

complies with requirements like water insolubility and has sufficient fluorescence

intensity for monitoring. Fluorescent CdSe/CdS/ZnS core–shell quantum dots

(QDs), which carry hydrophobic surface ligands, serve as a model substrate of

the nanosize regime (core size approximately 6 nm). Nile Red, a lipophilic fluores-

cent dye, represents the molecular size regime [268–270].

Polymersome dispersions were produced following two different routes, the

cosolvent method and the rehydration method:

• In the cosolvent method, small polymersomes with a narrow size distribution

were obtained starting with a copolymer solution in THF and dropwise addition

of water. Controlled by a syringe pump, the dropping velocity of water addition

was set to 9.9 mL/h. At approximately 30 wt% THF, the addition of water was

stopped and the THF evaporated over 2–3 days. Standard final polymer concen-

tration was around 1 g/L in water. The samples were filtered through 0.45-μm
filters before proceeding. Nile Red loading of those polymersomes was achieved

by the addition of dye to the starting copolymer/THF solution with different

dye/copolymer weight ratios. Further treatment was done the same way.

• Employing the rehydration method, huge polymersomes with broad size

distribution were obtained starting with a copolymer solution in THF or chloro-

form and creating a film in a Teflon vessel. After film drying at 50�C under

vacuum, water was added. Film rehydration was supported by intense ultrasonic

use and an elevated temperature of 50�C. The dispersions were filtered through

5 μm filters before proceeding. For DLS and FCS, additional filtration through

0.45-μm filters was used to remove dust and larger structures. QD loading of
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polymersomes was achieved by the addition of QDs to the starting copolymer/

chloroform solution at a QD/copolymer weight ratio of 1/2.8, corresponding to a

molar ratio of 1/600. To load polymersomes with Nile Red, the dye was added to

the starting copolymer/THF solution at a dye/copolymer weight ratio of 1/20.

The rehydration procedure was performed as described above.

In order to study the potential influence of the surrounding polarity on the optical

properties of an encapsulated hydrophobic dye, the hydrophobic dye Nile Red was

employed to load vesicles via the “cosolvent method” starting from a solution of

PB-b-PEO copolymer and Nile Red in THF and dropwise water addition as

described above. This leads to homogeneously colored polymersome solutions

with average hydrodynamic radii in the range of 40–50 nm. Typically, 500–550

dye molecules are taken up per vesicle, as determined from absorption spectra after

calibration with Nile Red solutions in polybutadiene. This corresponds to an uptake

of 3 mg of Nile Red per 1 g of copolymer. Blank polymersome samples without

Nile Red were prepared the same way. DLS measurements showed no differences

in size or size distribution of the polymersomes with or without Nile Red.

Cryogenic TEM images proved the vesicular structure for both cases. Analogous

to the Nile Red-loaded polymersomes, blind samples with no copolymer or with

just PEO polymer with molecular weight of approximately 3,500 g/mol were

prepared. Figure 63 shows absorption and emission spectra for the samples.

For λ < 500 nm, the polymersome samples scatter light increasingly with

decreasing wavelengths due to their particle size (see blank polymersome sample).

The two blind samples with no copolymer or just PEO show no absorption or

emission signal, respectively, thereby indicating no Nile Red uptake. In none of the

samples could a fluorescence band at λmax ¼ 660 nm originating from NR in

aqueous environment be found [272]. The emission maximum of Nile Red in the

vesicle is very close to the value found for Nile Red in a PB film (Fig. 63b),

indicating its incorporation into the PB shell. As suggested by comparison with the

Nile Red emission in THF, the increased emission intensity in the polymersome at

around 600 nm might be attributed to traces of THF remaining in the hydrophobic

shell from preparation. More likely are contributions of Nile Red molecules located

close to the hydrophobic–hydrophilic interface.

Fig. 63 (a) Absorption and (b) emission spectra of Nile Red in THF (squares), Nile Red-loaded
polymersomes (circles), blank polymersomes (dashed line), blind samples with no copolymer

(dark gray dots), blind samples with just PEO polymer with molecular weight of approximately

3,500 g/mol (light gray dots), and Nile Red in polybutadiene (black dots). From [269]
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For further investigations, starting from a dried copolymer and Nile Red film as

described above, Nile Red-loaded polymersomes were prepared via the rehydration

method. This method leads to vesicles with very broad size distribution and

diameters ranging from 60 up to 3 μm. We imaged the fluorescently labeled

polymersomes by fluorescence microscopy. Figure 64a shows the image of a Nile

Red-loaded polymersome with a size of about 3 μm. The high fluorescence intensity

at the outer shell supports the model of hydrophobic loading into the polymersome

shell and the unloaded, water-filled core. The exact position inside the inner

membrane core of the shell or at the hydrophobic–hydrophilic interface cannot be

determined here.

Polymersomes with diameters smaller than 2 μm appear as nearly homogeneously

fluorescing spots due to resolution limits of the microscope. Cryogenic TEM imaging

of the very same solution showed vesicles over the full size distribution (Fig. 64b).

In cryogenic TEM imaging, vitrified water films are typically 100–200 nm thick.

Huge polymersomes with diameters of several micrometers lie only partly in those

films and can therefore distort from their spherical shape in solution, as obvious in

Fig. 64b.

Fig. 64 (a) Fluorescence microscopy image of Nile Red-loaded polymersome in aqueous solution

and (b) cryogenic TEM image of the same solution with its broad size distribution (arrows mark

huge and small polymersomes). From [269]
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Fig. 65 Absorption (left) and emission (right) spectra of QD-loaded polymersomes: QD-loaded

vesicles via rehydration method (black line), QDs in chloroform (dark grey line), and blank

polymersome solution (light grey line)
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The encapsulation of a larger hydrophobic model substrate was successfully

realized utilizing highly fluorescent QDs. The enclosing of these nanoparticles inside

the PB-b-PEO polymersomes was performed only via the film rehydration procedure

because the preferred dispersant of QDs, chloroform, is immiscible with water and

therefore not suitable for the cosolvent method. The rehydration procedure for QDs

was done analogously to that for the Nile Red samples. Afterwards, filtration through

0.45-μm filters ensured a smaller vesicle size regime, which is important for further

characterization. Absorption and emission spectra indicated the presence of QDs in

the vesicle solution after filtration (Fig. 65).

The quantification of QD load in the polymersomes has not yet been possible

because the rehydration method never led to a complete solution of material and the

QD absorption peak is drowned in the high scattering background of those huge and

broadly distributed polymersomes. Furthermore, exact reference concentrations are

difficult to determine for core–shell QD solutions.

Cryogenic TEM images of hydrophobically stabilized QD-containing

polymersome samples are shown in Fig. 66. The PB-b-PEO copolymer exhibits a

low scattering contrast compared to the QDs, enabling the QDs to be clearly seen as

dark spots inside the vesicle structure. The TEM image represents a projection of

the 3D loaded vesicle (as it is frozen in the water film) into the 2D imaging plane.

Those QDs appearing in the inner core due to the projection are therefore also

enclosed in the polymersome shell (Fig. 66c). Appropriate sample tilt during

imaging reveals the QD position in the middle of the polymersome shell

(Fig. 66b), between the two polybutadiene layers, introducing a curvature into the

assembled shell. This QD/PB-b-PEO system is an example of hydrophobic

polymersome shell loading. The phenomenon of bending around the guest particle

is currently under investigation as a function of membrane thickness and

incorporated nanoparticle diameter. A comparable mechanism has been observed

experimentally and theoretically for the incorporation of colloids into block

copolymers in the bulk [273–275].

Fig. 66 (a, b) Cryogenic TEM images of QD-loaded vesicles (prepared via rehydration method)

in aqueous solution. (c) Schematic of TEM scattering intensity versus lateral extension. From

[269]
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As cryogenic TEM imaging does not necessarily represent the entire sample,

FCS measurements (data not shown) were performed additionally for measuring

diffusion coefficients of fluorescent particles [271, 276–280]. Light scattering

yields a hydrodynamic radius of Rh ¼ 67 nm, which describes the average of the

whole sample content. Nevertheless, the result is in good agreement with FCS,

which yields Rh ¼ 62 nm detecting only the fluorescent sample content (in our case

the loaded polymersomes). Both results are comparable to those observed with

cryogenic TEM; two examples are shown in Fig. 66a, b. The agreement of DLS and

FCS results shows that Nile Red and QDs were successfully incorporated into the

hydrophobic part of the polymersomes.

In conclusion, the hydrophobic shell of PB-b-PEO polymersomes was successfully

loaded with the fluorescent dye Nile Red and highly fluorescent QDs as hydrophobic

model substrates. FCS showed that fluorescing signals belong to the diffusion

of fluorescently loaded vesicles only, demonstrating that no other aggregation or

structure stabilization occurred. Cryogenic TEM and fluorescence microscopy

imaging confirmed that the hydrophobic substrates were enclosed inside the hydro-

phobic polymersome shell. In the case of the QD-loaded polymersomes, it has been

possible by cryogenic TEM imaging to prove that the QD are located in between

the two hydrophobic PB layers of the shell bilayer, introducing curvature of the

copolymer layers around the guest particles. The combination of independentmethods

of characterization made it possible to successfully investigate the localization of the

hydrophobic substrates within the hydrophobic shell of the polymersomes. Further

experiments with differently sized nanoparticles will determine the limits for particle

enclosing and confinement inside the shell, revealing how far the double-layer can

curve before different structural assemblies are favored. Furthermore, these

experiments can be nicely linked to the results obtained in other particle systems

or confinement of nanoparticles in planar surfaces, as discussed in the other parts of

this chapter.

5.4 Conclusion

The process of formation of complex block copolymer structures in 3D confinement

has been elucidated for some selected PS-b-PMMA copolymers. Introduction of a

nonsolvent into the spherical nanoparticles yielded hemispherical structures of onion-

like morphology. Such structures may be viewed as a result of double confinement

consisting of the outer surfactant double layer and the inner nanophase separation

between the block copolymer and the nonsolvent for both blocks. This concept allows

targeting the nanoparticle shape as well as the inner particle morphology (ranging

from simple core–shell to onion-like to patched structures), which may find applica-

tion for encapsulation of various substrates with predetermined release characteristics.

Regarding 2D confinement, newly synthesized “junction-point” block copolymers

were chemically anchored onto planar substrates by their reactive junction-point

moiety, forming a smooth monomolecular layer. By thermal treatment or exposure
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to selective solvents for either of the blocks, the surface tension or contact angle of the

coated substrate could be reversibly switched. Such adaptive surfaces may have

potential applications for anti-fouling and self-cleaning surfaces.

Finally, fluorescent dye molecules as well as QDs were successfully

immobilized in the hydrophobic part of the double layer of block copolymer

vesicles below 100 nm in size. In the case of the QDs, the double layer was

observed to strongly curve around the guest particles without becoming

destabilized. The limit of stable confinement in terms of size and polarity of the

guest molecules will be subject of future investigations. The presented example

demonstrates that 2D confinement within a vesicle shell principally allows control

of the spatial arrangement of nanoparticles in solution.

6 Towards Synthesis on an Insulating Surface

6.1 Introduction

Synthesizing macromolecules or studying the structure and dynamics of

macromolecules in confining geometries is a challenging element of polymer

science. A surface can also serve as confining geometry for both polymer synthesis

and polymer characterization. Immobilizing polymerizable monomers on solid

surfaces with suitable anchor groups and subjecting them to network formation is

a well-established coating technique. A much more sophisticated approach to

surface-bound polymer synthesis is the deposition of reactive monomers on

conductive or insulating substrates and the promotion of light- or heat-driven

polymerizations under in-situ control by scanning probe techniques. As well as

the possibility of following macromolecule formation with atomic precision in real

space, the surface can now also act as template by either stabilizing reactive

intermediates or by pre-organizing them into a desired pattern.

In general, creating complex polymer architectures on surfaces offers a great

potential for future applications, e.g., in the fields of (bio)sensors and molecular

electronics. The bottom-up construction of functional devices from molecular

building blocks provides utmost control in tailoring the properties and functionality

of materials. Encoding the resulting structure and functionality in the molecular

building blocks has been explored extensively in the field of molecular self-assembly

[281]. However, because molecular self-assembly relies on weak, reversible inter-

molecular interactions to arrive at the (local) thermodynamic minimum, the resulting

structures are inherently unstable and might not survive further processing or harsh

operation conditions. Moreover, when aiming at electrically conductive structures,

conjugated structures are desired because of their superior electron transport

properties. To provide stability and electric conductivity, on-surface synthesis has

recently been explored as a promising route to the creation of covalently linked

molecular structures [282, 283]. So far, these studies have been limited to metallic
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substrates only [284–288]. From an experimental point of view, this is motivated by

the fact that most surface-sensitive techniques such as scanning tunneling micros-

copy, low-energy electron diffraction, or photoelectron spectroscopy require

conductive samples. Moreover, when considering covalent coupling based on an

Ullmann-type reaction, a metallic surface has been regarded as mandatory because it

is known to act as a catalyst.

Molecular electronics applications will, however, require decoupling the

electronic structure of the polymer architecture from the supporting substrate.

Moreover, extending the material base from metals to the comparatively heteroge-

neous group of bulk insulators offers the potential for tailoring the substrate

properties to the specific, application-oriented needs.

We have, therefore, explored on-surfaces synthesis on a bulk insulator surface.

As a prerequisite, we investigated strategies for anchoring organic molecules to

insulating surfaces in order to avoid molecule desorption upon thermal activation of

the linking reaction [289]. We succeeded in presenting the first demonstration of a

covalent linking reaction on an insulating surface in an ultrahigh vacuum environ-

ment [290]. We then built upon this proof-of-concept work by exploring concepts

for hierarchical structure formation to pave the way for creating complex polymer

architectures on surfaces [291].

Insulating materials span a wide range from weakly van-der-Waals bonded

molecular crystals to covalent crystals such as diamond or titanium dioxide to

ionic crystals such as potassium bromide or calcium fluoride. Therefore, a general

description of molecule–surface interactions is challenging in the case of insulating

substrates. However, compared to metals, the interaction of organic molecules with

Fig. 67 Models of (a) the calcite(10.4) surface and (b) organic molecules 4-iodo benzoic acid

(IBA), 2,5-diiodo benzoic acid (DIBA), 2,5-dichloro benzoic acid (DCBA), 3,5-diiodo salicylic

acid (DISA) and 2-(4-bromophenyl)-6-(4-chlorophenyl)pyridine-4-carboxylic acid (BPCPPCA).

The CaCO3 (10.4) surface has a rectangular unit cell of size 0.50 � 0.81 nm2, consisting of two

carbonate groups and two calcium ions. The carbonate groups are rotated such that one oxygen

atom lies above, one in, and one below the plane spanned by the calcium ions
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prototypical insulating surfaces such as KBr(001), NaCl(001), or CaF2(111) is

rather weak [292, 293]. This fact constitutes a severe challenge when aiming at

complex structure formation because molecules tend to de-wet and pile up to form a

3D molecular bulk crystal.

Especially when aiming at thermal activation of an on-surface linking reaction,

this rather weak molecule–surface interaction poses problems because many

molecules desorb from the substrate upon annealing at temperatures well below

the reaction temperature. Moreover, it is known that metal atoms act as catalysts in

the dehalogenation that has been demonstrated before [285, 286]. Thus, as a first

step, exploring suitable anchor groups turned out to be mandatory. Based on our

previous results using the calcite as a substrate [294, 295], we identify the natural

cleavage plane of calcite, namely calcite(10.4) (Fig. 67a), as an ideal substrate

surface due to its comparatively high surface energy of 0.590 J/m2 [295].

As simple model monomers, we explored the applicability of small benzoic acids

derivatives (Fig. 67b), which were chosen for three reasons. First, these molecules are

available in high purity and can readily be sublimated under ultrahigh vacuum

conditions. Second, carboxylic acid groups are known to interact strongly with the

calcite(10.4) surface [296]. This comparatively high molecule–substrate binding

strength is employed to prevent clustering at step edges and to avoid desorption

upon thermal activation of the coupling reaction. Depending on the acidity of the

benzoic acid derivative, the as-deposited molecules can be deprotonated at room

temperature or might require annealing for the deprotonation step to occur. We could

directly follow such a deprotonation step at room temperature upon deposition of

2,5-dihydroxy benzoic acid having a pKA value of 2.97 [297]. This study gives a first

estimation of the protonation state of other benzoic acid derivatives as a function of

the pKA value. For all molecules shown here, deprotonation takes place on a surface

held at room temperature when the pKA value is around 3 or smaller. For molecules

having a higher pKA value, annealing is required to induce deprotonation. Third, by

varying number and position of the halide substitution, we are able to rationally

design the resulting polymer architecture.

6.2 Proof of Concept: Dehalogenation and Covalent
Coupling on an Insulating Surface

For providing a proof-of-concept for covalent linking on a bulk insulator surface,

we present the results of a systematic noncontact AFM study, investigating the

reactions of four different halide-substituted benzoic acids. The molecules used

were 4-iodo benzoic acid (IBA), 2,5-diiodo benzoic acid (DIBA), 2,5-dichloro

benzoic acid (DCBA), and 3,5-diiodo salicylic acid (DISA), as shown in

Fig. 67b. Within this series of systematically varied benzoic acid derivatives, IBA

can be regarded as the conceptually simplest molecule. As only one halide atom is

available for the linking reaction, dimer structures are expected. Based on the pKA
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value of IBA of 4.02, we expect the molecules to remain protonated when deposited

onto calcite(10.4) held at room temperature. This is, indeed, the case as can be

deduced from two structural transitions that are observed upon annealing. Upon

deposition at room temperature, the molecules appear to be mobile. No indication is

obtained for island formation on the plane terraces. Molecular islands can only be

found at step edges (not shown). After a first, moderate annealing step at around

250�C, two domains of extended islands are observed with a height of 0.8 nm,

which suggests upright-standing molecules (Fig. 68a). This structure is readily

explained by a deprotonation step, resulting in carboxylate species. The two

domains can be understood by anchoring of the carboxylate groups to the surface

calcium ions [298].

The linking reaction is induced when annealing the sample to around 310�C,
which is associated with a second structural change (Fig. 68b). Now, rows are

revealed that are oriented along the [42 .1] calcite direction. The apparent height of

the rows is 0.4 nm, suggesting a transition to flat-lying molecules. The rows are

composed of features that fit excellently in size with the reaction product of two

IBA molecules, namely biphenyl-4,40-dicarboxylic acid (BPDCA). The BPDCA

molecules align side-by-side, as illustrated by the superimposed ellipses with the

size of BPDCA molecules (Fig. 68b). A high-resolution image of a single row is

shown in Fig. 68c, which also reveals atomic resolution of the underlying calcite

substrate. This image elucidates the binding configuration, confirming the assump-

tion that the carboxylate group anchors to the surface calcium ions. The presence of

the carboxylate group (being a strong electron donor) is expected to weaken the

phenyl–halide bond. This might give an indication as to why homolytic cleavage of

this bond is favored, resulting in reactive phenyl radicals at moderate temperatures

without the need of a coupling catalyst. The transition in the molecular orientation

provides further evidence for the covalent linking. After the reaction, the carboxylic

groups point in opposite directions, making concerted binding of the carboxylate

groups to the calcite impossible. As a consequence, the dimers are expected to lie

flat on the surface, which is, indeed, observed. Thus, the formation of flat-lying

Fig. 68 Covalent linking of IBA. (a) After annealing of the IBA-covered sample to a temperature

of around 250�C, two domains are revealed. (b) Molecular structure of the IBA-covered substrate

after annealing to around 310�C, showing molecular rows running along the [42 :1] direction. The
rows are composed of individually resolved features that are aligned side-by-side. (c) Zoom onto a

single molecular row with superimposed BPCDA model molecules
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dimer species in the case of IBA monomer units constitutes the first indication of a

successful covalent coupling reaction.

To arrive at extended polymeric structures, we next changed the monomer

building block from having only one halide substitution to two halide atoms in

para position. This should result in straight lines upon covalent coupling. To test

this assumption, we investigated the structures observed upon deposition of DIBA.

The as-deposited structure at room temperature is shown in Fig. 69a, revealing

molecular islands. Based on the pKA value of DIBA of 2.51, the molecules within

the islands are expected to be deprotonated. A higher magnification image of the

islands exhibits a (5 � 1) superstructure (Fig. 69b) with a moiré pattern, which can

again be understood by the anchoring of the negatively charged carboxylate group

with the surface calcium ions.

For DIBA, a structural change is initiated after annealing the sample to a

temperature above 260�C, as shown in Fig. 69c. After annealing, the extended

islands have vanished. Instead, rows running along the [ 42 :1 ] direction are

observed. This structural change can be understood by the thermolytic dissociation

of the two iodine atoms from the molecule and subsequent covalent linking of the

radical molecules. Because the iodine atoms are substituted at opposite positions, a

straight row is expected upon covalent linking, in excellent agreement with the

experimental finding. This assignment is further corroborated by the experimentally

obtained periodicity along the chain of 0.41 nm, which fits to the distances expected

for a polymeric chain.

To provide further proof for the homolytic cleavage and covalent coupling, we

changed the halide atom from iodine to chlorine. This molecule, DCBA, has

basically the same pKA value of 2.50, but a higher carbon–halide bond strength

(Cl-C6H5 399 kJ/mol versus I-C6H5 272 kJ/mol) [299]. Therefore, a similar reaction

pathway is expected for DCBA. Exclusively considering the bond strengths

certainly oversimplifies the situation; however, we expect that somewhat higher

temperatures are required when repeating the same experiments with DCBA

instead of DIBA. When performing the same experiment with DCBA, we found

similar structures to those observed before for DIBA; however, the structural

Fig. 69 (a) Overview image of DIBA, showing two calcite terraces covered by 0.7 nm high

islands. (b) Drift-corrected detail image of the inner island structure with a (5 � 1) unit cell. (c)

Structure obtained after annealing above 260�C. Molecular rows are observed that grow along the

[42 :1] direction
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change only occurred when annealing above 295�C, which is, indeed, higher than

needed for DIBA.

To explore the possibility of controlling the resulting polymer shape, we next

changed the monomer building block with the idea that zigzag structures would be

obtained instead of straight polymeric chains. This could be realized by changing

the substitution position from para to meta. Because 3,5-diiodo benzoic acid was

not available for this study, 3,5-diiodo salicylic acid (DISA) was used instead,

having a pKA of 2.07. Again, based on this pKA, we expect the molecules to be

deprotonated at room temperature.

When depositing DISA onto a calcite(10.4) surface held at room temperature,

elongated islands are revealed (Fig. 70a) with a commensurate (1 � 1) superstruc-

ture (Fig. 70b). This structure can be explained by upright-standing molecules that

again anchor with their carboxylate groups to the surface calcium ions. In the case

of DISA, the reaction is induced upon annealing to approximately 310�C. Among

the structures seen, zigzag structures are, indeed, obtained as shown in Fig. 70c.

The apparent height of these structures suggests flat-lying molecules in this case.

The observed transition from upright-standing molecules at room temperature

to flat-lying molecules can be explained by considering the position of the carbox-

ylate groups. Individual DISA molecules can arrange themselves with the carbox-

ylate groups pointing towards the calcite surface. After linking, however, the

carboxylate groups point in opposite directions, which prevents concerted binding

of these groups to the surface. This provides the clue to understanding the transition

from upright-standing to flat-lying molecules.

Fig. 70 (a) Overview

image of DISA deposited

onto the calcite surface held

at room temperature.

(b) Drift-corrected detail

image of an island,

revealing a commensurate

(1 � 1) structure. (c) Detail

image after annealing to

310�C, revealing a

distinctly different

molecular structure. A

zigzag pattern can be seen in
the upper right. (d) Model

of the different structures

possible upon covalent

linking. Besides zigzag

rows, kinked and circular

patterns are also possible
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The other structures seen can be easily understood by considering the binding

possibilities of DISA. As shown in Fig. 70d, the zigzag structure is not the only

possible linkage. This explains why the zigzag structure is not the only pattern that

exists on the surface after annealing. With these results, we demonstrate that even

shape control can be achieved by choosing rationally designed monomer building

blocks.

6.3 Towards Hierarchical Structure Formation:
Exploring Two-Step Reactions

After having demonstrated a proof-of-concept covalent linking reaction in ultrahigh

vacuum [290], an important next step for creating complex structures is exploring

strategies for including hierarchical control. Up to now, the structural complexity of

the structures achieved by on-surface synthesis has been limited to single-step

processes. Increasing the structural complexity of the resulting structures requires

utmost control, with the ability to selectively induce sequential linking reactions in

a hierarchical manner. This has recently been demonstrated using halide-substituted

porphyrin derivatives on a Au(111) surface [300], elegantly exploiting the specific

dissociation energies of the bromine–phenyl and iodine–phenyl bonds. Because the

dissociation energies are associated with different activation temperatures, the

linking reactions can be performed in a site-specific and sequential manner. Thus,

reaction sites and sequence are encoded in the structure of the precursor molecules.

The latter results have, however, been obtained on a metallic substrate, again

limiting the applicability of these structures with regard to molecular electronics.

Based on the results obtained, we chose a molecule for demonstrating a site-

specific and selective two-step linking process on a bulk insulator surface in

ultrahigh vacuum [298]. Bromophenyl and chlorophenyl groups were chosen for

inducing site-specific and sequential covalent linking based on homolytic cleavage

of the halide–phenyl bonds, having dissociation energies of 336 kJ/mol (Br-C6H5)

Fig. 71 Molecular structures of BPCPPCA onto calcite(10.4). (a) As-deposited, ordered island

with a (2 � 4) superstructure (inset). (b) Overview image after annealing the substrate to about

300�C for 1 h, revealing rows (labeled I and II) with two distinct angles with respect to the [01.0]

direction. (c) Proposed model for the two row types on calcite(10.4)

200 K. Binder et al.



and 399 kJ/mol (Cl-C6H5), respectively [299]. Again, a carboxylic acid moiety was

chosen to provide sufficient anchoring towards the calcite surface.

When depositing a submonolayer of BPCPPCA onto the calcite(10.4) surface at

room temperature, ordered islands of a (2 � 4) superstructure are formed, as shown

in Fig. 71a.

A first distinct change in the molecular structure is induced upon annealing to

300�C, which can be assigned to the homolytic cleavage of the bromine–phenyl bond

and subsequent covalent linking of the resulting radicals, resulting in molecular

dimers. A representative image is given in Fig. 71b. Instead of ordered islands,

rows are formed on the surface. Although the overall ordering is poor compared to

the islands, two main orientations of the rows can be identified that span an angle of

49 
 3�. A dimer structure that is covalently linked at the former bromine position,

6,60-[(1,10-biphenyl)-4,40-diyl]bis[2-(4-chloro- phenyl)isonicotinic acid], exhibits

either a U- or an S-like shape. A stacking model for the S-form is given in

Fig. 71c. Optimizing the intermolecular distance to allow for halogen–π interaction

can be understood as the driving force behind the lateral shift of the molecules

perpendicular to the row direction. This readily results in a molecular chain that

forms an angle of either +66� or �66� with respect to the [42 :1] mirror direction,

resulting in an opening angle of 48�, in excellent agreement with the experimentally

observed opening angle.

To induce the second reaction step, we annealed the surface to 340�C. The
resulting structures are shown in Fig. 72. Most strikingly, the molecular structures

that are present on the surface after the second annealing steps are, again, distinctly

different from both the as-deposited ordered islands and the row structures observed

after the first, moderate annealing step.

After the second annealing step, chains are oriented along an angle of 60 
 3�

with respect to the [42 :1] direction and ring-like features are observed to coexist on
the surface (Fig. 72a). The rows (Fig. 72b) differ in appearance and, most notably,

in orientation as compared to the previously observed row structure, clearly

indicating that the present chains are composed of building blocks other than

Fig. 72 Structures observed after the second annealing step to 340 K for 1 h. (a) Chains oriented

along an angle of +60 
 3� with respect to the [42 :1] direction; ring-like features are observed to

coexist on the surface. (b) Drift-corrected high-resolution image of an extended chain structure,

with proposed model. (c) Drift-corrected high-resolution image of a closed ring structure, with

proposed model. Note that the lines running from the upper left to lower right originate from the

calcite(10.4) substrate
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those in the previous row structures. A model can be drawn that is based on linking

of the dimer to an extended row. This model is positioned onto the surface with the

carboxylate groups positioned on top of the surface calcium ions. Despite this

simple approach, the model fits excellently in size, in periodic repeat distance,

and in the observed orientation on the surface. These three structural features

together corroborate the model of a further linking of the dimer units into a zigzag

polymer.

Considering the basic dimer units suggests that a second structure is feasible

when linking the dimer building blocks, namely a closed ring. This structure is

observed experimentally, as shown in Fig. 72c. The size of the ring-like structures

fits excellently in size with a structure that is composed by further linking of the

dimer molecules via cleavage of the chlorine–phenyl bond. Arranging the model

such that the carboxylate groups can bind towards the calcium cations results in a

well-defined angle with respect to the underlying substrate, which is exactly what is

observed experimentally.

Thus, a two-step linking reaction was achieved by a sequential and selective

activation of two reaction sites. Extended zigzag and closed ring structures were

created upon sequential activation of homolytic cleavage of, first, the

bromine–phenyl bonds and, second, the chlorine–phenyl bonds.

To conclude, we have demonstrated a proof-of-principle reaction of the covalent

coupling of halide-substituted benzoic acid molecules on a bulk insulator, namely

calcite(10.4). Depending on the number and position of the halide substitution, we

can rationally design the structure of the resulting conjugated oligomers.

As a second step, we explored the possibility of a two-step polymerization

reaction to enhance the structural control necessary to arrive at complex polymer

architectures. By carefully selecting a precursor monomer that provides the

encoding of the selective and sequential reaction sites, we rationally controlled a

hierarchical two-step reaction process.

On-surface synthesis is expected to enhance variability when aiming at structure

formation on surfaces. First, on-surface synthesis allows the creation of polymeric

structures that might not be accessible from solution synthesis due to poor solubility.

Second, larger structures that are difficult to transfer onto a supporting surface can be

fabricated directly on the surface of interest, greatly facilitating the fabrication

process. Third, due to the confinement of the molecular building blocks onto the

2D surface, fundamental new reaction pathways might be envisioned, providing

further means for extending the structural complexity.
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29. Weil T, Reuther E, Beer C, Müllen K (2004) Chem Euro J 10:1398

30. Weil T, Reuther E, Müllen K (2002) Angew Chem Int Ed 41:1900

31. Weil T, Vosch T, Hofkens J, Peneva K, Müllen K (2010) Angew Chem Int Ed 49:9068
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113:1360

192. Gorelik T, Matveeva G, Kolb U, Schleuss T, Kilbinger AFM, van de Streek J, Bohle A,

Brunklaus G (2010) CrystEngComm 12:1824

193. Gorelik TE, van de Streek J, Kilbinger AFM, Brunklaus G, Kolb U (2012) Acta Crystallogr B

68:171

194. Bohle A, Brunklaus G, Hansen MR, Schleuss TW, Kilbinger AFM, Seltmann J, Spiess HW

(2010) Macromolecules 43:4978

195. Palmans ARA, Meijer EW (2007) Angew Chem Int Ed 46:8948

196. Metzroth T, Hoffmann A, Martin-Rapun R, Smulders MMJ, Pieterse K, Palmans ARA,

Vekemans JAJM, Meijer EW, Spiess HW, Gauss J (2011) Chem Sci 2:69

197. Wegner M, Dudenko D, Sebastiani D, Palmans ARA, de Greef TFA, Graf R, Spiess HW

(2011) Chem Sci 2:2040

198. Zhao DY, Feng JL, Huo QS, Melosh N, Fredrickson GH, Chmelka BF, Stucky GD (1998)

Science 279:548

Structure Formation of Polymeric Building Blocks: Complex Polymer Architectures 207



199. Ferey G, Mellot-Draznieks C, Serre C, Millange F, Dutour J, Surble S, Margiolaki I (2005)

Science 309:2040

200. Vollmeyer J, Jester SS, Eberhagen F, Prangenberg T, Mader W, Höger S (2012) Chem
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1 Exploring Cell Interactions of Dendritic

and Protein Polyelectrolytes

1.1 Introduction

Ionic interactions play a crucial role in many cellular processes such as membrane

permeation or regulation of gene transcription [1]. The cell membrane, with its

bilayer and negatively charged surface, serves as a protective barrier for the living

cell towards its environment. Hydrophobic or positively charged molecules can

interact with the cell membrane and can enter cells via various mechanisms [2]. In

the cell nucleus, polycationic proteins and histones form complexes with DNA and

regulate transcription through alteration of the charge densities of nuclear proteins

and DNA [3]. Inspired by these polyelectrolytic interactions in nature, synthetic

nanosized polyelectrolytes have been designed that contain multiple electrolyte

groups, i.e., polycations or polyanions. Some of these polyelectrolyte carriers have

already been successfully explored for biomedical applications such as gene or

cancer therapy [4, 5].With greater emphasis on definedmacromolecular architectures

of the materials, regularly branched cascade molecules (so-called dendrimers) and

protein-based polyelectrolytes have emerged over the past decade. Their interactions

with cells have been analyzed to elucidate the role of polyelectrolyte interactions in

nature and to apply this knowledge for the design of efficient and biocompatible

nanotransporters for the delivery of cargoes such as drugs, proteins, or nucleic acids

into cells and subcellular compartments [6, 7].

Endocytosis is essential for uptake of macromolecules and nanoparticles. Thereby,

the physical and chemical characteristics of the cargo and transporter complex

determine the nature of the cell uptake mechanism. Particles larger than 500 nm are

typically phagocytosed or macropinocytosed, whereas smaller hydrophilic molecules

are internalized by any of the various endocytotic processes [2, 8]. Often, nanometer-

sized transporter molecules or particles accomplish cell uptake simultaneously by

several endocytotic mechanisms [9]. Clathrin-dependent endocytosis is the most

widely understood pathway, which is present in nearly all mammalian cells. The

clathrin pathway is considered the most important uptake mechanism for several

polymers such as poly(ethylene glycol)-polylactides, poly(lactide-co-glycolide)
(PLGA), silica-based nanoparticles, and chitosan nanoparticles [8, 10–12].

Besides clathrin-mediated cell uptake, caveolae-mediated endocytosis is another

well-investigated uptake mechanism. The caveolae pathway is particularly attractive

for the delivery of proteins and nucleic acids because these vesicles have neutral pH

and the lysosomes, where degradation takes place, are bypassed [8, 13]. Nanoparticles
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described to be mainly endocytosed by caveolae include polymeric micelles with a

crosslinked anionic core, DOXIL, polysiloxanes, coated quantum dots, and Abraxane

[8, 14–17].

Apart from clathrin- and caveolin-mediated endocytosis, there also exist multiple

other pathways independent of clatherin and caveoli-1 that also play an important

role in nanoparticle endocytosis. Exploring the clathrin- and caveolin-independent

uptake mechanisms has only recently gained attention in endocytosis research, and

these less-understood uptake mechanisms might have implications for drug delivery

research.

In this chapter, the design of structurally defined dendritic and protein-based

polyelectrolyte nanocarriers is presented and the impact of their macromolecular

architectures and the presence of multiple charges and charge densities on cellular

uptake, trafficking, and cell toxicity is discussed.

1.2 Polycationic and Polyanionic Core–Shell
Polyphenylene Dendrimers

Polycationic proteins such as nuclear histone proteins possess high densities of the

positively charged amino acids lysine and arginine located at their periphery, as well

as a lipophilic interior. These “natural” polycations are able to complex and to store

DNA in the cell nucleus. Based on these structural considerations, dendritic

core–shell macromolecules have been designed that possess a lipophilic and rela-

tively stiff polyphenylene scaffold that determines the size and the shape of the

macromolecules, as well as a second polymer shell containing multiple positive or

negative charges (Fig. 1a) [18]. The position of these charged polymer chains at the

dendrimer surface is predetermined bymolecular design. The approximate number of

charged groups (monomer units) within the polymer chains has been varied by atom

transfer radical polymerization (ATRP). In this way, structurally defined

macromolecules have been obtained that allow the qualitative correlation of the

impact of the architecture and the number and nature of charges of a globular

macromolecule on its ability to cross biological membranes [18]. As an additional

structural feature, the lipophilic inner part contains a fluorescent perylene-

3,4,9,10-tetracarboxdiimide (PDI) chromophore to allow cell uptake studies by

fluorescence microscopy (Fig. 1b, c). Polycationic and polyanionic shells have been

achieved after polymerization of 2-tert-butoxycarbonylaminoethyl methacrylate or

tert-butyl acrylate, respectively, from the inner polyphenylene core that serves as

macroinitiator carrying a defined number of 2-bromo-2-methylpropionic ester groups

[18]. After removal of the tert-butoxycarbonyl or tert-butyl protective groups, the

synthesized core–shell macromolecules possesses good water solubility, which is

essential for in vitro cell experiments.

The impact of the macromolecular architecture on cell uptake and toxicity

revealed that the presence of positively charged primary amino groups is essential
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for efficient membrane uptake, since none of the polyanions was taken up by cells.

The total number of grafted polymer chains as well as the polymer chain lengths

(e.g., the number of aminoethyl groups per chain) have been varied systematically

[18]. Even though all polycations were in principle able to enter cells, increasing the

number of cationic repeat units (amino groups) prolonged the time required for cell

uptake. In addition, the macromolecular architecture also played an important role.

For those polycations with higher densities of polymer chains at the surface of the

dendrimers, significantly faster cell uptake was observed but there was also more

efficient exocytosis, resulting in lower intracellular concentrations compared to the

polycations with lower numbers of polymer chains. In addition, all macromolecules

containing a high number and high density of amino groups showed considerable

cytotoxicity, most probably due to vesicle leakage and cell lysis [19], which has

been reported for other polycationic macromolecules as well.

The polycationic core–shell macromolecule 4 (Fig. 2b), formed from a first

-generation dendrimer with 50 monomer repeating units, revealed only minor cell

Fig. 1 Dendritic core–shell star polymers. (a) Dendritic core–shell star polymers of different

architectures with varying densities of the polycationic polymer chains grafted from the dendrimer

core as well as varying numbers of positive charges along the individual polymer chains. (b) Cellular

uptake of selected macromolecules by ECV-304. The bars represent relative fluorescence units

(RFU) measured in individual cells. Data represent mean values (� SEM after an incubation periods

of 6 and 24 h. (c) Cell uptake of polycationic core–shell dendrimers into ECV-304 cells after 15 min.

ECV-304 were stained using a green fluorescence cell tracker, whereas the core–shell

macromolecules are shown with a red color originating from the PDI core
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toxicity and was investigated with regard to its potential to interact with subcellular

structures [20]. An interaction with the highly negatively charged extracellular matrix

(ECM) was observed at physiological pH [20]. Because the ECM surrounds cells and

plays an important role inmany aspects of cellular fate (including cell migration, stem

cell differentiation, and cancer progression) specific labeling of the ECM could be

attractive for cell studies. Via affinity analysis, aggrecan was identified as a major

interaction partner [20]. Aggrecan is a major structural proteoglycan of cartilage

ECM, with a 210–250 kDa core protein to which 100–150 chondroitin sulfate and

keratan sulfate chains are attached [21, 22]. In a dot blotting assay, only negatively

charged aggrecan was found to interact with the polycationic dendrimer, most

probably due to the presence of multiple positive charges. Visualization of the

microstructure of the ECM in both fixed and living preparations indicated strong

binding to its negatively charged constituents (Fig. 2). Interestingly, the polycationic

dye 4 revealed significantly increased emission intensity after binding to the ECM

components, and this observation was even compatible with antibody staining,

making it useful for multiple channel fluorescence imaging. Due to the observed

biological specificity, such polycationic chromophores could serve as an attractive

tool for specifically labeling the ECM in life science research [20].

Complex formation of polycationic core–shell macromolecules with natural

polyanions such as DNA has been investigated. Three generations of core–shell

polymers consisting of a dendritic polyphenylene core and an outer shell containing

a defined number of primary amino groups have been synthesized via ATRP (Fig. 2a

shows structures 3a and 3b, generations 1 and 2, respectively) [23]. All polymers

Fig. 2 Dendritic polyelectrolyte interaction with (a) DNA and (b) the ECM (Vkg-GFP stands for

the viking gene that codes for a Collagen type IV protein and localizes to membranes, green emission

of the green fluorescent protein, GFP). Structures 3a and 3b are first and second generation

dendrimers, respectively. Structure 4 is a polycationic red dye (P1)
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revealed tight binding to different sets of DNA fragments as well as plasmid DNA

pUK19 (2,686 bp; 5,372 negative charges). Complex stoichiometries between pUK19

and the polymers were determined by isothermal titration calorimetry and it turned

out that the presence of increasing numbers of amino groups within the polymer shell

resulted in the formation of polyelectrolyte complexes with higher DNA contents.

The average number of dendrimer molecules per pUC19 DNA helix in a complex

decreased from 98 (3a with about 55 amino groups), to 46 (3b with about 116 amino

groups) to 30 (third generation dendrimer with about 197 amino groups) under the

assumption that neutral complexes were formed [23]. In this way, complex

stoichiometries could be controlled by tuning the number of amino groups of the

dendritic polycations under the formation of well-defined nanoscopic architectures.

Additionally to DNA binding, the question of DNA release was also addressed in this

study. A salt concentration-dependent DNA release was achieved with increasing salt

concentrations from 50 mM up to 1 M, with complete DNA release at the highest

concentrations. These polycationic core–shell dendrimers provide many attractive

features such as multiple and adjustable positive charges, allowing high capacity

binding and release of nucleic acids, which makes them an interesting tool for DNA

staining, gene transfection, and DNA purification.

Fig. 3 Polyanionic dendrimers interacting with histone proteins. (a) Molecular structure of the first

generation polyanionic dendrimer. (b) Confocal scanningmicroscope images shown the co-localization

of polyanionic dendrimer (5, red) with histone H4 proteins (green). (c) Isothermal titration graph shows

the strong interaction between histone H1 with 5. (d) Spectral analysis of the 5/histones
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In contrast, polyanionic core–shell dendrimers such as 5 (Fig. 3a) did not display

any cellular uptake and, therefore, it was not feasible to investigate the fate of these

polyanions inside viable cells [18]. However, applying them to fixed cells allowed

cell membrane uptake and specific staining of the cell nuclei in Drosophila tissue

(Fig. 3b) [20]. In the cell nucleus, DNA wraps around histone proteins forming

nucleosomes. The role of histone proteins is to pack and order DNA into structural

units based on electrostatic interactions with DNA, which has an important impact

for gene transcription. In the presence of the polyanionic core–shell macromolecule

5, bearing high numbers of negatively charged carboxylate groups, DNA is most

probably displaced from the complexes and polyelectrolyte complexes between

5 and the histone H1 proteins are formed due to tight interactions (Fig. 3c). 5 specifi-

cally stains the cell nucleus by binding to the positively charged nuclear proteins

(Fig. 3d), and it might therefore serve as an attractive alternative to conventional

fluorescent antibodies. Polyanionic core–shell dendrimers combine unique

properties such as water solubility, high photochemical stability, narrow emission

spectra, and cell-specific binding, making them attractive for cytochemical and

histochemical studies.

1.3 Polycationic Serum Albumin Proteins for Gene Delivery

As discussed above, many synthetic polycations exhibit high cellular toxicities, even

at low concentrations. Interestingly, polycationic proteins such as nuclear histone

proteins are often much less cytotoxic, which might be due to the presence of many

other functional groups within the polypeptide scaffold that potentially “dilute” the

effect of the positive charges. In order to assess the impact of the positive charges of

polycationic proteins on cell uptake and cell toxicity, polycationic derivatives of the

abundant blood plasma protein transporter serum albumin were prepared [6]. Serum

albumin is well suited to impart chemical surface modifications due to the high

number of negatively charged amino acids (e.g., 100 glutamate and aspartate groups),

its diameter of 4.7 nm calculated from the crystal structure [6], and the presence of

lipophilic pockets that can accommodate lipophilic guest molecules. Albumin

polycations have been achieved by successive conversion of carboxylic acid side

chains of the negatively charged amino acids of aspartate and glutamate residues into

primary amino groups (Fig. 4) [6]. Stepwise reaction of the carboxylic acid groups

with increasing amounts of ethylenediamine and catalyst allowed the synthesis of

albumin polycations with varying charge densities. The albumin polycations are

denoted according to their modification, e.g., cBSA-147 is cationized bovine serum

albumin with 147 additional primary amino groups that have been introduced by

chemical modification.

With increasing charge density, more efficient cellular uptake of the polycationic

BSA derivatives has been found and the highest polycationic albumin cBSA-147

revealed the most efficient uptake into A549 cells [6]. Interestingly, even at high

cBSA-147 concentrations only low cytotoxicity has been found. Cell uptake proceeds
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mostly via clathrin-mediated endocytosis, which can be inhibited with chlorproma-

zine hydrochloride. Rhodamine-labeled cBSA-147 escapes the endosome and is

detected in the cytosol as well as in the perinuclear region (Fig. 4). With increasing

numbers of primary amino groups, proteolytic stability versus trypsin or proteinase K

digestion decreases. Due to the high positive net charge of the albumin polycations,

complex formation with plasmid DNA encoding for the green fluorescent protein

(pDNA-GFP) has been observed for cBSA-95, cBSA-113, and cBSA-147

derivatives. The latter, in particular, forms stable complexes with plasmid DNA

[6]. Isothermal titration calorimetry experiments investigating complex formation

were used to assess the relative stoichiometries of the protein/DNA complexes in

solution (Fig. 4). Similar to the results observed for the dendritic core–shell

polycations, increasing numbers of positive charges facilitated the formation of

polyelectrolyte with less cBSA proteins and increased DNA contents. In addition,

cBSA-147 binds pDNA-GFP very efficiently and complex dissociation constants in

the low nanomolar range (below the detection limit) have been calculated. Varying

the ratio of positive (cBSA) versus negative (DNA) charges (P/N) of cBSA and

pDNA-GFP has an important impact on complex morphologies: at high P/N rates,

DNA is tightly bound and condensed by many polycationic albumins and small,

dense complexes as well as low transfection rates have been detected. Equal P/N

ratios yield larger complexes containing fewer polycations and high transfection

efficacies have been observed (Fig. 4). Most likely, such complexes allow more

efficient release of the DNA cargo due to the formation of less densely packed

Fig. 4 Top: Cationization of the protein human serum albumin carrying multiple positively

charged primary amino groups. Images show that such albumin polycations (stained red) reveal
efficient cellular uptake by clathrin-mediated endocytosis, endosomal release (yellow arrows), and
allow gene delivery and release into cells due to tight interaction of DNA, as exemplified by the

isothermal titration calorimetry graph
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complexes. This study clearly demonstrates that high numbers of amino groups on

cBSA are essential for DNA complex formation but that the number of cBSA

molecules in the complexes should be low to facilitate efficient DNA transfection

and release. Also, cBSA-147/DNA complexes at low P/N charge ratios reveal

considerably reduced cytotoxicity compared to the commercially available transfec-

tion reagent Lipofectamine.

In addition, more sophisticated albumin polycation architectures have been

designed. Serum albumins offer a single reactive thiol group that is accessible for

site-directed chemistry, e.g., Michael reactions with a maleimide functionality that can

react exclusively at this position. Two cBSA-147 molecules have been interconnected

by a poly(ethylene oxide) (PEO) polymer linker and the successful formation of the

cBSA dimers has been visualized by transmission electron microscopy (TEM). These

cBSA-dimers revealed efficient cellular uptake as well as transfection of pDNA-GFP.

Furthermore, polycationic albumins have been investigated for the immobiliza-

tion of viable cells based on electrostatic interactions. cBSA-147, which is readily

available on a large scale, allows coating of the walls of a microchannel reactor so

that bacterial cells can attach with high cell densities. These whole-cell catalysts are

able to enantioselectively reduce ethyl acetoacetate to R-ethyl hydroxybutyrate for
several days with high productivity and revealed a better profile than the standard

polylysine coating [24]. In addition, giant liposomes have been immobilized on

cBSA-coated surfaces, which is attractive for in vitro protein synthesis [25]. Coating

of primary human cells proved to be less efficient. However, the attachment of

cyclic RGD groups to cHSA (cationized human serum albumin) interacting with

integrin receptors allowed the immobilization of NIH 3 T3 fibroblast cells, which

could have a great impact for, e.g., coating implants with a more biocompatible

human protein platform [26].

Biopolymers like cBSA offer many reactive groups suitable for multiple surface

modifications, making them useful not only for gene delivery but also for drug

delivery. Efficient drug delivery is still a high concern of health research because

many treatment strategies are still limited by low drug concentrations at the target

site or by significant side effects due to high drug doses. Drug delivery systems

based on macromolecules such as polymers, dendrimers, or proteins have thus been

developed for passive targeting of cancerous cells. These systems make use of the

characteristic features of tumor biology that allow the macromolecules to accumu-

late in the tumor through the enhanced retention and permeation (EPR) effect

[27]. The molecular size of the macromolecule plays an important role in tumor

cell uptake and the EPR effect is typically observed for macromolecules with

molecular weight greater than 20 kDa [28, 29]. Serum albumins are carriers of

fatty acids in the blood and, due to their ability to bind to various exogenous and

endogenous ligands, they are one of the most exploited proteins for use as a drug

delivery vehicle [30, 31] in therapeutics and clinical biochemistry [32], especially

for the delivery of lipophilic drug molecules and in particular lipophilic antitumor

drugs. HSA drug conjugates are commercially available, e.g., as HSA nanoparticle

formulations with the drug paclitacel (Abraxane) [33]. In addition, HSA–drug

conjugates have been achieved that combine the drug molecule and targeting
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ligands, and the potential of such modified serum albumins for receptor-mediated

delivery of small lipophilic molecules has been investigated thoroughly. In this

context, modified BSA and HSAmolecules have been described as accommodating

small drug molecules such as doxorubicin [34], camptothecin [35], and

methotrexate [36].

In order to assess whether polycationic albumins still bear the lipophilic binding

pockets that the native proteins offer, electron spin resonance experiments with

spin-labeled fatty acids have been carried out [37]. Native HSA and BSA are able to

bind about eight fatty acids within their scaffolds and their relative locations have

been determined by EPR analysis. After cationization, the flexibility and mobility

of the protein scaffold changed significantly, making cHSA considerably less

flexible than native HSA. In addition, many fatty acid ligands are bound tightly

to the surface of cHSA but none of these molecules has been found in the lipophilic

binding pockets (Fig. 5a). It was speculated that the decreased mobility of the

albumin scaffold might limit the capacity of cHSA to adapt to the shape of the guest

molecules and that a sufficient flexibility might be required for guest uptake.

However, it might be also plausible that the fatty acids are trapped on the surface

of cHSA due to electrostatic interactions.

In order to dissipate the positive charges within a larger volume, polyamidoamine

(PAMAM) dendrons have been attached to the HSA scaffold. PAMAM dendrimers

are highly branched, structurally well-defined macromolecules with many primary

amino groups within their outer shell. The dendritic branches that form a dendrimer

are called dendrons. It has been shown before that PAMAM dendrimers are able to

traffic into cells by clathrin-dependent endocytosis [38, 39]. The attachment of about

32 dendrons of the second and third generation to an azido-functionalized albumin by

1,3-dipolar cycloadditions yielded dendronized HSA core–shell macromolecules

(DHSA-G2 and DHSA-G3)with positive net charges. Interestingly, EPR experiments

indicate the accessibility of the binding pockets of albumin because five or six fatty

acids were bound to DHSA-G2 and even to DHSA-G3 (Fig. 5b). In addition, due to

the positive net charge of the dendrons, DHSA-G2 revealed membrane uptake, as

observed by confocal microscopy. Also, the cytotoxicity of both dendronized

core–shell HSA derivatives was considerably lower than that of PAMAMdendrimers

with similar numbers of positive charges. This suggests that protein-based

polycations and polymer polycations interact differently with cellular membranes,

e.g., the latter might have a higher tendency to induce cell leakage due to hole

formation in the membrane. The capacity of DHSA-G2 to accommodate and deliver

the lipophilic antitumor drug doxorubicin (DOX) has been further addressed

[40]. DHSA-G2 reveals a significantly higher loading compared to native HSA

since about 11 DOX molecules are bound tightly even in buffer or cell culture

medium. In vitro studies indicate a fast cellular uptake of the DHSA-G2–DOX

complexes, and DOX release into the cytosol has been substantiated by the observed

high cytotoxicity as well as activation of intracellular caspases 3 and 7, which

ultimately leads to apoptosis. Therefore, protein dendronization could potentially be

considered an attractive strategy for increasing the molecular weight of a protein to
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enhance blood circulation, shield epitopes at the protein surface, reduce proteolysis by

proteases, and enable drug uptake into the lipophilic interior of albumin.

However, if substantially higher drug loading is required, both the covalent

attachment of drugs to the globular HSA protein as well as the non-covalent adsorp-

tion into the binding pockets are limited by the available space. In order to further

increase the drug loading capacity of HSA, reactive groups within the scaffold of

HSA that are normally hidden inside the protein scaffold need to become more

accessible for chemical modifications.

1.4 Albumin Copolymer Polyelectrolytes Allow
Efficient Drug Delivery

Further exploration of multifunctional protein polyelectrolytes requires the full use of

the inner functional groups. However, unfolding of a protein’s tertiary structure often

leads to precipitation and destabilization. Recently, an in situ stabilization method has

been developed that allows the unfolding of proteins into polypeptide chains and

exposure of “hidden” functional groups. This has been achieved by controlled

chemical denaturation of the native proteins and an in situ stabilization with PEO

chains (Fig. 6a). Different protein precursors (e.g., HSA, BSA, and the protease

lysozyme) have been studied to prove the general applicability of this approach

[41, 42]. The protein-derived polypeptide side chain copolymers feature precisely

defined backbone lengths, large numbers of readily available functional groups, and

partially maintained secondary structure elements [41, 42]. Modification of the

exposed functional groups allows successful conjugation onto the protein backbone

of multiple reactive moieties such as chromophores, anticancer drugs, or MRI

contrast agents [43, 44]. Due to the presence of hydrophobic patches along the protein

primary sequence, the unfolded albumin-based polypeptides can efficiently interact

with hydrophobic molecules. Polymeric micelles are formed where the hydrophilic

groups face to the outside, and hydrophobic drug molecules are encapsulated inside

Fig. 5 Models of cHSA

and DHSA-G2. (a) Fatty

acids bind on the surface of

cHSA. (b) Fatty acids bind

to the hydrophobic

pockets of DHSA-G2
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these micelles [43, 44]. Via this strategy, several polycationic albumin polypeptides

have been reported that displayed efficient cell uptake, low cytotoxicity, fast enzy-

matic degradation, and multifunctionality [41, 44, 45]. Due to their excellent bio-

compatibility and high drug loading capacity, they have been developed into various

drug delivery systems [44, 45].

The hydrophobic effect that leads tomicelle formation in the presence of lipophilic

guest molecules can be further enhanced by reacting the protein side chains with

additional hydrophobic groups such as ethynyl groups [43, 44]. Via this approach, the

anticancer drug DOX [44, 45] and hydrophobic fluorophores such as coumarin [43]

and perylenediimide [46] have been encapsulated into the interior of these

polycationic micelles and efficiently delivered into cells. The DOX-encapsulating

albumin micelles showed great potential as macromolecular anticancer drugs due to

their fast cellular uptake, significant cytotoxicity, but low toxicity of the albumin

carrier [41, 44].

Furthermore, onion-type multishell drug delivery systems offering a two-step

controlled drug release have been developed by the conjugation of high numbers of

DOX drug molecules into the albumin interior [44] (Fig. 6b). Specifically, HSA has

been equipped with a PEO shell to ensure water solubility under denaturing

conditions. Then, the HSA backbone is unfolded as described above to expose

Fig. 6 Preparation of core–shell drug delivery micelles. (a) Unfolding of globular protein to

prepare protein-derived polypeptide copolymers with exposed internal functional groups.

(b) Preparation of onion-type core–shell drug delivery micelles from albumin-derived polypeptide

copolymers and the two step release mechanism (adopted and modified from Wu et al. [44])
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cysteine groups for drug conjugation. The anticancer drug DOX is attached to the

cysteine residues via an acid-cleavable hydrazone linker. Up to 28 DOX molecules

have been uploaded per protein in a reproducible fashion. The protein backbone

backfolds after drug loading to form DOX-HSA-PEO multishell micelles with

(1) DOX molecules encapsulated inside the core, (2) albumin protein as the

enzyme-degradable protecting shell, and (3) PE as water-soluble and immune-

silencing shell. This drug delivery system exhibits a controlled two-step drug

release mechanism in response to proteolysis and acidic pH environment, therefore

reducing undesirable drug leakage. The cell toxicity has been examined in vitro as

well as in vivo. A highly potent toxicity effect in an acute myeloid leukemia (AML)

model has been observed, with an IC50 in the subnanomolar range, and long-term

suppression of AML growth has been observed in a mice model [44]. Furthermore,

by modifying the multiple functional groups of the protein shell, additional

functionalities, such as MRI contrast reagents, could be further attached to this

multishell structure. For instance, the most widely used T1 MRI contrast reagent,

Gd-DOTA, has been conjugated to the lysine residues of the protein backbone, thus

resulting in a theranostic complex that potentially allows therapeutic drug delivery

and diagnostic imaging simultaneously (our unpublished data). In the future, this

system offers great potential for developing personalized anticancer therapy.

1.5 Conclusions

Polyelectrolyte interactions play an important role in cell biology. By introducing

multiple positive charges into the periphery of fluorescently labeled polyphenylene

dendrimers, charge-dependent membrane uptake and cell toxicity was found. In

addition, polycationic dendrimers were able to tightly complex and release DNA

and stain the extracellular matrix by interacting with the natural aggrecane

polyanions. Dendritic polyanions, in contrast, were not able to pass the cellular

membrane; however, in fixed cells, tight binding to histone proteins in the cell nucleus

was observed, where DNA was most probably displaced from the complexes. Both

the polyanionic and polycationic dendritic chromophores specifically stained cellular

structures such as the ECM and the cell nucleus, based on the presence of multiple

charges within a small nanoscopic volume. In addition, protein polyelectrolytes have

been prepared by converting surface-exposed residues into primary amino or carbox-

ylic acid groups. Albumin polycations revealed considerably lower cytotoxicities

than their synthetic analogs as well as efficient cell uptake and intracellular release.

Complex stoichiometries with DNA could be adjusted by the charge densities of the

albumin polycations. Tight DNA binding and efficient transfection was achieved with

the highest cationized cBSA derivative.

Cationization of albumin proteins diminished the accessibility of the albumin

binding pockets. However, the attachment of positively charged dendrons allowed

guest uptake into the hydrophobic binding pockets and efficient delivery of the

cytotoxic drug DOX has been achieved. Denaturing the albumin backbone of
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cationic albumin proteins yields polypeptides that can fold back into micelle

structures in the presence of lipophilic guest molecules. These micelles can be

taken up by cells due to the presence of multiple positive charges along the

polypeptide backbone, which makes them attractive for drug delivery applications.

A refined polycationic albumin biopolymer has been prepared that bears many drug

molecules attached to the polypeptide backbone. These were protected by the

polypeptide as well as by a second PEO shell, allowing a controlled two-step

drug release. These polycationic polypeptides offer great potential for drug delivery

and simultaneous bioimaging and have already been studied in in vivo experiments.

2 Gene Transfection Utilizing Cationic Cylindrical

Brush Polymers

2.1 Introduction

As described above, cationically modified albumin was successfully utilized in

gene transfection experiments. A novel cylindrical structure of poly-L-lysine (PLL)

in the form of a cylindrical brush polymer with PLL side chains has been utilized

for DNA transfection. The results are compared with the transfection efficiency of

flexible linear PLL/DNA complexes.

Nonviral gene transfection is a widely used in vitro method for studying gene

effects in target cells. However, to date only few successful transfections of brain

endothelial cells have been published [47–49]. For example, Zhang et al. describe

the transfection of murine brain capillary endothelial cells with short polyamines

containing a reducible disulfide backbone [48]. Recently, Chen and colleagues

described a successful downregulation of expression (60% reduction) via targeted

delivery of siRNA-loaded PLGA nanoparticles [50]. Furthermore, another study

compared state-of-the-art transfection approaches and determined that only an

electroporation protocol achieved efficient transfection rates of brain capillary

cells (82% transfected cells) compared to lipid-based transfection (21–40%

transfected cells) [49]. Hence, there is still a high demand for the development of

nonviral gene delivery systems, especially for difficult-to-transfect cell lines like

brain capillary endothelial cells.

Besides viruses [51–57], various synthetic and biological polycation/DNA

complexes have also been utilized as vehicles for gene transport [58–66]. Among

others, the effects of the polycation chemical composition, charge density, and chain

topology (linear flexible coils, hyperbranched or dendritic structures, comb-like

polymers) were investigated [67, 68]. Work on PLL with different chain topologies

(linear, branched, dendritic) by Mannistö et al. showed no clear relation between the

physicochemical properties (complex size, zeta-potential, condensation of DNA) and

the transfection efficiency [69]. However, linear PLL was more efficient for transfec-

tion of D407 cell lines than the dendritic or branched polymer.

Polymer Complexes in Biological Applications 225



2.2 Polymers for Transfection

Rod-like, semiflexible, and ring-shaped polymers were claimed to be promising

candidates as drug delivery vehicles, showing prolonged in vivo circulation times

[70–73] and excellent accumulation in tumor cells [72, 74]. Reports on complexes

of stiff polycations with DNA are rare. Besides other reports [75, 76], pullulan

modified with spermine groups was reported to transfect T24 cells of a human

bladder cancer cell line [77], HepG2 cells of a human hepatoma cell line [78, 79],

and human microvascular endothelial cells [80].

Cylindrical brush polymers [81–88] constitute a prominent class of worm-like

cylindrical polymers, which consist of a long main chain (degree of polymerization

Pn > 500) densely decorated with short polymeric side chains (20 < Pn < 100).

Due to the extremely large grafting density (typically one side chain per 0.25–0.5 nm

main chain contour length) the steric repulsion of the side chains forces the main

chain into an extended conformation with a persistence length comparable to that of

DNA (see Fig. 7).

Such polymer topologies have not been utilized in DNA transfection studies

except for one study by Liu et al. [68], who report on brush-like polymers with

PEI-b-PEO side chains. However, in these polymers the main chain length was hardly

longer than the side chain length, resulting in a spherical rather than cylindrical brush

structure.

Fig. 7 Sketch of a

cylindrical brush polymer.

Thick red line,
polymethacrylate main

chain; fine blue lines,
PLL side chains. The main

chain is forced into an

extended conformation due

to the strong steric repulsion

of the densely grafted side

chains
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2.3 Brush Polymer Synthesis and DNA Complexation

The PLL-brush polymers were synthesized by grafting Z-protected lysine by ring-

opening polymerization from a macroinitiator, as described elsewhere [87]. The

total weight-average molar mass (Mw) of the deprotected PLL brush was deter-

mined in aqueous 5 mM LiBr by light scattering to be 1.03�107 g/mol, yielding an

average of 55 lysine units per side chain [87]. The overall brush dimensions were

Rg ¼ 84.4 nm and Rh ¼ 56.7 nm. The degree of polymerization of the

macroinitiator was evaluated by light scattering to be Pw ¼ 900. The polydispersity

measured by gel permeation chromatography in dimethyl formamide (DMF) was

Mw/Mn ¼ 1.5 (polystyrene calibration). Linear PLL with Mw ¼ 326,000 g/mol,

Rg ¼ 27 nm, and Rh ¼ 21 nm was also utilized for complex formation and trans-

fection studies. The DNA/polycation complexes were prepared by adding DNA

(pUC19) solution dropwise to a polycation solution.

Complexes can be formed by dropwise addition of DNA solution to the

polycation solution. At low excess of polycation, the radii of the complex mixture

remain small, in the size regime of either the pure polycation or the DNA. In this

part of the phase diagram, complexes are known to coexist with excess polycation

[89–91]. When approaching the point where the molar mass and the radii of the

complexes start to diverge, the excess component becomes fully incorporated into

the complexes. Upon further addition of DNA, the solution becomes unstable due to

bridging of the primary complexes by additional DNA. These experiments were

performed with pUC19 DNA but similar results are to be expected for the larger

GFP-DNA (Fig. 8). For linear PLL, this diverging point lies in the equimolar charge

regime, whereas it is shifted to a bigger excess of polycation for brush molecules in

qualitative agreement with our former results on similar systems [89]. Above

z+/z� ¼ 1.5 for complexes with linear PLL and z+/z� ¼ 2.2 with PLL brushes,

no free DNA could be detected.

For transfection experiments, these critical DNA weight fractions (wDNA) limit

the choice of mixing ratios to 0.15 < wDNA < 0.2, because wDNA should be well

below the diverging point and the solution for transfection should not contain

too-large an excess of uncomplexed polycation.

Typically, one complex contains 20 DNA molecules and 10 cylindrical brush

molecules, whereas more than 100 linear PLL chains are involved in a complex

containing similar numbers of DNA molecules.

For a successful transfection, DNA must be released from complexes. One

prominent hypothesis postulates that anionic competitors, most likely polyions,

could replace DNA in the complex [92, 93]. Hence, lower molar mass heparin has

been established as a model for DNA release experiments, although heparin is not

abundant in cells. In addition, the serum protein albumin (which is also not abundant

in the cell cytoplasm) as representative of proteins with a small anionic charge, NaCl,

and RNAwere tested for their ability to release DNA from brush polymers and linear
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polymers [94]. Results of the release experiments are summarized in Table 1.

Complexes with linear PLL were very stable and DNA was not released by any of

the applied competitors. In contrast, complexes with brush polymers were less stable

and both heparin and BSA were able to release DNA, depending on the excess of

competitor to DNA.

Additionally, it was investigated whether complexation of DNA with

polycations could guard DNA from degradation by DNase. Degradation assays

with DNase revealed that none of the complexes provided enhanced protection

against DNase degradation. Recent reports on DNA protection against DNase

Fig. 8 Hydrodynamic radii

Rh of PLL-brush/pUC19

complexes and of linear

PLL/pUC19 complexes.

The hydrodynamic radii

Rh of PLL-brush/pUC19

complexes (circles) and the

hydrodynamic radii of

linear PLL/pUC19

complexes (squares) are
shown as function of the

weight fraction of DNA,

wDNA. Complexes were

prepared in 150 mM NaCl

with a total concentration of

10 mg/L

Table 1 DNA release from polycation complexes and DNase protection

PLL brush Linear PLL

Heparin Release increases with charge

ratios starting at z�(Heparin)/
z�(DNA) > 25

No release for z�(Heparin)/
z�(DNA) < 250, larger

ratios not tested

BSA Release for z�(BSA)/
z�(DNA) > 12

No release for z�(BSA)/
z�(DNA) < 140, larger

ratios not tested

NaCl No release (up to 2 M NaCl) No release (up to 2 M NaCl)

RNA No release for z�(RNA)/
z�(DNA) < 5.3, larger

ratios not tested

No release for z�(RNA)/z�(DNA)
< 5.3, larger ratios not tested

DNase protection No No

Conditions for DNA release from linear and cylindrical brush polycation complexes with different

competitors (heparin, bovine serum albumin, RNA) and NaCl. DNase-I-mediated degradation was

also measured to see whether complexation gave protection
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degradation in Lipofectamine/DNA complexes are controversial [95–98] and do

not allow a detailed discussion on the importance of DNase protection on the

transfection efficiency.

Whereas the release experiments clearly showed that DNA was more easily

released from the cylindrical brush complexes than from linear PLL complexes,

experiments with ethidiumbromide revealed that all DNA phosphate groups were

complexed by the cationic charges for both linear and cylindrical brush PLLs. Thus,

subtle topology-dependent enthalpic and entropic effects may play a deciding role

in the DNA release out of the complexes.

2.4 Transfection with Brush Polymers

Prior to transfection, the question of cell cytotoxicity needs to be addressed.

Porcine microvascular endothelial cell (PBMEC) viability was affected in a

concentration-dependent manner and was similar for linear PLL and cylindrical

PLL brushes, with a 50% cell survival concentration of 0.5 mg/mL. For compari-

son, the cell cytotoxicity of linear PLLs and stiff cylindrical PLL-brush polymers

on fibroblasts (NIH/3T3) was also tested, which is known to be very high for

linear PLL [99]. These results could be confirmed because linear as well as brush

PLL polymers were found to be very toxic for fibroblasts (50% cell survival

concentration 0.01 mg/mL). The differences in cytotoxicity between the two cell

lines may be explained by cell type-dependent differences. Brain endothelial cells

possess transport systems (efflux transporter of ABC family) characteristic for

barrier endothelial cells, which constitute a physical barrier to the brain

[100]. The PLL-brush polymers showed a 40% reduction in cell viability at a

concentration of 0.1 mg/mL and no effect at a concentration of 0.01 mg/mL. PLL

brush concentrations used for transfection were <0.1 mg/mL; hence, only mod-

erate effects on cell viability are to be expected during transfection. Compared to

the well-known cytotoxic side effects of other transfection reagents (e.g.,

lipofectins [101]), the moderate effects on cell viability observed here are judged

to be of only minor importance.

For in vitro transfection studies, complexes of DNA and cylindrical brush PLLwith

PLL side chains were formed at a polycation-to-DNA charge ratio of z+/z� ¼ 10.6

and z+/z� ¼ 6.3. [94]. Transfection was controlled by confocal microscopy and

quantified by cell cytometry. Only complexes with brush PLL provided significant

cell transfection of brain capillary endothelial cells (PBMEC), whereas complexes

with linear PLL were not effective, as shown in Fig. 9.

It was demonstrated that cylindrical brush/DNA complexes showed the highest

transfection efficiencies, even higher than for Lipofectamine controls. Quantitative

analysis revealed that cylindrical brush/DNA complexes formed at an excess of 6.3

and 10.6 positive charges per negative charge (z+/z�) evoked an increase in
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transfection efficiency of 50�18.2% and 44�12.4% (compared to Lipofectamine)

whereas similar complexes with linear PLL did not lead to any significant transfection

(Fig. 9), although the size of the complexes was similar (80 nm < Rh < 150 nm).

2.5 Conclusions

Developing an effective delivery agent for the transfection of challenging cells like

capillary endothelial cells is a major experimental problem in in vitro experiments.

The results of the studies described here demonstrate that the worm-like topology of

synthetic polycations shows superior transfection results as compared to chemically

similar linear polycations. PLL-based polycations are known to be toxic for many

cell lines, although PBMEC were shown to survive amazingly high concentrations

of PLL, up to 0.1 mg/mL. Accordingly, future work will aim to reduce cytotoxicity,

for instance by reducing the number of cationic charges. The cylindrical brush

polymers presented here have the additional advantage that they can be prepared

from a variety of chemically different biocompatible and biodegradable building

blocks. The latter option may eventually lead to in vivo applications, provided that

the release of DNA by interaction with serum proteins can be prohibited.

Fig. 9 Transfection efficiency of PLL-brush/pEGFP-C3. Polymer complexes at various charge-

mixing ratios with 1.0 μg pEGFP-C3 on PBME cells: PLL-brush complex 2, z+/z� ¼ 10.6;

PLL-brush complex 3, z+/z� ¼ 6.3; linear PLL complex 1, z+/z� ¼ 8.9; linear PLL complex 2,

z+/z� ¼ 6.3. Lipofectamine was used as a positive control and GFP expression was measured as% of

total cell population, 48 h after transfection
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1 Introduction

Lipid bilayers and membrane proteins are one important class of biological

systems for which the relationship between single molecule properties and the

behavior of complex nanoscopically structured materials has been under intense

investigation for a long time. In the present review we address how approaches

combining theory, simulation, and experiment may help us gain a better under-

standing of phenomena in biomembranes. A general overview of theoretical

considerations and continuum theory of lipid membranes is given and different

modeling and simulation approaches to biomembrane systems are introduced. In

particular, we introduce several generic lipid simulation models and show how

these models can help us understand material properties of lipid bilayers such as

bending and Gaussian curvature modulus, or membrane tension. We discuss timely

topics such as lipid rafts, membrane–protein interactions, and curvature-mediated

interactions between proteins. These fundamental theoretical and modeling inves-

tigations are important for understanding the principles that govern the aggregation

phenomena in biological membranes that lead to large superstructures such as the

light-harvesting complex of green plants. In Sect. 4 of this chapter, we give an

overview of multiscale modeling approaches that try to go beyond generic lipid

and protein models and attempt to ensure a certain chemical specificity while still

benefiting from the time- and length-scale advantages of coarse-grained simula-

tions. The section concludes with the example of the light-harvesting complex of

green plants, for which we show first steps toward a multiscale simulation model

that allows one to go back and forth between a coarse-grained and an atomistic
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level of resolution and therefore permits immediate comparison with atomic level

experimental data.

2 Theory and Simulation of Lipid Bilayers

To provide a basis for both the theoretical ideas and the computational techniques

that we will discuss in this chapter, we start by reminding the reader of some

essential concepts. Section 2.1 reviews some basic aspects of the Helfrich Hamil-

tonian. Section 2.2 introduces three coarse-grained membrane models that will be

used in the remainder of this chapter. In Sects. 2.3 and 2.4, we discuss the bending

moduli and the surface tension of membranes in more detail, and finally comment

on multicomponent membranes in Sect. 2.5.

2.1 Basic Continuum Theory Concepts

2.1.1 Continuum Elasticity of Lipid Membranes

Lipid molecules are amphipathic: they consist of a hydrophilic head group and

typically two hydrophobic (fatty acid) tails. Yet, despite their amphipathic nature,

lipid molecules dissolved in water have an extremely low critical aggregate con-

centration (nanomolar or even smaller [1]), and thus under most common condi-

tions lipids spontaneously aggregate. Because the roughly cylindrical shape of

lipids leads to two-dimensional self-assembly, thermodynamic considerations [2]

show that – in contrast to the finite size of spherical and wormlike micelles – a

single macroscopic aggregate containing almost all of the lipids will form: a

two-dimensional bilayer membrane. Its lateral dimensions can exceed its thickness

by several orders of magnitude.

2.1.2 The Helfrich Hamiltonian

If lipid membranes are subjected to lateral tension, they typically rupture at stresses

of several millinewtons per meter (mN/m), with a remarkably low rupture strain of

only a few percent [3]. At large scales and moderate tensions it is hence an excellent

approximation to consider membranes as largely unstretchable two-dimensional

surfaces. Their dominant soft modes are not associated with stretching but with

bending [4–6]. Within the well-established mathematical framework developed by

Helfrich [5], the energy of a membrane patch P, amended by a contribution due to

its boundary ∂P [7], is expressible as:
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E P½ � ¼
ð
P

dA
1

2
κ K � K0ð Þ2 þ κKG

� �
þ
þ
∂P

γ: ð1Þ

Here, K ¼ c1 + c2 and KG ¼ c1 c2 are the total and Gaussian curvature, respec-

tively, and the ci are the local principal curvatures of the surface [8, 9]. The inverse
length K0 is the spontaneous bilayer curvature, showing that the first term quadrat-

ically penalizes the deviation between total and spontaneous curvature.1 The

parameters κ and κ are the bending modulus and Gaussian curvature modulus,

respectively, and they quantify the energy penalty due to bending. Finally, the

parameter γ is the free energy of an open membrane edge and is thus referred to as

the edge tension.

2.1.3 Refining the Helfrich Model

Although the Helfrich Hamiltonian provides a successful framework for describing

the large-scale structure and geometry of fluid membranes, it is not designed for

modeling membranes on smaller length scales, i.e., of the order of the membrane

thickness. Several more refined continuum models have been proposed for

amending this situation. Evidently, continuum descriptions are no longer applicable

at the Ångström scale. However, they still turn out to be quite useful on length

scales down to a few nanometers.

As one refinement, Lipowsky and coworkers have proposed the introduction of a

separate, independent “protrusion” field that accounts for short wavelength fluctu-

ations [10–12]. According to recent atomistic and coarse-grained simulations by

Brandt et al., these protrusions seem to correspond to lipid density fluctuations

within the membrane [13, 14]. Lindahl and Edholm pioneered another important

refinement, which is to consider the height and thickness variations of membranes

separately [15]. Continuum models for membranes with spatially varying thickness

have a long-standing tradition in theories for membrane-mediated interactions

between inclusions [16–27] (see also Sect. 3.1), and they can be coupled to Helfrich

models for height fluctuations in a relatively straightforward manner [28–30]. In

addition, one can include other internal degrees of freedom, such as local tilt

[31–36], as well as membrane tension [36, 37].

In this article, we will focus in particular on the so-called coupled monolayer

models [18, 20–26, 28, 29], where membranes are described as stacks of two sheets

(monolayers), each with their own elastic parameters. Monolayers are bound to

each other by a local harmonic potential that accounts for the areal compressibility

of lipids within the membrane and their constant volume [22, 28]. Li et al. have

recently compared the elastic properties of amphiphilic bilayers with those of the

corresponding monolayers within a numerical self-consistent field study of

1Observe that 1/K0 is not the optimal radius Ropt of a spherical vesicle. Minimizing the energy per

area with respect to K shows that instead this radius is given by RoptK0 ¼ 2þ κ =κ.
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copolymeric membranes [38]. They found that the bilayer elastic parameters can be

described at an almost quantitative level by an appropriate combination of mono-

layer elastic parameters.

2.2 Coarse-Grained Lipid Models

The multitude of length and time scales that matter for biophysical membrane

processes is mirrored in a wide spectrum of computational models that have been

devised to capture these scales. These range from all-atom simulations [39–43] up

to dynamically triangulated surfaces [44–47] and continuum models [48, 49]. The

region in between is becoming increasingly populated by a wealth of different

coarse-grained (commonly abbreviated “CG”) models, which capture different

aspects of a very complex physical situation, and a number of excellent reviews

exist that provide a guide to the literature [50–57].

Besides their chosen level of resolution, CG models can also be classified by the

“spirit” in which they approach a physical situation: If the focus lies on generic

mechanisms that are thought to be quite universal in their reach, there is no need to

construct models that faithfully relate to every aspect of some particular lipid.

Instead, one creates “top-down” models based on the presumed principles under-

lying the generic mechanisms of interest. For instance, if one wishes to understand

how a bilayer membrane interacts with a colloidal particle that is much bigger than

the thickness of the membrane, relevant aspects of the situation will likely include

the fluid curvature–elastic response of bilayer lipid membranes, but probably not

the hydrogen bonding abilities of a phosphatidylethanol head group. If, in contrast,

one wishes to understand how mesoscopic membrane properties emerge from

specific properties of their microscopic constituents, the aim is instead to construct

“bottom-up” models whose key design parameters follow in a systematic way from

those of a more finely resolved model. For instance, if one wishes to understand

how those hydrogen bonding abilities of a phosphatidylethanol head group

impact the mesoscopic phase behavior of mixed bilayers, it will not do to simply

guess a convenient head group interaction potential, even if it is eminently plausi-

ble. The latter philosophy goes under various names, such as “systematic coarse

graining” or “multiscaling” and again excellent literature and resources exist that

cover this field [58–72].

The top-down and bottom-up approaches are not necessarily mutually exclusive.

It is conceivable that certain aspects of the science are systematically matched,

while others are accounted for in a generic way by using intuition from physics,

chemistry, mathematics, or other pertinent background knowledge. Conversely,

this also means that what any given model can qualitatively or quantitatively

predict depends greatly on the way in which it has been designed; there is no

universally applicable CG model. Stated differently, systematically coarse-grained

models will not be accurate in every prediction they make, and generic models can
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be highly quantitative and experimentally testable. One always needs to know what

went into a given model to be able to judge the reliability of its predictions.

In Sects. 2.2.1–2.2.3, we will review the basics of three particular CG models

that will feature in the remainder of this paper. The choice of models is not meant to

imply a quality statement but merely reflects our own experience and work.

2.2.1 Cooke Model

The Cooke model [73, 74] is a strongly coarse-grained top-down lipid model in

which every single lipid is represented by three linearly connected beads (one for

the head group, two for the tail) and solvent is implicitly accounted for through

effective interactions. It is purely based on pair interactions and therefore very

easy to handle. Its main tuning parameters are the temperature and the range wc

of the effective cohesion that drives the aggregation of the hydrophobic tail beads.

One might also change the relative size between head and tail beads to control

the lipids’ spontaneous curvature [75]. The bead size σ serves as the unit of length

and the potential depth E as the unit of energy. For the common choice kBT/E ¼ 1.1

and wc/σ ¼ 1.6, lipids spontaneously assemble into fluid membranes with an

area per lipid of about 1.2 σ2, a bending rigidity of κ � 12.8 kBT (but rigidities

between 3 kBT and 30 kBT can be achieved without difficulty), and an elastic ratio of

κ =κ � �0:92 [76].

2.2.2 Lenz Model

Like the Cooke model, the Lenz model [77] is a generic model for membranes, but

it has been designed for studying internal phase transitions. Therefore, it puts a

slightly higher emphasis on conformational degrees of freedom than the Cooke

model. Lipids are represented by semiflexible linear chains of seven beads (one for

the head group, six for the tail), which interact with truncated Lennard–Jones

potentials. Model parameters such as the chain stiffness are inspired by the prop-

erties of hydrocarbon tails [78]. The model includes an explicit solvent, which is,

however, modeled such that it is simulated very efficiently: it interacts only with

lipid beads and not with itself (“phantom solvent” [79]).

The model reproduces the most prominent phase transitions of phospholipid

monolayers [78] and bilayers [80]. In particular, it reproduces a main transition

from a fluid membrane phase (Lα) to a tilted gel phase (Lβ0 ) with an intermediate

ripple phase (Pβ0), in agreement with experiments. The elastic parameters have been

studied in the fluid phase and are in reasonable agreement with those of saturated

DPPC (dipalmitoyl-phosphatidylcholine) bilayers. Recently, the Lenz model has

been supplemented with a simple cholesterol model [81]. Cholesterol molecules are

taken to be shorter and stiffer than lipids, and they have a slight affinity to lipids.

Mixtures of lipids and cholesterol were found to develop nanoscale raft domains
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[81], in agreement with the so-called “raft hypothesis” [82]. As a generic model that

reproduces nanoscale structures in lipid membranes (ripple states and rafts), sim-

ulations of the Lenz model can provide insight into the physics of nanostructure

formation in lipid bilayers. This will be discussed in more detail in Sect. 2.5.

2.2.3 MARTINI Model

The MARTINI model for lipids [83, 84] is a hybrid between a top-down and a

bottom-up model: approximately four heavy atoms are mapped to a single CG bead,

and these CG beads come in a variety of types, depending on their polarity, net

charge, and the ability to form hydrogen bonds. The systematic aspect of MARTINI

largely derives from the fact that the nonbonded interactions between these building

blocks (shifted Lennard–Jones and possibly shifted Coulomb potentials) have been

parameterized to reproduced most of the thermodynamics correctly, especially the

partitioning free energy between different environments, such as between aqueous

solution and oil. Given a particular molecule, a judicious choice of assignments

from groups of heavy atoms to MARTINI beads, together with standard bonded

interactions (harmonic, angular, and dihedral potentials), leads to the CG version of

a molecule.

The complete MARTINI force field encompasses more than lipids and sterols

[83, 84]; it is currently also available for proteins [85], carbohydrates [86], and

glycolipids [87]. The far-reaching possibilities for looking at multicomponent

systems without the need to explicitly cross-parametrize new interactions have

substantially contributed to the attractiveness of this force field. Of course, care

must still be taken that one’s mapping onto the CG level is consistent overall and

chemically meaningful: Even though the nonbonded interactions are derived from a

single guiding principle, which is both conceptually attractive and computationally

powerful, there is no guarantee that it will work under all circumstances for one’s

particular choice of system and observable, so it is up to the user to perform

judicious sanity checks. After all, with great power there must also come great

responsibility [88].

2.3 Obtaining Material Parameters

The Hamiltonian in Eq. (1) is an excellent phenomenological description of fluid

membranes, but it does not predict the material parameters entering it, which must

instead come from experiment or simulation. Let us briefly list a number of ways in

which this is achieved, both in experiment and in simulation.

The bending modulus κ is measured by techniques such as monitoring the

thermal undulations of membranes [89–94], probing the low-tension stress–strain

relation [95], X-ray scattering [96–99], neutron spin echo measurements [100–102]

(note however the caveats raised by Watson and Brown [103]), or pulling thin
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membrane tethers [104–106]. In simulations, monitoring undulations [12, 15, 28,

73, 74, 83, 107–111] or orientation fluctuations [112], measuring tensile forces in

tethers [111, 113, 114], and buckling [115, 116] have been used successfully.

The Gaussian curvature modulus κ is much harder to obtain because, by virtue of

the Gauss-Bonnet theorem [8, 9], the surface integral over the Gaussian curvature

KG depends only on the topology and the boundary of the membrane patch P.
Hence, one needs to change at least one of them to access the Gaussian curvature

modulus. It therefore tends to be measured by looking at the transitions between

topologically different membrane phases (e.g., the lamellar phase Lα and the

inverted cubic phase QII) [117–120] or the shape of phase-separated membranes

in the vicinity of the contact line [121, 122] (even though the latter strictly speaking

only gives access to the difference in Gaussian moduli between the two phases). In

Sect. 2.3.2 we will briefly present a computational method that obtains κ from the

closure probability of finite membrane patches [76, 123].

To measure the edge tension requires an open edge, and in experiments this

essentially means looking at pores [124–127]. This also works in simulations [73,

74, 83, 108, 109], but it tends to be easier to create straight bilayer edges by

spanning a “half-membrane” across the periodic boundary conditions of the simu-

lation box [128–131].

The spontaneous curvature K0 usually vanishes due to bilayer up–down sym-

metry, but could be measured by creating regions of opposing spontaneous curva-

ture and monitoring the curvature this imprints on the membrane [132], or by

measuring the shape of a spontaneously curved membrane strip [111].

Because curvature elasticity is such an important characteristic of lipid mem-

branes, obtaining the associated moduli has always attracted a lot of attention. Let

us therefore provide a few more details on some classical and some more recent

computational strategies to measure them. Shiba and Noguchi [111] also provide a

detailed recent review.

2.3.1 Bending Modulus

The shape of essentially flat membranes stretched across the periodic boundary

conditions of a simulation box can be described by specifying their vertical

displacement h(r) above some horizontal reference plane, say of size L � L. In
this so-called Monge parametrization, the bending contribution due to the total

curvature term (ignoring for now on the spontaneous curvature K0) is given by:

ð
dA

1

2
κK2 ¼ 1

2
κ

ð
0;L½ �2

d2r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ∇hð Þ2

q
∇ � ∇hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ∇hð Þ2
q

0B@
1CA

2

ð2Þ
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¼ 1

2
κ

ð
0;L½ �2

d2r hiið Þ2 � 1

2
hiið Þ2hjhj � 2hiihjhjkhk þ O h6

� �� �
, ð3Þ

where the indices are short-hand for derivatives: hi ¼ ∂h/∂ri, etc. The first square
root expression in Eq. (2) is the metric determinant that accounts for the increased

area element if the surface is tilted. The expression following it is the total

curvature in Monge gauge. Evidently, the Helfrich Hamiltonian is highly nonlinear

in this parametrization! Hence, one frequently expands the integrand for small h,
as is done in the second line. The first term, 1

2
κ hiið Þ2 ¼ 1

2
κ Δhð Þ2 is quadratic in

h and thus gives rise to a harmonic theory, which is referred to as “linearized

Monge gauge.” The majority of all membrane work relies on this simplified

version. However, the higher order terms occasionally matter: they are for instance

responsible for the renormalization of the bending rigidity by thermal shape

undulations [133–136].

Upon Fourier-transforming h rð Þ ¼ Σq
ehq eiq�r and restricting the functional to

quadratic order we obtain the transformed Hamiltonian E½ehq� ¼ L2Σq
1
2
κq4jehqj2,

which shows that the modes ehq are independent harmonic oscillators. The

equipartition theorem then implies that hjehqj2i ¼ kBT=L
2κq4, and thus fitting to

the spectrum of thermal undulations gives access to κ. Unfortunately, there are

several difficulties with this picture (see, e.g., the recent review [137]). The simple

expression can only be expected to hold for sufficiently small wave vectors because

at small length scales local bilayer structure will begin to matter. For instance, it is

well known that lipid tilt fluctuations contaminate the undulation spectrum

[34, 35]. The situation becomes even more complicated in low temperature phases

that exhibit hexatic order [138, 139] or permanent tilt [140, 141]. In such cases, the

fluctuation spectrum shows no sign of a hjehqj2i / 1=q4 behavior up to length scales
of at least 40 nm [142]. The most obvious way out is to simulate larger systems and

thus gain access to smaller wave vectors, but unfortunately these modes decay

exceedingly slowly. For overdamped Brownian dynamics with a friction constant

ζ ¼ L2ζ0, one finds ζ
_ehq ¼ �∂E½ehq�=∂ehq ¼ �L2κq4 ehq, showing that modes expo-

nentially relax with a time constant τ ¼ ζ0/κq
4 that grows quartically with the

wave length. Accounting for hydrodynamics turns this into a cubic dependence,

τ ¼ 4η/κq3 [89, 143–145], where η is the solvent viscosity, but the situation is still

uncomfortable: when Lindahl and Edholm [15] simulated 1,024 DPPC lipids in a

20 nm square bilayer, their measured value κ ¼ 4 � 10�20 J implies τ ’ 3.2 ns for

the slowest (and most informative) mode, not much smaller than the overall 10 ns

total simulation time.

Although measuring κ from the undulation spectrum is possible, there is a more

basic concern with such an approach: one tries to measure a modulus with a value

typically around 20 kBT by using thermal fluctuations of order kBT to excite the

bending modes, which of course makes it quite challenging to get a signal to begin
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with.2 An obvious alternative is to actively bend membranes and directly measure

their curvature elastic response. There are clearly many ways to deform a mem-

brane; here we will describe two possibilities that have been proposed in the past as

convenient methods for obtaining the bending modulus.

Harmandaris and Deserno [113] proposed a method that relies on simulating

cylindrical membranes. Imagine a membrane of area A that is curved into a cylinder

of curvature radius R. Its length L satisfies 2πRL ¼ A, and the curvature energy per
area of this membrane is:

e ¼ 1

2
κ
1

R2
¼ 1

2
κ

2πL
A

� �2

: ð4Þ

Because changing the length of the cylinder at constant area will also change the

curvature radius, and thus the bending energy, there must be an axial force

F associated with this geometry. Its value is given by:

F ¼ ∂eA
∂L

� �
A

¼ A κ
2πL
A

2π
A

¼ 2πκ
R

: ð5Þ

Hence, measuring both the axial force and the cylinder radius yields the bending

modulus as κ ¼ FR/2π. Notice that within quadratic curvature elasticity, the radius

of the cylinder does not matter: Both small and large radii will lead to the same

modulus. In other words, FR is predicted to be a constant. Of course, it is conceiv-

able that higher order corrections to the Helfrich Hamiltonian Eq. (1) matter once

curvatures become really strong. For the present geometry there is only one term,

which enters at quartic order, and one would write a modified energy density

e ¼ 1
2
κK2 þ 1

4
κ4K

4. This modified functional leads to FR/2π ¼ κ + κ4/R
2 � κeff(R),

which can be interpreted as an effective curvature-dependent bending modulus.

Simulations using different models with different levels of resolution have indeed

both seen a small dependence of κeff on R [111, 113]. They find softening at high

curvature, which would indicate that κ4 is negative. In contrast, Li et al. [38]

recently studied the elastic properties of self-assembled copolymeric bilayers by

self-consistent field theory in cylindrical and spherical geometry, and found κ4 to be
positive. The details of nonlinear elastic corrections thus depend on the specifics of

the model under study, but the present studies suggest that as long as the radius of

curvature is bigger than a few times the membrane thickness, these corrections are

negligible. For example, Li et al. [38] found the deviations from linear to be less

than 2% both in the cylinder and sphere geometry, as long as the reduced curvature

was less than K0d ¼ 0.6 (where d is the bilayer thickness).

2 It is easy to see that δh � hh rð Þ2i1=2 ¼ L
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBT=16π3κ

p � L=100 (assuming κ ’ 20 kBT ), which is

a few Ångström for typical simulation sizes.
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The cylinder stretching protocol appears to work very well for simple solvent-

free membrane models [111, 113, 114], but with more refined models this method

suffers from two drawbacks, both related to the equilibration of a chemical poten-

tial. First, the cylinder separates the simulation volume into an “inside” and an

“outside.” If solvent is present, its chemical potential must be the same in these two

regions, but for more highly resolved models the solvent permeability through the

bilayer is usually too low to ensure automatic relaxation. Second, the chemical

potential of lipids also has to be the same in the two bilayer leaflets, and again for

more refined models the lipid flip-flop rate tends to be too low for this to happen

spontaneously.

To circumvent this difficulty, Noguchi has recently proposed to instead simulate

a buckled membrane as an example of an actively imposed deformation [115]

(see Fig. 1 for an illustration). This solves both problems simultaneously: neither

does the buckle divide the simulation box into two distinct compartments,3 nor is

lipid equilibration across leaflets a big concern because for symmetry reasons both

leaflets are identical (at least for a “ground state buckle”) and thus ensuring that the

same number of lipids is present in both leaflets is a good proxy. The theoretical

analysis of the expected forces is a bit more complicated compared to the cylinder

setup, but it can be worked out exactly, even for buckles deviating strongly from

“nearly flat.” Hu et al. have recently provided systematic series expansions for the

buckling forces in terms of the buckling strain. If a membrane originally has a

Fig. 1 Illustration of a

buckling simulation using

the MARTINI model for

DMPC (which uses

10 beads per lipid)

[116]. This particular

membrane consists of 1,120

lipids and is compressed at a

strain γ ¼ 0.3, which gives

it an amplitude of

approximately 22% of the

box length. To suppress

membrane deformations in

the second direction, the

width of the box is chosen to

be much smaller than its

length

3Observe that the part of the membrane above the buckle and the part below the buckle can be

connected through the periodic boundary of the simulation box.
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length L and is buckled to a shorter length Lx, then the force fx per length along that
membrane as a function of strain γ ¼ (L � Lx)/L can be written as [116]:

f x ¼ κ
2π
L

� �2

1þ 1

2
γ þ 9

32
γ2 þ 21

128
γ3 þ 795

8192
γ4 þ 945

16384
γ5 þ � � �

	 

: ð6Þ

Notice that the force does not vanish for γ ! 0, which is the hallmark of a

buckling transition. Hu et al. [116] also estimate the fluctuation correction on this

result and find it to be very small; they apply this method to four different

membrane models, ranging from strongly coarse grained to essentially atomistic,

and argue that it is reliable and efficient.

2.3.2 Gaussian Modulus

To measure the Gaussian curvature modulus κ directly, the Gauss–Bonnet theorem

[8, 9] forces one to either change the topology or the boundary of a membrane

patch. Recently Hu et al. [76, 123] suggested a way to achieve this. Consider a

circular membrane patch of area A. Being flat, its energy stems from the open edge

at its circumference. The patch could close up into a vesicle in order to eliminate the

open edge, but now it carries bending energy. If we imagine that transition

proceeding through a sequence of conformations, each one resembling a spherical

cap of curvature c, then the excess energy of such a curved patch (compared to the

flat state) is given by [7, 146]:

ΔE x; ξð Þ
4π 2κ þ κð Þ ¼ ΔeE x; ξð Þ ¼ xþ ξ

ffiffiffiffiffiffiffiffiffiffiffi
1� x

p
� 1

h i
: ð7Þ

ΔE is scaled by the bending energy of a sphere and we defined:

x ¼ Rcð Þ2, ξ ¼ γR

2κ þ κ
, and R ¼

ffiffiffiffiffi
A

4π

r
: ð8Þ

For ξ > 1 the spherical state (x ¼ 1) has a lower energy than the flat state

(x ¼ 0). If x is viewed as a reaction coordinate, Eq. (7) describes a nucleation

process, since for ξ < 2 the transition from the flat to the spherical state proceeds

through an energy barrier of height ΔeE∗ ¼ 1� ξ=2ð Þ2 at x∗ ¼ 1 � (ξ/2)2. Eq. (7)
shows that the functional form of the nucleation barrier depends on parameters such

as moduli and system sizes only through the combination ξ, and all parameters

entering ξ (with the exception of κ ) can be determined ahead of time by other

means. Hence, measuring κ amounts to measuring the nucleation barrier (or at least

the location of the maximum). Hu et al. [76, 123] do this by a dynamical process:

Equilibrated but pre-curved membrane patches with some initial value for x may

either flatten out or close up, depending on where on the barrier they start. The
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probability for either outcome can be computed if ΔE is known [147] and so κ ends

up being found through a series of patch-closure experiments.

The results of such simulations show that κ =κ is close to �1, both for the Cooke

model and for MARTINI DMPC (see Sect. 2.2 for a further discussion of these

models).4 This is compatible with experiments [117–122] but disagrees with the

only other method that has been suggested for getting the Gaussian modulus. As

first pointed out by Helfrich [148], quite general considerations suggest that the

second moment of a membrane’s lateral stress profile is also equal to the Gaussian

modulus [148–150]:

κ ¼
ð
dz z2Σ zð Þ, ð9Þ

where Σ zð Þ ¼ Πzz � 1
2
Πxx zð Þ þ Πyy zð Þ� �

is the position-resolved lateral stress

through a membrane, whose integral is simply the surface tension [151]. However,

when applied to the Cooke model, Hu et al. find κ =κ � �1:7 [76], which quite a bit
more on the negative side, whereas applying it toMARTINI DMPC (at 300K) yields

κ =κ � �0:05, much closer to zero; MARTINI DPPC and DOPC (dioleoylphos-

phatidylcholine) even lead to positive Gaussian moduli. At present it is unclear

where this discrepancy originates from, but given that the values obtained from the

patch-closure protocol are physically more plausible it seems likely that there is a

problem with the stress approach. The latter suspicion is also supported by the fact

that a more refined theory of bilayer elasticity [152] predicts corrections to the right-

hand side of Eq. (2) that depend on moments of order parameter distributions.

2.4 The Tension of Lipid Membranes

The Helfrich Hamiltonian, Eq. (1), does not include a surface tension contribution.

Free membrane patches can relax and adjust their area such that they are stress-free.

In many situations, however, membranes do experience mechanical stress. For

example, an osmotic pressure difference between the inside and the outside of a

lipid vesicle generates stress in the vesicle membrane. Stress also occurs in

supported bilayer systems, or in model membranes patched to a frame. In contrast

to other quantities discussed earlier (bending stiffness etc.), and also in contrast to

the surface tension of demixed fluid phases, membrane stress is not a material

parameter. Rather, it is akin to a (mechanical or thermodynamic) control parameter,

which can be imposed through boundary conditions.

The discussion of membrane tension is complicated by the fact that there exist

several different quantities that have been called “tension” or “tension-like.” For

the sake of simplicity, we will restrict ourselves to quasiplanar (fluctuating)

4 The requirement that the Hamiltonian (1) is bounded below demands that �2κ � κ � 0.
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membranes in the following. A thoughtful analysis of the vesicle case has recently

been carried out by Diamant [153].

The first tension-like quantity in planar membranes is the lateral mechanical stress

in the membrane, as discussed above. If the stress is imposed by a boundary

condition, such as, for instance, a constraint on the lateral (projected) area of the

membrane, it is an internal property of the membrane system that depends, among

other parameters, on the area compressibility [36] and the curvature elasticity

[154–161]. Alternatively, mechanical stress can be imposed externally. In that case,

the projected area fluctuates, and the appropriate thermodynamic potential can be

introduced into the Helfrich Hamiltonian, Eq. (1), in a straightforward manner:

G ¼ E� ΓframeAp ¼
ð
P

dA
1

2
κ K � K0ð Þ2 þ κ KG � Γframe

dAp

dA

n o
: ð10Þ

Here Γframe is the stress or “frame tension,” Ap is the projected area in the plane

of applied stress, and we have omitted the membrane edge term. Let us consider a

membrane with fixed total area A. In Monge representation, one has

dAp=dA ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ∇hð Þ2

p
� 1� ∇hð Þ2=2þ O h4

� �
, thus the last term in Eq. (10)

takes the form [37, 162]:

constþ 1

2
Γframe

ð
Ap

d2r ∇hð Þ2 þ O h4
� � ð11Þ

(with const ¼ � ΓframeA). This is formally similar to a surface tension term in

an effective interface Hamiltonian for liquid–liquid interfaces. The main difference

is that the base Ap of the integral fluctuates. However, replacing this by a fixed base

hApi only introduces errors of order O h4
� �

[162].

From Eq. (11), it is clear that mechanical stress influences the fluctuation

spectrum of membranes and, in particular, one expects a q2 contribution to the

undulation spectrum, hjehqj2i�1 	 Γflucq
2 þ κq4 þ � � �. This introduces the second

tension-like parameter in planar fluctuating membranes, the “fluctuation tension”

Γfluc. According to Eq. (11), Γfluc is identical to Γframe up to order O h2
� �

.

Finally, the third tension-like parameter in membranes was introduced by

Deuling and Helfrich as early as 1976 [163], and it couples to the total area of the

membrane:

E ¼
ð
P

dA
1

2
κ K � K0ð Þ2 þ κKG þ Γ0

� �
: ð12Þ

In membranes with fixed lipid area, but variable number of lipids, the “bare

tension” Γ0 is simply proportional the lipid chemical potential. For membranes with

fixed number of lipids and variable lipid area, the physical meaning of Γ0 is less

clear, but it can still be defined as a field that is conjugate to A in a Lagrange

multiplier sense. This term also gives rise to a q2 term in the undulation spectrum,

with the fluctuation tension Γfluc ¼ Γ0 þ O h2
� �

[36].
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At leading (quadratic) order in h, the three tension-like quantities, Γframe, Γfluc,

and Γ0, thus have identical values. Nevertheless, they might differ from each other

due to nonlinear corrections [90, 164–167]. For instance, the bare tension Γ0 is

expected to deviate from the frame tension Γframe due to the effect of fluctuations.

The exact value of the correction depends on the ensemble and differs for systems

with a fluctuating number of lipids (variable number of undulating modes) or a

fixed number of lipids (fixed number of modes). The former case was analyzed by

Cai et al. [165] and the latter case by Farago and Pincus [168] and subsequently by a

number of other authors [169–171]. Interestingly, the correction has an additive

component in both cases. Hence a stress-free membrane has a finite bare tension.

Whereas the bare tension Γ0 is mostly of academic interest, the fluctuation

tension Γfluc describes actual membrane conformations. The relation between

Γfluc and Γframe has been discussed somewhat controversially in the past [153,

156, 162, 165, 169–174]. Cai et al. [165] and Farago and Pincus [156] have

presented a very general argument for why Γframe and Γfluc should be equal. Cai

et al. [165] examined the fluctuations of planar membranes with variable number of

lipids and fixed lipid area and proved Γfluc ¼ Γframe in the thermodynamic limit, if

the membrane is “gauge invariant,” i.e., invariant with respect to a rotation of the

“projected plane.” Farago and Pincus [156, 174] developed a similar theory for

membranes with fixed number of lipids at fixed projected area. Unfortunately, these

arguments – albeit appealing – are not entirely conclusive because the underlying

assumptions can be questioned: The thermodynamic limit does not exist for stress-

free planar membranes because they bend around on length scales larger than the

persistence length [90]. In the presence of stress, the limit does not exist either,

strictly speaking, because the true equilibrium state is one where the membrane has

ruptured. Furthermore, high stresses break gauge invariance. Contradicting Cai

et al. and Farago and Pincus [156, 165], a number of authors have claimed

Γfluc ¼ Γ0 [169–171], based on analytical arguments that, however, also rely on

the existence of the thermodynamic limit and on other uncontrolled approximations

[162, 172, 173].

Thus, the relation between Γframe and Γfluc remains an open question, and

simulations can point at the most likely answer. For example, if Γfluc ¼ Γframe,

the fluctuation tension should vanish for stress-free membranes, i.e., the undulation

spectrum should then be dominated by a q4 behavior. With a few exceptions [169,

170], this has indeed been observed in coarse-grained or atomistic simulations of

stress-free lipid bilayers [12, 15, 28, 30, 109, 175] or bilayer stacks [176]. This

would seem to rule out the alternative hypothesis Γfluc ¼ Γ0. However, it should be

noted that the undulation spectra have relatively large error bars and a complex

behavior at higher q, as discussed in Sect. 2.3.1. Therefore, the results also depend

to some extent on the fit.

To overcome these limitations, accurate simulations of elastic infinitely thin

sheets with no molecular detail are useful. Recently, a number of such simulations

have been carried out in two spatial dimensions (i.e., one dimensional membranes)

[162, 171, 174]. The results are found to depend on the ensemble. Fournier and

Barbetta studied a membrane made of hypothetical “lipids” with freely fluctuating
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areas, only controlled by a Lagrange parameter Γ0. They found that the fluctuation

tension Γfluc displays a complex behavior and neither agrees with Γ0 nor with

Γframe. Schmid [162] has considered an arguably more realistic situation where

“lipids” have fixed area and either a fixed frame tension is applied or the “projected

area” is kept fixed. These simulations reproduce the difference between Γ0 and

Γframe and indicate with high accuracy that the fluctuation tension is given by

Γfluc ¼ Γframe. Farago [174] confirmed these findings in simulations at fixed

projected area. Furthermore, he carried out reference simulations of a hypothetical

membrane model that lacks gauge invariance and found that, in this case, the

fluctuation tension deviates from the frame tension. These studies support the

validity of the picture originally put forward by Cai et al. [165]: For rotationally

invariant membranes with fixed area per lipid, the fluctuation tension is given by the

frame tension.

2.5 Membrane Heterogeneity and Lipid Rafts

In the late 1990s, several scientists put forward the suggestion that biomembranes

might not be laterally homogeneous but instead contain nanoscopic domains – soon

called “lipid rafts” – which differ in their lipid composition and are important for

numerous membrane-associated biological processes [177–181]. This idea quickly

replaced the prevailing fluid mosaic model [182], according to which the lipid

bilayer merely constitutes a two-dimensional passive solvent that carries membrane

proteins. It created huge excitement due to many obvious biological implications

and possibilities; at the same time it was controversial, for instance because it took

time to converge on a universally accepted definition of what a raft is [82,

183–185].

According to the lipid raft concept, biomembranes are filled with locally phase-

separated, cholesterol-rich, nanoscale “raft” domains, which contribute to mem-

brane heterogeneity and play an important role in organizing the membrane pro-

teins. Two aspects of this hypothesis are well-established: First, biological

membranes are laterally heterogeneous, and heterogeneity is important for the

function of membrane proteins, e.g., in signaling [186]. Second, multicomponent

lipid bilayers phase separate in certain parameter regions into a “liquid disordered”

(ld) and a “liquid ordered” (lo) phase [187, 188]. The hypothetical “raft state” is not

phase-separated, but rather a globally homogeneous state filled with nanodomains

of sizes between 10 and 100 nm. The raft concept is supported by experimental

findings, e.g., on the mobility of certain membrane proteins [189]. It has been

questioned mainly due to a lack of direct evidence. Rafts are too small to be

visualized in vivo by microscopy. Moreover, it was not clear from a theoretical

point of view why nanoscale rafts should be stable with respect to macrophase

separation. To explain this, it was proposed that rafts might be nonequilibrium

structures [190] and that rafts might be stabilized by the cytoplasm [191] or

by special line-active lipids [192–194]. Alternatively, it was argued that rafts
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might simply be a signature of critical fluctuations in the vicinity of critical points

[195, 196].

Whether a thermodynamically stable nanostructured raft state could exist in

simple multicomponent membranes that do not contain special line-active additives

has remained unclear until recently. This theoretical question mark could be

removed by recent simulations of the two-component Lenz model by Meinhardt

et al. [81]. Figure 2 shows a top view of a configuration that contains microscopic

cholesterol-rich domains. The simulations were carried out in a grand canonical

ensemble where lipids and cholesterol can swap identities, which excludes the

possibility that the finite domains simply reflect incomplete phase separation. The

lateral structure factor of the membranes exhibits a peak at around q 	 0.08 nm� 1.

Its existence shows that the clusters are not critical. Hence, raft-like structures can

be thermodynamically stable in multicomponent membranes. The characteristic

length scale of roughly 12 nm is compatible with the size commonly attributed to

lipid rafts in biomembranes [82].

Two comments are in place here. First, it should be noted that typical “raft

mixtures” used for studying rafts in model membranes contain at least three

components. This is because three components seem necessary to bring about

global lateral phase separation [188]. Meinhardt et al. report raft-like structures in

simulations of a coarse-grained model for binary mixtures but, as in experiments,

their systems do not show global phase separation between fluid states. Likewise,

there is also some experimental evidence that nanoscopic domains may already

be present in binary mixtures – in particular mixtures of saturated lipids (lipids

with high main transition temperature) and cholesterol. Studies based on local

techniques such as ESR, NMR, or diffusitivy measurements have indicated the

existence of immiscible liquid phases [188, 197, 198], whereas in fluorescence

microscopy, one only observes one homogeneous phase [188]. This suggests that

Fig. 2 Rafts in a

two-component lipid

bilayer (20,000 lipids, Lenz

model). Purple (darker)
beads correspond to

cholesterol and

green (lighter) beads to
phospholipids (see [81])
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these two-component membranes phase-separate on the nanoscale, while remaining

homogeneous on the global scale, and that they thus feature many of the intriguing

properties attributed to rafts.

Second, the characteristic length scale of the rafts is similar to the wavelength of

the ripple state in one-component bilayers in the transition region between the fluid

and the tilted gel Lβ0 state [199, 200]. Experimentally [201, 202] and in computer

simulations [80, 203–207], modulated phases are observed in lipid bilayers that

exhibit a tilted gel state, and they are not observed in lipid bilayers with an untilted

gel state Lβ [201–203, 208]. For example, in the Lenz model, rippled states occur in

the standard setup with a mismatch between head and tail size [80], but they

disappear if the head size is reduced such that the tilt in the gel phase

vanishes [208].

Meinhardt et al. [81] have proposed a joint theoretical explanation for these

findings, which is based on the coupled monolayer model (see Sect. 2.1.3). They

assumed that monolayers exhibit local phase separation into two phases with

different order parameter (composition or other), and that the spontaneous curva-

ture of the monolayer depends on the local order parameter. In the strong segrega-

tion limit where different phases are separated by narrow interfaces, they showed

that the line tension is reduced in the presence of a mismatch ΔK0 between the

spontaneous curvatures of the two phases. This is because monolayers with a

spontaneous curvature, which are forced into being planar by the apposing mono-

layer, experience elastic stress, and some of that stress can be released at the domain

boundaries. The resulting negative contribution to the line tension scales with

κ (ΔK0)
2 and should be present wherever ΔK0 is nonzero. A more detailed calcu-

lation shows that the elastic energy is minimized for circular or stripe domains of a

specific size, which is of the order of a few nanometers. This elastic mechanism

could thus stabilize rafts of finite size for sufficiently large spontaneous curvature

mismatch.

Meinhardt et al. also considered the weak segregation limit, where the phase

separation is incomplete, the interfaces are broad, and the free energy can be

expanded in powers of the order parameter Φ. They showed that the expansion

has a Landau–Brazovskii form [209]:

F ¼
ð
d2r

g

2
Δþ q20
� �2

Φ2 þ r

2
Φ2 � γ

3!
Φ3 þ λ

4!
Φ4

� �
, ð13Þ

with a characteristic wave vector of the order q0 < 1/ξ, where ξ is the in-plane

correlation length ξ ¼ (κt20/KA)
1/4 (t0 is the monolayer thickness and KA the area

compressibility). The Landau–Brazovskii model describes phase transitions driven

by a short-wavelength instability between a disordered and one or several ordered

phases. In mean-field approximation, it predicts a transition from a disordered

phase to one of several ordered modulated phases (lamellar or hexagonal). Fluctu-

ations are known to shift the order–disorder transition and to stabilize a locally

structured disordered phase via the so-called Brazovskii mechanism [209]. The
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correlation length ξ sets the order of magnitude and a lower limit for the charac-

teristic wave length of the structures. Inserting typical numbers for the elastic

parameters of DPPC bilayers in the fluid phase, one obtains ξ 	 1 nm.

The simple theory put forward by Meinhardt et al. accounts in a unified manner

for both ripple phases and raft states in membranes. The prerequisites for the

formation of such modulated phases is local phase separation (e.g., in the ripple

case, between a liquid and a gel phase, or in the raft case, between a liquid

disordered and a liquid ordered phase) and curvature stress in at least one of the

two phases (typically the ordered one), resulting, e.g., from a size mismatch

between head group and tails. In order to reproduce rippled states or rafts, coarse-

grained simulation models must meet these criteria. This is often not the case. For

example, the standard version of the popular MARTINI model does not have a

ripple phase, because the low-temperature gel phase of saturated phospholipids is

untilted.

3 Membrane–Protein Interactions

Biomembranes achieve their biological functions through a multitude of

membrane-associated proteins. Whereas the membranes were long thought to

mainly serve as a more or less inert background matrix for these proteins, the

interactions between membranes and proteins have received more and more atten-

tion in recent years [210]. Membranes can affect protein function in several ways.

The local lipid environment can immediately influence the function of proteins,

e.g., by influencing the tilt and relative position of transmembrane domains [211] or

by exerting local pressure on proteins [212]. Furthermore, membranes contribute to

the effective interactions between proteins [213–215], and they can be used to tune

protein clustering. In mixed membranes, the “raft hypothesis” mentioned in

Sect. 2.5 asserts that nanoscale lipid domains in membranes help to organize and

control protein assembly [82, 178].

Membrane–protein interactions are controlled by various factors: Local lipid

packing, local lipid concentration, membrane distortion, and monolayer and

bilayer elasticity. Proteins are surrounded by a shell of lipid molecules (the lipid

annulus), which mostly interact nonspecifically with the protein molecules

[216]. Protein–membrane interactions are thus to a large extent determined by the

interactions of the annuli with the bulk, and often do not depend strongly on the

details of the protein sequences. If membrane proteins locally deform the lipid

bilayer to which they are bound, this can induce forces between them that are

potentially long-ranged and quite universal in their characteristics. The reason is

that the bilayer acts as a field that can transmit local perturbations, and thus forces,

to distant regions. This is perfectly analogous to the way in which for instance an

electrostatic field mediates interactions between electric charges or curved

space–time mediates interactions between masses, except that a membrane seems

more tangible than the other examples. However, once we look beyond
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fundamental forces towards higher level emergent phenomena, very tangible fields

exist everywhere. For instance, a rope can transduce a tensile force along its length,

and we can describe this using continuum elasticity as the underlying “field

equation.”

Just like ropes, fluid lipid membranes are continuous media at a sufficiently

coarse level of description. But, their rich physical structure equips them with

several properties that can take on the role of a field, for instance:

1. The membrane thickness can be considered as a spatially varying field that

couples to the protein content (see Sect. 2.1.3)

2. The lipids can have a spatially varying orientation or tilt order

3. In mixed membranes, the local lipid concentrations can be viewed as a field

4. The Hamiltonian Eq. (1) associates a characteristic energy to a given shape of a

membrane, thus rendering its entire geometry a field

These fields differ quite substantially in their theoretical description: concen-

trations are scalar variables, orientations are vectors, and differential geometry is

at heart a tensor theory; but, all of them are known to mediate interactions. For

instance, the fact that proteins might prefer one lipid composition over another

and thus aggregate [217–220] is central to an important mechanism attributed to

lipid rafts. Tilt-mediated protein interactions have also been studied in multiple

contexts [32, 33, 159, 221–223]. It is even possible to describe all these phenom-

ena within a common language [224], using the framework of covariant surface

stresses [154, 155, 157–161]. However, in the present review we will restrict the

discussion to only two examples, both related to membrane elasticity: in Sect. 3.1

we will discuss interactions due to hydrophobic mismatch, and in Sect. 3.2 we will

look at interactions mediated by the large-scale curvature deformation of the

membrane.

3.1 Hydrophobic Mismatch

Proteins distort or disrupt membranes, which in turn act back on proteins. Structural

perturbations contribute to protein function and are among the most important

sources of membrane-induced interactions between proteins. Unfortunately, per-

turbations or transformations of lipid bilayers due to proteins are very difficult to

probe experimentally [225]. Complementary theoretical and computer simulation

studies can help to elucidate the role of the lipid bilayer in processes such as protein

aggregation and function.

One major source of membrane–protein interactions that has been discussed in

the literature for many decades is hydrophobic mismatch [20–22, 24, 26, 28, 29,

226–233]. If the width of the hydrophobic transmembrane domain of a protein is

larger than the thickness of the lipid bilayer, the system can respond in two ways:

either the protein tilts [234–236] or the membrane deforms [18, 23, 24]. Both

responses have biologically relevant consequences. On the one hand, the
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orientation of proteins is believed to have a significant influence on their function-

ality, e.g., in pore formation [237]. Coarse-grained simulations by Benjamini and

Smit have suggested that the cross-angle distributions of packed helix complexes

are mostly determined by the tilt angle of individual helices [211]. Membrane

deformation, on the other hand, induces effective protein–protein interactions and

provides one way to control protein aggregation [229, 230, 238]. In experimental

tilt measurements, hydrophobically mismatched proteins were sometimes found to

tilt; in other cases, the reported tilt angles were surprisingly small compared to

theoretical expectations [239–241]. This was partly attributed to problems with the

analysis of experimental NMR (nuclear magnetic resonance) data [233] and partly

to the presence of anchoring residues flanking the hydrophobic transmembrane

domains, which might prevent tilting through a variety of mechanisms [236, 240,

242, 243].

However, coarse-grained simulations show that the propensity to tilt is also

influenced by more generic factors. Venturoli et al. have reported that cylindrical

inclusions with larger radius tilt less than inclusions with small radius [234]. Neder

et al. have identified hydrophobicity as another crucial factor determining tilt

[244]. In systematic studies of a variety of simple inclusions with cylindrical

shape and similar radii, embedded in a model bilayer of the Lenz type, they

found that the behavior of different proteins mainly depended on their free energy

of insertion, i.e., their binding free energy. Weakly hydrophobic inclusions with

negative binding free energies (which stayed inside the membrane due to kinetic

free energy barriers) react to hydrophobic mismatch by tilting. Strongly hydro-

phobic inclusions with binding energies in excess of 100 kBT deform the mem-

brane. For the probably most common weakly bound inclusions with binding

energies of around 10 kBT, the situation is more complicated: upon increasing

hydrophobic mismatch, inclusions first distort the bilayer and then switch to a

tilted state once a critical mismatch parameter is reached. Tilting thus competes

with the formation of dynamic complexes consisting of proteins and a shell of

surrounding, stretched lipids, and the transition between these two states was found

to be discontinuous.

In the case where the membrane is deformed, the deformation profiles can be

compared to a variety of theories [16, 17, 27, 33, 245–247]. Both in coarse-grained

[30, 234] and atomistic [248] simulations, it was reported that membrane thickness

profiles as a function of the distance to the protein are not strictly monotonic, but

exhibit a weakly oscillatory behavior. This feature is not compatible with mem-

brane models that predict an exponential decay [16, 17, 27], but it is nicely captured

by the coupled elastic monolayer models discussed earlier [22, 28, 30]. Coarse-

grained simulations of the Lenz model showed that the coupled monolayer models

describe the profile data at a quantitative level, with almost no fit parameters except

the boundary conditions [30, 244].

In membranes containing several inclusions, the membrane thickness deforma-

tions induce effective interactions between inclusions. These have also been studied

within the Lenz model [30, 249] and other coarse-grained models [250, 251].

The comparison with the elastic theory is less convincing, due to the fact that
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many other factors such as local lipid packing contribute to the effective potential of

mean force, which cannot easily be separated from the pure hydrophobic mismatch

contribution [30]. Except for inclusions with very large radii [251], the hydrophobic

mismatch contribution to the effective interactions was generally found to be

attractive.

3.2 Curvature-Mediated Interactions Between Proteins

3.2.1 The Mystery of the Sign

A very striking experimental demonstration of membrane curvature-mediated

interactions was given by Koltover et al. in 1999 [252]. These authors mixed

micron-sized colloidal particles with giant unilamellar vesicles to which they

could adhere. In the absence of vesicles, the colloidal particles showed no tendency

to aggregate in solution, whereas they quickly did once they adsorbed onto the

vesicles. Since it was also evident from many micrographs that the colloids induced

local bending of the vesicle’s membrane, the experiment strongly pointed towards

membrane curvature-mediated attractions between the adhering colloids. This,

however, was very surprising. Although interactions were indeed expected, the

force should have been repulsive, as predicted 6 years earlier by Goulian

et al. [253]. Interestingly, the prefactor of this interaction had to be corrected

twice [254, 255], but this did not change the outcome: the colloids should have

repelled. It was soon understood that objects that cause anisotropic deformations

could in fact orient and then attract [256–258], but the colloids of Koltover

et al. were isotropic (as far as one could tell experimentally).

We will try to provide a glimpse into this mystery. A big part of it has to do with

careless use of the statement “theory has predicted.” Theory always deals with

model systems and makes simplifying assumptions, and this particular problem is

fraught with seemingly inconsequential details that could and sometimes do matter.

3.2.2 The Nonlinear Ground State: Take I

The relevant field Hamiltonian pertaining to the curvature-mediated interaction

problem is Eq. (1), minus several terms that will not matter. For a start, the last term

involving the edge tension γ does not arise in the absence of any membrane edge.

The spontaneous bilayer curvature K0 usually vanishes for symmetry reasons. If

lipids can flip between the two leaflets, their chemical potential must be the same in

both, and if no other symmetry-breaking field is present, this means that K0 ¼ 0.

Unfortunately, membrane curvature itself breaks the bilayer symmetry, and

any existing lipid composition degree of freedom must couple to the geometry

[75, 259–263]. So let us for now assume that this is not the case and take a note of
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this first nontrivial assumption. Moreover, in actual biomembranes, none of this

need be true because active and passive processes can maintain an asymmetric lipid

composition across the two leaflets [264, 265]. Finally, the term involving the

Gaussian curvature can be dropped here because we will encounter neither edges

nor topology changes, and so the Gauss–Bonnet theorem will work in our favor.

What remains is the simpler Hamiltonian Eq. (2), but this looks quite formidable

in Monge parametrization. To make any progress with something as forbidding as

this appears quite unlikely. And yet, not all hope is lost. For a spherical particle

attached to an asymptotically flat membrane, the nonlinear shape equation has an

exact solution, namely, a catenoid. This is an axisymmetric minimal surface with

K � 0 and hence obviously minimizes the left-hand side of Eq. (2). If one adds

additional lateral membrane tension, the exact shape of the membrane around a

single adhering spherical particle can no longer be calculated analytically, but

numerical solutions are relatively easy to come by using an angle–arc length

parametrization [266]. Unfortunately, we need to know the solution for two parti-

cles, and in the absence of axisymmetry this is difficult, even numerically. It has

been done [267], but before we discuss this approach, let us first see what results we

can analytically wrest from these equations.

Even for the full nonlinear problem, the tight link between geometry and surface

stress permits one to express mediated interactions as line integrals over the

equilibrium membrane geometry. For instance, picture two spherical particles

bound to a membrane, held at some mutual distance. If the particles are identical,

then this will give rise to a mirror-symmetric membrane shape, and it can be shown

that the force between these particles can be written as [158, 159]:

F ¼ 1

2
κ

ð
ds K2

⊥ � K2
jj

n o
, ð14Þ

where for simplicity we restrict to the tensionless case. The integral runs across the

symmetry curve (the intersection of the membrane with the mirror plane), K|| is the

local curvature of that curve and K⊥ the local curvature perpendicular to that curve.

The sign convention is such that a negative sign implies attraction. To obtain an

interaction strength out of Eq. (14) we need these curvatures, for which we need to

solve the shape equations after all. Unfortunately, not even the sign of the interac-

tion is evident from Eq. (14), since the difference of two squares enters the

integrals. Had we been curious instead about the interaction (per unit length)

between two parallel rods on the membrane, we would have been in a better

position: Now K|| would be zero and the interaction would be clearly repulsive

(even though we still do not quite know how strong it is). It seems that in order to

make headway, we must solve the shape equation. The only hope of doing this in

reasonable generality using analytical tools is to linearize it.
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3.2.3 Linearization and Superposition Approximation

Linearizing the nonlinear geometric functional means restricting to the first term in

the integrand of Eq. (3). If we add a surface tension Γ, this means looking at the

energy density 1
2
Γ ∇hð Þ2 þ 1

2
κ Δhð Þ2, where∇ and Δ are the two-dimensional (flat!)

surface gradient and Laplacian, respectively. A functional variation yields:

�ΓΔþ κΔΔ½ � h rð Þ ¼ 0 : ð15Þ

This shape equation is of fourth order, but it is linear. Unfortunately, in the

present context we must solve it for a two-particle problem with finite-sized

particles, and therein lies the rub: the operator in square brackets is not separable

in any simple coordinate system, so we have to deal with the fact that this equation

is indeed a partial differential equation.

A popular trick to avoid this problem rests on the following reasoning: If the

equation is linear, one might first want to look for a solution of the one-particle

problem and then simply create the two-particle solution by superposition. We can

then apply Eq. (14) to calculate the force, which in the present example would yield

the interaction potential [224]:

U rð Þ ¼ 2πκ eα2 K0 r=λð Þ with λ ¼
ffiffiffiffi
κ

Γ

r
and eα ¼ α

K1 r0=λð Þ : ð16Þ

Here, r is the distance between the particles, r0 is the radius of the circular

contact line at which the membrane detaches from the colloid, α is the angle with

respect to the horizontal at which it does so, and the Kν are modified Bessel

functions of the second kind. This solution is analytical, simple, and wrong. Or

more accurately, it only holds when r 
 λ 
 r0, a restriction that excludes the

interesting tensionless limit in which λ ! 1. The mathematical reason is that

superposition in the way celebrated here is not allowed: yes, superpositions of

solutions to linear equations are still solutions, but superpositions of solutions, each

of which only satisfies some part of all pertinent boundary conditions, generally do

not satisfy any boundary condition and are thus not the solutions we are looking for.

The physical reason why the superposition ansatz in this case fails is because the

presence of one colloid on the membrane, which creates a local dimple, will abet a

nearby colloid to tilt, thereby changing the way in which that second colloid

interacts with the membrane and, in turn, the first one.

3.2.4 Linearization and a Full Two-Center Solution

One way to circumvent the superposition approximation is to solve the full

two-center problem. This is of course much more tedious, and in fact can only be

handled as a series expansion, in which one satisfies the boundary conditions at both
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particles up to some order in the multipoles, and an expansion in the smallness

parameter r0/r. This calculation has been done by Weikl et al. [268], leading to:

U rð Þ ¼ 2πκ
αr0
λ


 �2

K0 r=λð Þ þ r0
λ


 �2

K2
2 r=λð Þ þ � � �

� �
: ð17Þ

Notice that in the case r 
 λ 
 r0 this indeed reduces to Eq. (16), whereas in

the more interesting limit in which the tension vanishes it reduces to:

U rð Þ ¼ 8πκ α2
r0
r


 �4

, ð18Þ

which is indeed the solution of Goulian et al. [253], amended by the prefactor

corrections [254, 255]. In fact, these authors have actually written down the

solution for the case of two nonidentical particles 1 and 2 with detachment angles

α1 and α2. If we also make their radii ri different, we find [269]:

U rð Þ ¼ 4πκ α21 þ α22
� � r21r22

r4
: ð19Þ

Notice that, unlike what one might have guessed from Eq. (18), the potential

(and thus the force) is not proportional to the product of the two detachment angles.

The actual form of the prefactor, α21 + α22, is highly suggestive of an entirely

different underlying physics, as we will now see.

3.2.5 Linearization Using Effective Field Theory

Equations (17), (18), and (19) are expansions of the exact solution for large

distance. Working out higher order terms appears reasonably forbidding, given

that one has to push a difficult multicenter problem to a high order. However, there

is a way to disentangle the multicenter problem from the interaction problem.

We have seen that the physical reason why the superposition approximation fails

is the induced tilting of neighboring colloids. More generally, any finite particle in

contact with the membrane will induce extra membrane deformations if the mem-

brane in its vicinity is perturbed. This is simply a polarization effect: Any “incom-

ing” field interacts with the boundary conditions imposed by the particle and these

then create new “outgoing” fields. Superposition of fields would work for point

particles, but these do not capture the polarization effects, unless we equip them

with the requisite polarizabilities. But this of course we can do. We can write a new

Hamiltonian of interacting point particles, where each of them has the same

polarizabilities as the actual finite size particles of the situation we actually wish

to describe. This works by adding terms to the Hamiltonian that are localized at the

position of the particle and that couple to the field in the same way that a local

polarizability would. For instance, if a particle at the position rα has a dipole
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polarizability C
ð1Þ
α , we must add the term1

2
C 1ð Þ
α hi rαð Þ½ �2 to the Hamiltonian, where the

index i is again a derivative. The energy increases quadratically with the gradient of
the local field – exactly as for a dipole polarizability. The only remaining question

is: where do we get the polarizabilities from? The answer is, just like in classical

electrostatics, by calculating the response of one particle in a suitably chosen

external field and comparing the full theory with the effective point particle theory.

This idea is an example of what is referred to as effective field theory [270], and

it has been used for a host of vastly diverse problems, ranging from black holes in

general relativity [271, 272] to finite-size radiation corrections in electrodynamics

[273]. The first application in the context of fluid soft surfaces was given by Yolcu

et al. [274, 275]. For two axisymmetric particles on a membrane, Yolcu and

Deserno showed that Eq. (19) extends as follows [269]:

U rð Þ ¼ 4πκ α21 þ α22
� � r21r22

r4
þ 8πκ

α1
r1

� α2
r2

� �2 r41r
4
2

r6
þ � � � ð20Þ

Notice that the next order correction is also repulsive and in fact vanishes for

identical particles (in contrast to some earlier calculations [276] that missed terms

that contribute at the same order).

3.2.6 Fluctuation-Mediated Interactions

It has long been known that even two flat circular particles on a membrane feel an

interaction because their boundaries affect the fluctuation spectrum of the mem-

brane and thus its free energy. These forces are proportional to the thermal energy

kBT and not to the surface rigidity κ and are examples of Casimir interactions in soft

matter systems [277]. For circular discs on a tensionless membrane the forces are

attractive and, to lowest order, decay like the fourth power of distance [253, 276,

278, 279].

The true beauty of the effective field theory approach described in the previous

section is that it also greatly simplifies force calculations on thermally fluctuating

surfaces [269, 274, 275]. For two flat rigid particles of radii r1 and r2, Yolcu and

Deserno find [269]:

�U rð Þ
kBT

¼ 6
r21r

2
2

r4
þ 10

r21r
4
2 þ r41r

2
2

r6
þ 3

r21r
2
2 5r41 þ 18r21r

2
2 þ 5r42

� �
r8

þ � � � : ð21Þ

The leading order is well known,5 all higher orders are new. In fact, if one

restricts to identical particles, many more orders can be readily written down:

5Unfortunately, in the first paper that discusses this force, Goulian et al. [253] claim that the

prefactor is 12, a mistake that is not fixed during the prefactor-fixing in [254].
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�U rð Þ
kBT

¼ 6

x4
þ 20

x6
þ 84

x8
þ 344

x10
þ 1388

x12
þ 5472

x14
þ 21370

x16
þ 249968

x18
� � �, ð22Þ

where x ¼ r/r0.
So here we have the first example of an attraction. Could these forces explain the

aggregation observed by Koltover et al. [252]? This is difficult to say. First, in the

case of almost flat membranes, which all these calculations implicitly assume by

using linearized Monge gauge, the ground state repulsion, Eq. (19), overwhelms the

fluctuation contribution, Eq. (21), once α > αc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3kBT=4πκ

p
. For a typical choice

of κ ¼ 20 kBT this gives the rather small angle αc � 6∘. Most likely the colloids in

the experiments by Koltver et al. imposed much bigger deformations, but it is hard

to say what happens to both forces at larger angles. In the next section, we discuss

the numerical solution of the ground state problem, but at present no calculations

exist that push the Casimir force beyond the linear regime, except in the case of two

parallel cylinders, for which Gosselin et al. find, rather remarkably, that the Casimir

force is repulsive [280].

3.2.7 The Nonlinear Ground State: Take II

The various linear calculations show that two axisymmetric colloids on a mem-

brane should repel. But, as the detachment angles αi increase, it becomes harder to

justify the linearization. The expansion in Eq. (3) ultimately rests on the smallness

of |∇h|, an expression that should be compared to tan αi. But, once higher order

terms matter, Monge parametrization not only becomes technically impenetrable, it

is even incapable of dealing with membrane shapes that display overhangs. It is

hence preferable to discard it in favor of a more general numerical surface

triangulation.

Reynwar and Deserno [267] have studied the interaction problem for identical

axisymmetric colloids with large angles αi, using the package “Surface Evolver” by
Brakke [281]. For small angles αi, the large distance predictions coincide well with
Eq. (18), but they break down rather abruptly as soon as r < 2r0, which is when the
particles would touch unless they could also tilt out of each other’s way. For large

αi, the linear predictions substantially overestimate the repulsion. Interestingly, for

the special case α ¼ π/2 the repulsive force goes through a maximum (around

r/r0 � 1.8), and it decreases upon moving the particles even close together until it

vanishes at r/r0 � 1. At even closer distances the particles attract. Attractive forces

must also exist for detachment angles smaller than π/2, but Reynwar and Deserno

[267] do not attempt to find the minimal angle at which this happens. Attractive

forces certainly also exist for angles bigger than π/2, even though it might be that

there is also a largest angle for which they exist. In any case, only for α ¼ π/2 does
the attraction persist all the way to r ¼ 0.

A simple close distance approximation can be devised to understand the neces-

sity of a sign-flip. At sufficiently close distances, the two particles tilt so much that

Computational Studies of Biomembrane Systems: Theoretical Considerations. . . 263



they almost face each other and the membrane between them assumes a shape

similar to a cylinder, which is capable of transmitting tensile forces as we have seen

in Sect. 2.3. For angles close to π/2, this theory suggests [267]:

Fr0
πκ

¼ 1

x2
þ 1� sin α

x
� 1þ O xð Þ with x ¼ r

2r0 cos α
: ð23Þ

Observe that the first two terms vanish for α ¼ π/2, which leaves the (attractive)
force F ¼ πκ/r0, which is half the value transmitted through a cylindrical mem-

brane tube [see Eq. (5)]. The missing factor of 2 derives from the fact that this

calculation is not made at constant area but at constant (in fact, zero) tension. The

numerical calculations suggest that indeed F(r) approaches a constant as r ! 0,

even though it seems slightly off from the expected value of � πκ/r0.

3.2.8 Curvature-Mediated Interactions in Simulations

The experiments by Koltover et al. claim that isotropic colloids on membranes

experience a surface-mediated (presumably, curvature-mediated) attraction. All

theories we have discussed so far claim that the force is repulsive, unless one

goes to large detachment angles. Can simulations shed more light onto the prob-

lem? If so, it will not be necessary to represent the bilayer in any greater detail

because only fluid curvature elasticity needs to be captured.

Reynwar et al. have investigated this problem using the Cooke model, amended

by simple generic particles with some given isotropic curvature [282]. They showed

that indeed strongly membrane-deforming colloids experience attractive pair inter-

actions. Subsequent more detailed studies revealed that these are compatible with

the numerical results discussed in the previous section [267]. However, they also

showed that a large number of weakly membrane deforming colloids still aggre-

gate, in fact, that they can drive vesiculation of the membrane [282]. This is

surprising because these particles exhibited detachment angles at which the ground

state theory clearly insists on a repulsive pair potential.

However, just because the pair potentials are repulsive does not yet prove that

aggregation cannot happen, since curvature-mediated interactions are not pairwise

additive, as first pointed out by Kim et al. [283, 284]. These authors provide a

general formula for an N-body interaction, and even though it is really only accurate
up to the triplet level [269], it does show that the contributions beyond pairs can

lower the overall repulsive energy; for instance, they show that certain multiparticle

configurations are indeed marginally stable instead of being driven apart. In a later

publication, Kim et al. [285] show that an infinite number of periodic lattices exist

for which summing the non-pairwise interactions preserve zero membrane bending

energy. Again, because their non-pairwise form is only accurate up to triplet order,

it is not clear whether this result remains true if all orders are considered. Müller

and Deserno have alternatively treated this problem using a cell model [286] in

which a regular lattice of particles is replaced by a single particle within a cell, plus
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boundary conditions that mimic the presence of other surrounding particles. They

prove that within this approximation the lateral pressure between colloids is always

repulsive, even in the nonlinear regime;6 however, how well the cell model actually

captures a multiparticle assembly is difficult to say. Auth and Gompper have also

used a cell model approach [287], but they specifically apply it to a curved

background membrane. They argue that even if the forces are repulsive, they

might be less repulsive, and thus the free energy per colloid smaller, if the

background membrane is curved because this background curvature screens the

repulsion between the colloids. This could provide a driving force for creating

curved vesicle buds from flat membranes studded with isotropic membrane-curving

colloids, provided the average area density of colloids remains fixed. The latter is

usually the case in simulations, and Auth and Gompper show that the sizes of the

vesicles that detach from the parent membrane for differently curved colloids are

compatible with the observations of Reynwar et al. [282]. What would fix this

density in real systems is less clear, but it is conceivable that this is yet another

situation where rafts come into play. If the membrane-curving particles have to stay

within a finite raft, their mutual repulsion can, by virtue of the mechanism discussed

by Auth and Gompper, lead to a budding of that raft domain.

In conclusion, we see that the situation is substantially more tricky than the

seemingly simple question “do membrane-curving particles attract or repel?” leads

one to expect. Nonlinearities, multibody interactions, fluctuations, background

curvature, boundary conditions, and anisotropies are only some of the “details”

that affect the answer to this question. At the moment, the situation remains not

completely solved, but the results outlined in this section should provide a reliable

guide for future work.

4 Multiscale Modeling of Lipid and Membrane Protein

Systems

4.1 Multiscale Modeling: Approaches and Challenges

As we have seen in the previous sections, coarse-grained lipid models have been

enormously successful for investigating phenomena in lipid bilayers and lipid

bilayer/protein systems. In particular, rather coarse, generic models that reduce

the lipids to their most essential features and shed almost all chemical specificity

have contributed enormously to our understanding of effective interactions, gener-

alized processes, and their driving forces. A different branch of coarse-grained

models, the bottom-up models, has also progressed quite dramatically in the past

6 They used the same techniques that also led to the exact Eq. (14), only that in the cell model case

the sign is evident from the expression.
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decade. These models have not been developed as stand-alone models with param-

eters derived to reproduce some desired experimentally known feature of the

system. They were developed in a bottom-up way with the help of an underlying

higher-resolution (atomistic) model. Therefore, the terms “multiscale modeling” or

“systematic coarse graining” are frequently used. These models allow staying

closer to an atomistic system and to retain more chemical specificity. Due to their

bottom-up construction, they offer the opportunity to go back and forth between a

coarse-grained and an atomistic level of resolution using so-called backmapping

techniques.

It should be noted that this closeness between levels of resolution does come at a

cost: upon reducing the number of degrees of freedom, the models become strongly

state-point dependent and it necessarily becomes impossible to accurately represent

all properties of the underlying atomistic system with the coarse-grained model. In

particular, the representation of thermodynamic and structural properties is a severe

challenge that has been subject of a multitude of studies over the last few years

[288]. The question of representability and the unavoidable choice of parametriza-

tion target properties that has to be made has led to a number of different systematic

coarse graining approaches, which are often divided into two general categories:

(i) methods where the CG parameters are refined so that the system displays a

certain thermodynamic behavior (typically termed “thermodynamics-based”)

[83, 84, 289–291] or (ii) methods where the CG system aims at reproducing the

configurational phase space sampled by an atomistic reference system (often

misleadingly termed “structure-based”) [58, 59, 64, 292–301]. Representability

limitations lead to the observation that a structure-based approach does not neces-

sarily yield correct thermodynamic properties such as solvation free energies or

partitioning data, whereas thermodynamics-based potentials may not reproduce

microscopic structural data such as the local packing or the structure of solvation

shells. Closely related are also the inevitable transferability problems of CG

models: all CG models (in fact also all classical atomistic force fields) are state-

point dependent and cannot necessarily (without reparametrization) be transferred

to different thermodynamic conditions (temperature, density, concentration, system

composition, phase, etc.) or to a different chemical or molecular environment (e.g.,

a certain chemical unit being part of different macromolecular chains). Structural

and thermodynamic representability and state-point transferability questions are

often intimately linked because the response to a change in state point corresponds

to representing certain thermodynamic properties. Intensive research is currently

devoted to this problem [299, 300, 302–308] because an understanding of the

potential and limitations of coarse-grained models is a necessary prerequisite to

applying them to complex biomolecular problems and systems such as multiprotein

complexes in biomembranes. The reason for this is that CG models are usually

developed based on smaller and less complex reference systems – a reference

simulation of the actual target system is by construction prohibitive, otherwise

the whole coarse-graining effort would not be necessary in the first place. Conse-

quently, it is essential to understand transferability among different concentrations,
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compositions, and environments to be able to put these subsystem-based models

together and obtain a reliable model for the actual, more complex, target system.

We will show for one example – the light-harvesting complex of green plants

(LHCII) – some aspects of multiscale modeling of membrane protein systems and

some of the problems that need to be addressed if one wants to go beyond generic

CG models and retain a certain level of chemical specificity.

4.2 The Light-Harvesting Complex

The major light-harvesting complex (LHCII) of the photosynthetic apparatus in

green plants binds more than half of the plant’s chlorophyll (Chl) and is presumably

the most abundant membrane protein on Earth. It has become an intensely studied

model membrane protein for several reasons. Its structure is known in near-atomic

detail [309, 310] and much of its biochemistry has been elaborated in the past

decades [311]. Moreover, LHCII spontaneously self-organizes from its protein and

pigment components in vitro; therefore, recombinant versions of it can easily be

produced and modified almost at will [312]. The assembly of LHCII and the

concomitant folding of its apoprotein has been studied in some detail [313,

314]. Both processes occur spontaneously upon combining the unfolded apoprotein

and pigments in detergent solution. In vivo, the assembly of LHCII takes place in

the lipid environment of the thylakoid membrane and, most likely, is influenced by

the lipid and protein components of this membrane. This is difficult to analyze

experimentally because, so far, the self-organization of LHCII cannot yet be

achieved in a lipid membrane environment. Recently, the disassembly of LHCII

and the role of the bound/dissociating pigments in the falling apart of LHCII trimers

has also become the subject of increased interest. These pigments constitute about

one third of the total mass of LHCII and, according to the structure, significantly

contribute to the stability of the pigment–protein complex. The structural behavior

of LHCII has been analyzed by circular dichroism (CD), fluorescence, and electron

paramagnetic resonance (EPR) [312, 314–316].

One important aspect of LHCII that specifically relates to other aspects

discussed in the present review is the question of how the membrane environment

(lipid composition, membrane curvature, etc.) affects the association of LHCII

monomers to form trimers and the assembly of these trimers into the antenna

complex around the photosynthetic reaction centers. The nonbilayer-forming lipid

monogalactosyldiacylglycerol (MGDG) constitutes half of the thylakoid mem-

brane. This membrane maintains its lamellar structure only with proteins inserted,

predominantly LHCII which, due to its concave shape, eases the curvature pressure

exerted by MGDG. It has been suggested that this curvature pressure is a driving

force for protein interaction in the membrane [317]; however, because it is not

known whether, e.g., the formation of supercomplexes of LHCII trimers eases or

increases curvature pressure, it is unclear whether MGDG (or other curvature
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pressure-increasing lipid components) promote or inhibit the formation of such

supercomplexes. Likewise, the composition of the lipid membrane and the mem-

brane properties such as its curvature pressure most likely influence the folding of

the LHCII apoprotein and its assembly with pigments.

LHCII commends itself as a useful model for studying the influence of the lipid

membrane on the assembly and structural behavior of membrane proteins in general

because of its known structure, its availability in a recombinant form, and its self-

organization, at least in detergent micelles. Moreover, the bound Chl molecules

serve as built-in fluorescence markers for monitoring the structural behavior of the

pigment–protein complex. To be able to correlate experimental observations of

aggregate formation with predictions from theory, recombinant LHCII has been

inserted in liposomes and assayed for complex–complex distances by intercomplex

FRET measurements, and for aggregate formation by quantifying aggregate-

induced fluorescence quenching.

A multiscale simulation model to study the LHCII complex requires, as a first

step, model parameters for all components involved. As already mentioned above,

it will be neither possible nor useful to parameterize a CGmodel based on the actual

multicomponent (lipid bilayer/protein/pigments) system but one would rather

develop models for sensibly chosen subsystems. Although parameters for the

protein and the lipid bilayer can typically be found in many standard force fields,

a challenging first task is to obtain a reliable model for the pigments, irrespective of

the level of resolution. For many biological applications, the MARTINI CG force

field (described above) has become very popular and successful, in particular for

lipid bilayer and protein systems. To employ the MARTINI force field for simula-

tions of the pigmented LHCII, a CG description and model parameters for the

pigment molecules needs to be added. We have developed a coarse-grained model

of the chlorophyll pigments (Chlb and Chla) that can be embedded into the existing

MARTINI force field to study the pigmented LHCII trimer in the future. To do this,

Chlb and Chla were parameterized in the presence of the lipid bilayer. This

reference system for parametrization was chosen for two reasons: most importantly,

the Chl–lipid interactions are highly relevant for the formation and behavior of the

LHCII protein–pigment complex in the lipid bilayer. About 50% of the pigment

molecules in the plant are bound to the light-harvesting complex, with 42 Chl

molecules per LHCII trimer. In vitro studies have shown that the folding of the

LHCII apoprotein and the pigment binding to the protein are tightly coupled

processes. In the LHCII monomer, many Chl pigments are situated in the outer

region of the protein, effectively forming an interface between protein and lipids.

Consequently, the Chl–lipid interactions are probably important for the assembly

and stability of the trimer. A second reason for choosing the Chl–lipid system as

reference for which the interactions between the MARTINI standard forcefield and

Chl can be tuned is that it is more tractable compared to the fully pigmented LHCII

membrane protein complex. The CG model for Chlb and Chla in the DPPC bilayer

was derived from a combination of a structure-based approach for bonded interac-

tion potentials and a mixed structure-based and partitioning-based approach for
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nonbonded interaction potentials to fit the thermodynamics-based MARTINI force

field. The CG model for Chl molecules follows the degree of coarse graining of the

MARTINI force field. Somewhat in line with the general MARTINI parameteriza-

tion philosophy, which focuses on partitioning properties, the nonbonded parame-

ters were chosen such that the distribution of the CG Chl beads between hydrophilic

and hydrophobic regions in the bilayer is correctly represented, as compared to the

atomistic reference simulation. Here, particular attention was paid to the interac-

tions of the polar center of the porphyrin ring with the lipid beads and to the polarity

of the aromatic ring, which needs to be carefully tuned to obtain the correct

distribution between the polar headgroup and the hydrophobic tail regions of the

lipid bilayer. The bonded interactions in the CG pigments were derived such that

the CG model reproduces the shape and the conformational behavior of the

atomistic Chl molecules. The overall shape of the porphyrin ring and the different

conformations of the phytol tail are well represented in this CG model. As a last

aspect of validation of the CG model, we have analyzed the propensity of the Chl

pigments to aggregate in the lipid bilayer. It was found that Chl molecules do

aggregate, with clusters that form and break multiple times in the course of the

simulation, i.e., the aggregation is not overly strong. Qualitatively, these data are

corroborated by fluorescence quenching experiments that show that chlorophylls in

lipid bilayers have a tendency to aggregate at low lipid to Chl ratios of less than

1,250 lipids/chlorophyll. Summarizing the structural behavior, the distribution of

the pigments in the bilayer (which are indicative of a correct balance of hydropho-

bicity and hydrophilicity) and the pigment association are very well represented in

the CGmodel compared to atomistic simulations and experimental data (Debnath et

al., unpublished data).

After driving the CG model parameters for the Chl–lipid system, this new model

was now combined with the MARTINI model for proteins to perform some first

simulations of the pigmented LHCII complex (in trimeric as well as monomeric

form). In addition, classical atomistic (explicit solvent) simulations of trimeric and

monomeric LHCII in a model membrane were performed to provide a reference for

validation of the CG simulations. The first CG simulations of the LHCII complex

have proven to be very promising. Unlike our initial attempts without the careful

parameterization of the pigments, the trimeric protein–pigment complex has been

structurally stable, most notably without the presence of any artificial elastic

network between the protein core and the pigments (see Fig. 3). The properties of

the complex from the CG model are in excellent agreement with those from the

atomistic model. In the future, this CG model will be used to study various aspects

of LHCII protein–protein interactions in the lipid bilayer that, on the one hand, go

beyond the time and length scales accessible to atomistic simulations alone and, on

the other hand, require a more chemically realistic description of the protein/

pigment/lipid system than typical generic CG models.
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5 Conclusions

In this chapter we have presented an overview of different approaches to the study

of lipid membranes and membrane protein systems. We have reviewed theoretical

and simulation approaches, and shown how generic lipid simulation models can be

used to understand the principles that determine properties of lipid bilayers such as

bending, Gaussian curvature modulus, and membrane tension, or fundamental

phenomena such as the formation of lipid rafts or the curvature-mediated interac-

tions between proteins. In the previous section it was outlined how multiscale

modeling can in principle go a step further by ensuring a certain chemical speci-

ficity while still benefiting from the time- and length-scale advantages of coarse-

grained simulations. It was noted that there are still a number of challenges in the

area of systematic coarse graining that need to be addressed to be able to study

complex multicomponent systems such as the light-harvesting complex of green

plants. For this system, we have shown the first steps toward a multiscale simulation

model that allows going back and forth between a coarse-grained and an atomistic

level of resolution and therefore permits immediate comparison to atomic level

experimental data.
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Fig. 3 Left: Top view of an LHCII trimer (colors according to chain or molecule type: blue
chain A, red chain B, green chain C, cyan Chlb, pink Chla). Middle and right: Contact maps

between Chl pigments and protein residues of LHCII trimer drawn as distance maps between the

Cα atoms of the proteins (y-axis) and the Mg atoms of all Chl pigments (x-axis) within a 2.5 nm

cut-off for atomistic (AA) simulations of 70 ns (middle) and coarse-grained (CG) simulations of

100 ns (right). The maps show that the pigments are stably located in their binding sites for both

levels of resolution
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