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Abstract

Members of the claudin family of proteins are the main components of tight

junctions (TJs), the major selective barrier of the paracellular pathway between

epithelial cells. As such, the claudins have the ability to generate the TJ

physiological barrier and to control various physiological processes. Therefore,

the importance of this family of proteins is obvious and many efforts were made

to reveal different aspects of claudin TJ protein biology. In this review, we

discuss recent advances in our understanding of claudin structure and function,

as well as their distribution pattern in different organs and tissues. We mainly

highlight the complex interactions of claudins in various physiological systems

and suggest a possible role for a coregulation mechanism.

Key Words: Tight junctions, Tight junction proteins, Membrane proteins,

Claudin. � 2010 Elsevier Inc.

1. Introduction

A hallmark in the development of multicellular organisms is the
assembly of cellular sheets that separate compartments of different composi-
tions. Maintenance of different compartments is performed by epithelial or
endothelial cells, which adhere to each other by forming different types of
intercellular junctions (Farquhar and Palade, 1963), including desmosomes
(Kowalczyk et al., 1999), adherens junctions (AJs) (Nagafuchi, 2001), gap
junctions (Goodenough et al., 1996), and tight junctions (TJs) (Anderson,
2001; Tsukita et al., 2001). The movement of solutes, ions, and water
through epithelia occurs both across and between individual cells, and is
referred to as the transcellular and the paracellular routes, respectively. Both
routes display cell-specific and tissue-specific variations in permeability, and
together account for the distinct transport properties of each tissue.

The major barrier in the paracellular pathway is created by TJs, also
known as zonula occludens (ZO; ‘‘occluding belt’’). TJs can be found in
various epithelial tissues, in which they form regions of intimate contact
between the plasma membranes of adjacent cells (Farquhar and Palade,
1963) (Fig. 1.1A). In freeze-fracture replicas of epithelial cells TJs appear
as a band-like network of branching and interconnecting thin ridges or
complementary grooves, known as TJ strands (Farquhar and Palade, 1963).
There is some evidence that TJs form an intramembrane diffusion barrier
that restricts the lateral diffusion of apical and basolateral membrane

2 Liron Elkouby-Naor and Tamar Ben-Yosef



components, thus maintaining cellular polarity (‘‘fence function’’)
(Cereijido et al., 1998; Dragsten et al., 1981; van Meer and Simons, 1986;
van Meer et al., 1986). TJs also close or seal the space between cells and thus
set up a semipermeable barrier which prevents or reduces paracellular
diffusion (‘‘barrier function’’) (Madara, 1998). Depending on the functional
requirements of an epithelium, there may be small or large amounts of water
and small solutes flowing passively through the TJ (Fromter and Diamond,
1972). The paracellular permeability of different epithelia was found to
correlate with the number of TJ strands along the apical–basal axis
(Claude and Goodenough, 1973). The morphological pattern of the strands
also varies among tissues; however, the physiological correlate of these
ultrastructural differences is yet unknown. The actual barrier capacity of
TJs can be determined by measurements of the transepithelial electrical
resistance (TER) (Fromter and Diamond, 1972).

The main components of TJ strands are over 20 members of the claudin
family of proteins. Claudins have various tissue distribution patterns, and
many tissues express several different claudins which can interact with each
other in both homotypic and heterotypic manners (Furuse et al., 1999;
Morita et al., 1999) (Fig. 1.1B–D). Particular combinations and quantities of
claudins modulate the charge-selective permeability of the paracellular
pathway and, hence, take part in the regulation of the ionic makeup of
extracellular fluids (Van Itallie and Anderson, 2006). Here, we review the
functions of claudin TJ proteins and the complex interactions between them
in various physiological systems.

Cytoplasmic
surface

A B

C

D

TJ
strands

Extracellular space

Extracellular
surface

Figure 1.1 Paired TJ strands are formed by interactions between different claudins.
(A) Schematic drawing of TJs that form regions of intimate contact between the plasma
membranes of adjacent cells. Illustration of different claudins (B) which can interact
with other homo- and heteropolymers within (C) and between (D) TJ strands.
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2. Tight Junction Membrane Integral Proteins

TJ strands are composed of several types of membrane-spanning
proteins: occludin (Furuse et al., 1993), members of the junction adhesion
molecule (JAM) family (Mandell and Parkos, 2005), the coxsackievirus and
adenovirus receptor (CAR) (Cohen et al., 2001), tricellulin (Ikenouchi
et al., 2005; Riazuddin et al., 2006), and more than 20 members of the
claudin family (Tsukita and Furuse, 2000; Van Itallie and Anderson, 2006).
These strand-associated membrane proteins interact with the actin-based
cytoskeleton (Turner, 2000), as well as with membrane-associated proteins
that function as adapters and signaling proteins (Gonzalez-Mariscal et al.,
2000; Mitic et al., 2000).

Occludin was the first identified TJ protein. It is exclusively localized to
TJs of both epithelial and endothelial cells (Furuse et al., 1993). Initially
occludin was thought to be the main TJ sealing protein. However, several
studies, including gene knockout analyses, revealed that TJ strands can be
formed and function normally in the absence of occludin (Hirase et al.,
1997; Moroi et al., 1998; Saitou et al., 1998; Wong and Gumbiner, 1997).

JAMs are immunoglobulin superfamily proteins expressed at cell junc-
tions in epithelial and endothelial cells, particularly at the apical-most part of
the lateral membrane near the TJ. JAM proteins have been shown to bind to
various TJ-associated cytoplasmic proteins. Despite compelling data impli-
cating JAM proteins in formation of intercellular junctions, their direct role
in the TJ has not been identified yet (Mandell and Parkos, 2005).

CAR is a 46-kDa integral membrane protein with a typical transmem-
brane region, a long cytoplasmic domain, and an extracellular region com-
posed of two Ig-like domains. In polarized epithelial cells CAR is expressed
at the TJ, where it contributes to the barrier function (Cohen et al., 2001).

Tricellulin is the most recently identified TJ integral membrane protein.
It is concentrated at the vertically oriented TJ strands of tricellular contacts.
Downregulation of tricellulin expression leads to compromised epithelial
barrier function, and both bicellular and tricellular contacts were disorga-
nized (Ikenouchi et al., 2005). Interestingly, in humans tricellulin mutations
are associated with nonsyndromic deafness, a surprisingly limited pheno-
type, given the widespread tissue distribution of tricellulin in epithelial cells
(Riazuddin et al., 2006).

3. The Claudin Family of Tight Junction Proteins

The claudin family includes more than 20 highly conserved TJ
proteins (Table 1.1). Claudins 1 and -2 were discovered first, based on
their cofractionation with occludin from isolated chicken liver junctions

4 Liron Elkouby-Naor and Tamar Ben-Yosef



Table 1.1 The claudin family

Protein

name Synonymous names

Gene

name

Human

chromosome

Claudin 1 SEMP1 (senescence-

associated epithelial

membrane protein 1)

CLDN1 3q28-29

Claudin 2 CLDN2 Xq22.3-23

Claudin 3 RVP1 (rat ventral prostate 1

protein)

CLDN3 7q11.23

CPETR2 (Clostridium

perfringens enterotoxin

receptor 2)

Claudin 4 CPE-R, CPER (Clostridium

perfringens enterotoxin

receptor)

CLDN4 7q11.23

CPETR1 (Clostridium

perfringens enterotoxin

receptor 1)

WBSCR8 (Williams-Beuren

syndrome chromosomal

region 8 protein)

Claudin 5 TMVCF (transmembrane

protein deleted in velo-

cardio-facial syndrome)

CLDN5 22q11.2

MBEC (mouse brain

endothelial cell 1)

Claudin 6 CLDN6 16p13.3

Claudin 7 CEPTRL2 (Clostridium

perfringens enterotoxin

receptor-like 2)

CLDN7 17p13.1

Claudin 8 CLDN8 21q22.1

Claudin 9 CLDN9 16p13.3

Claudin 10 CPETRL3 (Clostridium

perfringens enterotoxin

receptor-like 3)

CLDN10 13q32.1

OSP-L (oligodendrocyte-

specific protein-like)

Claudin 11 OSP (oligodendrocyte-

specific protein)

CLDN11 3q26.2

Claudin 12 CLDN12 7q21.13

Claudin 13a Cldn13

Claudin 14 CLDN14 21q22.13

Claudin 15 CLDN15 7q22.1

(continued)
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(Furuse et al., 1998a). Immunofluorescence and immunoelectron micros-
copy revealed that claudins 1 and -2 were both targeted to and incorporated
into the TJ strand itself. When each of these proteins was transfected into
cells that lack TJs, they were highly concentrated at cell–cell contact sites.
In freeze-fracture replicas of these contact sites, well-developed networks of
strands were identified that were similar to TJ strand networks in vivo
(Furuse et al., 1998a). Taken together, the evidence strongly suggests that
claudins are the primary proteins responsible for the physiological and
structural paracellular barrier function of TJs (Tsukita and Furuse, 2000).

Following the discovery of claudins 1 and -2, additional family members
were identified through amino acid sequence similarity searches (Morita
et al., 1999), and to date at least 22 claudin paralogs are known in humans
(Table 1.1). Similar to claudins 1 and -2, other claudins are also concen-
trated at preexisting TJs when transfected into MDCK cells. The tissue
distribution pattern varies significantly among different claudin family
members, and many tissues express multiple claudin species (Morita et al.,
1999) (see Section 3.3). These findings suggested that multiple claudin
family members are involved in the formation of TJ strands in a tissue-
dependent manner. Additional evidence came from the phenotypes of
humans and animals with mutations in specific claudin genes (Table 1.2,
see Section 6).

3.1. Claudin protein structure

All claudins have a similar membrane topology of four transmembrane
domains, with cytosolic amino and carboxy termini (Fig. 1.2) (Furuse
et al., 1998b). The first extracellular loop of each claudin is longer and
more hydrophobic than the second extracellular loop. Multiple sequence
alignments carried out for some of the claudin family members revealed that

Table 1.1 (continued)

Protein

name Synonymous names

Gene

name

Human

chromosome

Claudin 16 PCLN1 (Paracellin-1) CLDN16 3q28

Claudin 17 CLDN17 21q22.1

Claudin 18 CLDN18 3q22.3

Claudin 19 CLDN19 1p34.2

Claudin 20 CLDN20 6q25.3

Claudin 21 CLDN21 4q35.1

Claudin 22 CLDN22 4q35.1

Claudin 23 CLDN23 8p23.1

a Found in the mouse, no human orthologue found.
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Table 1.2 Claudin-related phenotypes

Claudin Phenotype in humans Phenotype in animal models References

Claudin 1 Neonatal ichthyosis and sclerosing

cholangitis (NISCH) (MIM 607626)

Neonatal death due to skin

barrier defect

(knockout mice)

Furuse et al.

(2002),

Hadj-Rabia

et al. (2004)

Claudin 3 Within the region of 7q11 that is commonly

deleted in patients with Williams-Beuren

syndrome (WBS) (MIM 194050)

Paperna et al.

(1998)

Claudin 4 Within the region of 7q11 that is commonly

deleted in patients with WBS (MIM

194050)

Paperna et al.

(1998)

Claudin 5 Within the region of 22q11 that is

commonly deleted in patients with

velocardiofacial syndrome (VCFS) (MIM

192430)

Neonatal death, size-selective

blood–brain barrier defect

(knockout mice)

Sirotkin et al.

(1997), Nitta

et al. (2003)

Claudin 6 Transgenic mice

(overexpression):

Homozygotes: neonatal death

due to skin barrier defect

Turksen and Troy

(2002), Troy

et al. (2005)

Heterozygotes: delayed

epidermal permeability barrier

formation, hair

follicle aberrations

Claudin 9 Hearing loss (mutant mice) Nakano et al.

(2009)

(continued )



Table 1.2 (continued)

Claudin Phenotype in humans Phenotype in animal models References

Claudin 11 Central nervous system deficits,

male sterility, hearing loss

(knockout mice)

Gow et al. (1999,

2004), Kitajiri

et al. (2004a,b)

Claudin 14 Profound, congenital, recessive

deafness DFNB29 (MIM 605608)

Hearing loss (knockout mice) Wilcox et al.

(2001),

Ben-Yosef et al.

(2003)

Claudin 15 Megaintestine (knockout mice) Tamura et al.

(2008)

Claudin 16 Familial hypomagnesemia with

hypercalciuria and nephrocalcinosis

(FHHNC) (MIM 248250)

Chronic interstitial nephritis

(bovine)

Simon et al.

(1999), Hirano

et al. (2000,

2002), Hou

et al. (2007)

Chronic renal wasting of

magnesium and calcium and

nephrocalcinosis (knock-down

mice)

Claudin 19 FHHNC, ocular abnormalities

(MIM 248190)

Peripheral nervous system deficits

(knockout mice)

Miyamoto et al.

(2005), Konrad

et al. (2006),

Hou et al.

(2009)

Chronic renal wasting of

magnesium and calcium

(knock-down mice)

Claudin 11 þ
claudin 14

Central nervous system deficits,

male sterility, hearing loss

(double knockout mice)

Elkouby-Naor

et al. (2008)

Claudinj Hearing loss, vestibular

dysfunction (zebrafish)

Hardison et al.

(2005)



the amino acid sequence is fairly conserved in the first and fourth transmem-
brane domains and in the first and second extracellular loops, but diversified
in the second and third transmembrane domains (Morita et al., 1999).

3.1.1. The first extracellular loop (ECL1)
ECL1 is important for determination of the paracellular charge selectivity of
claudins, as demonstrated for claudin 4 in the classic work of Colegio et al.
(2003) and Van Itallie et al. (2001), and later for other claudins as well (see
Sections 3.2 and 4.1). Using atomic force microscopy, it was recently
shown that when a recombinant GST protein fused to the ECL1 of claudin
2 was brought in close contact to a glass cover slip coated with another

1 50 100 150 200
Length of cytoplasmic

C-terminus

55 aaClaudin 2

Claudin 4

Claudin 5

Claudin 8

Claudin 11

Claudin 14

Claudin 15

Claudin 16

Transmembrane
domain

ECL1
(basic)

ECL1
(acidic)

Cytoplasmic
domain

PDZ-binding
domain

ECL2

24 aa

32 aa

38 aa

27 aa

55 aa

47 aa

45 aa

ECL1

N C

ECL2

Figure 1.2 The conserved structural and functional features of claudins. Schematic
drawing of claudin main domains and the conservation between several members of the
family. ECL1, extracellular loop 1; ECL2, extracellular loop 2.
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GST–ECL1, interaction was measured, in contrast to GST–ECL2 that
showed no interaction with another GST–ECL2 (Lim et al., 2008). Thus,
ECL1 of claudin 2 is probably sufficient for homophilic interaction of this
claudin. Therefore, the ECL1 is one of the more significant domains of
claudin proteins, as it affects TJ characters.

3.1.2. The second extracellular loop (ECL2)
Structure/function analyses of claudin 3 along with claudin 4 indicated that
these proteins act as receptors for the Clostridium perfringens enterotoxin
(CPE) (Katahira et al., 1997). To determine the region responsible for
CPE sensitivity in claudin 3, two chimeric molecules were created,
claudin-1/3 (C1/3) and claudin-3/1 (C3/1). Claudin-1/3 contained the
ECL1 of claudin 1 and the ECL2 of claudin 3, while claudin-3/1 contained
the ECL1 of claudin 3 and the ECL2 of claudin 1. L cells transfected with the
C1/3, but not with the C3/1 chimera, showed characteristic sensitivity to
CPE, that is, bleb formation and cell death. Moreover, GST-fusion proteins
with the ECL2 of claudin 3 bound to CPE on nitrocellulose membranes and
were detected by a specific antibody against CPE (Fujita et al., 2000).

CPE cytotoxicity is a multistep process that initiates with CPE binding
to ECL2 of a specific claudin (Katahira et al., 1997; Sonoda et al., 1999).
This is followed by formation of SDS-resistant complexes, which contain
CPE, claudin, and occludin (Singh et al., 2000). These large complexes are
thought to represent the cytotoxic pores, which create a hole in the plasma
membrane and lead to cell death (Chakrabarti and McClane, 2005).
Claudin–CPE binding ability is important in the aspect of drug delivery,
since claudins 3 and -4 are overexpressed in some human cancers and,
therefore, CPE is also being investigated as a tool for targeted delivery of
chemotherapy (Morin, 2005).

3.1.3. The cytoplasmatic tail
The importance of the cytoplasmic tail was revealed in 1999, shortly after
the discovery of the claudin family. The cytoplasmic tail contains a PDZ-
binding motif that has the ability to bind other PDZ-containing proteins,
including the TJ-associated proteins of the MAGUK family: ZO-1, ZO-2,
and ZO-3 (Itoh et al., 1999) (Section 4.2). Interestingly, a missense muta-
tion in the cytoplasmic tail of claudin 16 (p.T233R) inactivates the PDZ-
binding motif. This abolishes the interaction of claudin 16 with ZO-1 and
leads to its lysosomal mislocalization (Muller et al., 2003). A different
mutation of claudin 16, p.L203X, completely deletes the cytosolic domain.
Interestingly, expression of the p.L203X mutant claudin 16 is strongly
reduced and the protein is found in the endoplasmic reticulum and in the
lysosomes (Muller et al., 2006). In contrast to claudin 16, different residues
within the cytoplasmic tail, and not the PDZ-binding domain, were shown
to be indispensable for correct TJ localization of claudins 1 and -5 (Ruffer

10 Liron Elkouby-Naor and Tamar Ben-Yosef



and Gerke, 2004). Therefore, the importance of the PDZ-binding motif for
TJ localization may differ between different claudins. Apart from this
binding ability, the cytoplasmic tail is also important for stability properties.
When chimeric proteins were constructed, by exchanging the cytoplasmic
tails of claudins 2 and -4, the tail of claudin 2 stabilized claudin 4 with an
increase in both protein level and TER (Van Itallie and Anderson, 2004).

3.2. Claudin electrophysiological properties and generation
of the TJ physiological barrier

When examining all the data accumulating on the claudin family of pro-
teins, it is more than obvious that claudins provide the main contribution
for the TJ physiological barrier. The growing number of works supporting
this declaration is summarized in Table 1.3. In these studies, overexpression
or downregulation was used, in order to evaluate the contribution of gain/
loss of function of the claudins examined, to the TJ barrier properties. The
table also describes some site-directed mutagenesis experiments, in which
changes in one amino acid of the examined claudin, influenced ion perme-
ability. This influence of claudins on the TJ barrier properties is so sensitive
that even two splice variants of claudin 10 in the kidney create paracellular
pores with different ion selectivities (Van Itallie and Anderson, 2006). More
evidence for claudins ability to create the TJ physiological barrier came from
the mechanism underlying CPE activity. CPE removes specific claudins
from TJ strands, causing TJ disintegration and subsequent reduction of the
TJ barrier function (Sonoda et al., 1999). In conclusion, it is clear that
the influence of claudins on the TJ physiological barrier is crucial for the
maintenance of cell homeostasis and, therefore, for the function of
the entire organ.

3.3. Claudin expression pattern

Different claudin proteins exhibit diverse tissue-specific patterns of expres-
sion, which presumably determine the permeability characteristics of these
tissues. There is an increasing number of works dealing with the expression
pattern of different claudins in various tissues. Here we chose to present four
prominent tissues as an example.

3.3.1. The kidney
It is not by a coincidence that the kidney is the most investigated model in
the research of claudins. It functions as the filtration unit of the body by
metabolic waste removal, regulation of extracellular fluid volume, electro-
lyte balance, and acid base balance. As differential permeability is critic for
executing these functions, the kidney is predicted to present a wide variety of
claudins. Indeed, at least 15 claudins are expressed in the adult mouse kidney
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Table 1.3 The effects of claudins up- or downregulation on tight junction barrier properties

Claudin Cell type Experiment type TER PNa PCl References

Claudin 1 MDCK Overexpression " ND ND Inai et al. (1999)

Claudin 2 MDCK-C7 Overexpression # " UC Amasheh et al. (2002)

LLC-PK1 Overexpression # " ND Van Itallie et al. (2003)

MDCK RNAi " # UC Hou et al. (2006)

Claudin 4 MDCK Overexpression " # UC Van Itallie et al. (2001, 2003)

LLC-PK1 Overexpression " UC ND Van Itallie et al. (2003)

MDCK S.D.M n ! p ND " ND Colegio et al. (2002)

LLC-PK1 RNAi " UC # Hou et al. (2006)

Claudin 5 MDCK II Overexpression " # ND Wen et al. (2004)

Caco-2 Overexpression " ND ND Amasheh et al. (2005)

bEND.3 RNAi # ND ND Koto et al. (2007)

Claudin 6 MDCK II Overexpression " # # Sas et al. (2008)

Claudin 7 LLC-PK1 Overexpression " " # Alexandra et al. (2005, 2007)

S.D.M ECL1 n ! p ND ND "
MDCK RNAi # " UC Hou et al. (2006)

Claudin 8 MDCK II Overexpression " # UC Yu et al. (2003)

Claudin 9 MDCK II Overexpression " # # Sas et al. (2008)

Claudin 11 MDCK II Overexpression " # ND Van Itallie et al. (2003)

LLC-PK1 Overexpression # UC ND

Claudin 15 MDCK S.D.M n ! p ND " # Colegio et al. (2002)

MDCK II Overexpression " UC ND Van Itallie et al. (2003)

LLC-PK1 Overexpression # " ND

Claudin 16 LLC-PK1 Overexpression ND " UC Hou et al. (2005)

TER, transepithelial electrical resistance; PNa, Naþ permeability; PCl, Cl
�, permeability; ND, not detectable; UC, unchanged; RNAi, RNA interference;

S.D.M, site-directed mutagenesis; n ! p, negative to positive; ECL1, extracellular loop 1.



(Angelow et al., 2007; Ben-Yosef et al., 2003; Kiuchi-Saishin et al., 2002;
Li et al., 2004). In every segment of the kidney nephron, several claudins are
expressed simultaneously (Kiuchi-Saishin et al., 2002) (Fig. 1.3). Claudins 1
and -2 are expressed in Bowman’s capsule and the proximal tubule, which
also expresses claudins 10, -11, -12, and -14. In the thin descending limb of
the loop of Henle, claudin 7 is coexpressed along with claudins 8 and -10,
while in the thin ascending limb claudins 3, -4, -10, -14, -16, and -19 are
expressed. At least five distinct claudins are located in the thick ascending
limb (TAL). These include claudins 3, -10, -14, -16, and -19. Claudins 3, -7,
-8, -10, and -11 are expressed in the distal tubule, while claudins 3, -4, -7, -8,
and -10 were observed in the collecting duct (Abuazza et al., 2006; Angelow

Bowman’s
capsule Proximal tubule

Distal tubule
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duct

TckAL

TDL

TnAL
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Figure 1.3 Claudins in the kidney. Schematic drawing summarizing the expression
pattern of claudin TJ proteins in themouse kidney. Localization data were obtained from
the following studies: Bowman’s capsule (Enck et al., 2001; Kiuchi-Saishin et al., 2002),
proximal tubule (Abuazza et al., 2006; Elkouby-Naor et al., 2008; Kiuchi-Saishin et al.,
2002), thin descending limb (TDL) (Li et al., 2004; Van Itallie et al., 2006), thin
ascending limb (TnAL) (Angelow et al., 2007; Elkouby-Naor et al., 2008; Kiuchi-
Saishin et al., 2002; Van Itallie et al., 2006), TAL (Angelow et al., 2007), distal tubule
(Angelow et al., 2007; Kiuchi-Saishin et al., 2002; Van Itallie et al., 2006), collecting
duct (Kiuchi-Saishin et al., 2002; Li et al., 2004; Van Itallie et al., 2006).
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et al., 2007; Ben-Yosef et al., 2003; Elkouby-Naor et al., 2008; Enck et al.,
2001; Kiuchi-Saishin et al., 2002; Li et al., 2004; Van Itallie et al., 2006).
Such expression pattern may lead to marked redundancy between claudins,
and serve as a backup mechanism. Nevertheless, mutations of either claudin
16 or claudin 19 have been associated with a severe renal phenotype
(FHHNC) (Hirano et al., 2000; Hou et al., 2007; Konrad et al., 2006;
Simon et al., 1999) (see Sections 6.7 and 6.8). On the other hand, claudin
14-deficiency has no obvious effect on kidney function (Ben-Yosef et al.,
2003; Wilcox et al., 2001). Taken together, these observations demonstrate
that in certain tissues some claudins appear to be indispensable, while others
appear to be functionally redundant.

3.3.2. The inner ear
In the inner ear, vibrations are converted into nervous impulses. The special
compartmentalization of the cochlea allows this process. The cochlea main-
tains two compositionally distinct fluid compartments, the scala vestibuli/
tympani and the scala media, which are filled with perilymph and endo-
lymph fluids, respectively (reviewed in Ferrary and Sterkers, 1998). These
fluids are amazingly different in their chemical composition: the perilymph
generally resembles extracellular fluids (Ferrary and Sterkers, 1998), while
the endolymph has the characteristics of an intracellular fluid, with high Kþ

and low Naþ concentrations (Sterkers et al., 1988). To maintain the ionic
characters of each compartment and other sections of the inner ear, a restrict
regulation is needed. This is achieved by the presence of various claudins. At
least 10 different claudins are expressed in the inner ear (Fig. 1.4) (Kitajiri
et al., 2004b). In the organ of Corti claudins 1, -2, -3, -9, -10, -12, -14, and
-18 are expressed. Claudins 1, -2, -3, -8, -9, -10, -12, -14, and -18 are
expressed in Rissner’s membrane, spiral limbus, and the marginal cells of the
stria vascularis. The basal cells of the stria vascularis are exceptional. They
only express claudin 11 (Kitajiri et al., 2004b). Claudin 11 knockout mice
demonstrate hearing loss due to reduced endocochlear potentials (EP) (Gow
et al., 2004; Kitajiri et al., 2004a) (see Section 6.11). Mutations of human
CLDN14 cause profound, congenital deafness DFNB29 (Wilcox et al.,
2001). Both Cldn9-mutant mice and Cldn14-null mice are deaf, due to
rapid degeneration of cochlear hair cells shortly after birth (Ben-Yosef et al.,
2003; Nakano et al., 2009) (see Sections 6.9 and 6.10). These phenotypes
are associated with disturbances of ionic balance within the inner ear.

3.3.3. The eye
The mammalian eye is a complex organ containing several distinct tissues
(e.g., lens, cornea, retina, and iris), each performing specialized functions to
detect a visual image. This kind of structure obligates restrict barriers and,
therefore, the expression of a wide variety of claudins. The importance of
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claudins in the eye was demonstrated in humans with severe ocular abnorm-
alities caused by mutations of CLDN19, and characterized by macular
colobomata, significant myopia, and horizontal nystagmus (Konrad et al.,
2006) (see Section 6.8). In the adult mouse eye, claudins 1, -2, -3, -4, -5, -7,
-10, -11, -12, -13, -19, and -23 are expressed. The localization of the
various claudins was determined by immunofluorescence staining. Claudin 1
is expressed in the retinal pigmented epithelium, the ciliary body, and the
cornea. In the cornea, claudins 2 and -4 were also detected. The lens
epithelium was positive only for claudin 5, which also localized in the
choroid and the optic nerve. The optic nerve was positive for claudin 11
as well, which was also detectable in the retina. At least four other claudins
are expressed in the retina. These include claudins 3, -5, -7, and -12
(Fig. 1.5) (L. Elkouby-Naor and T. Ben-Yosef, unpublished data).
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Figure 1.4 Claudins in the inner ear. Schematic drawing summarizing the expression
pattern of claudin TJ proteins in the mouse inner ear. Localization data were obtained
from Kitajiri et al. (2004a). RM, Reissner’s membrane; St.V, stria vascularis; SL, spiral
limbus; TM, tectorial membrane; OC, organ of Corti.
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3.3.4. The skin
The epidermis of the skin is a stratified epithelium that functions as the
interface between the human body and the outer environment. Not only
that the epidermal layer protects the body from environmental pathogens,
but it also acts to prevent water loss. A proof for this claim was provided by
claudin 1-null mice and claudin 6-overexpressing mice, which died within
24–48 h after birth because of significant body dehydration (Furuse et al.,
2002; Turksen and Troy, 2002). People with mutations of CLDN1 suffer
from ichthyosis (severe dryness of the skin), which is one of the symptoms of
their Neonatal ichthyosis and sclerosing cholangitis (NISCH) syndrome
(Baala et al., 2002) (see Section 6.1). In addition to claudins 1 and -6, the
human epidermal skin also expresses claudins 4, -7, -8, -11, -12, and -17
(Brandner et al., 2002).

4. Claudin Interactions Within and Between
TJ Strands

4.1. All in the family

Today it is clear that the combination and the stoichiometry of claudins
determine the characteristics of TJ strands. Therefore, it is expected that
claudins would have the ability to interact with each other. Indeed, when
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Figure 1.5 Claudins in the eye. Schematic drawing summarizing the expression
pattern of claudin TJ proteins in the mouse eye. GCL, ganglion cell layer; IPL, inner
plexiform layer; INL, inner nuclear layer; OPL, outer plexiform layer; ONL, outer
nuclear layer; RPE, retinal pigmented epithelium.
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claudins 1, -2, and -3 were coexpressed in mouse L fibroblasts in different
combinations, different claudins were copolymerized into individual TJ
strands (heteropolymers), and when two transfected clones of mouse
L fibroblasts separately expressing claudin 1, -2, or -3 were cocultured, it
was found that claudin 1- or claudin 2-based strands (homopolymers)
laterally associated with claudin 3-based strands but not with each other
(Furuse et al., 1999). When L fibroblasts transfectants singly expressing
claudin 1 were cocultured with transfectants coexpressing claudins 1 and -2,
claudin 1 homopolymers laterally associated with claudins 1 and -2 hetero-
polymers to form paired strands (Furuse et al., 1998b) (Fig. 1.1B–D). Later it
was also shown that claudins 1 and -5, which were heterotypically compat-
ible with claudin 3, did not heterotypically bind to claudin 4. Moreover, a
single point mutation in the first extracellular loop of claudin 3 converting
Asn44 to the corresponding amino acid in claudin 4 (Thr) produced a
claudin capable of heterotypic binding to claudin 4, while still retaining
the ability to bind to claudins 1 and -5. Thus, control of heterotypic
claudin–claudin interactions is sensitive to small changes in the extracellular
loop domains (Daugherty et al., 2007). Since the claudin family includes
more than 20 members, there is a wide number of possible variations within
and between TJ strands in different tissues (Fig. 1.1B–D). This mode of
assembly of claudins increases both the structural and the functional diver-
sity of TJs in different tissues (Furuse et al., 1999), and may explain the
100,000-fold difference in TER found between ‘‘tight’’ and ‘‘leaky’’
epithelia (Claude and Goodenough, 1973).

The physiological importance of claudin–claudin interactions was
clearly demonstrated in the case of claudin 16 and claudin 19. In kidney
nephrons both proteins are localized in the TAL of the loop of Henle, and
mutations in either one of them lead to a severe kidney disease (see
Sections 6.7 and 6.8). In vitro data suggested that the interaction between
these two claudins may be necessary for cation selectivity of TAL TJs. The
two claudins can be coimmunoprecipitated from doubly transfected renal
epithelial cells, and their coexpression in renal epithelial cells generates
paracellular cation selectivity, whereas expression of either claudin alone
does not. Furthermore, mutations that interfere with their ability to interact
also abolish the cationic selectivity. Taken together, these data suggested
that cooligomerization of claudin 16 and claudin 19 is required for TAL
paracellular channel function (Hou et al., 2008). When this hypothesis was
tested in vivo, in Cldn19 and Cldn16 knock-down (KD) mice, it was found
that deletion of claudin 19 prohibited assembly of claudin 16 into TAL TJs,
whereas deletion of claudin 16 had a similar effect on claudin 19. These
findings provided a clear explanation as to why the phenotypes of Cldn16
and Cldn19 KD mice are similar: removal of either claudin creates a double
deletion at the level of the TJ (Hou et al., 2009).
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The molecular mechanism in which claudins interact is yet to be
determined. Recently, Piontek et al. (2008) suggested a two-step scenario
of claudin 5 polymerization. Due to cis-interaction, claudin 5 monomers
oligomerize, than, polymerization takes place in the paracellular space via
trans-interactions, involving the second extracellular loop of claudin 5.
In contrast, Lim et al. (2008) have demonstrated that the first extracellular
loop is sufficient to promote trans-interactions between claudin 2 molecules.
The exact reasons for those differences remain ambiguous, but it is clear that
the mechanism underlying claudin–claudin interactions is complex and
obligates fine detailed analysis.

In order to examine the dynamic behavior of paired claudins, green
fluorescent protein (GFP) technology in live fibroblast cells was used.
A construct encoding for GFP fused to the carboxy terminus of mouse
claudin 1 was introduced into L fibroblasts. The paired claudin strands
formed by this GFP–claudin 1 protein, showed a very dynamic behavior,
moving in the plane of the membrane, breaking and annealing and associat-
ing with each other both in an end-to-side and a side-to-side manner, while
at the same time showing a strong stability of the molecular array within the
strand (Sasaki et al., 2003).

In a more specific manner, coexpression of claudins 16 and -19, both
associated with familial hypomagnesemia with hypercalciuria and nephro-
calcinosis (FHHNC), generated a cation-selective TJ complex, acting in a
synergistic manner (Hou et al., 2008). The interactions between claudins 1,
-3, or -5, which are the claudin components found in the human airway,
were studied in NIH/3T3 and human airway (IB3.1) cells. Heterophilic
interactions between claudins 1 and -3 and claudins 3 and -5 appear to limit
the relative degree of change in solute permeability induced by claudin 5.
Moreover, whereas cells expressing claudins 1 or -3 formed unorganized
strands, cells expressing both proteins formed strands that appeared to be
similar to those associated with polarized epithelia (Coyne et al., 2003).
In active Crohn’s disease, changes in expression and distribution of claudins
2, -5, and -8 lead to discontinuous TJs and barrier dysfunction (Zeissig et al.,
2007). These results demonstrated that different claudin combinations
influence not only the characteristics of TJs, but also their ability to form
proper strands. On the other hand, the lack of interaction between claudins
11 and -14 in double null mice in tissues expressing both proteins reveals a
redundancy mechanism that probably contributes to proper function of
these tissues (Elkouby-Naor et al., 2008).

The fascinating field of claudin–claudin interactions is being constantly
investigated in the last years. Although there is much more to understand,
more and more pieces of the puzzle are being revealed, with the hope that
one day the picture will be clear.
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4.2. Dating others

The most prominent interactions of claudins with other proteins are with
members of the MAGUK family of proteins, ZO-1, ZO-2, and ZO-3. The
ZOs are scaffolding proteins that are bound to the carboxy-terminal YV
sequence of claudins through their PDZ1 domain. This binding ability led
to an architecture model in which clusters of YV sequences of claudins are
presented toward the cytoplasm and ZO-1, ZO-2, and ZO-3 are recruited
to the TJ through their PDZ1 domain (Itoh et al., 1999). Therefore, one
can speculate that these proteins are required for the clustering of claudins
within the plasma membrane. Indeed, mutation in claudin 16 PDZ domain
in which disassociation with ZO-1 occurred resulted in accumulation of
claudin 16 in the lysosomes (Muller et al., 2003). These results were
consistent with a later finding where the cytoplasmic tail of claudin 16
was expressed as a fusion protein with GST and immobilized on glutathi-
one-sepharose beads. In this case, mutations that resulted in disassociation
with ZO-1 also led to mislocalization of the protein. Furthermore, these
mutants showed much slower transport of Ca2þ from apical to basal com-
partments in comparison with a wild-type (WT) construct transfected into
MDCK cells, implicating that the claudin 16/ZO-1 complex may be
essential for the reabsorption of divalent cations in renal epithelial cells
(Ikari et al., 2004).

A strong tool for finding associations between proteins is the yeast two-
hybrid system. By using this method, several proteins were identified as
binding partners for the claudin family. One of them is the MUPP1 (multi-
PDZ domain protein 1) that binds claudin 1 and claudin 8 through its PDZ9
domain and may function as a scaffold protein that recruits various proteins
to TJs (Hamazaki et al., 2002; Jeansonne et al., 2003). MUPP1 was also
reported to associate with claudin 5 in Schwann cells (Poliak et al., 2002).
The yeast two-hybrid system also revealed another two proteins that asso-
ciated with claudin 11 through its cytoplasmatic tail, Kv3.1 and OAP-1.
Kv3.1 is a member of the Kv1 voltage-sensitive Kþ channels family.
In association with claudin 11, it plays a role in proliferation and migration
of oligodendrocyte progenitor cells and myelination of axons (Tiwari-
Woodruff et al., 2006). OAP-1 is a novel member of the tetraspanin
superfamily that is expressed in various tissues including oligodendrocytes.
Many members of this family form complexes with integrins. This is also
true for OAP-1, as shown by coimmunoprecipitation and confocal immu-
nocytochemistry assays indicating that OAP-1, claudin 11, and b1 integrin
form a protein complex. Overexpression of this complex increases prolifer-
ation of oligodendrocytes, a finding that may indicate a role for this complex
in regulating oligodendriocyte proliferation and migration (Tiwari-
Woodruff et al., 2001). Another member of the tetraspanin family that
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interacts with claudin 1 is CD9. This interaction was identified by chemical
cross-linking and confirmed in multiple cell lines. Interestingly, CD9–
claudin 1 complexes were most obvious in cell lines that do not form TJs.
Moreover, claudin 1 was distributed very similar to CD9 in sucrose gradi-
ents, and like CD9, was released from A431 and A549 cells upon cholesterol
depletion (Kovalenko et al., 2007).

A library screening of Xenopus embryos revealed that claudin 4 coim-
munoprecipitated with ephrin-B1. Using a specific antibody it was also
shown that ephrin-B1 was coprecipitated with claudin 1. The association of
claudins with ephrin-B1 is required for its phosphorylation on tyrosine
residues (Tanaka et al., 2005).

Colocalization of claudins 9 and -6 with canonical AJ proteins, p120ctn,
a- and b-catenins, in the inner ear’s organ of Corti, recruits a dense
cytoskeletal network. Although this interaction is not physical, it is the
first evidence for the existence of a morphological and functional hybrid
intercellular junction. This junction, which was designated as tight-AJ,
combines critical features of both TJs and AJs into a single large occluding
junction (Nunes et al., 2006).

As more proteins that associate with claudins are found, the importance
of claudins, not only as structural proteins but also as proteins that play a role
in regulation and maintenance, is being revealed. Therefore, it is clear that
claudins possess the ability to assemble and act in novel combinations to
fulfill specific needs of cells.

5. Is the Expression Level of Different
Claudins Coregulated?

Selectivity and specificity of paired TJ strands are determined by the
type of claudins present and their stoichiometry. Therefore, deregulated
expression of a certain claudin may disrupt the delicate balance required for
normal physiological function of the TJ. A possible mechanism for main-
taining homeostasis within a TJ strand may involve tight coregulation of
different claudins, at the mRNA and/or protein level, both temporally and
spatially. This hypothesis was tested in several studies.

In the small intestine of Cldn15-null mice there was no compensatory
upregulation of other claudins at either the RNA or the protein levels
(Tamura et al., 2008).

In the epidermis of Cldn6-transgenic mice, overexpression of Cldn6 was
associated with downregulation of other claudin genes, including Cldn3,
Cldn4, Cldn7, Cldn8, Cldn10, Cldn11, and Cldn14. The analysis was
performed by RT-PCR, and changes in expression levels were between
1.7- and 2.6-fold. These findings were not tested at the protein level
(Turksen and Troy, 2002).
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In the cochlea of Cldn11-null mice, Northern blot analysis revealed that
Cldn3 expression was approximately fivefold higher than in WT mice, and
Cldn1 expression was slightly diminished. However, these changes could
not be confirmed at the protein level, and their meaning remained unclear
(Gow et al., 2004).

In claudin11/claudin 14 double deficient mice, the simultaneous elimi-
nation of both Cldn11 and Cldn14 did not lead to a compensatory upregu-
lation of other types of claudins in the ear, as revealed by RT-PCR. In the
kidney, four claudin genes (Cldn3, Cldn5, Cldn7, and Cldn23) were slightly
upregulated (2.2–2.5-fold increase in expression level) in the double
mutants, in comparison to WT mice (Elkouby-Naor et al., 2008).

In conclusion, based on the findings described here it appears that up- or
downregulation of certain claudin genes may lead to compensatory changes
in expression levels of other claudins expressed within the same tissue.
Nevertheless, the meaning of these findings and their putative physiological
effects remain to be determined.

6. Claudin-Related Phenotypes

6.1. Claudin 1

NISCH is an autosomal recessive syndrome, characterized by scalp hypo-
trichosis, scarring alopecia, sclerosing cholangitis, and leukocyte vacuoliza-
tion (Baala et al., 2002). The discovery of CLDN1 mutations in NISCH
patients emphasized the crucial role played by claudin 1 in both liver and
skin (Feldmeyer et al., 2006; Hadj-Rabia et al., 2004).

In the liver, TJs separate bile flow from plasma. Bile secretion represents
an intricate process reflecting the structural and functional interplay of the
two epithelial cells of the liver: hepatocytes and cholangiocytes. In the
human liver, claudin 1 is located in both cell types (Hadj-Rabia et al.,
2004). Bile duct injury in NISCH patients may be related to altered
functional integrity of TJs, which is crucial to prevent paracellular leakage
of bile constituents. Unfortunately, the basis for liver dysfunction could
not be studied in Cldn1-knockout mice due to their early lethality
(Furuse et al., 2002).

Claudin 1 is one of several claudins expressed in skin epidermis. The dry
ichthyotic skin found in NISCH patients could be ascribed to impaired
ionic selectivity. Indeed, an important insight into the role played by
claudin 1 in the skin came from Cldn1-null mice. These mice presented
with severely wrinkled appearance of the skin and died within 24 h after
birth because of significant body dehydration. The organization of the
epidermis and the morphology of keratinocyte TJs in these mice were
normal, except for a more compact and thicker stratum corneum (a feature
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also observed in NISCH patients). Nevertheless, the epidermal barrier
function was severely affected (Furuse et al., 2002; Hadj-Rabia et al., 2004).

6.2. Claudin 6

Like claudin 1, claudin 6 is also expressed in skin epidermis. Homozygous
transgenic mice overexpressing Cldn6 (Inv-Cldn6 mice) had disrupted epi-
dermal terminal differentiation leading to skin abnormalities. Neonates had
a distinct appearance of their skin, which was red, shiny, and sticky to the
touch. They suffered from dehydration, which caused the skin to dry up and
crack, and resulted in death within 24–48 h. The epidermis was thicker
and disorganized, and exhibited an abnormal barrier function (Turksen and
Troy, 2002). Heterozygous Inv-Cldn6 mice were also born with an incom-
plete epidermal permeability barrier; however, barrier formation continued
after birth and normal hydration levels were achieved by postnatal day 12,
allowing survival into adulthood. In addition to epidermal abnormalities,
there were alterations in hair follicle differentiation (Troy et al., 2005).

6.3. Claudins 3 and 4

In humans both CLDN3 and CLDN4 genes are within the region of
chromosome 7q11 that is commonly deleted in patients with Williams-
Beuren syndrome (WBS). WBS is a neurodevelopmental disorder affecting
multiple systems. The etiological basis of the disease is probably haploin-
sufficiency of genes from the commonly deleted interval. Whether claudin
3 and/or claudin 4-deficiencies actually contribute to the WBS phenotype
is unknown (Paperna et al., 1998).

6.4. Claudin 5

TJs in endothelial cells are thought to determine vascular permeability.
Claudin 5 is an endothelial cell-specific component of TJ strands. In
blood vessels of the central nervous system (CNS) TJs play a central role
in establishing the blood–brain barrier (BBB). Cldn5-null mice died shortly
after birth. The development and morphology of blood vessels in the brains
of these mice were not altered, with any bleeding or edema. However,
there was size-selective loosening of the BBB. The causal sequence between
BBB impairment and death in Cldn5-null mice has not been clarified yet
(Nitta et al., 2003).

In humans the CLDN5 gene is within the region of chromosome 22q11
that is commonly deleted in patients with velocardiofacial syndrome
(VCFS). VCFS is characterized by cardiac abnormalities, cleft palate,
learning disabilities, and a typical facial dysmorphology. The etiological
basis of the disease is probably haploinsufficiency of genes from the
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commonly deleted interval. Whether claudin 5-deficiency actually contri-
butes to the VCFS phenotype is unknown (Sirotkin et al., 1997).

6.5. Claudin 7

The Cldn7 gene, encoding for claudin 7, is highly expressed in distal kidney
nephrons and has been reported to be involved in the regulation of para-
cellular Cl� permeability in cell cultures. To investigate the role of claudin 7
in vivo, Cldn7-null mice were generated. These mice were born viable, but
died within 12 days after birth, and exhibited growth retardation. Cldn7�/�

mice showed severe salt wasting, as indicated by elevated urine Naþ, Cl�,
and Kþ levels. Wrinkled skin was evident around 1 week of age, indicating
chronic fluid loss. Transepidermal water loss measurements showed no
difference between Cldn7þ/þ and Cldn7�/� skin, suggesting that there
was no transepidermal water barrier defect inCldn7�/�mice. These findings
demonstrated that claudin 7 is essential for NaCl homeostasis in distal
nephrons and that the paracellular ion transport pathway plays an indispens-
able role in keeping ionic balance in kidneys (Tatum et al., 2009).

6.6. Claudin 15

Claudin 15 is expressed in many organs, in various combinations with other
claudins. In Cldn15-null mice the upper part of the small intestine was
approximately twofold larger in both length and diameter, in comparison to
WT mice (megaintestine), due to enhanced proliferation of normal cryptic
cells after weaning. Freeze-fracture electron microscopy revealed a decreased
number of TJ strands in the small intestine of Cldn15-null mice. No differ-
ences were detected in the permeability of several different traces between
Cldn15þ/þ andCldn15�/� small intestines. However, in the distal portion of
the jejunum of Cldn15�/� mice, the ion conductance had decreased,
suggesting reduced paracellular ion permeability (Tamura et al., 2008).

6.7. Claudin 16

Mutations in human CLDN16 cause FHHNC, due to a defect in para-
cellular resorption of Mg2þ and Ca2þ in the TAL of Henle in the kidney
(Simon et al., 1999). Interestingly, two null mutant alleles of bovine Cldn16
have been identified, both causing chronic interstitial nephritis, which is
characterized by failures in selective filtration and absorption in surface renal
epithelium, due to dysfunction of paracellular renal transport systems
(Hirano et al., 2000, 2002). Histopathological examination of kidneys
from mutant animals revealed abnormal development of nephrons (Okada
et al., 2005).
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Claudin 16-deficient mice were generated by transgenic RNAi deple-
tion of the Cldn16 gene. Cldn16 KD mice exhibited chronic renal wasting
of magnesium and calcium and nephrocalcinosis. These physiological
changes were very similar to those reported in FHHNC patients, providing
an accurate animal model of the human disease. Electrophysiological mea-
surements in isolated, perfused renal tubules suggested that claudin 16 forms
a nonselective paracellular cation channel, rather than a Mg2þ/Ca2þ

channel (Hou et al., 2007).

6.8. Claudin 19

Mutations of CLDN19 in humans are also associated with a severe renal
disease, FHHNC, which is undistinguishable from the renal phenotype
caused by CLDN16 mutations. In addition, affected individuals also have
severe visual impairment, characterized by macular colobomata, significant
myopia, and horizontal nystagmus (Konrad et al., 2006). These findings
demonstrated the fundamental role of claudin 19 for normal renal function
and retinal development. Interestingly, Cldn19-null mice presented with
peripheral nervous system (PNS) deficits due to the absence of TJs from
Schwann cells of peripheral myelinated axons (Miyamoto et al., 2005).
Visual impairment, electrolyte imbalance, or renal abnormalities were not
reported in these mice. Another strain of claudin 19-deficient mice was
generated by transgenic RNAi depletion of the Cldn19 gene. Cldn19 KD
mice, like Cldn16 KD mice and FHHNC human patients, exhibited
chronic renal wasting of magnesium and calcium (Hou et al., 2009).

6.9. Claudin 9

Ethylnitrosourea (ENU) mutagenesis has been a valuable approach for
generating new animal models of deafness and discovering previously
unrecognized gene functions. The nmf329 ENU-induced mouse mutant
exhibits recessively inherited deafness, due to a widespread loss of sensory
hair cells in the organ of Corti after the second week of life. Positional
cloning revealed that the nmf329 strain carries a missense mutation (p.F35L)
in the Cldn9 gene, encoding claudin 9. In an epithelial cell line, heterolo-
gous expression of WT claudin 9 reduced the paracellular permeability to
Naþ and Kþ, and the nmf329 mutation eliminated this ion barrier function
without affecting the plasma membrane localization of claudin 9. In the
nmf329 mouse line, the perilymphatic Kþ concentration was found to
be elevated, suggesting that the cochlear TJs were dysfunctional. Overall,
these findings indicate that claudin 9 is required for the preservation
of sensory cells in the organ of Corti because claudin 9-defective TJs fail
to shield the basolateral side of hair cells from the Kþ-rich endolymph
(Nakano et al., 2009).
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In addition to being expressed in the cochlea,Cldn9 has been detected in
the vestibular system, liver, and developing kidney, yet Cldn9 mutant mice
exhibited no signs of vestibular, hepatic, or renal defects. Thus, the ion
barrier function of claudin 9 is essential in the cochlea, but appears to be
dispensable in other organs (Nakano et al., 2009).

6.10. Claudin 14

The DFNB29 locus on chromosome 21q22.1 was defined by two large
consanguineous Pakistani families segregating profound, congenital, auto-
somal recessive deafness. DFNB29 affected individuals in these families
showed no signs of vestibular dysfunction or any other symptoms beside
deafness. Eventually, these individuals were found to harbor mutations of
the CLDN14 gene, encoding claudin 14 (Wilcox et al., 2001). This finding
demonstrated the significant role of claudin 14 in the cochlea and its
importance in the hearing process.

Cldn14 knockout mice are also deaf and, therefore, serve as a valuable
model for studying the pathophysiology of autosomal recessive deafness
DFNB29. Deafness in these mice is due to rapid degeneration of cochlear
outer hair cells (OHC), followed by slower degeneration of the inner hair
cells (IHC), during the first 3 weeks of life (Ben-Yosef et al., 2003). The
onset of OHC loss in Cldn14-null mice, at 8–9 days after birth, coincides
with several important developmental processes which occur in inner ears
of normal mice, including increase in endolymph Kþ concentration, onset
of the EP, and formation of a fluid-filled space between OHCs, referred to
as the space of Nuel. We assumed that the process of OHC loss in Cldn14-
null mice was due to an altered ionic composition within the space of Nuel,
which surrounds the basolateral membranes of OHCs. Specifically, we have
previously demonstrated that claudin 14 is highly selective against cations.
These properties are precisely what would be required to maintain the high
cation gradients between perilymph and endolymph. Presumably, in the
absence of claudin 14 the ability to maintain the paracellular barrier against
cations at the reticular lamina is lost, and perhaps results in elevated Kþ

concentration in the space of Nuel. This environment is probably toxic
to the basolateral membrane of OHCs (Ben-Yosef et al., 2003).

6.11. Claudin 11

Claudin 11 was first identified as a transmembrane protein highly expressed
in CNS myelin and testis. Cldn11-knockout mice exhibited male sterility
and neurological abnormalities, including slowed CNS nerve conduction,
fine body tremor, and persistent hindlimb weakness. These findings are
explained by the lack of TJs in the CNS myelin and between Sertoli cells in
the testis (Gow et al., 1999). In addition, Cldn11-knockout mice are deaf,
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with markedly reduced EP, due to the lack of TJs from the basal cells of the
cochlea’s stria vascularis (Gow et al., 2004; Kitajiri et al., 2004a).

6.12. Claudin11/claudin 14 double deficient mice

Claudin11/claudin 14 double deficient mice were generated to study the
possible cooperation between these two claudin species. These mice exhib-
ited a combination of the phenotypes found in each of the singly deficient
mutants, including deafness, neurological deficits, and male sterility. In the
kidney, we found that these two claudins have distinct and partially over-
lapping expression patterns. Claudin 11 is located in both the proximal and
the distal convoluted tubules, while claudin 14 is located in both the thin
descending and the TALs of the loop of Henle, as well as in the proximal
convoluted tubules. Although daily urinary excretion ofMg2þ, and to a lesser
extent of Ca2þ, tended to be higher in claudin11/claudin 14 double mutants,
these changes did not reach statistical significance comparing to WT animals.
These findings suggest that under normal conditions, codeletion of claudin11
and claudin 14 does not affect kidney function or ion balance, and demon-
strate that despite the importance of each of these claudins, there is no
functional cooperation between them (Elkouby-Naor et al., 2008).

7. Concluding Remarks

When Socrates imprinted the expression, ‘‘As for me, all I know is that
I know nothing,’’ it was long before claudins were discovered. However, as
more and more data regarding claudins are being accumulated, Socrates’s
words are becoming more relevant than ever. It is now clear that the role of
claudins in biological systems is much wider than previously thought. Their
ability to form homo- and heterophilic interactions with each other and
with proteins from other families indicates an involvement in cell signaling.
Their wide distribution pattern, as well as the great number of members
within the family, point to a specific role for each claudin, although data on
compensatory mechanisms are also reported. Recent evidence accumulat-
ing on changes in expression levels of several claudins as a result of down-
regulation of other family members, may demonstrate a coregulative
mechanism for the control of claudins coexpression. Therefore, many
aspects of the claudin family remain mysterious. Better understanding of
the role of each single claudin molecule will be achieved by additional
studies of this family of TJ proteins, while integration of the data will
hopefully lead to a full understanding of claudin biology as a whole.
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Abstract

Each symbiotic Chlorella species of Paramecium bursaria is enclosed in a

perialgal vacuole (PV) membrane derived from the host digestive vacuole (DV)

membrane. Algae-free paramecia and symbiotic algae are capable of growing

independently and paramecia can be reinfected experimentally by mixing them.
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This phenomenon provides an excellent model for studying cell-to-cell interaction

and the evolution of eukaryotic cells through secondary endosymbiosis between

different protists. However, the detailed algal infection process remains unclear.

Using pulse labeling of the algae-free paramecia with the isolated symbiotic algae

and chase method, we found four necessary cytological events for establishing

endosymbiosis. (1) At about 3min aftermixing, some algae show resistance to the

host lysosomal enzymes in the DVs, even if the digested ones are present. (2) At

about 30min after mixing, the alga starts to escape from the DVs as the result of

the budding of the DV membrane into the cytoplasm. (3) Within 15 min after the

escape, the DV membrane enclosing a single green alga differentiates to the PV

membrane, which provides protection from lysosomal fusion. (4) The alga loca-

lizes at the primary lysosome-less host cell surface by affinity of the PV to

unknown structures of the host. At about 24 h after mixing, the alga multiplies

by cell division and establishes endosymbiosis. Infection experiments with infec-

tion-capable and infection-incapable algae indicate that the infectivity of algae is

based on their ability to localize beneath the host surface after escaping from the

DVs. This algal infection process differs from known infection processes of other

symbiotic or parasitic organisms to their hosts.

Key Words: Chlorella spp., Digestive vacuole, Endosymbiosis, Infection,

Lysosome, Paramecium bursaria, Perialgal vacuole. � 2010 Elsevier Inc.

1. Introduction

Endosymbiosis is a primary force in eukaryotic cell evolution. Recent
studies of algal evolution have shown that endosymbiosis has occurred
several times and has yielded a variety of eukaryotic cells. Despite the
importance of this phenomenon, however, molecular mechanisms for the
induction of endosymbiosis between different protists are not well known.

Paramecium bursaria cells harbor several hundred symbiotic Chlorella spp.
in their cytoplasm (Fig. 2.1A). In P. bursaria, each symbiotic alga is enclosed
in a perialgal vacuole (PV) membrane derived from the host digestive
vacuole (DV) membrane, which provides protection from lysosomal fusion
(Figs. 2.2B and 2.3B) (Gu et al., 2002; Karakashian and Rudzinska, 1981).
Timing of cell divisions of both algae and the host cells is well coordinated
(Kadono et al., 2004; Takahashi et al., 2007). For that reason, symbiotic
algae can be inherited to the daughter cells. Irrespective of the mutual
relations (see Section 5) between P. bursaria and symbiotic algae, the
algae-free cells and symbiotic algae retain the ability to grow without a
partner. Algae-free P. bursaria can be produced easily from algae-bearing
cells using one of the following methods: rapid fission ( Jennings, 1938);
cultivation in darkness (Karakashian, 1963; Pado, 1965; Weis, 1969); X-ray
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irradiation (Wichterman, 1948); treatment with 3-(3,4-dichlorophenyl)-
1,1-dimethylurea (DCMU), a blocker of electron flow in photosystem II
(Reisser, 1976); treatment with the herbicide paraquat (Hosoya et al., 1995;
Tanaka et al., 2002); or treatment with a protein synthesis inhibitor, cyclo-
heximide (Kodama and Fujishima, 2008a; Kodama et al., 2007; Weis, 1984).

A

Ma

C

B

Ma

Ma

D

20 mm

Figure 2.1 Photomicrographs of P. bursaria: (A) algae-bearing strain OS1g1N;
(B) algae-free P. bursaria strain Yad1w; (C) symbiotic Chlorella vulgaris isolated from
OS1g1N cells; (D) strain Yad1w cells during the early infection process (4 h after
mixing with isolated algae). Ma, macronucleus; Arrow, single green Chlorella (SGC),
which can establish endosymbiosis. From Kodama and Fujishima (2008b).
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Figure 2.2 Transmission electron micrographs of P. bursaria: (A) algae-bearing strain
OS1g1N and (B) symbiotic alga near the host cell surface. Chl, chloroplast;
Cy, cytopharynx; CW, cell wall; PV, perialgal vacuole; Ma, macronucleus; Mt,
mitochondrion; Tc, trichocyst.
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On the other hand, symbiotic algae can be isolated easily by sonication,
homogenization, or treatment with detergents. Furthermore, endosymbiosis
between algae-free P. bursaria cells and symbiotic algae isolated from algae-
bearing P. bursaria cells is easily reestablished by mixing them (Karakashian,
1975; Siegel andKarakashian, 1959). In fact,P. bursaria can be cultivated easily,
producing amass culture. The reinfection process can be observed easily under
a light microscope. An algae-freemutant strain of P. bursaria has been collected
(Tonooka and Watanabe, 2002, 2007). For these reasons, the symbiotic
associations between P. bursaria and Chlorella spp. are considered an excellent
model for studying cell-to-cell interaction and the evolution of eukaryotic
cells through secondary endosymbiosis (Gerashchenko et al., 2000; Stoebe and
Maier, 2002). However, the mechanisms and timings used by the algae to
escape from the host DV and to protect themselves from host lysosomal fusion
have long remained unknown. Therefore, in this review, we first introduce
the algal reinfection process, as revealed using the pulse label and chase
method. Then we review recently reported studies of mutual benefit between
P. bursaria and symbiotic Chlorella spp.

2. Infection Route

Infection of algae to algae-free P. bursaria is conducted through the
host’s phagocytosis. To investigate the algal infection process, we first
examined the differentiation process of the host’s DVs in phagocytosis,
which has long remained unclear for this species.

DVM

A B PVM

500 nm

Figure 2.3 Transmission electron micrographs to show acid phosphatase (AcPase)
activity. Positive reaction products of AcPase are shown as black granules by Gomori’s
staining: (A) DV enclosing food bacteria; (B) PV enclosing symbiotic alga. Inside DV is
AcPase-activity positive, but inside PV is activity-negative. DVM, digestive vacuole
membrane; PVM, perialgal vacuole membrane.
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2.1. Classification of DVs

The DVs of P. multimicronucleatum have been classified into four different
stages (Fok and Allen, 1982). To classify the DV stages of P. bursaria that
appear during infection by symbiotic algae and to determine the timing of
the appearance of each stage, symbiotic algae and algae-free P. bursaria strain
OS1w cells were mixed at densities of 5 � 107 algae/ml and 5 � 103

paramecia/ml under fluorescent lighting (1500 lux) at 25 � 1 �C and
were washed with modified Dryl’s solution (MDS) (Dryl, 1959)
(KH2PO4 was used instead of NaH2PO4�2H2O). Then they were resus-
pended in the original density, and fixed with 4% paraformaldehyde at
various times after mixing. The experimental procedure is presented in
Fig. 2.4. The DVs containing several algae were classified into four stages
based on their morphological characteristics and color changes of the algae:
DV-I, at which stage the rounded vacuole membrane is clearly visible under
a differential-interference-contrast (DIC) microscope and the algae are
green; DV-II, where the vacuole is condensed so that the vacuole mem-
brane is hardly visible under a DIC microscope and the algae are green;
DV-III, where the vacuole has increased in size and the vacuole membrane
is visible again and the algae are discolored as faintly yellow, green, or both.
DV-III includes three substages: DV-IIIa contains green algae only; DV-
IIIb contains both discolored and green algae; and DV-IIIc contains dis-
colored algae only. In the final stage, DV-IV, the membrane is contracted
similar to DV-II, making it difficult to view under a DIC microscope. The
algae are green, brown, or both. Unlike DV-II, this vacuole was not
observed in cells fixed before 3 min, but was observed 20–30 min after
mixing. Furthermore, DV-IV includes three substages: DV-IVa contains
green algae only; DV-IVb contains both green and brown algae; and
DV-IVc contains brown algae only. The algae in each DV of nonfixed
paramecia showed the same colors as those in the fixed paramecia.

To determine the timing of the appearance of each stage of DVs, algae-
free P. bursaria cells weremixedwith isolated symbiotic algae and fixed at 10 s
intervals for 60 s. The fixed cells were classified into four stages according to
the most advanced stage of DV in the cell (i.e., if DV-I and DV-II were
both present in a cell, then the cell was classified as DV-II). Results show that
DV-II started to appear in cells fixed at 30 s after mixing.

To determine the timing of DV-III appearance, algae-free cells were
pulsed with isolated symbiotic algae for 1.5 min, then washed, chased, and
fixed at every 1 min interval for 10 min after mixing. Subsequently, the cells
were classified into four stages. As a result, DV-III started to appear in cells
fixed at 3 min after mixing (Kodama and Fujishima, 2005).
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2.2. Timing of acidosomal and lysosomal fusion to DV

For P. multimicronucleatum, it has been reported that intravacuolar pH was
changed by the following acidosomal and lysosomal fusion (Fok and Allen,
1982). To determine the timing of the acidosomal and lysosomal fusion to
the DVs, we examined the change of the inside pH of P. bursariaDVs. Yeast
cells were labeled with three kinds of pH indicator dyes, Congo red,
bromocresol green (BCG), and bromophenol blue (BPB) and mixed with

Algae-bearing
P. bursaria

Homogenize

Mixed, 25 ± 1 �C

Washed with Dryl’s solution (30 ml) by
filtration with a nylon mesh filter (15mm)

Resuspended in Dryl’s solution (1 ml)

Fixed with 4% (w/v) paraformaldehyde in PBS

Observed

Centrifuge tube

Pulse-labeled
Paramecium

Uningested algae

15mm mesh

Algae-free P. bursaria
5000 cells/ml

1.5 min pulse-labeled with algae

Chased

1 : 104

Isolated algae
5 � 107 cells/ml

Figure 2.4 Pulse-labeling and chasing with isolated symbiotic Chlorella sp. Algae-free
P. bursaria cells were mixed at a density of 5 � 103 cells/ml with isolated Chlorella sp. at
5 � 107 algae/ml under fluorescent lighting (1500 lux) for 1.5 min at 25 � 1 �C.
The ciliate–algae mixture was transferred to a centrifuge tube equipped with a 15-mm
pore size nylon mesh and filtered. By pouring fresh modified Dryl’s solution (MDS)
(Dryl, 1959) (KH2PO4 was used instead of NaH2PO4�2H2O) into the tube, paramecia
were washed and algal cells outside paramecia were simultaneously removed through
the mesh. Paramecia that were retained in the mesh were transferred to another
centrifuge tube and resuspended in MDS, and then chased for various times under
fluorescent lighting (1500 lux) at 25 � 1 �C. The cell suspension was fixed by mixing it
with same volume of 8% (w/v) paraformaldehyde in phosphate-buffered saline (PBS)
(137 mM NaCl, 2.68 mM KCl, 8.1 mM Na2HPO4�12H2O, 1.47 mM KH2PO4, pH
7.2) at various times. The cells were observed under a DIC microscope.
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algae-free P. bursaria. Then the color changes of the ingested yeast cells in
the DVs were observed. The color changes of respective dyes occurring in
phthalic acid and citric acid buffers are presented in Table 2.1. These
changes did not differ between the buffers, but they were dependent on
the pH. Figure 2.5 portrays the BCG-labeled yeast cells that were ingested
in living paramecia. Figure 2.5A shows that within 0.5 min after mixing, the
yeast cells were blue, indicating that the intravacuolar pH was 6.4–7.0.

Table 2.1 Color of yeast cells labeled with pH indicator dyes in buffers at various
pH levels

pH

Color of yeast cells labeled with:

Congo red Bromocresol green (BCG) Bromophenol blue (BPB)

7.0 Blue

6.4 Blue

6.0 Dark blue–green

5.4 Dark blue–green

5.0 Red Blue–green Blue

4.4 Dark red Blue–green Blue

4.0 Dark red Green Blue–green

3.4 Dark red Green Green

3.0 Purple Yellow–green Yellow–green

2.4 Purple Yellow–green Yellow–green

From Kodama and Fujishima (2005).

A B C

10mm

Figure 2.5 Color changes of bromocresol green (BCG)-labeled yeast cells in DVs of
algae-free P. bursaria strain OS1w. Algae-free cells and BCG-labeled yeast cells were
mixed and the color of the yeast in the host DVs was observed in living cells under a
DIC microscope. (A) DV-I: it appears soon after mixing, the yeast cells are blue,
indicating that the intravacuolar pH is 6.4–7.0. (B) DV-II: yellow–green yeast cells at
1–2 min after mixing, indicating that the intravacuolar pH is 2.4–3.0. The DV mem-
brane of DV-II is hardly visible under the light microscope. (C) DV-III: blue yeast cells
at 3 min after mixing, indicating that the intravacuolar pH is 6.4–7.0. Updated from
Kodama and Fujishima (2009c).
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At 1–2 min after mixing, yeast cells became yellow–green, as presented
in Fig. 2.5B, indicating that the intravacuolar pH decreases to 2.4–3.0.
Morphological differentiation of DV-II from DV-I occurred at 0.5–1 min
after mixing. These results show that acidosomal fusion to the DV occurs at
0.5–1 min after ingestion. Using Congo-red labeled yeast, we obtained
identical results (Kodama and Fujishima, 2005).

Partially digested yellow algae are observed first in DV-IIIb at 2–3 min
after mixing. In the late stage of DV-II, BCG-labeled yeast cells became
blue, as shown in Fig. 2.5C, indicating that the intravacuolar pH is 6.4–7.0.
These results suggest that lysosomal fusion might start before 2–3 min after
mixing. Gomori’s staining (Gomori, 1952), which is used for detecting
intravacuolar acid phosphatase (AcPase) activity, showed that both DV-I
and DV-II are AcPase-activity negative, but all substages of DV-III and
DV-IV were AcPase-activity positive (Kodama and Fujishima, 2009a, see
Section 2.3.3 in this review). These results suggest that lysosomal fusion
occurs before 2–3 min after mixing. A schematic representation of DV
differentiation of P. bursaria is presented in Fig. 2.6.

2.3. Presence of four cytological events needed
to establish endosymbiosis

Timings for algal escape from the host DV and for protection of themselves
from the host’s lysosomal fusion were classified. Furthermore, four cytolog-
ical events that are necessary to establish endosymbiosis were found.

2.3.1. Acquisition of temporal resistance to lysosomal enzymes
In the host cytoplasm, single green Chlorella (SGC) is enclosed in a PV
membrane derived from the host DV membrane, which provides protec-
tion from host lysosomal fusion, as shown in Fig. 2.3B. This indicates that
timing of the appearance of SGC should be considered as almost the same as
that of the appearance of the PV membrane during the infection process.
To determine the timing of the appearance of the SGCs, algae-free
P. bursaria were pulsed with isolated symbiotic algae for 1.5 min, chased,
then fixed at 0.05, 0.5, 1, 1.5, 2, 3, 6, 9, 24, 48, and 72 h after mixing. The
percentages of cells with SGC, single digested Chlorella (SDC), DV-IIIa or
DV-IIIb, and DV-IVa or DV-IVb are portrayed in Fig. 2.7 (Kodama and
Fujishima, 2005). All SGCs that existed in the host cytoplasm before 30 min
after mixing were digested. One hour after mixing, however, SGCs reap-
peared in the host cytoplasm. Figure 2.7 depicts that the SGCs that appeared
after 0.5 h were derived from DV-IVa or DV-IVb because no green algae
were present in other DVs. At 24 h, the SGCs began to multiply by cell
division, indicating that these algae had established endosymbiosis (see
Section 2.4 in this review). In contrast to results of an earlier study (Meier
and Wiessner, 1989), Fig. 2.7 shows that the algal escape from the DV-IVa
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or DV-IVb vacuole occurs after acidosomal and lysosomal fusion to the DV.
When boiled algae are added to algae-free paramecia, they are all digested in
DV-III. Consequently, only the living Chlorella can avoid lysosomal
digestion in the host DVs.

Fusion of
acidosomes
0.5–1 min

Fusion of
primary lysosomes

2–3 min

Cytopharynx
ingestion

DV-I
pH = 6.4–7.0

DV-II
pH = 2.4–3.0

DV-III
pH = 6.4–7.0

DV-IV (≥ 20 min)
pH = 6.4–7.0

DV-IIIa

DV-IVa

DV-IIIb

DV-IVb

DV-IIIc

DV-IVc

Digested brown algaGreen alga; Digested yellow alga;

Figure 2.6 Schematic representation of DV differentiation of P. bursaria. When
isolated symbiotic Chlorella sp. and algae-free paramecia are mixed, one or several
algae pass through the host cytopharynx and are pinched off as DV-I. The pH inside
DV-I is 6.4–7.0. Acidified and condensed DV-II appeared 0.5–1.0 min after mixing.
The pH inside DV-II is 2.4–3.0. Lysosomal fusion occurred at 2.0–3.0 min, leading to
swollen DV-IIIa to DV-IIIc. Partially digested yellow algae appeared in DV-IIIb and
DV-IIIc. The pH inside DV-III is 6.4–7.0. Condensed DV-IVa to DV-IVc appeared at
20–30 min. The pH inside DV-IV remains at 6.4–7.0. The algae become brown by
digestion in DV-IVb and DV-IVc. White circle shows intact green alga. Gray circle
shows digested yellow alga. Black circle shows digested brown alga.
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Which DVs are the sources for SGCs? At 30 min after mixing with algae,
Paramecium cells of five kinds were observed: cell with no alga, cell with
digested alga cell with DV-IVa, cell with DV-IVb, and cell with SGC
(Fig. 2.8A). The frequency of appearance of these cells was examined by
fixing cells at various times after a 1.5 min pulse label with isolated algae
(Fig. 2.8B). When DVs or algae of multiple types were present in the same
cell, the cell was classified according to the oldest stage, following the
scheme presented in Fig. 2.8A. Figure 2.8B shows that the proportion of
cells with SGCs was 0% at 0.5 h and that the share increased as time passed.
In contrast, the percentage of cells with DV-IVb decreased. At 72 h after
mixing, all cells either contained SGCs or were without any algae. The
SGCs localized beneath the host cell surface started to divide at and after
24 h of mixing. At 72 h after mixing, about 35% of the cells had SGCs. On
the other hand, fewer than 5% of cells contained DV-IVa during the
experimental period, if any, which indicates that most SGCs maintained
in the host cell appeared from DV-IVb, and the SGCs acquired temporary
resistance to the host’s lysosomal enzymes in DV-IVb after acidosomal and
lysosomal fusion occurred.

What determines the algal fate to survive in DV-IVb fused with
lysosomes? We examined the following.
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Figure 2.7 Fate of living Chlorella sp. during infection. Isolated symbiotic Chlorella sp.
and algae-free paramecia were mixed for 1.5 min, washed, chased, and fixed at 0.05,
0.5, 1, 1.5, 2, 3, 6, 9, 24, 48, and 72 h after mixing. The percentages of cells with single
green Chlorella sp. (SGC), single digested Chlorella sp. (SDC), DV-IIIa or DV-IIIb, and
DV-IVa or DV-IVb were determined. All SGCs that appeared before 0.5 h after mixing
were digested by 0.5 h. After 0.5 h, the percentage of the cells with SGC increased
gradually. (▲) Cells with DV-IIIa or DV-IIIb; (●) Cells with DV-IVa or DV-IVb;
(○) Cells with SGC; (▪) Cells with SDC. For each fixing time interval, 100–300 cells
were observed. Bar, 90% confidence limit. From Kodama and Fujishima (2005).
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Figure 2.8 Source of SGCs that can establish endosymbiosis. Algae-free cells were
mixed with isolated symbiotic algae for 1.5 min, washed, chased, and fixed at 0.5, 1,
1.5, 2, 3, 6, 9, 24, 48, and 72 h after mixing, as described above. (A) Cells fixed at 0.5 h
after mixing with algae can be classified as the following five types: a, a cell with no alga;
b, a cell with digested alga; c, a cell with DV-IVa; d, a cell with DV-IVb; e, a cell with
SGC. Regarding cells of several types, that is, types b–e seen together, the cells were
classified in the order b < c < d < e. For example, when a cell has DVs with digested
algae and SGC, the cell was classified as type e. (B) Percentage of each type of the cells
observed. Percentages of cells with SGCs, starting at 0% at 0.5 h increased as time
elapsed. In contrast, percentage of cells with DV-IVb decreased. At the same time, the
percentage of cells with DV-IVa remained less than 5%. This observation shows clearly
that the majority of the SGCs originated from DV-IVb. At each fixing time interval,
100–230 cells were observed. Bar, 95% confidence limit. From Kodama and Fujishima
(2005).
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2.3.1.1. Light microscopy of cloned symbiotic Chlorella vulgaris cells in
the host DV Different types of algae infecting P. bursaria clones exhibit
different infection ratios and host dependencies (Nakahara et al., 2003;
Nishihara et al., 1999). These differences suggest that different Chlorella
species or strains used together for infection might result in different algal
fates in DV-IVb. To confirm this possibility, symbiotic algae were cloned
and the fate of the algae was observed after ingestion in the host DVs.
The cloned algae were identified as C. vulgaris by observation of their
morphological characteristics using light and electron microscopy and by
performing a similarity search with the 18S rDNA sequence from the cells
(M. Nakahara, unpublished data). Cloned symbiotic algae were mixed with
algae-free P. bursaria for 1.5 min, then washed and observed 3 h after mixing
under a light microscope. Results show that DV-IVb appeared in the host
cell, which demonstrates that the different algal fates in DV-IVb are not
attributable to differences among algal species or strains.

Figure 2.9 portrays various DV-IVb vacuoles in the host cells 3 h after
mixing with cloned symbiotic C. vulgaris. Both digested brown and non-
digested green algae were present in the same DV, but they showed no
specific location, indicating that their different fates of algae are not deter-
mined by their positions in the DV. To determine whether the surviving
algal cells in the DV-IVb had been protected by their original PV mem-
brane or not, the isolated symbiotic algae were treated with Triton X-100
or Tween 20 detergents before mixing with algae-free cells. No significant
difference was found in the ratio of cells with DV-IVb between paramecia
mixed with nontreated and treated algae, which shows that the original algal
PV membrane, if it is retained before mixing with algae-free cells, is not the
cause of algal survival in the host DV (Kodama et al., 2007).

10mm

Figure 2.9 Photomicrographs of various DV-IVb observed 3 h after mixing with
algae. Green and brown algae inside the DV-IVb are, respectively, intact algae and
digested algae. No relation exists between the algal fates and diameter of DV or algal
location in DV-IVb.
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2.3.1.2. Transmission electron microscopy of symbiotic C. vulgaris cells in
the host DV To confirm the possibility that some algae might have been
wrapped with a PV membrane in the DV-IVb before escaping from the
DV, the DV-IV was observed using a transmission electron microscope.
Figure 2.10 shows DV-IVb, in which the vacuole, intact algae appear as
electron-dense cells (Fig. 2.10, N). In contrast, digested algae appear as
electron-translucent cells with empty spaces between the cell wall and the
cytoplasm (Fig. 2.10, D). Gu et al. (2002) reported that the space between
the PV membrane and the algal cell wall is about 25–100 nm wide.
Figures 2.2B and 2.3B show a very small distance between the PV mem-
brane and the algal cell. As Fig. 2.10 shows, no membrane resembling a PV
membrane was observed around the electron-dense nondigested algae.
Therefore, the algal fates are not determined by PV membrane acquisition
in the host DV-IVb. The PV membrane might be formed during or after
algal escape from the DV-IVb (Kodama et al., 2007).

2.3.1.3. Effects of cycloheximide and puromycin on algal survival in the
host DV during infection By the treatments with 10–100 mg/ml of cyclo-
heximide, all algae-bearing cells eventually lost the symbiotic algae and
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N N

D
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Figure 2.10 Transmission electron micrograph of a DV-IVb vacuole. At 3 h after
mixing with symbiotic C. vulgaris, algae-free P. bursaria were fixed for transmission
electron microscopic observation. Each alga in DV-IVb vacuole adheres to the DV
membrane. Electron-translucent digested (D) and electron-dense nondigested (N)
algae are present together in the same DV. The nondigested algae are not separated
from the digested algae by a membrane representing a PV membrane. DVM, DV
membrane; CW, cell wall. From Kodama and Fujishima (2009c).
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became algae-free cells at 5–9 days after the treatment (Kodama and
Fujishima, 2008a). However, no marked effect on cell division of the
algae-free cells was found until 3 days after the treatment. These results
suggest that cycloheximide inhibited algal protein synthesis but had little
effect on host protein synthesis. In contrast, host cell division was inhibited
considerably by treatment with 75 and 100 mg/ml of puromycin. These
results coincide well with earlier observations reported by Ayala and Weis
(1987) (Kodama et al., 2007).

To determine whether algal or host protein synthesis is needed for algal
survival in the host DV, isolated cloned symbiotic C. vulgaris strain 1N and
algae-free cells were pretreated with cycloheximide or puromycin. Results
show that most of the paramecia formed DVs ingesting algae 3 min after
mixing with or without cycloheximide treatment. The DV-IVb appeared
in the cycloheximide-treated cells; the relative frequency of cells with
DV-IVb 3 h after mixing did not differ considerably from that of the control
experiment cells (without cycloheximide treatment). On the other hand,
DV formation was markedly reduced to about half by puromycin treatment,
although DV-IVb appeared and the relative frequency of cells with DV-IVb
3 h after mixing did not differ markedly from that of the control experiment
cells (without puromycin treatment). These results show that, in the host
DV, neither algal nor host protein synthesis is necessary for algal acquisition
of lysosomal enzyme resistance (Kodama et al., 2007).

Karakashian (1975) reported that the greater the number of algae within
a single DV, the more likely they are to be capable of preventing the
digestion of the vacuole contents, thereby suggesting that algal digestion
in the host DV might be related to DV size. To confirm this, we examined
the relation between the diameter of the DV containing algae and the
presence of digested algae in the DV. Paramecium cells were pulse-labeled
with isolated symbiotic algae for 1.5 min, washed, and then fixed at 3 h after
mixing. The DV-IVs were then classified into three substages as described
above: DV-IVa, DV-IVb, and DV-IVc. Then the mean diameter of each
DVwas measured under a DIC microscope. The mean diameter of DV-IVa
(about 23 mm, n > 35) was about twice that of DV-IVb (about 11 mm,
n > 128). In contrast, the mean diameter of DV-IVc (about 6.5 mm,
n > 64) was the least of the DV-IV types. Therefore, the algae in large
DVs are rarely digested, which agrees with the observations of Karakashian
(1975) and Kodama and Fujishima (2005) (Kodama et al., 2007). Further-
more, Karakashian and Karakashian (1973) reported that living algae might
be able to influence the host cell’s digestive processes, and thereby prevent
their own digestion. This interference might be affected by secretion of a
digestive enzyme inhibitor, or algae might induce a change in the DV
membrane so that it can no longer fuse with lysosomes. Therefore, we
observed the AcPase activity of the large diameter DV 30 min after mixing
with algae. As a result, AcPase activity was present even in such large DVs.

46 Yuuki Kodama and Masahiro Fujishima



These observations demonstrate that each alga becomes hardly digested for
unknown reasons if many algae are ingested in a large DV, irrespective of
host lysosomal fusion to such DVs. Consequently, to date, the factor that
determines the algal fate, whether it survives or is digested in DV-IV, is not
clear; the reason why the large DV can protect algae from digestion remains
unknown (Kodama and Fujishima, 2009a; Kodama et al., 2007).

2.3.2. Escape from the host DV
At 30 min after mixing with symbiotic algae, some algae start to escape from
the DV-IVb because of budding of the membrane into the cytoplasm. This
budding is induced not only by living algae but also by the algae that are
boiled, fixed with 2.5% (v/v) glutaraldehyde, or fixed with 5.0% (v/v)
formaldehyde. Both living and boiled yeasts also escaped from the DVs of
P. bursaria (Kodama and Fujishima, 2005; Suzaki et al., 2003; Y. Kodama
and M. Fujishima, unpublished results). Inorganic polystyrene latex spheres
of 3 mm diameter escape too (Y. Kodama and M. Fujishima, unpublished
results). However, this budding is not induced when India ink, 0.81-mm-
diameter polystyrene latex spheres, or food bacteria Klebsiella pneumoniae
were ingested into the DVs (Kodama and Fujishima, 2005). These results
suggest that P. bursaria can recognize the diameter of the contents
inside the DVs and that those with 3 mm or greater diameter can escape from
the DV. The Pseudomonas spp. bacteria ingested by algae-free P. bursaria can
be maintained in the host PVs, indicating that these organisms can also
escape from the host DVs (Görtz, 1982). To date, molecular mechanisms
for budding and escape from the DVs remain unknown.

2.3.3. Differentiation of the PV membrane from the
host DV membrane

To elucidate the timing of the PV from the host DV, algae-free cells were
mixed with isolated symbiotic algae for 1.5 min, washed, chased, and fixed
at 0.5 min (Fig. 2.11A and B), 1 min (Fig. 2.11C and D), 10 min
(Fig. 2.11E and F), 30 min (Fig. 2.11G and H), and 3 h (Fig. 2.11I–L).
Figure 2.11A and B shows DV-I. Figure 2.11C and D show DV-II.
Figure 2.11E and F shows DV-IIIb, which contain both nondigested
green and digested yellow algae. Figure 2.11G and H shows DV-IVb,
which contain both nondigested green and digested brown algae.
Figure 2.11I and J shows DV-IVb in which a single green alga is just
escaping as the result of the budding of the vacuole membrane (red arrow-
head). Insets of Fig. 2.11I and J shows enlarged images of the escaping green
alga. Figure 2.11K and L images show areas near the host cell surface of
paramecia fixed at 3 h: green algae that escaped from the DV-IVb vacuole
adhered just under the host cell surface (black arrows). The translocation of
SGC beneath the host cell surface and their attachment there begin about
45 min after mixing, at the earliest. Timing of the appearance of
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Figure 2.11 Differential-interference-contrast (DIC) micrographs of infection process
of symbiotic C. vulgaris cells to algae-free P. bursaria cells. Algae-free paramecia were
mixed with isolated algae and fixed with 2% glutaraldehyde in 0.1 M cacodylate buffer,
pH 7.2 containing 8% sucrose at 0.5 min (A and B), 1 min (C and D), 10 min (E and F),
30 min (G and H), and 3 h (I–L) after mixing. Cells nontreated with Gomori’s solution:
A, C, E, G, I, and K. Cells treated with Gomori’s solution: B, D, F, H, J, and L. For
paramecia fixed at 10 min, 30 min, and 3 h after mixing, cells were mixed with isolated
algae for 1.5 min, washed with MDS, chased, and fixed. Experiments were repeated
more than 10 times, demonstrating the results’s reproducibility. DV-I, A and B; DV-II,
C and D; DV-IIIb, E and F; DV-IVb, G and H. Panels (I) and ( J) show an alga just
escaping as the result of budding of the DV-IVb membrane (red arrowhead). Insets of
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AcPase activity was examined by staining the pulse-labeled cells with
Gomori’s solution. Figure 2.11A, C, E, G, I, and K portrays cells that had
not been treated with Gomori’s solution (control). In Fig. 2.11A (DV-I)
and E (DV-IIIb), the DV membranes were clearly visible under a light
microscope. In contrast, in Fig. 2.11C (DV-II), G (DV-IVb), and I (DV-
IVb), the DV membranes were hardly visible because of contraction of the
DVs. In Fig. 2.11E, G, and I, partially digested yellow and brown algae
appeared in the DVs. Figure 2.11B, D, F, H, J, and L shows cells stained
with Gomori’s solution. The AcPase activity detected using Gomori’s
staining is shown as black granules. Figure 2.11B and D shows that DV-I
and DV-II vacuoles were AcPase-activity negative. On the other hand, the
AcPase activity appeared in DV-IIIb (Fig. 2.11F) and later stages
(Fig. 2.11H and J). The AcPase-activity also appeared in DV-IIIa,
DV-IIIc, DV-IVa, and DV-IVc. Black mist-like precipitates were also
observed outside the DVs in Fig. 2.11B and D, but decreased in DV-IIIb
(Fig. 2.11F) and later stages (Fig. 2.11H, J, and L). These might be primary
lysosomes in the host cytoplasm before fusion with DVs. As presented in
Fig. 2.8, about 50% of cells 30 min after mixing had DV-IVb vacuoles
containing both the green-colored intact algae and partially digested brown
algae. Actually, 95.6% of DVs 30 min after mixing were AcPase-activity
positive. Therefore, it appears that the DV-IVb vacuoles are AcPase-activity
positive, which shows that green-colored algae in DV-IVb vacuoles
acquired host lysosomal enzyme resistance in the lysosome-fused DVs as
described in Section 2.3.1 of this review. Some of the green-colored alga
escapes from the DV-IVb (Fig. 2.11I and J, red arrowheads). Such single
green colored alga was covered by thin black layers of Gomori’s staining
(Fig. 2.11J, red arrowhead), although the SGCs, which were able to escape
successfully from the DV-IVb and which localized just under the host cell
surface (Fig. 2.11L, arrows) were not covered by the black thin layer. That
important difference indicates that the inside of the budded DV membrane
enclosing green algae is still AcPase-activity positive, although the inside of
the vacuole enclosing an SGC, which is derived from the DV-IVb and
localized beneath the host cell surface, is AcPase-activity negative. That fact
underscores that differentiation from the host DV membrane to the PV
membrane occurs after the appearance of SGCs as the result of budding of
the host DV membrane and before translocation of the SGCs beneath the
host cell surface. That the first SGC and the first localization of the SGC

(I) and ( J): enlarged photomicrographs of the escaping alga. (K and L): algae attached
immediately beneath the host cell surface (black arrows). DV-I (B) and DV-II (D) are
AcPase-activity negative, and DV-IIIb (F) and DV-IVb (H and J) are AcPase-activity
positive. The SGCs escaping from the host DVs and which are translocated immediately
beneath the host cell surface are AcPase-activity negative (L, black arrows). Bars, 10 mm
(L) and 2 mm (inset in J). From Kodama and Fujishima (2009a).

Paramecium-Chlorella Endosymbiosis 49



beneath the host cell surface, respectively, occur at 30 and 45 min after
mixing suggests that differentiation of the PV membrane occurs within
15 min after the algal escape from the host DV. In fact, that is the first
reported evidence elucidating the timing of differentiation of the PV
membrane from the DV membrane during the infection process of symbi-
otic algae to algae-free P. bursaria (Kodama and Fujishima, 2009a).

2.3.4. Attachment of PV beneath the host cell surface
Under the Paramecium cell surface, thousands of trichocysts are embedded
as defensive organelles against predators (Harumoto and Miyake, 1991).
Massive discharge of trichocysts in Paramecium can be induced by treatment
with lysozyme without seriously injuring the cell, but a potent trichocyst
discharge inducer, saturated picric acid, fixes the Paramecium (Harumoto and
Miyake, 1991). The symbiotic algae appear to push the trichocysts aside to
become fixed near the host cell surface after escaping from the host DVs.
To examine the necessity of trichocysts for algal intracellular localization,
algae-free cells and isolated symbiotic algae were mixed for 1.5 min, washed,
and then resuspendedwith the same concentration inMDS. Algal escape from
the host DVs begins at 30min after mixingwith algae (Kodama and Fujishima,
2005, 2009a). The pulse-labeled cells were treated with 1 mg/ml lysozyme
30min after mixing. This concentration of lysozyme can induce full discharge
of trichocysts. These cells were fixed at 3 and 24 h after mixing with algae in
the presence of the lysozyme. Theywere then observed to determinewhether
the algae that had escaped from the host DVs were able to attach beneath the
host cell surface of the trichocyst-removed cells.

In the control experiment, at 3 h, green algae attached beneath the host
cell surface were observed (Fig. 2.12A and B). These algae apparently
moved the trichocysts aside (Fig. 2.12B and C). On the other hand, green
algae localized beneath the host cell surface, even in cases where the tricho-
cysts had been removed (Fig. 2.12D–F). In such cells, the density of the algae
attached near the host cell surface was higher than that in the trichocyst-
bearing cells. Furthermore, regarding the ratio of paramecia with algae
localized beneath the host cell surface, about 65% (n > 137) of the control
cells revealed green algae that had localized beneath the host cell surface,
although it increased to about 95% (n > 179) in the trichocyst-removed cells
by 24 h after mixing. These results demonstrate that the PV membrane does
not require trichocysts for the intracellular localization (Kodama and
Fujishima, 2009b). Omura and Suzaki (2003) reported that when the
algae-free P. bursaria cells were fed with Chlorella, their trichocysts became
detached from the cell surface and finally disappeared, thereby allowing the
ingested algae to approach the host cell surface. At the same time,Omura and
Suzaki observed the appearance of many small vesicles of about 0.5 mm
diameter using transmission electron microscopy and expansion of the
cyclosis region near the host cell surface. Their results and ours suggest that

50 Yuuki Kodama and Masahiro Fujishima



trichocysts are obstacles to rather than prerequisites for algal localization
beneath the host cell surface. How and where the symbiotic algae attach to
the host cell surface remains unclear (Kodama and Fujishima, 2009b).

2.4. Initiation of algal cell division

To determine the timing of initiation of algal cell division during the
infection process, algae-free P. bursaria were mixed with isolated symbiotic
algae for 1.5 min, chased, and fixed at 1, 3, 6, 9, 24, and 48 h after mixing.
Subsequently, the green algae per Paramecium cell were counted (Kodama
and Fujishima, 2005). The average was 9.4 algae/cell at 1 h, decreasing to
4.0 algae/cell at 3 h, and remaining constant thereafter until 9 h. However,
the ratio began to increase to 5.3 algae/cell at 24 h. In addition, dividing
algae were frequently observed beneath the host cell surface at 24 h both
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Figure 2.12 Light and transmission electron micrographs of P. bursaria. Strain Yad1w
cells that were pulse labeled with symbioticC. vulgaris 1N cells without (A)–(C) or with
(D)–(F) treatment of 1 mg/ml lysozyme. (B) and (E) show enlarged dorsal surfaces of
(A) and (D), respectively. (A, B, D, and E) DIC micrographs of living cells at 3 h after
mixing with the algae. (C and F) Transmission electron micrographs of P. bursaria at 3 h
after mixing. In a control experiment, the algae moved trichocysts aside (A)–(C). The
alga can attach beneath the host cell surface even if trichocysts were removed (D)–(F).
Arrowheads in (B) and (E) show symbiotic algae localized immediately beneath the host
cell surface. Ma, macronucleus; a, symbiotic C. vulgaris localized beneath the host cell
surface; PV, perialgal vacuole; tc, trichocyst; c, cilia. Bars, 20 mm (D and E) and 1 mm
(F). From Kodama and Fujishima (2009b).

Paramecium-Chlorella Endosymbiosis 51



under light and transmission electron microscopy. The algae begin cell
division at about 24 h after mixing with the host cells. On the other hand,
Paramecium cells apparently did not multiply by binary fission until 72 h after
mixing the algae.

We examined the effects of light on algal infection and algal cell division.
Algae-free cells were pulse labeled with isolated symbiotic algae from algae-
bearing P. bursaria cells cultivated under LL conditions for 1.5 min, as
described above, and chased with or without light (1500 lux) at
25 � 1 �C. They were then fixed at 0.05, 0.5, 1, 6, 12, 24, 48, 72, and
96 h after mixing. Results show that the mean number of green algae in a
cell showed no significant difference between these two cases for at least 6 h
after mixing. However, after 12 h, the mean number of green algae
increased gradually in the light, but not in the dark. The cell density of
paramecia was almost constant for 4 days in both light and dark conditions.
These results demonstrate that light is necessary for algal cell division, but
not for algal translocation beneath the host cell surface after escaping from
the host DVs (Kodama and Fujishima, 2005).

2.5. Summary of the infection route

Figure 2.13 presents a schematic representation of the algal infection process
and four important cytological events necessary to establish endosymbiosis.
Table 2.2 presents various changes of the host cells including the four events
in Fig. 2.13 and their timings: they occur during and after algal reinfection.

3. Different Fates of Infection-Capable and
Infection-Incapable Chlorella Species

Symbiotic Chlorella has been differentiated into two algal groups
‘‘American’’ (NC64A as the representative strain) and the ‘‘European’’
(strain, Pbi) using classical approaches and molecular phylogenetic and
genetic structural analyses. Recently, Hoshina and Imamura (2009) deter-
mined the distribution of the ‘‘American’’ and ‘‘European’’ symbionts by
ribosomal DNA sequencing (Fig. 2.14).

Karakashian and Karakashian (1965) and Bomford (1965) reported suc-
cessful infection of algae-free P. bursaria with several strains of free-living
algae. However, symbioticChlorella species derived from Stentor polymorphus
or Spongilla fluviatilis were digested (Bomford, 1965). What is the difference
between infection-capable and infection-incapable Chlorella spp. to the
algae-free cells? Takeda et al. (1998) reported that algal infectivity is depen-
dent on the sugar components of the rigid walls (alkali-insoluble part of the
algal cell wall): ‘‘infection-capable’’ Chlorella species, including symbiotic
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Figure 2.13 Schematic representation of the algal reinfection process. Using pulse label and chase method, four important cytological events
necessary to establish endosymbiosis were clarified. First, 3 min after mixing, some algae acquire temporary resistance to the host lysosomal
enzymes in the DVs, even when the digested ones coexist. Second, 30 min after mixing, the algae start to escape from DVs as the result of
budding of the membrane into the cytoplasm. Third, within 15 min after the escaping, the DVmembrane enclosing SGC differentiated to the
PV membrane, which provides protection from lysosomal fusion. Finally, the alga localizes beneath the host cell surface. At about 24 h after
mixing, the alga increases by cell division and establishes endosymbiosis.



ones, are distinguishable by the presence of glucosamine as a chemical
component in their rigid walls, whereas the rigid walls of ‘‘infection-
incapable’’ species contain glucose and mannose. Therefore, we examined
the algal infectivity and lectin-binding activity of NaOH-treated and
-untreated algae.

3.1. Difference in algal attachment beneath
the host cell surface

Free-living Chlorella species such as C. vulgaris, Parachlorella kessleri, and
C. sorokiniana are known as infection-capable to algae-free P. bursaria
cells, as are symbiotic Chlorella spp. isolated from algae-bearing P. bursaria
cells, but C. ellipsoidea, C. saccharophila, C. luteoviridis, C. zofingiensis, and
C. mirabilis are infection-incapable (Takeda et al., 1998). We examined the

Table 2.2 Various changes and their timings which occur during and after
algal reinfection

Change

Timing after mixing

with symbiotic algae References

Acidosomal fusion to

DVs

0.5–1 min Kodama and

Fujishima (2005)

Lysosomal fusion to DVs 2–3 min Kodama and

Fujishima (2005)

Algal escape from DVs as

a result of the budding

of the DV membrane

�30 min Kodama and

Fujishima (2005,

2009a)

Differentiation of the DV

membrane enclosing

an SGC to the PV

membrane

�30 min Kodama and

Fujishima (2009a)

Translocation of SGCs

beneath the host cell

surface

�45 min Kodama and

Fujishima (2005,

2009a)

Initiation of algal cell

division

24 h Kodama and

Fujishima (2005)

Shift to the phase of

photoaccumulation

and mating reactivity

rhythm of symbiotic

algae

3–4 days Miwa (2009),

Kinoshita et al.

(2009)

Acquisition of resistance

to hydrogen peroxide

(H2O2)

3–4 days Kinoshita et al.

(2009)
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infectivity of 14 free-living strains of Chlorella and Parachlorella species
for algae-free P. bursaria OS1w cells: C. vulgaris C-27, C. sorokiniana
C-212 and C-43, P. kessleri C-208 and C-531, C. ellipsoidea C-87 and
C-542, C. saccharophila C-183 and C-169, C. fusca var. vacuolata C-104
and C-28, C. zofingiensis C-111, and C. protothecoides C-150 and C-206 and
the symbiotic Chlorella sp. strain C-201 derived from S. fluviatilis. The
infection experiments were conducted by mixing the algae and algae-free
P. bursaria for 1 h, washing and chasing them, and then fixing them at 1 h
and 3 weeks after mixing. The paramecia were classified into four groups
depending on the numbers of algae in the cells, that is, 0, 1–5, 6–20, and
more than 20; the relative frequencies of these cells are depicted in
Fig. 2.15. One hour after mixing, all observed paramecia ingested the
algae, although the mean numbers retained in the cells differed among
the algal strains used in this study (Fig. 2.15A). C. sorokiniana C-212 and
C. kessleri C-531 were retained in the host cells and increased by cell division.
These strains were maintained in the host cells for more than 2 years after
mixing. However, C. sorokiniana C-43 and P. kessleri C-208 were not main-
tained for more than 4 weeks. A few cells of P. kessleri C-208, C. ellipsoidea
C-542, C. saccharophila C-169, C. fusca var. vacuolata C-104 and C-28,
C. protothecoides C-206, and Chlorella sp. strain C-201 remained in a few
paramecia for 3 weeks after mixing (Fig. 2.15B). However, these algae
disappeared from the host cells 4 weeks after mixing. Infection-capable
algae, C. sorokiniana C-212 and P. kessleri C-531, localized beneath the
host cell surface after escaping from the host DV at 3 weeks after mixing.
Dividing algal cells were also observed. However, no examined infection-
incapable algal strain localized near the host cell surface or divided. To confirm
whether this phenomenon is associated with algal infectivity, algae-free

“American”
“American”

“European”

Figure 2.14 Distribution of the ‘‘American’’ (solid symbol) and ‘‘European’’ (empty
symbol) P. bursaria symbionts, as determined by ribosomal DNA sequences. Two
different symbol sizes indicate a record of one to three (smaller) or more than five
(larger) samples. Unspecified localities in the USA and Russia, in spite of their vast
national territories, are excluded. From Hoshina and Imamura (2009).
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Figure 2.15 Infectivity of symbiotic and free-living Chlorella species to the algae-free P. bursaria strain OS1w. (A) and (B) show results at 1 h
and 3 weeks after mixing with algae, respectively. Paramecia fell into four groups according to the number of algae in the cytoplasm: 0 algae,
1–5 algae, 6–20 algae, and more than 20 algae. For both time intervals, 50–222 cells were observed. Bar in bar graph, 90% confidence limits.
X-axis, strains of Chlorella species mixed with paramecia; Y-axis, percentage of each paramecia group. Only algal strains C. sorokiniana, C-212
and C. kessleri C-531 were maintained in the host cytoplasm. From Kodama and Fujishima (2007).



P. bursaria were pulse labeled for 1.5 min with isolated symbiotic algae or
infection-incapable C. saccharophila C-169 cells, washed, and then observed
under a light microscope 3 h after mixing. Results confirmed that the isolated
symbiotic algae can be localized beneath the host cell surface after escaping
from the host DV (Fig. 2.16A and B), although the infection-incapable algal
cells cannot be (Fig. 2.16C and D), which suggests that algal localization
beneath the host cell surface might be a prerequisite phenomenon for the
algal infection. Although Takeda et al. (1998) reported that all of the algae-
free strains that they examined (strains T316w, Kz1w, Sj2w, Ok2w, and
Uk2w) were able to establish endosymbiosis with all strains used (C. vulgaris,
P. kessleri, and C. sorokiniana). In contrast, the strain OS1w used in this study
was only able to establish endosymbiosis with specific strains of C. vulgaris, P.
kessleri, and C. sorokiniana. On the other hand, Takeda et al. (1998) reported
that the free-living C. kessleri C-208 was able to infect P. bursaria T316w,
Kz1w, Sj2w, Ok2w, and Uk2w. However, the algal strain C-208 showed
inability to infect P. bursariaOS1w in the present study. These results indicate
that the establishment of endosymbiosis is both algae-strain and host-strain
specific (Kodama and Fujishima, 2007).

3.2. Relation between sugar residues of the algal
cell wall and infectivity

To examine the relation between sugar residues of the algal cell wall
and infectivity, we examined the binding abilities of Alexa Fluor 488-
conjugated WGA, GS-II, and Con A against NaOH-treated and

A C

B

Ma
Ma

D

Figure 2.16 Photomicrographs of P. bursaria strain Yad1w cells pulse labeled with
symbiotic C. vulgaris cells strain 1N isolated from P. bursaria strain OS1g1N (A) and
with C. saccharophila strain C-169 cells (B). Paramecia were observed 3 h after mixing.
Symbiotic C. vulgaris cells are localized immediately beneath the host cell surface
(arrowheads). In contrast, C. saccharophila C-169 cells escaped from the host DV, but
they failed to localize beneath the host cell surface. Ma, macronucleus. Bars, 20 mm.
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NaOH-untreated algal cell walls. It is known that WGA binds to
N-acetylglucosamine and N-acetylneuraminic acid residues (Allen et al.,
1973; Goldstein et al., 1975; Yamamoto et al., 1981), that GS-II binds to a-
or b- linked N-acetyl-D-glucosamine (Ebisu and Goldstein, 1978; Lyer
et al., 1976), and that Con A binds selectively to mannose residues
(Goldstein et al., 1974; Ogata et al., 1975; Poretz and Goldstein, 1970). In
NaOH-untreated algal cell walls, fluorescence labeling with WGA was
observed on the cell walls of C. sorokiniana C-212 and C-43. Chlorella sp.
isolated from P. bursaria Bwk-16(Cþ) also showed fluorescence, but the
fluorescence was present on only 6.9% (n > 1000) of the cells. Other
examined strains of Chlorella species showed no fluorescence. Fluorescence
from GS-II was observed only on C. saccharophila C-183: not on the other
strains examined. The Con A fluorescence was observed on C. ellipsoidea
C-87 and C-542, C. saccharophila C-183 and C-169, C. fusca var. vacuolata
C-104 and C-28, C. zofingiensis C-111, C. protothecoides C-150 and C-206,
and strain C-201 derived from S. fluviatilis. Chlorella sp. isolated from
P. bursaria Bwk-16(Cþ) also showed fluorescence, although it was present
on only 6.2% (n > 1000) of the cells. C. vulgaris C-27, P. kessleri C-208 and
C-531, and Chlorella sp. isolated from P. bursaria OS1g, Dd1g, KM2g, and
OS1g1N were not labeled by any of the lectins. Previous reports in the
literature (Nishihara et al., 1996; Reisser et al., 1982; Weis, 1980) have
described that symbiotic Chlorella spp. cells of P. bursaria are agglutinated by
Con A if the cells are fixed with glutaraldehyde before mixing with Con A.
However, despite glutaraldehyde fixation, Con A neither labeled the sym-
biotic Chlorella spp. cells nor agglutinated them in our experiments. In
NaOH-treated algal cell walls, C. vulgaris C-27 and C. sorokiniana C-43
and C-212 were labeled with WGA fluorescence, although the last strain
showed only a few positive cells (2%, n > 500). Symbiotic algae obtained
from P. bursaria OS1g, Dd1g, KM2g, Bwk-16(Cþ), and OS1g1N also
showed WGA fluorescence. In addition, GS-II fluorescence was observed
on C. vulgaris C-27 and C. sorokiniana C-212 and C-43; also, a few positive
cells were observed for P. kessleri C-208 (7.4%, n > 161) and C-531 (3.4%,
n > 238). Furthermore, GS-II also labeled C. ellipsoidea C-87 and C-542,
C. saccharophila C-183 and symbiotic Chlorella sp. strain C-201 derived from
S. fluviatilis, and those fromP. bursariaOS1g, Dd1g, KM2g, Bwk-16(Cþ), and
OS1g1N. Other results showed that Con A labeled C. ellipsoidea C-87 and
C-542, C. saccharophila C-183 and C-169, C. fusca var. vacuolata C-104,
C. zofingiensis C-111, C. protothecoides C-150 and C-206, C. vulgaris C-27,
and C. sorokiniana C-43 and C-212, though only a few cells of the last strain
were labeled (2%, n > 500). Finally, Con A also labeled symbiotic Chlorella
spp. C-201 derived from S. fluviatilis and those from P. bursariaOS1g, Dd1g,
KM2g, Bwk-16(Cþ), andOS1g1N. Consequently, our data show no relation
between the infectivity of Chlorella species to the algae-free P. bursaria and
their lectin-binding activity of the cell walls with or without treatment
with NaOH, as presented in Table 2.3 (Kodama and Fujishima, 2007).
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Table 2.3 Lectin-binding activity of the NaOH-treated and untreated cell walls of Chlorella species and their infectivity for algae-free
P. bursaria

Species

Strain (alternative

name)

Infectivity

Lectin labeling of a

Nontreated cells NaOH-treated cells

T316w OS1w WGA GS-II Con A WGA GS-II Con A

C. vulgaris C-27b � � � � þ þ þ
C. sorokiniana C-212 (211-8k)c þ þ þ � � � þ �

C-43b � þ � � þ þ þ
Parachlorella kessleri

(formerly C. kessleri)

C-208 (211-11g)c þ � � � � � � �
C-531 (211-11 h)c þ þ � � � � � �

C. ellipsoidea C-87 (211-1a)c � � � � þ � þ þ
C-542 (211-1a)c � � � � þ � þ þ

C. saccharophila C-183b � � þ þ � þ þ
C-169b � � � þ � � þ

C. fusca var. vacuolata C-104 (211-8b)b � � � þ � � þ
C-28b � � � þ � � �

C. zofingiensis C-111 (211-14)b � � � þ � � þ
C. protothecoides C-150 (211-11a)b � � � þ � � þ

C-206b � � � þ � � þ
Symbiotic

Chlorella spp.

C-201b � � � þ � þ þ
OS1gb þ � � � þ þ þ
Dd1gb þ � � � þ þ þ
KM2gb þ � � � þ þ þ
Bwk-16 (Cþ)b þ � � � þ þ þ
OS1g1Nb þ � � � þ þ þ

a Algal cells were labeled with Alexa Fluor 488-conjugatedWGA, GS-II, or Con A.þ, 100% of cells with fluorescence;�,<100%;�, 0%. For each experiment, more than
100 algal cells were observed.

b Strain used only by Kodama and Fujishima (2007).
c Strain used by Kodama and Fujishima (2007) and Takeda et al. (1998).
WGA, wheat germ agglutinin; GS-II, lectin from Griffonia simplicifolia; Con A, concanavalin A. Updated from Kodama and Fujishima (2007).



3.3. Effects of WGA on the infectivity of C. sorokiniana
C-212 to P. bursaria

Weis (1980), Reisser et al. (1982), and Nishihara et al. (1996) reported
that the infection ratio of algae-free P. bursaria decreased if the algae were
pretreated with Con A. However, it remains unclear which of the following
phenomena was inhibited by Con A: algal resistance to the host lysosomal
enzymes in the host DVs, algal escape from the host DVs, algal protection
from host lysosomal fusion by enclosing PV membrane, algal localization
beneath the host cell surface, or algal cell division. Regarding results of
our study, Table 2.3 shows that Con A did not bind either symbiotic or
infection-capable free-living algae. Furthermore, C. sorokiniana C-212 cells
are able to infect algae-free P. bursaria cells (Table 2.3) and can be labeled
with WGA (Table 2.3 and Fig. 2.17B). To examine the effect of WGA
labeling of the cell wall on infection, the algae were treated with 100 mg/ml
of Alexa Fluor 488-conjugated WGA for 3 h under constant darkness.
Later, they were mixed with algae-free paramecia for 1 h, washed, chased,
and then fixed at 1 and 72 h after mixing. Figure 2.18A shows that many
algal cells were ingested by all paramecia at 1 h whether the algae had been
labeled with WGA or not. At 72 h, the respective proportions of paramecia
containing WGA-labeled and unlabeled algae were not significantly differ-
ent, but the relative frequency of paramecia with more than 20 algal cells
(Fig. 2.18B) showed a significant difference. In both setups, strain C-212
algae were localized immediately beneath the host cell surface. They were
able to multiply through binary fission. Although the relative frequency
of paramecia with more than 20 algal cells was decreased significantly
when the algal cells were labeled with WGA, our data show that lectin
labeling of algal cell walls does not inhibit the establishment of endosymbi-
osis with algae-free P. bursaria. Both WGA-labeled and WGA-unlabeled
algae were maintained in the host cells for more than 2 years. Therefore, our
data show that the infectivity of infection-capable Chlorella species for
algae-free P. bursaria is not based on sugar residues of their cell wall or the

A B

Figure 2.17 Photomicrographs of C. sorokiniana cells strain C-212 treated with Alexa
Fluor 488-conjugated WGA: (A) DIC image, (B) fluorescence microscopic image.
Fluorescence is apparent on the algal cell wall; Bar, 10 mm.

60 Yuuki Kodama and Masahiro Fujishima



alkali-insoluble part of their cell wall, but on their ability to localize beneath
the host cell surface after escaping from the host DVs (Kodama and
Fujishima, 2007).

4. Function of PV Membrane

The DV and PV membranes are known to show the following
qualitative differences: (1) The PV membrane encloses a single algal cell
(Gu et al., 2002; Karakashian and Rudzinska, 1981); (2) Because the gap
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Figure 2.18 Effect of WGA treatment on the infectivity to the algae-free P. bursaria
strain OS1w of C. sorokiniana strain C-212 algae 1 h (A) and 72 h (B) after mixing with
algae-free paramecia. For each time interval, 100–150 cells were observed. White bar,
untreated algae; gray bar, WGA-treated algae. Bar in bar graph, 90% confidence limits.
Y-axis, ratio of algae-containing Paramecium; X-axis, number of C-212 algae ingested
by paramecia in four groups (0, 1–5, 6–20, and more than 20 algae). Almost all
paramecia ingested many C-212 algae, irrespective of WGA treatment (A). Both
WGA-treated and WGA-untreated C-212 cells were maintained in algae-free para-
mecia (B). From Kodama and Fujishima (2007).
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separating the algal cell wall and the PVmembrane is about 0.05 mm, the PV
membrane is hardly visible using a light microscope. Nevertheless, it can be
observed readily using a transmission electron microscope (Reisser, 1986);
(3) The PV diameter does not vary greatly (2.5–4.5 mm), except during the
division of the enclosed symbiotic alga (Reisser, 1992); (4) The PV does not
participate in cyclosis, but it localizes immediately beneath the host cell
surface (Kodama and Fujishima, 2005; Reisser, 1986); (5) Particle density
and its distribution of the PV membrane show few signs hinting at any
endocytotic or exocytotic activity, which can be observed in the DV
membrane (Meier et al., 1984).

4.1. Algal proteins necessary for the PV membrane

Cycloheximide is known to inhibit protein synthesis of symbiotic Chlorella
of the ciliate P. bursaria preferentially, but it only slightly inhibits host
protein synthesis (Ayala and Weis, 1987). Therefore, algae-free cells can
be prepared within 4–6 days after treatment using cycloheximide (Kodama
et al., 2007; Weis, 1984). However, the detailed algal removal process has
not been observed. As causes for the removal of the symbiotic algae, the
following possibilities can be considered: (1) dilution of the number of
algal cells by the host’s cell division in the presence of cycloheximide and
(2) digestion of algal cells by the host’s lysosomal fusion to the PV mem-
brane. This phenomenon is expected to be a useful model to examine the
features or functions of PV membrane. Therefore, algae-bearing strain
OS1g1N cells were treated with 10 mg/ml of cycloheximide and observed
under light microscopy. Figure 2.19A shows an algae-bearing cell before
treatment with cycloheximide (control). Several hundred green symbiotic
algae exist in the host cytoplasm; the PV membrane enclosing each symbi-
otic alga cannot be observed under a light microscope. However, as
depicted in Fig. 2.19B, almost the entire PV membrane inside the algae-
bearing cells began to swell synchronously at 1 day after the treatment.
For that reason, the PV membrane is visible under a light microscope. This
indicates that inhibition of the algal protein synthesis induces swelling of
the PV membrane. We designated this phenomenon as ‘‘synchronous
PV-swelling (SPVS).’’ It was induced in all PVs enclosing symbiotic green
algae in the host cell (Kodama and Fujishima, 2008a). The gap separating
the algal cell wall and the PV membrane was 1.26 � 0.52 mm (mean� S.D.,
n > 50). This value shows that the distance between the symbiotic algal cell
wall and the PV membrane increased to 25 times wider than the 0.05 mm
original distance determined by Reisser (1986) using transmission electron
microscopy. Algal digestion was induced soon after the SPVS (Fig. 2.19B,
arrow). Such synchronized symbiotic algal digestion is not usually observed
before SPVS. Therefore, this digestion is inferred as a phenomenon that is
closely related to SPVS. We observed that the digested algae were
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discharged from the host cytoproct. By day 1 after the treatment with
cycloheximide, the mean number of symbiotic green algae per host cell
had decreased to about one-sixth of its former value: from 698 to 118.3.
The host cell density increased, but it only approximately doubled during
the same period, from 5 � 103 to 9.1 � 103 cells/ml, demonstrating that
the cause of the algal removal by treatment with cycloheximide in the LL
condition is not the dilution of the algae by host cell division, but algal
digestion and discharge from the host cytoproct. Two days after the treat-
ment, the swollen PV condensed and the membrane became hardly visible
under the light microscope (Fig. 2.19C). Three days after the treatment, all
green algae in some Paramecium cells had disappeared. At day 7 after the
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Figure 2.19 Photomicrographs of algae-bearing OS1g1N cells suspended in fresh
culture medium containing 10 mg/ml of cycloheximide at 5000 cells/ml at 25 � 1 �C
under LL condition. (A) A cell before the treatment. Hundreds of green symbiotic algae
exist in the host cytoplasm. (B) A cell 1 day after the treatment. All PVs containing green
algae swell synchronously. Furthermore, digested brown algae appear in the host cyto-
plasm (arrow). (C) A cell 2 days after the treatment. Green algae are numerically reduced
and all PVmembrane shrinks again. (D) A cell 3 days after the treatment. (E) A cell 5 days
after the treatment. (F) A cell 7 days after the treatment. All algal cells disappear from the
host cytoplasm. The Paramecium cells shrink because of starvation, which occurs as the
result of the disappearance of symbiotic algae. Ma, macronucleus. From Kodama and
Fujishima (2008a).
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treatment, all paramecia were observed to have lost their symbiotic algae
completely: they had become algae-free cells (Fig. 2.19F). As presented in
Fig. 2.19A–F, the host cell shrank gradually, probably because of starvation
induced by loss of the symbiotic algae, or by the lost volume of the algae.
Identical results obtained using other algae-bearing P. bursaria strains––
Dd1g, KM2g, Bwk-16(Cþ), and Yad1g––show that SPVS and following
algal digestion are universal phenomena in cells of P. bursaria strains. No
statistically significant difference was found in the degree of SPVS between
the cells treated with 10 or 100 mg/ml cycloheximide. Through treatment
at either concentration of cycloheximide, all algae-bearing cells lost the
symbiotic algae and became algae-free cells at 3–9 days after treatment.

Schüßler and Schnepf (1992) reported that PV swelling might be
induced by treatment of the algae-bearing P. bursaria cells with a carboxylic
ionophore, monensin. However, unlike SPVS induced by cycloheximide,
the PV swelling induced by monensin does not lead to algal digestion in the
PVs. They also reported that the PV swelling was observed only under LL
condition, not under constant dark (DD) condition. Furthermore, they
reported that the PV swelling was inhibited by DCMU, a blocker of
electron flow in photosystem II (Kleinig and Sitte, 1986). Therefore, we
also examined the necessity of photosynthetic activity for the SPVS. Results
show that SPVS was not induced by cycloheximide under DD condition,
which is the same as the result obtained through treatment with monensin
(Schüßler and Schnepf, 1992). Even if the algae-bearing paramecia were
treated with cycloheximide under the LL condition, addition of 10�7 M
DCMU inhibited SPVS completely. These results show that algal photo-
synthetic activity is indispensable for induction of SPVS through treatment
of cycloheximide and for successive induction of algal digestion in the host
cell. Figure 2.20 presents some hypotheses related to induction of SPVS
and following algal digestion after treatment of algae-bearing cells with
cycloheximide. Based on results obtained from observation of cyclohexi-
mide-treated algae-bearing cells, it might be inferred that algal proteins
synthesized in the presence of algal photosynthesis serve some important
function to prevent expansion of the PV and to maintain the ability of the
PV membrane to protect itself from host lysosomal fusion (Kodama and
Fujishima, 2008a).

4.2. The PV membrane can provide protection from
host lysosomal fusion

Each symbiotic alga localizes near trichocysts beneath the host cell surface.
Localization of the algal symbionts near the host cell surface is not a
phenomenon that is specific only to Chlorella–P. bursaria endosymbiosis.
Reisser (1986) reported that symbiotic algae and cyanobacteria of Mayorella
viridis, Coleps hirtus, Coleps spetai, Frontonia leucas, Malacophrys sphagni,
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Figure 2.20 Schematic drawing presenting some hypotheses related to induction of
SPVS and digestion of symbiotic alga after treatment of algae-bearing P. bursaria cells
with 10 mg/ml cycloheximide under LL or DD conditions. As molecules responsible
for functions of the PV membrane, two proteins that are synthesized by the algae,
excreted outside the algae and localized on the PV membrane, are postulated. The first
is a hypothetical maltose-transporter-related protein (squares on PV membrane)
(Willenbrink, 1987) that is synthesized by the alga during photosynthesis and which
transports maltose from inside the PV membrane to the outside. Loss of this protein in
the LL condition induces accumulation of photosynthesized carbohydrates, mainly
maltose. The second is a hypothetical lysosomal fusion-blocking protein (circles on
PV membrane) that is synthesized by the algae and which has the ability to block
lysosomal fusion to the PV membrane and also the ability to attach to unknown
structures immediately beneath the host surface. Consequently, the loss of this protein
induces detachment of the PV from the host cell surface and induces fusion with the
host lysosomes. The maltose-transporter-related protein disappears rapidly from the PV
membrane when the algal protein synthesis is inhibited by cycloheximide. However,
the lysosomal fusion blocking protein has a longer turnover time than that of the
former. Therefore, this protein remains for some time on the PV membrane when
the algal protein synthesis is inhibited by cycloheximide. cycloheximide inhibits algal
protein synthesis. Under the LL condition (A), the symbiotic alga synthesizes mainly
maltose by photosynthesis in the host cell (Muscatine et al., 1967) and excretes it into a
lumen between the cell wall of the algae and the PV membrane. The maltose is then
transferred outside of the PV membrane through the maltose-transporter-related pro-
tein on the PV membrane. The maltose-transporter-related proteins disappear from the
PV membrane (B-2) when the algal protein synthesis is inhibited by treatment with
cycloheximide under the LL condition (B). Ayala and Weis (1987) reported that, by
treatment with 100 mg/ml cycloheximide, the rate of carbohydrate secretion by symbi-
otic algae under LL showed no significant difference between the treated and untreated
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Ophrydium versatile, Vorticella spp., Climacostomum virens, Euplotes daidaleos,
Halteria bifurcata, Stentor polymorphus, and Stentor niger were not situated
freely in the host cytoplasm, but they are located individually near the
host cell surface. The trichocyst area has been shown to be an AcPase-
activity negative area using Gomori’s staining (Kodama and Fujishima,
2008a,b, 2009a), indicating that few if any primary lysosomes are present.
These observations raise the possibility that the PV membrane might have
no capability for protection from lysosomal fusion, but it can avoid lyso-
somal fusion by binding to the primary lysosome-less trichocyst area of the
cell. Although the PV membrane, which originates from the host DV
membrane, had been believed to have functions for protection of the
symbiotic alga inside the PV from the host’s lysosomal fusion (Karakashian
and Karakashian, 1973; Karakashian and Rudzinska, 1981; Karakashian
et al., 1968; Kodama and Fujishima, 2009a; Meier and Wiessner, 1989;
Meier et al., 1984; Reisser, 1981), no report has confirmed the PVs
capability of providing protection from host lysosomal fusion. Recently,
this problem has been solved by removing the trichocysts using lysozyme to
reduce the AcPase-activity negative area, and by exposing the PVs to the
AcPase-positive area. Before treatment with lysozyme, the AcPase-activity
negative area of trichocyst-bearing algae-free cells are 9.86 mm deep at the
anterior surface, 7.34 mm deep at the ventral surface, 5.34 mm deep at the
dorsal surface, and 8.00 mm deep at the posterior surface. On the other hand,
trichocyst-removed algae-free cells are 5.63 mm deep at the anterior surface,
4.25 mm deep at the ventral surface, 2.79 mm deep at the dorsal surface, and
6.00 mm deep at the posterior surface. Therefore, the lysozyme-treated cells
reduced the mean depth of the AcPase-activity negative area. Especially in
the dorsal surface of the cells, the mean depth of the AcPase-activity
negative area became less than the mean diameter of the algal cell

groups. Consequently, the concentration of the carbohydrates including maltose
increases inside the PV membrane, and outside water flows into the PV and induces
the SPVS (B-3). Later, the lysosomal fusion blocking protein disappears from the swollen
PV membrane (B-4). Therefore, the vacuole containing an alga detaches from the host
surface; then the host acidosomes fuse to the swollen vacuole and the vacuole contracts
by membrane replacement between the acidosomal membrane and the swollen vacuole
(Fok et al., 1982; Kodama and Fujishima, 2005). Thereafter, lysosomal fusion occurs to
the contracted vacuole and the alga is digested (B-5). As presented in Fig. 2.19C, the PVs
that can avoid the lysosomal fusion in the presence of cycloheximide recontracted PV.
Such vacuoles might be produced by evasion of lysosomal fusion after acidosomal fusion.
Under the DD condition (C-1), cycloheximide treatment induces loss of the maltose-
transporter-related protein from the PV membrane (C-2), but no morphological change
is induced. Later, the lysosomal fusion blocking protein disappears from the PV mem-
brane (C-3). The vacuole detaches from the host cell surface and fuses with acidosomes
and lysosomes; then the algae are digested (C-4). Under the DD condition, the fate of the
PV is the same as that of C, irrespective of the presence or absence of cycloheximide. CH,
cycloheximide. From Kodama and Fujishima (2008a).
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(long axis 3.70 mm, short axis 2.96 mm). To confirm whether the PV
membrane functions to provide protection from lysosomal fusion, algae-
free cells were mixed with isolated symbiotic algae for 1.5 min, washed, and
then resuspended in MDS. At 30 min after mixing with algae, 1 mg/ml
lysozyme was added to the cell suspension, fixed at 3 h after mixing, and
stained with Gomori’s staining. Figure 2.21A portrays an untreated cell with
lysozyme and Fig. 2.21B depicts trichocyst-removed cell with lysozyme.
Figure 2.21B shows that the algae are not digested even if the algae are
exposed to the AcPase-activity positive area. These results demonstrate that
the PV membrane, unlike the DV membrane, gives protection from host
lysosomal digestion. These results and those obtained through observation
of cycloheximide-treated algae-bearing cells indicate that the algal proteins
synthesized in the presence of the algal photosynthesis serve important
functions to prevent expansion of the PV, to maintain abilities of the PV
membrane to attach with unknown structures beneath the host cell surface,
and to afford the membrane protection from host lysosomal fusion (Kodama
and Fujishima, 2009b).

Figure 2.21 Photomicrographs of dorsal areas of P. bursaria cells strain Yad1w stained
with Gomori’s staining. The algae-free cells were mixed with isolated symbiotic algae
strain 1N cells for 1.5 min and resuspended in 1 ml of MDS. Then the cells were
suspended in 1 mg/ml lysozyme to remove the host trichocysts, or in 10 mM Na-PB,
pH 6.8 as a solvent of lysozyme, at 30 min after mixing with algae. Then, fixed at 3 h
after mixing, and stained with Gomori’s staining. (A) An untreated cell with lysozyme.
(B) Trichocyst-removed cells with lysozyme. Arrowheads show the algae localized
beneath the host cell surface. As portrayed in (B), the algae are not digested even if the
algae are exposed to the AcPase-activity positive area. Bar, 20 mm. From Kodama and
Fujishima (2009b).
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5. Host or Algal Changes Induced by Infection

Various changes are induced in both host P. bursaria and symbiotic algae
by algal infection. For example, the host supplies algal cells with nitrogen
components and CO2 (Albers and Wiessner, 1985; Albers et al., 1982;
Reisser, 1976, 1980).Within the host, the algae are protected from infection
of the Chlorella virus (Kawakami and Kawakami, 1978; Reisser et al., 1988;
Van Etten et al., 1991; Yamada et al., 2006). In addition, algal carbon dioxide
fixation is enhanced by the host extracts; three divalent cations (Ca2þ, K2þ,
and Mg2þ) are identified as the active substances (Kamako and Imamura,
2006; Kato and Imamura, 2009). The algae can supply the host with a
photosynthetic product, mainly maltose (Brown and Nielsen, 1974;
Reisser, 1976, 1986). The algae in the host show a higher rate of photosyn-
thetic oxygen production than in the isolated state, thereby guaranteeing an
oxygen supply for the host (Reisser, 1980). Recently, Kato and Imamura
(2009) presented a schematic representation of material that was inferred to
have been transported, along with metabolic control mechanisms, between
the host and symbiotic algae (Fig. 2.22). Algae-bearing P. bursaria can
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Figure 2.22 Material supposedly transported, and metabolic control mechanisms,
between the host Paramecium and the symbiotic algae. From Kato and Imamura (2009).
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grow better than algae-free cells (Görtz, 1982; Karakashian, 1963, 1975).
Algae-bearing cells show a higher survival rate with 0.5 mM nickel chloride
(NiCl2), or at high temperatures (42 �C), or in 150 mM hydrogen peroxide
(H2O2) than the algae-free cells (Kinoshita et al., 2009; Miwa, 2009).
Figure 2.23 shows that photosynthetic products of symbiotic Chlorella are
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Figure 2.23 Phase shift of mating reactivity rhythms in symbiotic algae-reinfected
cells. Algae-free cells entrained in a LD cycle (12:12 h) were reinfected with Chlorella
isolated from algae-bearing cells entrained in a reverse LD cycle. They were immedi-
ately assayed for mating reactivity rhythms in constant light (LL) (A, C), and in constant
darkness (DD) (B). White circles represent control algae-free cells, black circles
represent algae-bearing green cells reinfected with reverse-phase Chlorella, and trian-
gles represent cells reinfected with reverse-phase Chlorella, which were treated with
the photosynthesis inhibitor dichlorophenyl dimethylurea (DCMU). They showed the
same phase as the original algae-free white cells during the first 2 days, but began to shift
depending on the phase of Chlorella 3 days after algal reinfection in LL; however, phase
shifts were not observed in DD or with DCMU. From Miwa (2009).
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related closely to the expression of circadian rhythms in host P. bursaria
(Miwa, 2009; Miwa et al., 1996; Tanaka and Miwa, 1996, 2000). Recently,
Summerer et al. (2009) reported that exposure of artificial UV radiation
(UVR) þ photosynthetically active radiation (PAR) and ‘‘high’’ PAR
(160 mmol m�1 s�1) showed an immediate aggregation of algae-bearing
P. bursaria into several dense ‘‘spots’’ of about 1–3 mm diameter each in a
Petri dish. Furthermore, Summerer et al. (2009) reported that P. bursaria can
achieve protection against UV damage by accumulation, as well as by
symbiont dislocation (Fig. 2.24). These facts suggest that symbioticChlorella
might contribute to the host’s tolerance to environmental fluctuations
(Miwa, 2009).

6. Concluding Remarks

Figure 2.25 shows that in symbiotic or parasitic organisms, the follow-
ing escape mechanisms from the host lysosomal digestion are known:
(1) prevention of acidosomal fusion or lysosomal fusion to the DV, as has
been shown for Legionella pneumophila (Horwitz and Maxfield, 1984), Plas-
modium falciparum (Lingelbach and Joiner, 1998), Salmonella enterica
(Brennan and Cookson, 2000), Mycobacterium tuberculosis (Crowle et al.,
1991), Chlamydia trachomatia (Heinzen et al., 1996), and X-bacteria in
Amoeba proteus (Kim et al., 1994); (2) escape from the DV into the host
cytoplasm, as has been shown for Listeria monocytogenes (Cossart and Lecuit,
1998), Tripanosoma cruzi (Bogdan and Rollinghoff, 1999), Shigella flexneri

A B C

Figure 2.24 Symbiotic Chlorella’s distribution within P. bursaria under PAR (A) and
UVR (B) exposure; gray circles signify symbiotic algae. Hypothetical assemblage of
P. bursaria with dislocated symbionts within dense spots (‘‘collective shield’’) formed
under UVR exposure (C). From Sommaruga and Sonntag (2009), an original figure is
colored.
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(Sansonetti et al., 1986), and Holospora obtusa (Fujishima and Kawai, 1995);
and (3) resistance to or inactivation of lysosomal enzymes after lysosomal
fusion, as has been shown for infection by Coxiella burnetii (Hackstadt and
Williams, 1981; Roman et al., 1986) and Leismania (Rittig and Bogdan,
2000). Figure 2.13 presents our data, which indicate that Chlorella has a
more complicated and novel mechanism to avoid digestion. First, some
algae acquire temporary resistance to lysosomal enzymes in DV. Second, the
alga escapes from the DV into the cytoplasm. Third, the alga is enwrapped
with a PV membrane, which provides protection from the host’s lysosomal
fusion. Finally, the alga localizes immediately beneath the host cell surface,
which is an AcPase-activity negative area. Although molecular analyses of
these four events have just begun, the results of such analyses will dramati-
cally promote the study of endosymbiosis control mechanisms in the near
future. How can the symbiotic algae acquire temporal resistance to lyso-
somal enzymes in the host DV-III and DV-IV vacuoles? How can algae
escape from the host DV as a result of budding of the DV membrane? What
are the substantial differences between the DV and the PV? What is the
transportation system of the PV immediately beneath the host cell surface?
What is the signal for initiation of algal cell division after localization
beneath the host cell surface? Can endosymbiosis be established when the
symbiotic algae are not taken up through DVs, but are instead inserted by
microinjection? Why, among all of the various Paramecium species, can only
P. bursaria establish endosymbiosis with Chlorella species? How can the PV
membrane segregate an old cell wall that is discarded after algal cell division,
and daughter algal cells? Can a single Paramecium cell maintain plural
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Figure 2.25 Schematic representation of escape mechanisms from the host’s
lysosomal digestion of symbiotic or parasitic organisms.
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Chlorella species or plural strains of the same Chlorella species in a single
P. bursaria cell? These problems remain to be elucidated to understand
the establishment of the secondary symbiosis between Paramecium and
Chlorella cells. Endosymbiosis of Chlorella spp. is widespread among fresh-
water protozoa: Climacostomum virens (Reisser, 1984, 1986), Euplotes
daidaleos (Heckmann et al., 1983), Vorticella spp. (Graham and Graham,
1978, 1980), Stentor polymorphus (Reisser, 1984, 1986), Spongilla lacustris
(Frost and Williamson, 1980; Gilbert and Allen, 1973; Williamson, 1979),
Hydra viridis (Hohman et al., 1982; O’Brien, 1982), and Mayorella viridis
(Cann, 1981). Whether the symbiotic algae in these cells have identical
mechanisms for avoiding host lysosomal digestion of symbiotic algae of
P. bursaria or not must be examined.
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Abstract

Peroxisomes are multifunctional organelles whose abundance varies depending

on the cell type, organism, developmental stage, and environmental and meta-

bolic conditions in which the organism lives. Plant peroxisomes are essential to

embryo viability and are involved in numerous biochemical processes in devel-

opment and in plant interaction with the environment. In the past few years,

several classes of peroxisomal proteins required for various steps in peroxi-

some division and proliferation and a signaling pathway underlying the light

induction of peroxisome proliferation have been identified from the model plant

species Arabidopsis thaliana. Some of the major components of the peroxisome

division apparatus have been conserved from plants to yeasts and animals,

whereas plant-specific components are also being revealed. Environmental
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factors and nuclear events that control the process appear to be highly unique

in different evolutionary lineages. Future research needs to identify additional

members of the peroxisome division/proliferation pathways and to dissect

signaling pathways by which various environmental and metabolic cues

regulate the abundance of peroxisomes in plants.

Key Words: Peroxisome proliferation, PEX11, Dynamin-related proteins, FIS1,
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1. Introduction

Peroxisomes are eukaryotic organelles that are 0.1–1 mm in diameter,
surrounded by a single membrane, and lacking genetic materials. Despite
their small size and simple structures, peroxisomes house a battery of
enzymes and participate in crucial metabolic pathways (Schrader and
Fahimi, 2008). Peroxisomes are essential to human development; deficien-
cies in peroxisome biogenesis, enzymes, or transporters cause a number of
inherited diseases, collectively termed peroxisome disorders (Fidaleo, 2009).
Peroxisomes are also central to plant development, as null mutations in a
number of proteins required for peroxisome assembly and protein import
lead to embryo lethality. In addition to functions such as b-oxidation of fatty
acids and degradation of reactive oxygen species, which are common to
peroxisomes in all species, plant peroxisomes also mediate the glyoxylate
cycle, glycolate recycling during photorespiration, jasmonic acid biosynthe-
sis, metabolism of the proto-auxin, indole-3-butyric acid, generation of
signaling molecules, and plant responses to environmental stresses (Kaur
et al., 2009; Nyathi and Baker, 2006). To date, about 130 Arabidopsis genes
have been confirmed to encode peroxisomal proteins (http://www.
peroxisome.msu.edu/). This number is significantly larger than those iden-
tified from human (85 genes) and the yeast Saccharomyces cerevisiae (61 genes;
summarized by Schrader and Fahimi, 2008), indicating that plant peroxi-
somes possess a more complex proteome and therefore may carry out more
diverse functions compared with peroxisomes from other eukaryotes.

To maintain their functions in development and under adverse condi-
tions, peroxisomes remodel their morphology, number, and protein com-
position in response to various metabolic and developmental stimuli.
Processes giving rise to changes in peroxisome abundance in a cell include
(1) de novo formation of peroxisomes from the endoplasmic reticulum (ER),
(2) division and proliferation from preexisting peroxisomes, (3) inheritance
from mother cells after cell division or budding, and (4) pexophagy, an
autophagy-related pathway that selectively degrades peroxisomes (Platta
and Erdmann, 2007). In plants, very little work has been reported on
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de novo biogenesis, inheritance, and degradation of peroxisomes, whereas
peroxisome division and proliferation have been actively investigated at the
cell biological and molecular levels and hence will be the focus of this
review. ‘‘Division’’ often refers to the cell cycle-associated duplication
(or replication) of peroxisomes. The term ‘‘proliferation’’ is normally used
to describe increases in peroxisome abundance in response to external cues,
a process that results in the formation of multiple peroxisomes from a
preexisting peroxisome within a short period of time (Yan et al., 2005).
In this review, the terms ‘‘division’’ and ‘‘proliferation’’ will be used
interchangeably, because both events involve a multistep process including
peroxisome elongation/growth/tubulation, constriction/segregation, and
fission (Fagarasanu et al., 2007; Thoms and Erdmann, 2005).

In recent years, several proteins or protein families involved in the
division/proliferation of peroxisomes and the nuclear control of these
events have been identified from the model plant speciesArabidopsis thaliana.
These factors were mostly identified through searches for plant homologs of
known peroxisomal division proteins from yeast and from forward genetic
screens that look for mutants with abnormal peroxisome morphologies or
abundance. Studies from Arabidopsis support the view that the core compo-
nents of the peroxisome division and proliferation machineries are largely
conserved during evolution, whereas nuclear events that lead to peroxisome
proliferation in diverse eukaryotic organisms appear to be largely distinct.
However, plant-specific components of the division and proliferation path-
ways are also being discovered. We recently published a mini review on
plant peroxisome division and proliferation, which highlights the latest
advances in the field (Kaur and Hu, 2009). Here, I provide a more compre-
hensive overview of the subject and discuss some examples at more depth.
While this review is focusing on the molecular mechanisms of peroxisome
division and proliferation in plants, comparisons between different model
systems will also be drawn when needed.

2. Roles of PEROXIN11 Proteins, Dynamin-
Related Proteins, and FISSION1

2.1. PEROXIN11 (PEX11) proteins in peroxisome elongation

2.1.1. PEX11 proteins in nonplant species
Unlike in plants and mammals, where peroxisomes are essential to
organism survival, peroxisomes are dispensable for yeast growth in glucose-
containingmedia and become essential onlywhen yeasts are grown onmedia
solely containing specific carbon or nitrogen sources, for example, oleic acid
and methanol (Veenhuis et al., 2000). This feature has enabled yeasts to
become an ideal model system to study peroxisome biogenesis (including
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proliferation) using mutant analysis. Previous work conducted with yeast
peroxisome mutants has led to the identification of a number of proteins
involved in peroxisome division and proliferation, among them
PEROXIN11 (Pex11p) was the first to be discovered.

The S. cerevisiae Pex11p protein is a peripheral membrane protein
located at the inner surface of the peroxisome membrane. The pex11 null
mutants contain one or two giant peroxisomes in each cell and fail to grow
on medium solely containing oleic acid, because peroxisomes are required
to metabolize these substrates. Conversely, overexpressing the PEX11 gene
leads to peroxisomal elongation and an increase in peroxisome number
(Erdmann and Blobel, 1995; Marshall et al., 1995). Based on these mutant
phenotypes, it is believed that Pex11p mediates the initial step of peroxi-
some division, that is, peroxisome elongation/tubulation (Fagarasanu et al.,
2007). Subsequent work in S. cerevisiae led to the identification of two
additional peripheral membrane proteins, Pex25p and Pex27p, whose null
mutants have few and enlarged peroxisomes and gain-of-function mutants
have increased peroxisome abundance (Rottensteiner et al., 2003; Smith
et al., 2002; Tam et al., 2003). Pex25p and Pex27p are both much larger
than Pex11p, and the C-terminus of each shares weak sequence similarity
with the entire Pex11p protein. The pex25 pex27 double deletion mutants
exhibit enhanced mutant phenotypes compared with the single mutants,
and the pex11 pex25 pex27 triple mutants are severely impaired in protein
import and completely cease to grow on oleate-containing medium, sug-
gesting that these three proteins are at least partially redundant in function
(Tam et al., 2003). It is believed that Pex11p is required for growth mainly
under conditions that induce peroxisome proliferation, whereas Pex25p
and Pex27p play stronger roles in conditions where peroxisome prolifera-
tion is not induced (Rottensteiner et al., 2003; Tam et al., 2003). Although
Pex11p, Pex25p, and Pex27p are together referred to as members of the
Pex11 family in S. cerevisiae, phylogenetic analysis demonstrated that the
yeast Pex11p is more closely related to its homologs from other species than
with Pex25p and Pex27p, suggesting that the biochemical functions of
Pex11p and Pex25p/Pex27p may be distinct (Orth et al., 2007). Filamen-
tous fungi contain three subfamilies of Pex11 (Pex11, Pex11B, and
Pex11C), some of which have been shown to be required for the prolifera-
tion of peroxisomes and differentiation of the peroxisome derivatives, the
Woronin bodies (Escano et al., 2009; Hynes et al., 2008; Kiel et al., 2005,
2006). Interestingly, besides peroxisome proliferation, the PEX11 gene
from the methylotrophic yeast Hansenula polymorpha has an additional role
in peroxisome segregation during cell division (Krikken et al., 2009).

Three isoforms of PEX11 (PEX11a, -b, and -g) are found in mammals.
All three proteins are integral membrane proteins of the peroxisome, with
both the N- and C-termini facing the cytosol, a topology different from the
S. cerevisiae Pex11p protein (Thoms and Erdmann, 2005). PEX11b is
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constitutively expressed; its knockout mutant confers neonatal lethality. In
contrast, PEX11a expression is strongly induced by hypolipidemic drugs
such as clofibrate, and the PEX11a protein does not play a major role in
development or peroxisome function, because its null mutant has no
obvious growth phenotypes. Compared with PEX11a, PEX11b leads to a
stronger peroxisome number increase when overexpressed. Although over-
expressing PEX11g does not cause increases in peroxisome abundance, it
does induce enlargement and clustering of peroxisomes (Li et al., 2002a,b).
Similarly, Trypanosoma brucei has three PEX11-like proteins—that is,
Pex11p and two highly identical proteins, GIM5A and GIM5B—that
show weak sequence similarity with Pex11p. Consistent with their role in
promoting proliferation of peroxisomes (called glycosomes in Trypanosoma),
loss- and gain-of-function mutants of these genes show phenotypes similar
to those of the yeast pex11 mutants (Lorenz et al., 1998; Voncken et al.,
2003). In summary, multiple PEX11-related proteins contribute to peroxi-
some elongation/tubulation in all the model systems examined so far.

2.1.2. PEX11 homologs in Arabidopsis
Homology-based searches led to the identification of five PEX11 homologs
from both Arabidopsis and rice (Oryza sativa). In Arabidopsis, the PEX11
family can be further divided into three subfamilies, PEX11a, PEX11b,
and PEX11c–e. All five PEX11 isoforms were confirmed as being associated
with peroxisome membranes using immunolocalization in Arabidopsis sus-
pension cultures, and by fluorescence microscopic analysis and protein
fractionation in transgenic Arabidopsis plants expressing CFP–PEX11 fusion
proteins (Lingard and Trelease, 2006; Orth et al., 2007). Protein expression
and topological studies using Arabidopsis suspension cell cultures demon-
strated that all fiveArabidopsis PEX11 proteins directly target to peroxisomes
after they are expressed in the cells. In addition, PEX11b–e have amembrane
topology similar to their mammalian homologs, that is, both the N- and
C-terminal tails are exposed to the cytosol. An exception is PEX11a, whose
C-terminus faces the peroxisomal matrix (Lingard and Trelease, 2006).

Similar to their homologs in other species, Arabidopsis PEX11 proteins
promote peroxisome division and proliferation, inducing peroxisome elon-
gation or an increase in peroxisome number when overexpressed (Lingard
and Trelease, 2006; Orth et al., 2007). Reducing the expression of individ-
ual PEX11 or a subfamily of PEX11 genes using RNAi results in decreases
in peroxisome abundance and defects in peroxisome division. None of the
RNAi plants show any growth phenotypes, suggesting that PEX11 isoforms
are at least partially redundant in function (Orth et al., 2007). Furthermore,
heterologous expression of PEX11c and PEX11e in the S. cerevisiae pex11
null mutant partially rescued the growth phenotypes on oleic acid medium,
providing direct evidence for the conserved role of PEX11 in peroxisome
proliferation across diverse species (Orth et al., 2007).
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Genes encoding the Arabidopsis PEX11 isoforms show distinct expres-
sion patterns. For example, PEX11a is constitutively expressed at low levels
in all tissues, PEX11e is strongly expressed in seeds, and PEX11d is highly
abundant in green leaves. In seedlings, PEX11b is strongly induced by light
and mediates light-induced peroxisome proliferation (Desai and Hu, 2008;
Orth et al., 2007). Among all the model systems in which this protein family
has been studied, plants seem to have the largest PEX11 family. PEX11 is
also the largest protein family of all the peroxins (proteins involved in
peroxisome biogenesis) in Arabidopsis (www.arabidopsis.org). Because per-
oxisome proliferation is essential to plant survival, functionally redundant
PEX11 isoforms may have evolved to perform in specific peroxisomal
variants and respond to various environmental cues to ensure the optimal
amount and proper functioning of these organelles in diverse conditions.

Even though all five Arabidopsis PEX11 proteins contribute positively to
peroxisome proliferation, biochemical functions may differ among isoforms
(Hu, 2007). Evidence supporting this view include (1) PEX11a has a
membrane topology distinct from the other four isoforms (Lingard and
Trelease, 2006), (2) somewhat different peroxisome morphologies were
observed after individual PEX11 isoforms were overexpressed in plant
cells (Lingard and Trelease, 2006; Orth et al., 2007), and (3) only PEX11c
and PEX11e were able to complement the yeast pex11 mutant (Orth et al.,
2007). To test this hypothesis, we must first determine whether PEX11
isoforms can functionally substitute for each other. Further, to determine
the exact contribution of this protein family to peroxisome biogenesis and
plant development, mutants in which all five PEX11 genes are knocked out
or silenced need to be generated and analyzed.

2.1.3. Possible mechanism for the function of PEX11
The �24–27-kDa PEX11 protein is the most extensively characterized
peroxisome division protein in diverse species, yet its precise biochemical
role remains unknown. Based on analyses of proteins extracted from the
peroxisomal membrane in S. cerevisiae (Erdmann and Blobel, 1995) and
purified glycosomes (i.e., peroxisomes) in T. brucei (Lorenz et al., 1998),
along with a recent proteomic analysis of isolated leaf peroxisomes from
Arabidopsis (Reumann et al., 2009), we can conclude that PEX11 is one of
the most abundant peroxisomal membrane proteins in all species.

Interestingly, PEX11 shares extensive sequence similarity with the lipid-
binding domains (LBDs) of peroxisome proliferators PPARa, -b, and -g,
members of the animal nuclear hormone receptor superfamily (Barnett
et al., 2000; also see Section 4.1). Thus, this protein may be directly
involved in remodeling the peroxisomal membrane through phospholipid
binding (Fagarasanu et al., 2007). In addition, studies in Chinese hamster
ovary (CHO) cells (Kobayashi et al., 2007), Arabidopsis cultured cells
(Lingard et al., 2008), and tobacco leaves (X. Zhang and J. Hu, unpublished
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data) have demonstrated physical interaction or close proximity between
PEX11 and proteins involved in the late steps of peroxisome division
(see Section 2.4). These data support the notion that, besides inducing
membrane elongation/tubulation, PEX11 is also involved, directly or indi-
rectly, in recruiting downstream effector proteins to complete the division
process. Other possible functions, such as metabolite transport and fatty acid
metabolism, have also been proposed for PEX11 proteins (Thoms and
Erdmann, 2005).

AC-terminal dilysinemotif (KXKXX) is present inArabidopsis PEX11c–e,
mammalian PEX11a, and the Trypanosoma Pex11 protein. This motif was
shown in rat to bind to coat protein 1 (COP1) and to recruit the small
GTPase adenosine diphosphate (ADP)-ribosylation factor (ARF1), suggest-
ing that PEX11 may mediate peroxisome division by promoting membrane
vesiculation (Anton et al., 2000; Passreiter et al., 1998). However, the
importance of this domain in peroxisome division was put into question
following reports that mutations in the C-terminus of the trypanosome
Pex11, which abolished COP binding, did not affect its function (Maier
et al., 2000), and that the dilysine motif in Arabidopsis PEX11c–e is not
required for inducing peroxisome division in Arabidopsis cell cultures
(Lingard and Trelease, 2006).

Pex11p in S. cerevisiae forms homooligomers, resulting in the inhibition
of its function in peroxisome division (Marshall et al., 1996). Pex25p and
Pex27p also homo- and heterodimerize (Rottensteiner et al., 2003; Tam
et al., 2003). Using bimolecular fluorescence complementation (BiFC)
assays with Arabidopsis cultured cells, Lingard et al. (2008) showed that all
five Arabidopsis PEX11 isoforms form homo- and heterooligomers. The
biological consequences of these dimerization events in plants remain to be
determined.

2.2. Dynamin-related proteins (DRPs) and peroxisome fission

2.2.1. Function of dynamins and DRPs
Dynamins and DRPs constitute a superfamily of large self-assembling
GTPases that mediate membrane fission and fusion in biological processes
such as endocytosis, vesicle trafficking, cell division, and organelle division
and fusion (Praefcke and McMahon, 2004). Both conventional dynamins
and DRPs contain a highly conserved N-terminal GTPase domain, a
middle domain (MD), and a C-terminal GTPase effector domain (GED)
that activates GTPase activity. Most classic dynamins additionally have a
pleckstrin homology (PH) domain that is possibly capable of binding to
membrane phospholipids, and a proline- and arginine-rich domain (PRD)
that is believed to facilitate interaction with some proteins of the actin
cytoskeleton (Hong et al., 2003; Thoms and Erdmann, 2005). Dynamins
and DRPs act as mechanochemical enzymes or signaling GTPases by
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forming oligomeric rings around membranes and enforcing membrane
remodeling events in a GTP-driven manner (Gasper et al., 2009; Hoppins
et al., 2007; Koch et al., 2004; Osteryoung and Nunnari, 2003; Praefcke
and McMahon, 2004).

In nonplant model systems, DRPs known to mediate organelle fission
include the mammalian Drp1 (DLP1) and the yeast Dnm1p and Vps1p
proteins (Hoepfner et al., 2001; Koch et al., 2003; Kuravi et al., 2006; Li and
Gould, 2003; Wilsbach and Payne, 1993). Mutations in these genes lead
to fewer and enlarged/elongated peroxisomes that are able to constrict
(so-called ‘‘beads on a string’’), supporting the role forDRPs in the final fission
of these organelles. The two yeast DRPs, Vps1p and Dnm1p, are recruited to
themembrane through different pathways (see Section 2.3.1). Vps1p is mainly
responsible for constitutive peroxisome division, whereas Dnm1p has a stron-
ger role in conditions that induce peroxisome proliferation. Drp1 and Dnm1p
are also part of themitochondrial divisionmachinery, andVps1p is involved in
vacuolar morphogenesis as well (Fagarasanu et al., 2007; Yan et al., 2005).

2.2.2. Three DRPs involved in peroxisome fission in Arabidopsis
Based on domain structure and sequence similarity, the 16 DRPs from Arabi-
dopsis are grouped into six families (Hong et al., 2003). The first Arabidopsis
DRP identified as active in peroxisome division is DRP3A, which had also
been found to play a role in mitochondrial division (Arimura et al., 2004;
Logan et al., 2004). A genetic screen performed in plants expressing the
peroxisomal marker GFP-PTS1 (Peroxisome Targeting Signal type 1, com-
posed of ser-lys-leu) led to the isolation of 24 drp3A alleles that are defective in
peroxisomal andmitochondrial division to varyingdegrees (Manoet al., 2004).
Carrying out a screen in the YFP-PTS1 background, we identified two add-
itional alleles ofDRP3A, substantiating its role as a major regulator of peroxi-
some division inArabidopsis (Aung andHu, 2009; Zhang and Hu, 2009). Like
DRP3A, theothermemberof theDRP3 family (DRP3B) is also dual-targeted
to peroxisomes andmitochondria; its T-DNAmutant displays impaired fission
in mitochondria and (to a lesser extent) peroxisomes (Fujimoto et al., 2009;
Zhang and Hu, 2009). DRP3A and DRP3B were found to homo- and
heterodimerize in yeast two-hybrid assays (Fujimoto et al., 2009). The drp3A
drp3B double mutants display a slightly stronger peroxisome phenotype but
much more severe phenotypes in plant size and leaf pigmentation compared
with the single mutants (Zhang and Hu, 2009).

DRP3A and DRP3B can replace each other in mitochondrial division;
however, their roles in peroxisome division seem to differ significantly. More
than two dozen drp3A alleles, but not a single drp3B allele, were isolated from
the two GFP/YFP-based peroxisomal morphological mutant screens (Aung
and Hu, 2009; Mano et al., 2004; Zhang and Hu, 2009). Further, drp3A
mutants display stronger peroxisomal phenotypes than drp3B (Zhang and Hu,
2009). Lastly, DRP3A was able to rescue the peroxisomal phenotype in the
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drp3B mutant, but DRP3B could not do the same for the drp3A mutant
(Fujimoto et al., 2009). In summary, DRP3A has a much stronger contribu-
tion to peroxisome division than does DRP3B.

DRP5B (ARC5) was originally identified as a protein required for chlo-
roplast division (Gao et al., 2003). Unexpectedly, we recently found that this
protein has an additional role in the division of peroxisomes (X. Zhang and J.
Hu, unpublished data). In addition to targeting to chloroplast division rings,
GFP-DRP5B also localizes to punctate structures labeled by the peroxisomal
marker CFP-PTS1. Besides having enlarged chloroplasts that are impaired in
division, drp5B mutants also contain highly aggregated and/or enlarged
peroxisomes that are unable to divide completely. Finally, the drp5B mutants
exhibit deficiencies in major peroxisomal functions such as photorespiration
and fatty acid b-oxidation. Consistent with the notion that dimer formation is
necessary for GTPase activity (Low and Lowe, 2006), DRP5B is also able to
self-interact and heterodimerize with DRP3A and DRP3B in both BiFC and
coimmunoprecipitation (co-IP) assays (X. Zhang and J. Hu, unpublished
data). A recent phylogenetic analysis of dynamin and dynamin-like proteins
across diverse species revealed that DRP3A and DRP3B are grouped in the
same subclade as the yeast and mammalian DRP proteins involved in peroxi-
some division (i.e., Dnm1p, Vps1p, and Drp1). In contrast, DRP5B, which is
distantly related to DRP3, seems to arise from DRPs involved in cytokinesis.
Furthermore, DRP5B and its orthologs are only found in plant and algal
genomes (Miyagishima et al., 2008). Taken together, DRP5B is an invention
of the plant/algal lineage to mediate the division of their organelles, i.e.,
chloroplasts and peroxisomes.

Although our results clearly point toward a role for DRP5B in per-
oxisome division, the contribution of DRP5B may be different from that
of DRP3A and DRP3B. First, DRP5B has little sequence similarity
with DRP3 and contains an additional PH domain. Second, YFP or GFP
fusions of DRP3A and DRP3B were shown to be associated to but not
completely colocalized with peroxisomes (Fujimoto et al., 2009; Mano et al.,
2004; Zhang and Hu, 2009), yet GFP-DRP5B is evenly distributed on
peroxisomes. Future work on the DRPs should include determining
the contribution of DRP5B versus DRP3 to peroxisome division by gene
complementation experiments and creating drp3A drp3B drp5B triple
mutants to see whether mutant phenotypes are compounded. We cannot
rule out the possibility that other members of the Arabidopsis DRP super-
family are also involved in the division of peroxisomes; thus, further analysis
of the remaining DRPs in Arabidopsis is necessary to ascertain that we have a
complete picture of all the DRPs involved in peroxisome division.

Peroxisomes, chloroplasts, and mitochondria act in concert in a number
of metabolic processes in plants, such as photorespiration, fatty acid metab-
olism, and jasmonic acid biosynthesis; their intimate physical association is
believed to be required for these coordinated actions (Kaur et al., 2009).
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The use of shared fission components such as DRPs may be a mechanism to
ensure coordinated divisions among these metabolically linked organelles.
Whether such cooperative division events truly occur in plants awaits
further investigation.

2.3. FISSION1 as an anchor for DRPs

2.3.1. FIS1 as a protein responsible for recruiting DRPs
to the organelles

It is believed that DRPs do not contain organelle-targeting signals and must
be recruited to the organelles from the cytosol by membrane-anchored pro-
teins. In yeast, Dnm1p is recruited to the peroxisomemembrane and the outer
membrane of mitochondria by the same protein complex, which is composed
of the C-terminal tail-anchored protein Fis1p and two WD40 proteins,
Mdv1p and Caf4p, which act as linkers at the cytosolic side of the membrane
(Hoppins et al., 2007; Motley et al., 2008). The peroxisome targeting of
Vps1p, however, is independent of this Fis1p/Caf4p/Mdv1p complex
(Motley et al., 2008). Mammals do not seem to have Mdv1p and Caf4p
homologs, but they contain a FIS1 homolog, which is required for tethering
Drp1 (DLP1) to peroxisomes and mitochondria by interacting with Drp1
through the cytoplasmic tetratricopeptide repeat (TPR) domain (Kobayashi
et al., 2007; Koch et al., 2003, 2005; Yoon et al., 2003). The mammalian
FIS1 protein homodimerizes, which is necessary for its proper function in
organelle fission (Serasinghe and Yoon, 2008). Taken together, FIS1 repre-
sents another evolutionarily conserved factor in peroxisome division.

2.3.2. Two Arabidopsis FIS1 proteins with rate-limiting roles in the
fission of peroxisomes and mitochondria

Arabidopsis has two FIS1 homologs, FIS1A (BIGYIN) and FIS1B, both of
which are dual-targeted to peroxisomes and mitochondria (Zhang and Hu,
2009). The C-terminus of FIS1A/FIS1B and human hFis1 is necessary and
sufficient for peroxisomal targeting, with some species-specific features. For
example, the sequence downstream from the transmembrane domain is
required for peroxisome targeting in mammalian cells but not in plants
(Koch et al., 2005; Stojanovski et al., 2004; Zhang and Hu, 2008). Single
and double mutants of FIS1 show slowed growth, reduced number of peroxi-
somes andmitochondria, and enlarged peroxisomes andmitochondria that are
impaired in fission (Scott et al., 2006; Zhang and Hu, 2009). In contrast,
ectopic expression of FIS1A or FIS1B significantly increases the number of
peroxisomes and mitochondria (Zhang and Hu, 2008, 2009). These organelle
phenotypes resemble those caused by overexpressing hFis1 in human cells
(Koch et al., 2005; Yoon et al., 2003), thus reinforcing the role for FIS1 as a
rate-limiting factor in initiating organelle fission (Zhang and Hu, 2008).

FIS1A and FIS1B proteins expressed in Arabidopsis cultured cells seem to
behave differently from those in transgenic plants. For example, they cannot
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localize to peroxisomes when expressed alone. In addition, whereas FIS1B
is required for cell cycle-associated replication of peroxisomes, FIS1A is not
involved in this process (Lingard et al., 2008).

Using BiFC and co-IP assays, we also found FIS1A and FIS1B to self-
interact on peroxisomes and mitochondria; however, neither is able to
heterodimerize. In addition, these experiments detected interaction between
DRP5B and FIS1A but not FIS1B, suggesting that DRP3A, DRP3B, and
DRP5B may be recruited to peroxisomes by specific isoforms of FIS1 and
possibly other anchor proteins (X. Zhang and J. Hu, unpublished data). It
remains to be determined whether these DRPs dissociate from peroxisomes
and mitochondria when both FIS1 genes are knocked out.

2.4. Interplay between PEX11, FIS1, and DRPs

In CHO cells, chemical cross-linking and co-IP assays revealed a peroxisomal
heterocomplex, which consists of PEX11b, Drp1 (DLP1), and FIS1, as well
as physical interaction between FIS1 and PEX11b (Kobayashi et al., 2007).
BiFC experiments with Arabidopsis cultured cells showed all five PEX11
proteins to interact with FIS1B (Lingard et al., 2008). Using BiFC and co-
IP experiments with tobacco cells expressing tagged PEX11, FIS1, and DRP
proteins from Arabidopsis, we have shown that members of the Arabidopsis
PEX11 protein family interact and form complexes with some FIS1 andDRP
isoforms on the peroxisome, supporting the existence of a similar protein
complex on plant peroxisomes (X. Zhang and J. Hu, unpublished data).
All these data collectively suggest that there is an obvious link between
proteins involved in the early and late stages of peroxisome division.

In synchronizedArabidopsis suspension cell cultures, there is a correlation
between peaks of expression of PEX11c–e, FIS1B, and DRP3A and perox-
isome elongation and division. This result prompted the hypothesis that
oligomerization of PEX11c–e leads to peroxisome elongation and
subsequent recruitment of FIS1B, which then recruits DRP3A to complete
the fission of peroxisomes (Lingard et al., 2008). In addition, overexpressing
PEX11b in human fibroblast cells leads to higher levels of DLP1 (Drp1) that
are associated with peroxisomes, suggesting that PEX11 may be involved
in the recruitment of DRPs to peroxisomes in a direct or indirect manner
(Li and Gould, 2003). The exact functional association between PEX11 and
FIS1/DRP remains to be examined.

3. Other Proteins and Pathways

Recently, the S. cerevisiae Rpn11 protein was found to control the
fission of both mitochondria and peroxisomes via the Fis1p pathway.
Rpn11 is a conserved subunit of the lid subcomplex of the regulatory
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particle (RP) on the 26S proteasome, yet its control over organelle division
is independent of its proteolytic activity (Hofmann et al., 2009). Virtually
nothing is known about the regulators of FIS1 in plants. It will be interesting
to see whether the plant Rpn11 protein has a similar role in organelle
division.

In yeasts, two additional families of proteins—that is, Pex28p/Pex29p
and the Dysferlin domain-containing Pex30p/Pex31p/Pex32p—have been
implicated in controlling the separation and size/number of peroxisomes
with yet unknown mechanisms (Yan et al., 2005). It is unclear whether
these PEX proteins, together with the WD40 linker proteins Mdv1p and
Caf4p (see Section 2.3.1), have functional equivalents in plants. Although
animals do not contain apparent homologs of Mdv1p and Caf4p, they do
use matozoan-specific proteins for peroxisome division. One such protein is
Mff (Mitochondrial fission factor), which was originally identified from a
high-throughput siRNA (small interference RNA) screen in Drosophila
cells. The mammalian Mff protein is tail-anchored to the membranes of
mitochondria and peroxisomes and is required for the division of both
organelles. Mff is present in a protein complex different from the FIS1
complex, suggesting that its function is independent of FIS1 (Gandre-Babbe
and van der Bliek, 2008). We also identified a plant-specific, dual-targeted
protein from Arabidopsis. This protein, designated PMD1 (Peroxisome and
Mitochondrial Division 1), anchors to the membrane of peroxisomes
and mitochondria by the C-terminus, causing changes to the morphology
and abundance of these two types of organelles in loss- and gain-of-function
mutants (K. Aung and J. Hu, unpublished data). It is unknown whether
PMD1 functions in the FIS1-dependent or -independent pathway. Isolating
proteins that interact with PEX11, FIS1, DRPs, and PMD1 and conducting
additional genetic screens for peroxisome division mutants will also be
necessary to reveal the plant-specific aspects of peroxisome division.

The metabolic status of the peroxisome also affects the shape and abun-
dance of peroxisomes. Lending support to this view are the findings that some
Arabidopsis b-oxidation mutants that accumulate acyl-CoAs inside peroxi-
somes contain fewer but larger peroxisomes (Baker et al., 2006; Graham et al.,
2002). In fact, a mechanism underlying the control of peroxisome division
by lipid metabolism has been uncovered in the yeast Yarrowia lipolytica. In this
yeast species, peroxisomes become division competent only after they
have obtained the full set of enzymes for lipid metabolism, at which point
the b-oxidation enzyme AOX (acyl-CoA oxidase) relocates from matrix
to the membrane and binds to the membrane protein Pex16p. This action
triggers lipid biosynthesis in the membrane and the subsequent formation of a
complex consisting of two peroxisome membrane proteins, Pex10p and
Pex19p, and the DRP protein Vps1p, ultimately resulting in peroxisome
division (Guo et al., 2003, 2007). However, this mechanism has yet to be
found to occur in other yeast species, and thus may be species-specific.
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4. Environmental and Nuclear Regulation
of Peroxisome Proliferation

4.1. Nuclear regulators of peroxisome proliferation
in yeasts and mammals

The dynamic behavior of peroxisome abundance is controlled by a suite of
endogenous and exogenous cues. Molecular mechanisms by which some of
the metabolic cues regulate peroxisome proliferation have been elucidated
in yeasts and mammals.

Yeasts are able to utilize a variety of carbon and nitrogen resources.
Expression of genes encoding enzymes (e.g., b-oxidation enzymes)
required for the degradation of nonfermentable carbons is generally
repressed by fermentable sugars such as glucose; under these conditions,
peroxisomes are dispensable for yeast growth. Conversely, the same set of
genes is derepressed by nonfermentable carbons and further induced signifi-
cantly by fatty acids such as oleic acid, under which conditions peroxisomes
rapidly proliferate to metabolize these substrates. In S. cerevisiae, the tran-
scription factors responsible for oleate-induced changes include the
zinc-cluster proteins Pip2p and Oaf1p and the C2H2 zinc-finger protein
Adr1p. To activate gene expression, these proteins bind to conserved cis-
elements in the promoters of the target genes, many of which encode
enzymes in fatty acid b-oxidation and proteins involved in peroxisome
proliferation. Among these are AOX, the first enzyme in the b-oxidation
pathway, and the peroxisome proliferation factors Pex11p and Pex25p.
Specifically, Pip2p and Oaf1p form a complex and interact with the oleate
response element (ORE), whereas Adr1p binds to the upstream activating
site, that is, UAS1 (Gurvitz and Rottensteiner, 2006).

PPARa, -b, and -g are mammalian peroxisome proliferator-activated
receptors belonging to the nuclear hormone receptor superfamily. These
proteins are activated by a wide range of natural and synthetic compounds
and elicit cellular responses such as fatty acid metabolism and peroxisome
proliferation (Michalik et al., 2006). When activated by a ligand, such as the
hypolipidemic drug clofibrate, these transcription factors form heterodu-
plexes with the retinoid X receptor (RXR) and bind to the PPAR response
element (PPRE) located in the promoters of their target genes. Many of
these target genes encode proteins involved in fatty acid metabolism and
biogenesis of peroxisomes. Among the three PPARs, PPARa plays a major
role in fatty acid catabolism, whereas PPARb and PPARg have broader
functions (Michalik et al., 2006). PEX11a from mouse and human both
contain a PPRE in the 30-flanking region that is capable of binding to
PPARa, indicating that PEX11a is a transcriptional target of PPARa
(Shimizu et al., 2004). However, Li et al. (2002a) found that PEX11a is
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not required for PPARa-mediated responses; instead, it is required for pero-
xisome proliferation in response to a nonclassic peroxisome proliferator,
4-phenylbutyrate.

4.2. Environmental factors in plants

Homologs of the yeast and mammalian transcriptional factors involved in
inducing peroxisome proliferation have not been identified from plant
genomes. However, treatment of Arabidopsis plants with the peroxisome
proliferator clofibrate leads to an increase in the abundance of peroxisomes,
along with an upregulation of theKAT2 gene, which encodes an isoform of
the b-oxidation enzyme, 3-ketoacyl-CoA thiolase (Castillo et al., 2008).
In addition, tobacco plants expressing the PPARa protein from Xenopus
laevis exhibit an increased activity of AOX as well as an increase in peroxi-
some number (Nila et al., 2006). These results support the idea that some
aspects of the clofibrate-regulated peroxisome proliferation pathways may
be conserved from animals to plants. Interestingly, Arabidopsis leaves treated
with jasmonic acid ( JA)—a plant hormone whose biosynthesis is completed
in the peroxisome—contain fewer peroxisomes, indicating that JA is a
negative regulator of peroxisome proliferation (Castillo et al., 2008).

In addition to clofibrate and JA, various stress conditions, imposed by
treatments of high light, ozone, isoproturon, cadmium, and hydrogen
peroxide, also cause changes in peroxisome abundance, morphology,
movement, and/or activity (de Felipe et al., 1988; Ferreira et al., 1989;
Lopez-Huertas et al., 2000; Oksanen et al., 2003; Rodriguez-Serrano et al.,
2009). A recent work in Arabidopsis described in detail the cellular events
taking place after exposure of plants to H2O2 and UV-induced hydroxyl
radicals, reporting that peroxisomes produce long extensions (peroxules)
and subsequently go through fission (Sinclair et al., 2009). Thus, plant
peroxisomes perceive a variety of signals and respond by altering their
abundance and morphology, in addition to protein content. The next step
in research would be to elucidate the molecular mechanisms underlying
these interesting phenomena.

4.3. Phytochrome A-dependent pathway in light-induced
peroxisome proliferation

A light signaling pathway that regulates peroxisome abundance in plants was
partially dissected in our laboratory (Desai and Hu, 2008). Upon light
treatment, germinated seedlings make the transition from heterotrophic to
autotrophic growth, during which proteins required for photosynthesis and
the accompanying photorespiration pathway are actively synthesized and
imported into the pertinent organelles. Not surprisingly, we found an
increase in peroxisome abundance after treating dark-grown Arabidopsis
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seedlings containing the peroxisomal marker protein YFP-PTS1 with light.
These data suggest that an increase in the number of peroxisomes takes place
concomitantly with the enzymatic changes inside these organelles.

The first molecular component discovered in this light-induced peroxi-
some proliferation pathway is PEX11b, a member of the PEX11 family of
peroxisome elongation regulators. The expression of PEX11b is strongly
upregulated by light, and plants in which the PEX11b gene is suppressed by
RNAi show reduced responses to light compared with wild-type plants,
suggesting that PEX11b plays a pivotal role in this process. A subsequent
screening of a number of light signaling mutants in Arabidopsis enabled us to
identify two regulators of PEX11b expression, the far-red light receptor
phyA and a bZIP transcription factor, HYH (HY5 Homolog). In phyA and
hyhmutants, light induction of PEX11b is strongly reduced and the number
of peroxisomes is markedly decreased, whereas overexpressing PEX11b
complemented the mutant phenotypes. Furthermore, we uncovered a
direct link between PEX11b and HYH by demonstrating that the promoter
of PEX11b, which is enriched in light responsive elements (LREs), interacts
with the HYH transcription factor in gel-shift assays. The homolog of
HYH, HY5, another master regulator of photomorphogenesis, does not
seem to bind to the promoter of PEX11b and has little impact on the
expression of PEX11b (Desai and Hu, 2008).

Based on these data, we proposed the existence of a branch of the phyA-
mediated light signaling network, which is composed of the nuclear protein
HYH, its transcriptional target PEX11b, and possibly other yet unidentified
factors. Light-induced peroxisome proliferation is, at least in part, an out-
come of PEX11b gene activation (Desai and Hu, 2008). Although we need
to define this pathway more precisely by identifying other components
and the actual cis-elements bound by HYH, this work represents the
first molecular revelation of a signaling pathway in plant peroxisome
proliferation.

5. Concluding Remarks

Through work conducted in the past few years, a model of peroxi-
some division and proliferation in the reference plant Arabidopsis has
emerged (Fig. 3.1). Several classes of proteins controlling various steps of
peroxisome division/proliferation, and nuclear factors and exogenous cues
that have an impact on peroxisome proliferation, have begun to be revealed.
Whereas some of the core components of the peroxisome proliferation
machinery are largely conserved, environmental and nuclear regulations of
the process seem to vary tremendously among different evolutionary
lineages.
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Many questions regarding plant peroxisome division/proliferation and
dynamics remain to be answered. For example, what is the exact biochemi-
cal mechanism by which the PEX11 proteins initiate peroxisome elonga-
tion? How do the five Arabidopsis PEX11 homologs differ in their function?
Which proteins specifically mediate peroxisome constriction? Besides
FIS1A and FIS1B, are there other proteins present in the complex that
recruits DRPs to peroxisomes? Are there FIS1-independent and plant-
specific pathways in peroxisome fission? How is the dual targeting of
DRP3A, DRP3B, DRP5B, FIS1A, FIS1B, and PMD1 achieved? Are
divisions of peroxisomes, mitochondria, and chloroplasts coordinated?
Furthermore, much has to be learned about nuclear proteins regulating
the peroxisomal responses to various developmental, metabolic, and envi-
ronmental stimuli and peroxisomal components that serve as the targets for
these nuclear factors. Finally, there are large gaps in our understanding of
de novo peroxisome biogenesis, peroxisome inheritance after cell division,
and how these organelles are degraded in plants. The next few years should
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Figure 3.1 Factors that regulate peroxisome division and proliferation in Arabidopsis.
Peroxisome division and proliferation from preexisting peroxisomes occur through
several partially overlapping steps, including elongation, constriction, and fission.
All five isoforms of PEX11 are involved in the initial elongation stage, whereas proteins
responsible for membrane constriction are elusive. Peroxisome fission is mediated by at
least three dynamin-related proteins—that is, DRP3A, DRP3B, and DRP5B—which
are recruited to the peroxisome membranes presumably by the C-terminal tail-
anchored proteins FIS1A and FIS1B. Light induces peroxisome proliferation, at least
in part, through activation of the PEX11b gene via the far-red light receptor phyA and
the bZIP transcription factor HYH, the latter of which directly interacts with the
PEX11b promoter. By yet unknown mechanisms, various stresses and the hypolipi-
demic drug clofibrate also induce the proliferation of peroxisomes, whereas JA
treatment results in a decrease in peroxisome abundance.

94 Jianping Hu



be an exciting time to address these questions using cell biological, genetic,
biochemical, in silico, and proteomic approaches. Deciphering the dynamic
behavior of peroxisomes at the molecular level will be an important step
toward a complete understanding of how these essential organelles mediate
plant growth and development and plant interaction with the environment.
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Abstract

Taste receptor cells detect chemical compounds in the oral cavity and transfer

their messages to gustatory afferent nerve fibers. Considering the coding of

taste information, the sensitivity of taste cells and the connection between taste

cells and gustatory fibers may be critical in this process. Broadly tuned taste

cells and random connections between taste cells and fibers would produce

gustatory fibers that have broad sensitivity to multiple taste qualities. Narrowly

tuned taste cells and selective connections would yield gustatory nerve fibers

that respond to specific taste quality. This review summarizes results showing
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molecular and morphological aspects of taste bud cells, physiological

responses of taste cells, possible connections between taste cells and gusta-

tory fibers, and transmitter release from taste cells, and discusses how taste

qualities are encoded among taste bud cells and how taste information is

transmitted from taste cells to gustatory nerve fibers.

Key Words: Taste cells, Gustatory nerve fibers, Taste quality, Synapse,

Signal transmission. � 2010 Elsevier Inc.

1. Introduction

Sensory information of taste is crucial for evaluating nutritious and
poisonous substances in foods. In general, sweet, salty, umami, sour, and
bitter are considered to be basic taste qualities. Each of these may be
responsible for the detection of nutritious and poisonous contents; sweet
for carbohydrate sources of calories, salty for minerals, umami for protein
and amino acid content, sour for ripeness of fruits and spoiled foods, and
bitter for harmful compounds. The detection of these taste qualities begins
with the taste receptors on the apical membrane of taste receptor cells.
Activation of taste receptor cells leads to depolarization of the taste receptor
cell membrane, transmitter release, and activation of gustatory afferent nerve
fibers. At this peripheral stage, how do taste receptor cells encode taste
qualities and how do they transfer their signals to gustatory nerve fibers?

Recent studies identified molecular mechanisms for reception and trans-
duction of sweet, bitter, umami, and sour taste (Chandrashekar et al., 2006;
Roper, 2007). Each of these receptors is expressed in separate population of
taste bud cells and genetic elimination of taste receptor (or receptor cells)
leads to total loss of sensitivity to a specific taste quality (Adler et al., 2000;
Huang et al., 2006; Nelson et al., 2001; Zhao et al., 2003), suggesting that
different taste bud cells define the different taste modalities and that activa-
tion of a single type of taste receptor cells is sufficient to encode taste quality,
supporting ‘‘labeled line model’’ (Chandrashekar et al., 2006). In this case,
taste receptor cells respond to a single taste quality and are innervated
selectively by gustatory afferent fibers; thereby each gustatory fiber (called
‘‘specialist’’) may transmit specific taste information to the brain (Frank
et al., 2008). Actually, a huge number of fibers in the mammalian gustatory
nerve respond to specific taste quality (Frank, 1973; Hellekant and
Ninomiya, 1991; Hellekant et al., 1988; Ninomiya et al., 1982, 1984).
In addition, taste bud cells that specifically respond to single taste quality
are found in mouse (Caicedo et al., 2002; Yoshida et al., 2006a).

But this model might not account for the existence of taste cells and
gustatory nerve fibers that are tuned to multiple taste qualities (Caicedo et al.,
2002; Frank, 1973; Hellekant and Ninomiya, 1991; Hellekant et al., 1988;

102 Ryusuke Yoshida and Yuzo Ninomiya



Ninomiya et al., 1982, 1984; Yoshida et al., 2006a). To broaden the sensitivity
of taste cells, individual taste cells would express different sets of taste receptor
or taste bud cells would communicate with each other (Roper, 2006).
To broaden the sensitivity of gustatory nerve fibers, individual gustatory fibers
would integrate taste information derived from multiple types of taste cells or
receive inputs from taste cells that are sensitive to multiple taste qualities.

To transfer taste signals, taste bud cells would release transmitters onto
gustatory nerve fibers. Several transmitters have been proposed as candi-
dates: serotonin (5-HT), glutamate, acetylcholine, neuropeptide Y, GABA,
and adenosine triphosphate (ATP). Among them, release of ATP and 5-HT
is well studied (Finger et al., 2005; Huang et al., 2005, 2007; Romanov
et al., 2007) and is probably facilitated by action potentials in taste cells
(Vandenbeuch and Kinnamon, 2009). Various studies have demonstrated
that taste bud cells generate action potentials in response to taste stimuli
(Avenet and Lindemann, 1991; Béhé et al., 1990; Cummings et al., 1993;
Furue and Yoshii, 1997; Gilbertson et al., 1992; Yoshida et al., 2006a),
indicating that these cells transmit taste information to gustatory nerve
fibers. However, only a subset of taste cells has conventional synaptic
structures, raising the possibility that some nonsynaptic communications
may occur between taste cells and gustatory nerve fibers.

To understand signal transduction from taste cells to gustatory nerve
fibers, we first review molecular and morphological aspects of taste bud
cells. These features may be closely related to physiological properties of
taste bud cells because expression patterns of taste receptors may determine
response characteristics of taste cells. Next, we summarize recent results on
physiological responses of mouse taste cells and discuss how taste qualities
are encoded among taste bud cells. Especially, the relationship between cell
types and response properties of taste cells will be illustrated. We also discuss
the similarity and difference between taste bud cells in the posterior and
anterior parts of tongue. Then, we discuss the possible connection between
taste cells and gustatory nerve fibers. Presently, there is no direct evidence
showing selective or specific connection between taste cells and gustatory
fibers. But comparison of responsiveness of taste cells and gustatory
fibers and nerve regeneration experiments might give insights on this
problem. Finally we review and discuss transmitter release from taste cells,
especially ATP release from taste cells.

2. Diversity of Taste Bud Cells

The taste bud is a specialized organ for sense of taste. Taste buds of
mammals are distributed on the tongue and palate epithelium. On the
tongue, three types of papillae, fungiform (anterior part), foliate (sides of
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posterior part), and circumvallate (center of posterior part) papillae contain
taste buds (Fig. 4.1A). In a single taste bud, there are 50–150 heterogeneous
types of cells including taste receptor cells. These cells are oriented perpen-
dicular to the tongue surface in a parallel arrangement and stuck out their
apical side to the taste pore, where they contact with chemical compounds
in the oral cavity. Taste bud cells have been traditionally classified into
several groups by their morphological characteristics, and recently molecu-
lar features have been added to these classifications. Such analytical diversity
of taste bud cells may represent functional variety in detection of taste
information.

2.1. Cell types

Taste bud cells have been classified into three groups according to ultra-
structural features, dark cells, light cells, and intermediate cells (Delay et al.,
1986; Farbman, 1965; Murray, 1971, 1973). Dark cells (Type I cells) are
electron-dense cells and have dark protoplasm, apical dense granules, and
indented nucleus. Light cells (Type II cells) have light protoplasm and large,
round nucleus. Intermediate cells (Type III cells) have similar nucleus as
dark cells, but protoplasm of intermediate cells is lighter than that of dark
cells. In addition to these three, basal cells (Type IV cells) are located near
the base of taste bud and assumed to be progenitor cells.

A
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Figure 4.1 (A) Pictures of mouse tongue, circumvallate (CV), and fungiform (FP)
papillae. Fungiform taste buds are shown in tongue epithelium peeled after enzyme
treatment (see method in Yoshida et al., 2006a). In mouse, a single circumvallate papilla
exists in the center of posterior part of tongue and fungiform papillae are distributed in
the anterior part of tongue. (B) Percentage of circumvallate and fungiform taste cells
responding to one or more taste qualities. Responses were recorded from taste cells at
random. Data for circumvallate taste cells are derived from Caicedo et al. (2002). Data
for fungiform taste cells are derived from Yoshida et al. (2006a).
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Among these types of cells, Type III cells have obvious synaptic contacts
with nerve fibers (Murray, 1971; Royer and Kinnamon, 1991; Seta and
Toyoshima, 1995; Takeda and Hoshino, 1975), suggesting that Type III
cells transfer their signals to nerve fibers. Consistent with these morpho-
logical data, Type III cells display immunoreactivity for synaptic molecules
such as neural cell adhesion molecule (NCAM), synaptosomal-associated
protein 25kD (SNAP25), and serotonin (Kim and Roper, 1995; Nelson and
Finger, 1993; Yang et al., 2000a; Yee et al., 2001). In addition, expression of
aromatic L-amino acid decarboxylase (AADC or DOPA decarboxylase,
which is a biosynthetic enzyme common to the pathways for serotonin,
dopamine, norepinephrine, and epinephrine), glutamic acid decarboxylase
(GAD1 or GAD67, which is a enzyme for biosynthesis of GABA), and
synapsin II were confirmed in Type III cells but not Type II cells by single-
cell RT-PCR and immunohistochemistry (Defazio et al., 2006; Nakamura
et al., 2007). These molecules are well used as markers for Type III cells in
taste buds, although each of these molecules may not cover complete
population of Type III cells (Table 4.1).

In contrast, Type I and Type II cells are believed not to possess conven-
tional synapses. However, Kinnamon et al. (1988) demonstrated that all
three types of mouse taste bud cells formed synaptic connections with
sensory nerve fibers. Defazio et al. (2006) demonstrated that 1 of
11 mouse Type II cells have SNAP25. Therefore, small numbers of Type II
cells may have synaptic structures. Majority of Type II cells may not possess
conventional synapses but they have very close contact with sensory nerve
fibers such as subsurface cisternae observed at close apposition between the
plasma membrane of Type II cell and nerve processes (Clapp et al., 2004).
These structures may provide the sites for signal transmission from Type II

Table 4.1 Morphological and molecular expression properties of each cell type

Type I (dark) Type II (light)

Type III

(intermediate)

Apical

process

Long apical

microvilli

Short apical

microvilli

Single thick apical

process

Nucleus Indented

nucleus

Large, round

nucleus

Indented nucleus

Expression ecto-ATPase T1Rs PKD2L1

GLAST T2Rs Serotonin

Gustducin SNAP25

TRPM5 NCAM

PLCb2 AADC

IP3R3 GAD67

Each marker may not cover all taste cells in each cell type.
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taste cells to gustatory nerve fibers. Type I cells have a majority (�60%) in
taste bud cells. Type I cells express enzymes for inactivation and uptake of
transmitters such as the glutamate–aspartate transporter (GLAST; Lawton
et al., 2000) and nucleoside triphosphate diphosphohydrolase-2 (ecto-
ATPase; Bartel et al., 2006; Table 4.1), and wrap around other cells
(Pumplin et al., 1997). Moreover, Bigiani (2001) demonstrated the exis-
tence of mouse taste bud cells with glia-like membrane properties. Consid-
ering these data, Type I cells may not contribute directly to detection of
taste molecules, but they have supporting roles similar to glia cells in the
nervous system.

2.2. Expression of taste receptors and their
downstream molecules

Recent molecular studies have been revealed taste receptors and their
downstream molecules for five basic taste qualities (Chandrashekar et al.,
2006; Gilbertson and Boughter, 2003; Lindemann, 2001; Roper, 2007;
Sugita, 2006). Sweet, bitter, and umami tastes are mediated by G protein-
coupled receptors (GPCR), T1Rs (sweet and umami; Bachmanov et al.,
2001; Hoon et al., 1999; Kitagawa et al., 2001; Li et al., 2002; Max
et al., 2001; Montmayeur et al., 2001; Nelson et al., 2001, 2002; Sainz
et al., 2001), and T2Rs (bitter; Adler et al., 2000; Matsunami et al., 2000).
T1R3 combines with T1R2 to form a sweet taste receptor and with
T1R1 to form an umami taste receptor (Li et al., 2002; Nelson et al.,
2001, 2002). T2Rs are a family of �25 highly divergent GPCRs and
some of them have been identified their specific bitter ligands (Behrens
and Meyerhof, 2006). Sweet, umami, and bitter tastes are mediated by
a common signaling pathway after activation of each receptor. Tastant
binding to sweet, umami, and bitter receptors activates heteromeric
G protein, a-gustducin (Wong et al., 1996), and subsequent stimulation
of phospholipase Cb2 (PLCb2; Zhang et al., 2003). Activation of PLCb2
produces inositol-1,4,5-triophosphate that is a ligand for inositol-1,4,5-
triophosphate receptor type 3 (IP3R3; Hisatsune et al., 2007). Then Ca2þ

is released from intracellular calcium stores and stimulates transient receptor
potential channel M5 (TRPM5; Zhang et al., 2003, 2007). Salty and
sour tastes are mediated by channel-type receptors. In case of salt taste,
epithelial sodium ion channel (ENaC) is believed to be a receptor because
amiloride, an epithelial sodium channel blocker, decreases taste cell, neural,
and behavioral responses to NaCl (Avenet and Lindemann, 1988; Heck
et al., 1984; Hettinger and Frank, 1990; Ninomiya and Funakoshi, 1988;
Shigemura et al., 2008; Spector et al., 1996; Yoshida et al., 2009a).
Amiloride-insensitive (AI) components of NaCl responses are suggested
to be mediated by transient receptor potential channel V1 (TRPV1) variant
(Lyall et al., 2004). In case of sour taste, many candidate receptors have been
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proposed such as acid-sensing ion channels (ASICs; Ugawa et al., 2003),
hyperpolarization-activated cyclic nucleotide-gated potassium channels
(HCNs; Stevens et al., 2001), potassium channels (Lin et al., 2004; Richter
et al., 2004a), NPPB-sensitive Cl� channels (Miyamoto et al., 1998), and
polycystic kidney disease 1L3 and 2L1 heterodimer (PKD1L3 þ PKD2L1;
Huang et al., 2006; Ishimaru et al., 2006).

Different morphological features of taste bud cells may correlate with
their functional characteristics. As mentioned in the previous section,
Type II and Type III cells may be capable of transmitting their signals to
gustatory afferent nerve fibers. Therefore, these types of taste cells may
possess taste receptors and transduction mechanisms. Immunohistochemical
electron microscopic studies have identified the expression of some of these
taste-related molecules in the specific type of taste bud cells. Yang et al.
(2000b) demonstrated that a subset of Type II cells displays immunoreactiv-
ity to antisera directed against gustducin in rat circumvallate papillae.
Therefore, gustducin is frequently used as one of Type II cell markers in
subsequent studies. Clapp et al. (2004) showed that a large subset of Type II
cells displays IP3R3 immunoreactivity within their cytoplasm. IP3R3 is
coexpressed with PLCb2 (Clapp et al., 2001, 2004; Miyoshi et al., 2001)
and PLCb2 is coexpressed with TRPM5 (Perez et al., 2002; Zhang et al.,
2003), indicating that Type II cells possess PLC-signaling proteins. Both
gustducin and PLC-signaling molecules are expressed in Type II cells.
However, these studies demonstrated that the population of IP3R3 immu-
noreactive cells, TRPM5 immunoreactive cells, and PLCb2 immunoreac-
tive cells was larger than that of gustducin immunopositive cells. Expression
of sweet, umami, and bitter taste receptor was also revealed by histochem-
ical studies. Both T1Rs and T2Rs are coexpressed with gustducin, PLCb2,
and TRPM5 (Max et al., 2001; Miyoshi et al., 2001; Zhang et al., 2003),
but T1Rs are not coexpressed with T2Rs (Nelson et al., 2001) and with
SNAP25 (Clapp et al., 2006). Considering these data, Type II cells may be
responsible for detection of sweet, umami, and bitter compounds.

Among candidate receptors for sour taste, PKD2L1 is coexpressed with
Type III cell markers such as serotonin and NCAM but not with Type I and
Type II cell markers such as ecto-ATPase, TRPM5, and PLCb2 (Kataoka
et al., 2008). In addition, PKD2L1-positive cells have conventional synapses
(Kataoka et al., 2008). In the circumvallate papillae, PKD2L1 is coexpressed
with PKD1L3 but not with T1R3, T2Rs, TRPM5, and IP3R3 (Huang
et al., 2006; Ishimaru et al., 2006). These data indicate that Type III cells
possess PKD1L3 þ PKD2L1, a candidate receptor for sour taste. However,
PKD1L3 is not expressed in fungiform taste bud cells (Huang et al., 2006;
Ishimaru et al., 2006). Expression of other candidate sour receptors in taste
bud cells has been investigated, but cell type of taste cells that express these
receptors remains unclear. Immunohistochemical study demonstrated
that HCN1/4 is not coexpressed with gustducin (Stevens et al., 2001),
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indicating that Type II cells do not express HCN1/4. ASICs are more
complicated. Ugawa et al. (2003) demonstrated that ASIC2a/b is expressed
in rat taste bud cells, but Richter et al. (2004b) showed expression of ASIC1
and ASIC3 but not ASIC2 and ASIC4 in mouse taste bud cells, indicating
species differences in expression of ASICs in the taste bud. Cell type of
ASIC-expressing cells remains unclear.

ENaC, an amiloride-sensitive (AS) salt taste receptor, is known to form a
heterooligomer, consisting of a-, b-, and g-subunit (Garty and Palmer,
1997). Expression of these subunits in taste bud cells has been investigated
in rats (Kretz et al., 1999; Li et al., 1994; Lin et al., 1999) andmice (Shigemura
et al., 2005) by RT-PCR, in situ hybridization, and immunohistochemistry.
These studies showed that all three ENaC subunits are abundantly present
in fungiform taste cells. However, the relationship between cell type and
ENaC expression has not been revealed. In single-cell RT-PCR experi-
ments combined with recording of taste responses of mouse fungiform taste
cells, amirolide-sensitive NaCl responsive taste cells do not express both
SNAP25 and gustducin for Type II and Type III markers (Yoshida et al.,
2009a). A recent patch clamp recording experiment using mice showed that
amiloride-sensitive Naþ channels were expressed in Type I fungiform taste
cells, which lack voltage-gated inward currents (Vandenbeuch et al., 2008).
Considering these physiological and molecular expression data, it is pre-
sumed that ENaCs may be expressed in Type II or Type III cells that do not
express gustducin or SNAP25, or Type I cells which can generate action
potentials, if such cells exist. TRPV1, a candidate receptor for amiloride-
insensitive salt taste, is detected by RT-PCR in taste buds (Liu and Simon,
2001), but cell type of TRPV1-expressing cells is not identified. In summary,
Type I cells express enzymes for inactivation or uptake of transmitters.
Type II cells express receptor and transduction components for sweet,
umami, and bitter tastes but do not possess conventional synapses. Type III
cells express candidate sour taste receptors and synapse-related molecules
and possess morphological synaptic structures. Table 4.1 summarizes
morphological and molecular expression properties of each cell type.

3. Coding of Taste Information

How are taste qualities encoded among taste bud cells? To answer this
question, we have to know the responsiveness of each individual taste cells.
Molecular expression studies suggest that sweet, bitter, sour, salty, and
umami tastants would each be recognized by different cells expressing
specialized receptors. However, physiological recordings of responses of
taste cells indicate that a subset of taste cells is sensitive to multiple taste
qualities. Recently, physiological and molecular properties of taste bud cells
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have been simultaneously analyzed. These studies may reconcile this dis-
crepancy and provide much insight into coding of taste qualities in taste
buds. In addition, taste information encoded by taste cells may be different
among the region of tongue, because different response properties between
the chorda tympani (CT) nerve innervating the anterior part of tongue
(including fungiform and a part of foliate papillae) and the glossopharyngeal
(IXth) nerve innervating posterior part of tongue (foliate and circumvallate
papillae) have been reported. By comparing circumvallate taste cells with
fungiform taste cells, these differences and similarities would be elucidated.

3.1. Taste responsiveness of circumvallate taste bud cells

Taste cells are polarized cells that express taste receptors on the apical mem-
brane and are in close contact with gustatory nerve fibers on the basolateral
membrane. Apical and basolateral sides are separated by tight junctions at the
base of taste pore. Therefore, in general, taste compounds in the oral cavity
make contact with only apical membrane of taste cells. To record taste
responses from taste cells, polarity of taste cells should be taken into consider-
ation. Taste stimulus should be applied restrictedly to the apical membrane of
taste cells. However, if isolated taste cells were used, taste stimulus might affect
not only the apical side but also the basolateral membrane of the cells. To
overcome this problem, several methods have been developed such as direct
electrophysiological recording from apical side (Avenet and Lindemann,
1991), using chamber systems (Furue and Yoshii, 1997; Gilbertson et al.,
2001), in situ Ca2þ imaging in slice preparation (Caicedo and Roper, 2001;
Caicedo et al., 2002), and electrophysiological recording using isolated taste
bud (Miyamoto et al., 1996; Yoshida et al., 2006a). Each of these techniques
was applied to examine responses of taste bud cells in one of papillae because
there are some difficulties arising from structural differences to examine taste
cell responses in both fungiform and circumvallate papillae by same technique.
The responsiveness of taste cells of circumvallate taste bud is well studied by
using in situ Ca2þ imaging in slice preparation.

Caicedo et al. (2002) recorded calcium transients in taste cells of mouse
circumvallate taste buds elicited by taste stimuli representing different taste
qualities (saccharin and sucrose for sweet, quinine and cyclohexamide for
bitter, NaCl for salty, and citric acid for sour). Bitter, sweet, and sour taste
stimuli evoked Ca2þ changes in taste cells in concentration-dependent man-
ner, and activation thresholds for Ca2þ transients elicited by these taste stimuli
were similar to behavioral thresholds in mice (Lush, 1984, 1989; Lush and
Holland, 1988). However, they did not attempt to measure concentration
response relationship for NaCl because slice preparation of circumvallate taste
buds was flooded by bathing solution containing 150 mM Naþ. They also
demonstrated the strain difference of Ca2þ transient elicited by cyclohexa-
mide and sucrose between C57BL/6B and DBA/2J mice. These suggest
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that the Ca2þ transients elicited by taste stimuli represent taste responses of
taste cells. Among four basic taste qualities, more than 60% of the responsive
cells responded to only one taste quality and the rest responded to multiple
taste qualities (Fig. 4.1B). Among responsive taste cells, the numbers of bitter-
and sour-sensitive cells are larger than those of sweet- and salt-sensitive cells.

In a more recent study, Tomchik et al. (2007) demonstrated taste
responses of identified taste cells in mouse circumvallate taste buds. Two
methods were used to identify taste cells. One is sensitivity to bath applica-
tion of high Kþ solution (DeFazio et al., 2006). Type III cells (named
presynaptic cells) are depolarized by bath application of high Kþ (50 mM)
solution and show Ca2þ transients evoked by high Kþ depolarization.
Type II cells (named receptor cells) do not show Ca2þ transients by bath
application of high Kþ solution. The other is the use of transgenic mice.
PLCb2-GFP and GAD-GFP transgenic mice express GFP in PLCb2-
positive and GAD-positive cells, respectively (Chattopadhyaya et al.,
2004; Kim et al., 2006). Therefore, PLCb2-GFP taste cells are Type II
and GAD-GFP taste cells are Type III cells. Cyclohexamide, denatonium
(bitter), sucrose, SC45647 (sweet), monopotassium glutamate (MPG,
umami), acetic acid (sour), and NaCl (salty) were used as taste stimuli and
taste responses were recorded from 56 Type II cells and 58 Type III cells.
Eighty-two percent (46/56) of Type II cells responded to only one, 14%
(8/56) responded to two, and 4% (2/56) responded to three of five basic
taste qualities (Fig. 4.2A). On the other hand, 17% (10/58) of Type III
cells responded to only one, 24% (14/58) responded to two, 24% (14/58)
responded to three, 24% (14/58) responded to four, and 10% (6/58)
responded to five of five basic taste qualities (Fig. 4.3A). To quantify the
breadth of responsiveness of the taste cells, entropy (H) values were calcu-
lated (Smith and Travers, 1979; Travers and Smith, 1979). H values vary
continuously from 0.0 for a cell that responds exclusively to one stimulus to
1.0 for a cell that responds equivalently to all the taste stimuli. The mean
H value for Type II cells is 0.068 � 0.02 (mean � SEM), indicating that
Type II cells are specifically tuned to one of five basic taste qualities.
The mean H value for Type III cells is 0.474 � 0.036 and is significantly
higher than that for Type II cells, indicating that Type III cells have more
broad sensitivity to five basic taste qualities. Molecular evidences suggest
that Type II cells are responsible for sweet, bitter, and umami taste and
that Type III cells are responsible for sour taste. Consistent with these data,
most of Type II cells (53/56) responded to bitter (36/56), sweet (11/56),
or umami (10/56) taste stimulus. Although most of Type III cells (47/58)
responded to sour taste stimuli, significant parts of Type III cells respon-
ded to sweet (29/58), bitter (51/58), and umami (23/58) compounds.
These responses in Type III cells may be explained by cell–cell communi-
cation in the taste buds (Roper, 2006; see Section 3.3).
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Figure 4.2 Comparison of responses of Type II taste cells in circumvallate (A) and
fungiform (B) taste buds. PLCb2-GFP cells and high Kþ-insensitive cells are treated as
Type II cells in circumvallate taste buds.Gustducin-positive cells are treated asType II cells
in fungiform taste buds. Taste stimuli were as following: NaCl (500 or 300 mM) as salty,
citric acid (100 mM) or HCl (10 mM) as sour, sucrose (500 mM), SC45647 (100 mM), or
saccharin (20 mM) as sweet, cyclohexamide (30 mM), denatonium (200 mM), or quinine
(20 mM) as bitter, and monopotassium glutamate (200 mM) þ inosine monophosphate
(1 mM) or monosodium glutamate (300 mM) as umami. Magnitude of responses was
indicated bymean peakDF/F in calcium imaging (A) or number of spikes per 10 s in spike
recording (B). Data for circumvallate taste cells are derived from Tomchik et al. (2007).
Data for fungiform taste cells are derived from Yoshida et al. (2009b).
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Figure 4.3 Comparison of responses of Type III taste cells in circumvallate (A) and
fungiform (B) taste buds. GAD-GFP cells and high Kþ-sensitive cells are treated as
Type III cells in circumvallate taste buds. GAD-GFP cells are treated as Type III cells in
fungiform taste buds. Taste stimuli were as following: NaCl (500 or 300 mM) as salty,
citric acid (100 mM) or HCl (10 mM) as sour, sucrose (500 mM), SC45647 (100 mM) or
saccharin (20 mM) as sweet, cyclohexamide (30 mM), denatonium (200 mM) or quinine
(20 mM) as bitter, and monopotassium glutamate (200 mM) þ inosine monophosphate
(1 mM) or monosodium glutamate (300 mM) as umami. Magnitude of responses was
indicated by mean peak DF/F in calcium imaging (A) or number of spikes per 10 s in
spike recording (B). Data for circumvallate taste cells are derived from Tomchik et al.
(2007). Data for fungiform taste cells are derived from Yoshida et al. (2009b).
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3.2. Taste responsiveness of fungiform taste bud cells

It is well known that taste cells generate action potentials in response to
various taste stimuli (Avenet and Lindemann, 1991; Béhé et al., 1990;
Cummings et al., 1993; Furue and Yoshii, 1997; Gilbertson et al., 1992;
Kashiwayanagi et al., 1983; Roper, 1983). Yoshida et al. (2006a,b) inves-
tigated response profiles of mouse fungiform taste cells by recording taste-
evoked action potentials. The method used in that study allowed taste
stimulus application restricted to the apical side of the taste cell membrane
and recording of action potentials from the basolateral side of the mem-
brane, similar to procedures used in previous studies in rats (Gilbertson
et al., 2001) and mice (Furue and Yoshii, 1997). Four taste stimuli [NaCl
(salty), saccharin (sweet), HCl (sour), and quinine (bitter)] were tested to
elicit action potentials, and taste responses were recorded from 72 fungiform
taste cells. Sixty-seven percent (48/72) of fungiform taste cells responded
to one of four taste stimuli, 30% (22/72) responded to two stimuli, and 3%
(2/72) responded to three stimuli (Fig. 4.1B), indicating that the majority of
taste cells responded specifically to taste stimuli. Classification of mouse
fungiform taste cells according to best stimulus showed that 39 of 72 taste
cells (54%) responded best to saccharin, 17 cells (24%) responded best to
NaCl, 12 cells (17%) responded best to HCl, and 4 cells (6%) responded best
to quinine. Therefore, the subpopulation of mouse fungiform taste cells
might be as following: sweet best > salt best � sour best > bitter best.
By using a hierarchical cluster analysis, fungiform taste cells were classified
into four groups similar to the classification according to best stimulus.

A very recent study reported taste responses of Type II and Type III cells
in mouse fungiform taste buds (Yoshida et al., 2009b). Taste cells were
identified by single-cell RT-PCR after recording of taste responses
(Yoshida et al., 2005) or by using gustducin-GFP and GAD-GFP transgenic
mice (Tamamaki et al., 2003; Wong et al., 1999). Gustducin and GAD67
were Type II and Type III cell markers, respectively. Five taste stimuli
[NaCl, saccharin, HCl, quinine, and monosodium glutamate (MSG;
umami)] were applied, and 49 Type II cells and 44 Type III cells responded
to at least one of these taste stimuli. Of 49 Type II cells, 25 cells responded
best to saccharin (saccharin-best), 20 cells responded best to quinine
(quinine-best), and 4 cells responded best to MSG (MSG-best; Fig. 4.2B).
There is no NaCl-best cell and HCl-best cell among Type II cells.
In addition, no Type II cell responded to both sweet and bitter taste stimuli.
Gustducin plays important roles in sweet, bitter, and umami taste transduc-
tion (He et al., 2004;Wong et al., 1996). This response profile of gustducin-
expressing cells may well correspond with the role of gustducin in taste
transduction. Seventy-eight percent (38/49) of taste cells responded to only
one, 20% (10/49) responded to two, and 2% (1/49) responded to three
of five basic taste stimuli. The mean entropy value for the breadth of

112 Ryusuke Yoshida and Yuzo Ninomiya



responsiveness of 49 Type II cells was 0.087 � 0.024 (mean � SEM).
The mean entropy value for sweet-best cells (0.153 � 0.039, n ¼ 25) was
significantly greater than that for bitter-best cells (0.021 � 0.021, n ¼ 20,
p < 0.01, t-test), suggesting that bitter-sensitive cells may be more narrowly
tuned to particular taste stimuli than are sweet-sensitive cells. These indicate
that Type II cells are specifically tuned to sweet, umami, or bitter taste
stimuli. Of 44 Type III cells, all responded to HCl that is consistent with
expression pattern of PKD2L1 (Kataoka et al., 2008). Twenty-five percent
(11/44) of Type III cells responded tomultiple taste stimuli, and 75% (33/44)
responded specifically to HCl (Fig. 4.3B). The mean entropy value for
the breadth of responsiveness of 44 Type III cells was 0.123 � 0.034
(mean � SEM). However, the mean entropy value for 11 Type III cells
showing multiple taste sensitivity is higher (0.491 � 0.059) than that for 33
sour-specific Type III cells (0.000 � 0.000). Therefore, Type III cells may
be divided into at least two groups, sour-specific group and broadly tuned
group.

As shown earlier, each taste quality (sweet, bitter, umami, and sour) may
be discriminated by taste receptor cells. Then, how is sensitivity of each taste
cells to taste compounds that belong to similar taste category? Quinine-
sensitive Type II cells were tested whether they responded to multiple bitter
compounds, such as cyclohexamide, denatonium, caffeine, and sucrose
octaacetate (SOA). Among 14 quinine-sensitive Type II cells tested, 11
and 12 cells responded to denatonium and cyclohexamide, respectively.
However, these cells did not respond to caffeine or SOA. The mean
entropy value for the breadth of responsiveness to three bitter compounds
in 14 bitter-sensitive Type II cells was 0.789 � 0.064, indicating that bitter-
sensitive cells have broad sensitivity to bitter compounds. This is consistent
with molecular studies demonstrating that individual taste receptor cells
express a large repertoire of bitter-responsive T2Rs (Adler et al., 2000).
Similarly, 14 Type III cells were tested their responsiveness to three sour
compounds, HCl, citric acid, and acetic acid. Almost all cells responded to
all sour stimuli. The mean entropy for the breadth of responsiveness was
0.894 � 0.026 (n ¼ 14), suggesting broad tuning to sour stimuli in
Type III cells. Therefore, most of Type II and Type III cells in mouse
fungiform taste buds are narrowly tuned to five basic taste qualities, but they
have broad sensitivity to taste compounds that elicit similar taste quality.

3.3. Similarity and difference between circumvallate
and fungiform taste cells

Basic response properties of circumvallate and fungiform taste cells in mice
are largely consistent, although taste responses were recorded by using
different technique, slice preparation and calcium imaging for circumvallate
taste cells versus isolated taste buds and extracellular recording for fungiform
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taste cells. In both circumvallate and fungiform taste buds, about 60–70% of
taste cells showed specific response to single taste quality and the rest
responded to multiple taste qualities if taste responses were recorded from
taste cells chosen at random (Caicedo et al., 2002; Yoshida et al., 2006a;
Fig. 4.1B). Both circumvallate and fungiform Type II cells responded to
sweet, bitter, or umami taste stimuli, and they were specifically tuned to one
of five basic taste qualities (Tomchik et al., 2007; Yoshida et al., 2009b;
Fig. 4.2). The meanH value for circumvallate Type II cells is 0.068 � 0.02.
This value is very close to that for fungiform Type II cells (0.087 � 0.024).
Type III cells in circumvallate and fungiform taste buds responded to sour
taste stimuli (Huang et al., 2008a; Tomchik et al., 2007; Yoshida et al.,
2009b; Fig. 4.3). These physiological data indicate that Type II cells are
responsible for detection of sweet, umami, and bitter compounds and Type
III cells contribute to detection of sour taste in both anterior and posterior
parts of tongue. These response profiles of Type II and Type III cells are
well consistent with molecular expression patterns in these cells. However,
there are several major differences between two.

First, fungiform Type III cells tend to respond more specifically to sour
taste stimuli than do circumvallate Type III cells. Seventy-five percent
(33/44) of fungiform Type III cells responded specifically to HCl, and the
rest (11/44) responded to multiple taste stimuli; whereas 17% (10/58) of
circumvallate Type III cells responded to only one, and the rest (48/58)
responded to more than two basic taste qualities (Fig. 4.3). Consequently,
the mean H value was significantly different between them [0.123 � 0.034
(FP) vs. 0.474 � 0.036 (CV)]. This may be caused by a small population of
Type III cells showing multiple taste sensitivities in fungiform taste cells. If
fungiform Type III cells responding to multiple taste stimuli were compared
with circumvallate Type III cells, the mean H value was similar between
them [0.491 � 0.059 (FP) vs. 0.474 � 0.036 (CV)]. Therefore, these cells
may have similar roles in both papillae. However, these multiple sensitive
cells may occupy small population in fungiform Type III cells. Interestingly,
the number of Type III cells in fungiform taste buds is apparently lower than
that in circumvallate taste buds. Using GAD-GFP mice and TRPM5-GFP
mice, numbers of GFP-positive cells in single taste bud were counted in
both fungiform and circumvallate papillae (Fig. 4.4; Table 4.2). The mean
number of GAD-GFP (Type III) cells in a single circumvallate taste bud was
about three times larger than that in a single fungiform taste bud. On the
other hand, the mean number of TRPM5-GFP (Type II) cells was not so
much different between circumvallate and fungiform taste buds, although
circumvallate taste buds contained more numbers of TRPM5-GFP cells.
These differences may represent small number of multiple sensitive Type III
cells in fungiform taste buds. Other possibility may be derived from the
identification of Type III cells. In circumvallate taste buds, Type III cells
were identified by GFP fluorescence in GAD-GFP transgenic mice and a
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depolarization by bath application of high Kþ solution. In contrast, only
GAD-GFP taste cells were used as Type III cells in fungiform taste buds.
Not only GAD-expressing cells but also other taste bud cells may be
depolarized by high Kþ solution and may respond to multiple taste stimuli.
Most GAD-expressing cells coexpressed other Type III cell marker, such as
SNAP25 or serotonin, but 20–30% of SNAP25-expressing cells and sero-
tonin-expressing cells did not possess GAD67 (DeFazio et al., 2006;
Tomchik et al., 2007). This indicates that GAD-GFP taste cells represent
only a subpopulation of Type III cells. To clarify response of Type III cells
in fungiform taste buds, further studies are needed.

Second, bitter-best cells in fungiform taste buds may be more broadly
tuned to several bitter compounds than bitter-sensitive cells in circumvallate
taste buds. Bitter taste receptors, T2Rs, comprise a family of �25 GPCRs
(Adler et al., 2000; Matsunami et al., 2000). Each T2R may interact with
specific bitter ligands. Heterologous expression studies demonstrated inter-
action of T2R with specific bitter ligands, such as mouse T2R5 for
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Figure 4.4 GAD-GFP taste cells and TRPM5-GFP taste cells in mouse fungiform and
circumvallate taste buds. Z-series stacks of 20–30 laser confocal scanning microscopy
images (1.5 mm apart) of a fungiform (FP) and circumvallate (CV) taste bud of GAD-GFP
and TRPM5-GFP mice are shown. Green (white in monochrome figure) denotes GFP
expression. Dotted lines show the borders of a taste bud. Scale bars are 10 mm.

Table 4.2 Number of GFP-positive cells in a fungiform and circumvallate taste bud

Fungiform Circumvallate

TRPM5-GFP cell 8.01 � 1.73 (n ¼ 92) 10.57 � 1.99 (n ¼ 96)

GAD67-GFP cell 1.64 � 0.83 (n ¼ 101) 4.29 � 1.29 (n ¼ 111)

GAD67/TRPM5 0.205 0.406

Data are indicated by mean � SD.
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cyclohexamide (Chandrashekar et al., 2000; Mueller et al., 2005), human
T2R4 and mouse T2R8 for denatonium (Chandrashekar et al., 2000),
human T2R16 for b-glucopyranosides (Bufe et al., 2002), human T2R14
for pictotoxinine (Behrens et al., 2004), human T2R38 for phenylthiocar-
bamide (Bufe et al., 2005; Kim et al., 2003; Mueller et al., 2005), human
T2R43 and T2R44 for saccharin, acesulfame K, and aristolochic acid
(Kuhn et al., 2004; Pronin et al., 2004). Gene expression analyses in the
rat taste buds demonstrated that a single taste receptor cell expresses a large
repertoire of T2Rs (Adler et al., 2000), suggesting that each bitter-sensitive
taste cell may be capable of detecting multiple bitter compounds. Gene
expression analyses of mouse and human circumvallate papillae showed a
more limited coexpression of T2Rs (Behrens et al., 2007; Matsunami et al.,
2000), suggesting heterogeneous populations of bitter taste cells. In rat
circumvallate papillae, most bitter taste cells respond to one or two of five
bitter stimuli, quinine, cyclohexamide, denatonium, sucrose octaacetate,
and phenylthiocarbamide (Caicedo and Roper, 2001), indicating that most
bitter taste cells may be activated by a limited number of bitter compounds.
In contrast, most bitter-sensitive cells in mouse fungiform papillae
responded to multiple bitter compounds (quinine, cyclohexamide, and
denatonium). These cells did not respond to two other bitter compounds
(0.5 mM SOA and 10 mM caffeine). One possible explanation for this
discrepancy may be different expression patterns of T2Rs between fungi-
form and circumvallate taste cells. There are little data on the expression
patterns of T2Rs in mouse fungiform taste buds; therefore, further studies
are needed. Different bitter sensitivities of taste bud cells among the tongue
region may be consistent with different sensitivities to bitter compounds
between the CT and the IXth nerve (Damak et al., 2006; Danilova and
Hellekant, 2003). Denatonium and cyclohexamide evoke a large response in
the IXth nerve but only a very slight response in the CT nerve. Caffeine and
SOA evoke almost no response in the CT nerve but a slight response in the
IXth nerve. Quinine–HCl evokes a large response in both the CT and the
IXth nerves. In circumvallate papillae, a large population of bitter-sensitive
cells responded specifically to cyclohexamide or denatonium (Caicedo and
Roper, 2001), suggesting that these cells may contribute to a large response to
these compounds in the IXth nerve. About 30% (23/69) of circumvallate
bitter-sensitive cells responded to multiple bitter compounds (Caicedo and
Roper, 2001). These cells may be comparable to fungiform bitter-sensitive
cells expressing gustducin. In the CT nerve, quinine evokes a larger response
than does cyclohexamide or denatonium; however, all these compounds
evoked large responses in bitter-sensitive cells expressing gustducin. a-Gust-
ducin knockout mice showed large residual CT nerve responses to quinine
(Wong et al., 1996). Taken together, there is the possibility that quinine-
sensitive taste cells that do not express gustducin may exist in fungiform taste
buds, and these cells may be more specifically tuned to quinine.
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3.4. Cell–cell communication in the taste bud

Electrophysiological studies on both circumvallate and fungiform taste cells
in mice demonstrated that a significant subset of taste cells, especially
Type III cells, responded to multiple taste qualities. Type III cells do not
express receptors and transduction mechanisms for sweet, bitter, and umami
taste, but some of them apparently respond to these taste compounds. In
addition, ultrastructural studies demonstrated that Type III cells, but not
Type II cells have synaptic structures. One possible solution for these
conundrums is the cell–cell communication in the taste bud (Roper,
2006). In this model, Type II cells that respond to sweet, bitter, or umami
taste stimuli transfer their signals to Type III cells.

There are two possible routes for cell–cell communication. One is the
gap junctions between taste cells and the other is paracrine secretion of
transmitters within the taste bud. Existence of gap junctions between taste
bud cells was demonstrated by both dye couplings and electrical couplings
in amphibian (Bigiani and Roper, 1993; Yang and Roper, 1987) and mice
(Yoshii, 2005), but it is not clear how they function in the taste bud. In a
working hypothesis, Type II cells generate second messengers and depolar-
ization in response to taste stimuli, and these messengers and/or depolariza-
tion may be transferred to Type III cells via gap junction. However, if this is
a case, Type III cells may transmit their information to Type II cells. Many
Type III cells responded to sour taste stimuli but Type II cells did not,
indicating that taste information could be transmitted from Type II cells to
Type III cells but not vice versa. Existence of gap junction between Type II
and Type III cells and selective information flow from Type II to Type III
cells via gap junctions must be proved in future studies.

Paracrine secretion is a more possible route for the cell–cell communi-
cation. In the taste bud, many neurotransmitters and modulators have been
identified (see Section 4.2). Among them, ATP may be one of key mole-
cules for information transmission from Type II cells to Type III cells
(Huang et al., 2007) as well as from taste cells to gustatory nerve fibers
(Finger et al., 2005). When epithelial sheet containing circumvallate or
foliate taste buds was stimulated by sapid molecules, ATP release was
detected by luciferase assay (Finger et al., 2005), indicating that taste bud
cells release ATP in response to taste stimuli. Released ATP may contact
with not only gustatory nerve fibers but also taste bud cells because some
taste bud cells express purinergic receptors. Purinergic (P2) receptors are
divided into two groups: P2X subtypes (P2X1,2,3,4,5,6,7) as ionotropic
receptors and P2Y subtypes (P2Y1,2,4,6,11,12,13,14) as metabotropic receptors
(Burnstock, 2007). Among them, histochemical and molecular studies
demonstrated the expression of P2Y1 in rat taste bud cells (Kataoka et al.,
2004), P2Y2, P2Y4 in mouse taste bud cells (Bystrova et al., 2006), P2X2

and P2X7 in mouse taste bud cells (Hayato et al., 2007). In addition, ATP
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and purinergic agonists, such as 2-methylthio-ATP and 30-O-(4-benzoyl)-
ATP, induced calcium and electrical responses in mouse taste bud cells
(Baryshnikov et al., 2003; Hayato et al., 2007; Kim et al., 2000). These data
indicate that some taste bud cells are able to receive ATP released from
themselves or neighboring taste bud cells. One excellent study using bio-
sensor technique demonstrated the ATP mediated cell–cell communication
in the taste bud (Huang et al., 2007). They used isolated taste bud from
mouse circumvallate papillae and serotonin biosensor cells. As mentioned,
Type III cells contain serotonin (Yee et al., 2001). Release of serotonin
from Type III cells in response to taste stimuli, containing both sweet and
bitter tastants, was detected by serotonin biosensor cells that did not respond
to taste stimuli (Huang et al., 2005, 2007). This tastants-evoked serotonin
release was blocked by broad purinoreceptor antagonist, suramin (Huang
et al., 2007), indicating that Type III cells are activated by ATP that is
released from neighboring sweet- and bitter-sensitive taste cells then release
serotonin. One possible receptor for ATP in Type III cells is P2X2 because
the coexpression of SNAP25 and P2X2 in mouse fungiform taste buds was
demonstrated by immunohistochemistry (Hayato et al., 2007). Other P2
receptors, such as P2Y1 and P2X7, may be involved in this ATP-mediated
cell–cell communication.

4. Mechanisms for the Signal Transmission
from Taste Cells to Gustatory Nerve Fibers

Taste bud cells that are activated by sapid molecules transmit their
signals to gustatory nerve fibers. However, limited number of taste cells
(Type III cells but not Type II cells) forms recognizable synapses with
gustatory nerve fibers. How do taste cells without synapses transmit their
signals to gustatory axons? One possible way is the cell–cell communication
among taste buds. But in this way, specific taste information may be lost
because presynaptic cells may receive taste information from multiple taste
cells that have various taste sensitivities. In this section, we first review and
discuss the possible connection between taste cells and gustatory nerve fibers
and then underlying mechanisms for signal transmission from taste cells to
gustatory axons.

4.1. Formation of taste-coding channels

In the previous section, we demonstrated how taste cells encode taste
information. Taste cells may be divided into two groups according to
their sensitivity to taste stimuli. One is the specialist that responds to specific
taste quality and the other is generalist that responds to multiple taste
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qualities. In both fungiform and circumvallate taste buds of mice, about 60%
of taste cells are specialists and the rest are generalists (Fig. 4.1B).
In fungiform taste buds, there are plenty of sweet-sensitive cells and little
numbers of bitter-sensitive cells. Are these response profiles conserved
among gustatory nerve fibers? To challenge this, responsiveness of mouse
fungiform taste cells and CT nerve fibers innervating them was compared
(Yoshida et al., 2006a,b). Responses of 72 fungiform taste cells and 105 CT
nerve fibers to four basic taste stimuli were recorded at random. Among 72
fungiform taste cells, 39 taste cells (54%) responded best to saccharin,
17 cells (24%) responded best to NaCl, 12 cells (17%) responded best to
HCl, and 4 cells (6%) responded best to quinine–HCl (Fig. 4.5A). Among
105 CT nerve fibers, 44 fibers (42%) showed the best response to saccharin,
27 fibers (26%) responded best to NaCl, 24 fibers (23%) responded best
to HCl, and 10 fibers (10%) responded best to quinine–HCl (Fig. 4.5A).
Thus, relative population of each best taste cell was comparable to that of
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Figure 4.5 Comparison of response profiles of mouse fungiform taste cells and CT
nerve fibers. (A) Percentage of sweet-, salt-, sour-, and bitter-best taste cells and
gustatory fibers. (B) Percentage of taste cells and gustatory fibers responding to one
or more taste qualities. (C) Percentage of taste cells and gustatory fibers responding to
various combinations of the four taste qualities. Black columns show data from fungi-
form taste cells and white columns show data from CT nerve fibers. S, saccharin;
N, NaCl; H, HCl; Q, quinine. *p < 0.05 by t-test for proportion.
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gustatory fibers. In addition, the breadth of responsiveness was very
similar between taste cells and gustatory fibers. In fungiform taste buds,
48 cells (67%) responded to one of four taste stimuli, 22 cells (30%)
responded to two stimuli, and 2 cells (3%) responded to three stimuli
(Fig. 4.5B). These produce the low mean entropy value for the breadth of
responsiveness (0.158 � 0.028, mean � SEM). In the CT nerve, 66 fibers
(63%) responded to one, 24 (23%) responded to two, 11 (10%) responded to
three, and the rest (4 fibers, 4%) responded to four taste stimuli (Fig. 4.5B).
These also produce the low mean entropy value (0.183 � 0.026). If the
more moderate response criterion was used, the mean entropy value would
become larger. The criteria for the occurrence of a response in that study
were the following: Number of spikes was larger than the mean plus two
standard deviations of the spontaneous discharge. We reexamine responses of
taste cells by using other moderate response criterion (> the mean þ 1 SD).
In this case, the mean entropy value for taste cells and CT fibers was
0.207 � 0.029 (n ¼ 78) and 0.216 � 0.027 (n ¼ 105), respectively. These
values were not significantly different. When the proportions of nerve fibers
responding to various combinations of the four basic taste categories are
compared to those of taste cells (Fig. 4.5C), the occurrence of each class of
CT fibers with different taste responsiveness to four taste stimuli was mostly
quite comparable with that of fungiform taste cells. Only the class which
responded to three (NaCl, HCl, and quinine) categories was significantly
lower in taste cells than in the fibers. Using a hierarchical cluster analysis, both
fungiform taste cells and CT fibers are classified into four groups, each of
which was characterized by common taste stimuli that elicit responses. These
similarities between taste cells and gustatory axons indicate that the range of
responsiveness of taste cells may be close to that of innervating axons. Thus,
there is no major modification of taste information sampled by taste cells in
signal transmission from taste cells to nerve fibers. To guarantee this, selective
connection may be formed between them.

Several nerve regeneration studies demonstrated how synaptic connec-
tions are between taste cells and gustatory axon reformed during regenera-
tion or crossregeneration of gustatory nerves. It is well known that there are
at least two independent systems for detection of salt taste: amiloride-
sensitive and -insensitive system. Existence of these two systems was clearly
demonstrated by single unit recordings of CT nerve fibers in rats (Ninomiya
and Funakoshi, 1988), mice (Ninomiya, 1996), hamsters (Hettinger and
Frank, 1990), rhesus monkey (Hellekant et al., 1997a), and chimpanzees
(Hellekant et al., 1997b). In general, amiloride primarily inhibits NaCl (and
LiCl) responses of gustatory fibers that selectively respond to sodium and
lithium salts (labeled N type), whereas it hardly affects NaCl responses of
fibers that show broad sensitivity to electrolytes (labeled E or H type).
The IXth nerve contains primarily E-type fibers but only a very few if at
all N-type fibers (Formaker and Hill, 1991; Ninomiya et al., 1991).
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By cross-union anastomoses between the CT and IXth nerves of mice, the
persistence of specific connections between amiloride-sensitive and amilor-
ide-insensitive taste fibers and cells after cross-regeneration was investigated
(Ninomiya, 1998). About a half population of NaCl-sensitive CT fibers was
AS type and the rest half was AI type. On the other hand, the IXth nerve has
almost exclusively the AI type. This relative abundance of the AS and AI
types of fibers was not altered by cross-regeneration of the two gustatory
nerves into the reverse tongue regions, suggesting that regenerated taste
axons selectively recouple with the appropriate type of receptor cell.
Subsequent study investigated the process of formation of two differential
neural systems for salt taste during the CT nerve regeneration after crush
(Yasumatsu et al., 2003). NaCl responses of the CT nerve started to recover
from�3 weeks after the nerve crush, whereas amiloride inhibition of NaCl
responses clearly reappeared from �4 weeks onward. During the course of
recovery, N- and E-type fibers were clearly distinguishable on the basis
of their amiloride sensitivities, their KCl/NaCl response ratios, and their
concentration–response relationships to NaCl. These results suggest that AS
and AI systems are independently reformed after the nerve crush. There are
three possibilities for the process of nerve regeneration; the regenerated CT
nerve fibers would (1) induce AI or AS properties after synapse formation
with identical progenitors, (2) innervate AS and AI progenitor cells ran-
domly followed by elimination of mismatched branches, or (3) selectively
innervate AS or AI progenitor cells. Among them, the first and the second
working hypotheses might require an intermediate type of fibers. However,
these fibers have not been observed during the process of recovery of
the CT nerve regeneration, indicating that selective innervations of AS
and AI taste cells might occur. In the mouse fungiform taste buds, there
are two types of NaCl-sensitive taste cells, AS and AI type, which have very
similar response properties of N- and E-type fibers, respectively (Yoshida
et al., 2009a). These cells may be selectively innervated by each type of
fibers. Selective innervation of gustatory axons to taste cells was also
demonstrated in sweet taste system (Yasumatsu et al., 2007). The peptide
gurmarin inhibits CT nerve responses to sweet compounds by �50%
(Imoto et al., 1991; Miyasaka and Imoto, 1995; Ninomiya and Imoto,
1995; Ninomiya et al., 1997, 1998). In mice, there are two types of
sweet-responsive CT fibers: gurmarin-sensitive (GS) and gurmarin-insensi-
tive (GI) types (Ninomiya et al., 1999). After the CT nerve crush, recovery
of the GI component preceded recovery of the GS component by about
1 week. During the course of CT regeneration, the GS and GI fibers could
be distinguished. These indicate that the two sweet-reception systems may
be reconstituted independently during regeneration of the CT nerve. Thus,
selective connection may be formed between corresponding classes of taste
cells and gustatory axons.
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4.2. Transmitters in the taste buds

Taste signals must be transmitted from taste cells to gustatory axons.
What transmitters are used in this signal transmission? Several transmitters
have been proposed as candidates: serotonin (5-HT), glutamate, acetylcho-
line, neuropeptide Y, GABA, and ATP. Among them, 5-HT is one of the
best studied transmitter candidates in taste buds. Early histochemical studies
demonstrated the existence of monoamine in taste buds of frog (Hirata and
Nada, 1975), rabbit (Nada and Hirata, 1975), and fishes (Nada and Hirata,
1977); then localization of 5-HT was demonstrated in many vertebrates
(Fujimoto et al., 1987; Kim and Roper, 1995). As shown in Section 2.1,
Type III cells possess 5-HT and its biosynthetic enzyme, AADC (Defazio
et al., 2006; Yee et al., 2001). Therefore, Type III cells may use 5-HT as a
neurotransmitter. Receptors for 5-HT also have been demonstrated in taste
buds. 5-HT1A and 5-HT3 receptors are identified by RT-PCR in taste buds
and 5-HT1A is immunopositive in a subset of taste bud cells (Kaya et al.,
2004). This report also demonstrated that gustatory nerve fibers express
5-HT3 receptors, suggesting that 5-HT3 receptor might mediate signal
transmission from taste cells to gustatory nerve fibers. However, recent
findings indicate that the 5-HT3A KO mice show no obvious deficits in
taste behavior (Finger et al., 2005). 5-HT could affect the membrane
properties of taste cells. An exposure to 5-HT induced an increase in mem-
brane input resistances and a hyperpolarization of Necturus receptor cells
(Ewald and Roper, 1994). Also in Necturus taste cells, voltage-activated
calcium currents were potentiated or inhibited by focal application of 5-HT
and these effects might be mediated by 5-HT1A receptor (Delay et al., 1997).
In addition, calcium-activated potassium current and voltage-dependent
sodium current in rat taste bud cells were inhibited by application of
5-HT1A agonists, such as 1-(1-naphthyl)piperazine and buspirone (Herness
and Chen, 2000). Taken together, taste cells (possibly Type III cells) secrete
5-HT onto adjacent taste cells to modulate their activity via 5-HT1A receptor.
5-HT may also affect on gustatory nerve fibers, but this effect must be
elucidated in further studies.

Regarding the signal transmission from taste cells to gustatory nerve
fibers, ATP is the most possible candidate transmitter. Gustatory nerve fibers
express ionotropic purinergic receptors, P2X2 and P2X3 (Bo et al., 1999),
suggesting that ATP may serve as a transmitter in taste system. Gustatory
nerve responses of P2X2 and P2X3 double-knockout mice to taste stimuli
were eliminated despite stimulation by touch, temperature, and menthol
solutions elicited robust neural responses (Finger et al., 2005). This report
also demonstrated reduced behavioral responses to sweet, umami, and bitter
substances in P2X2/X3 double-KO mice. Responses of taste bud cells in
P2X2/X3 double-KO mice are not clear; however, these results strongly
suggest that ATP serves as a key neurotransmitter linking taste cells to
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sensory nerve fibers. Recent study using transgenic mouse expressing a
transneuronal tracer, wheat germ agglutinin (WGA), under the control of
mouse T1R3 gene promoter demonstrated that WGA protein was detected
in the P2X2-positive intragemmal fibers surrounding the taste receptor cells
and a subpopulation of P2X2- or P2X3-positive neurons in the geniculate
and nodose/petrosal ganglia (Ohmoto et al., 2008). Therefore, taste signal
derived from T1R3-positive cells (possibly sweet- and umami-sensitive
taste cells) may be transferred to P2X2/X3-positive gustatory nerve fibers.

4.3. Transmitter release from taste bud cells

Are these transmitter candidates released from taste cells by stimulation of
sapid molecules? Huang et al. (2005) used Chinese hamster ovary (CHO)
cells stably expressing 5-HT receptors as biosensor to monitor 5-HT release
from taste bud cells and detected serotonin when taste buds were stimulated
by high Kþ solution (depolarization) or sweet, bitter, sour tastants. Finger
et al. (2005) showed ATP release from taste buds evoked by taste stimuli in
striped tongue epithelium preparations by a standard luciferin–luciferase
bioluminescence assay. In addition, a recent study using biosensor cells
demonstrated norepinephrine release from taste bud cells by high Kþ

solution or sweet, bitter, sour tastants (Huang et al., 2008b). These indicate
that 5-HT, ATP, and norepinephrine are released from taste cells in
response to taste stimuli. In taste buds, Type III cells that have morpho-
logical synapses possess serotonin. Serotonin release evoked by high Kþ or
sour stimulation required calcium influx (Huang et al., 2005), indicating
that serotonin might be released from Type III cells via conventional
synaptic mechanisms. Norepinephrine is coreleased with serotonin
(Huang et al., 2008b), suggesting that norepinephrine is released from
Type III cells. However, Type II cells do not possess apparent synaptic
structures. What transmitter is used in Type II cells and how is it released
from Type II cells? ATP is likely to be key.

In 2007, two groups identified ATP release from taste cells by using ATP
biosensor cells. Romanov et al. (2007) demonstrated that isolated mouse
Type II taste cells that were identified by electrophysiological properties
released ATP upon serial depolarization. Hemichannel blockers such as
octanol and mimetic peptide GAP26 affected voltage-gated outward
currents through ATP-permeable ion channels in Type II cells and ATP
release from taste cells was inhibited by application of GAD26. Huang et al.
(2007) demonstrated that isolated taste cells released ATP in response to
taste (sweet–bitter mixture) stimuli, and these cells did not respond to high
Kþ stimulation, indicating that Type II cells release ATP. These ATP
releases were blocked by a hemichannel blocker, carbenoxolone. Both
studies demonstrated the expression of a hemichannel, pannexin 1, in
taste bud cells. Most of pannexin 1-positive cells were also positive to
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PLCb2 and TRPM5, indicating that Type II cells express pannexin 1
hemichannel. Thus, Type II cells may be depolarized by taste (sweet, bitter,
umami) stimuli and release ATP via pannexin 1 hemichannel. Our recent
study more directly demonstrated action potential-dependent ATP release
from Type II cells but not Type III cells in response to taste stimuli via
hemichannels (Murata et al., 2008, unpublished observation). Using
gustducin-GFP and GAD-GFP transgenic mice, action potentials and
ATP release were simultaneously assayed in GFP-positive taste cells
(Fig. 4.6). As described in previous section, gustducin-GFP (Type II) cells
increased firing activities in response to sweet, bitter, or umami taste
stimuli and GAD67-GFP (Type III) cells responded to sour taste stimuli.
Immediately after recording of taste responses, the electrode solution was
collected and subjected to a luciferase assay to quantify ATP. Stimulation
of gustducin-GFP taste cells with saccharin, quinine, cyclohexamide, or
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Figure 4.6 Recording of taste response and ATP release from a taste bud cell.
(A) A schematic drawing of recording of taste responses and measurement of released
ATP from a GFP taste bud cell. The mucosal side of an isolated taste bud was attached
to the stimulating pipette with gentle suction. The receptor membranes of taste cells
were stimulated by taste solution for 30 s. Immediately after taste stimulation, electrode
solution (10 ml) was collected into a 96-well plate and subjected to luciferase assay to
measure ATP concentration. (B) A photograph showing a gustducin-GFP taste cell in
an isolated taste bud from which taste response was recorded (left). Gustducin is a
G protein a-subunit responsible for sweet, bitter, and umami taste. This GFP-positive
cell responded to 0.5 mM cyclohexamide (bitter) with action potentials (right). 76 pM
ATP was detected in luciferase assay, indicating that this bitter-sensitive taste cells
release ATP in response to bitter taste stimulation.

124 Ryusuke Yoshida and Yuzo Ninomiya



glutamate increased ATP levels in the electrode solution (Fig. 4.6B), but
stimulation of GAD67-GFP taste cells with HCl did not, indicating that
Type II cells but not Type III cells release ATP in response to taste stimuli.
Amount of ATP released from gustducin-GFP taste cells depended on firing
rate; therefore, ATP release was detected in gustducin-GFP taste cells
with spontaneous firing. Such ATP release was inhibited by the hemichannel
blocker carbenoxolone, indicating that gustducin-GFP taste cells release ATP
independent of conventional exocytotic mechanisms. Thus, we hypothesized
that action potentials in Type II cells trigger ATP release via hemichannels
(maybe pannexin 1 hemichannels). Voltage-gating mechanisms for opening
of hemichannels remain to be unsolved.

For transmitter release from taste cells, membrane depolarization and
action potentials may be required. As descried previously, both Type II and
Type III cells generate action potentials in response to taste stimuli (Yoshida
et al., 2009b), and action potentials are inhibited by Naþ channel blocker,
tetrodotoxin (TTX; Yoshida et al., 2005). Our preliminary results demon-
strate that blocking action potentials by administration of TTX decreased
taste-evoked ATP release from Type II cells to one-third of its control,
suggesting that action potentials enhance ATP release from taste cells
(Y. Murata et al., unpublished observation). A recent report provides the
molecular basis for generation of action potentials in taste cells (Gao et al.,
2009). Type II taste cells express TTX-sensitive Naþ channel subunits,
SCN2A, SCN3A, and SCN9A, whereas Type III cells express only
SCN2A. TTX-sensitive Naþ channels may be activated by TRPM5 cur-
rent in Type II cells or PKD, ASIC, or HCN current in Type III cells.
Generation of action potentials may lead to opening of hemichannels
to release ATP in Type II cells or activation of voltage-gated Ca2þ channels
to release 5-HT and norepinephrine via exocytotic mechanisms in Type III
cells. Such potential roles are suggested, but functional significance of action
potentials in taste cells remains unclear (Vandenbeuch and Kinnamon,
2009). Future studies may elucidate the role of action potentials in signal
transmission from taste cells to gustatory nerve fibers.

5. Concluding Remarks

Taste bud cells exhibit wide varieties in morphological, molecular
expression, and physiological properties. From the morphological view,
taste bud cells are classified into four groups: Type I–IV cells. Among
them, Type II and Type III cells express taste receptors and transduction
components, indicating that these cells function as taste receptor cells. Sweet
(T1R2/T1R3), bitter (T2Rs), umami (T1R1/T1R3), and sour (PKD1L3/
PKD2L2) receptors are expressed in the different set of taste bud cells,
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respectively. Such molecular evidences suggest that taste qualities might be
discriminated at the taste receptor cell level. However, physiological
responses of taste bud cells and gustatory nerve fibers are not so simple.
There are at least two types of NaCl-sensitive taste cells and gustatory
nerve fibers according to the sensitivity to amiloride (AS and AI type).
Sweet-sensitive gustatory fibers are classified into two groups according to
sensitivity to gurmarin (GS and GI type). These suggest the existence of
multiple receptor systems for salty and sweet taste. In addition, a significant
portion of taste bud cells and gustatory nerve fibers respond to multiple taste
qualities. Multiple sensitivity in taste bud cells may be caused by cell–cell
communication, or expressing multiple taste receptors, or taste receptors
that are sensitive to multiple taste qualities. TRPV1 valiant may be one of
candidate taste receptors for multiple electrolytes. In any case, gustatory
nerve fibers have taste response properties very similar to those of taste bud
cells with action potentials. Specific connection between taste cells and
gustatory fibers may account for this. But it is not yet known what molecu-
lar mechanisms guarantee the specific connection between taste cells and
gustatory nerve fibers. Several transmitters are suggested to function in taste
bud cells. ATP is one of these candidates and is released from Type II cells
that do not possess conventional synapses and respond to sweet, bitter, or
umami taste stimuli. Type III cells have synaptic structures and respond
to sour taste stimuli release other transmitters such as serotonin and nore-
pinephrine. Therefore, each taste cell may use distinct transmitters, but it
is not clear whether transmitters other than ATP contribute to signal
transmission from taste cells to gustatory nerve. Action potentials may be
required to release transmitters from both Type II and Type III cells,
although transduction mechanisms and transmitter releasing mechanisms
may be different between Type II and Type III cells. Thus, taste bud cells
and gustatory nerve fibers may form coding channels for taste perception.
Coding channels for specific taste quality may be devoted to perception of
specific taste and those for broad taste qualities may contribute to discrimi-
nation of more slight differences between taste compounds.
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Abstract

By controlling cell adhesion to the extracellular matrix, integrin receptors

regulate processes as diverse as cell migration, proliferation, differentiation,

apoptosis, and synaptic stability. Because the underlying mechanisms are

generally accompanied by changes in transmembrane ion flow, a complex

interplay occurs between integrins, ion channels, and other membrane trans-

porters. This reciprocal interaction regulates bidirectional signal transduction

across the cell surface and may take place at all levels of control, from tran-

scription to direct conformational coupling. In particular, it is becoming increas-

ingly clear that integrin receptors form macromolecular complexes with ion

channels. Besides contributing to the membrane localization of the channel

protein, the integrin/channel complex can regulate a variety of downstream

signaling pathways, centered on regulatory proteins like tyrosine kinases and

small GTPases. In turn, the channel protein usually controls integrin activation

and expression. We review some recent advances in the field, with special

emphasis on hematology and neuroscience. Some oncological implications

are also discussed.
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1. Introduction

The study of the manifold regulatory interactions between ion chan-
nels and integrin receptors is a blossoming subfield of cell biology. A Med-
line search for ‘‘integrin’’ and ‘‘ion channels’’ in the mid-1990s would have
retrieved no more than a dozen of papers, whereas now the number of
relevant papers is in the order of hundreds and is steadily increasing. The
sheer volume of work is not the major difficulty arising when one attempts
to present a comprehensive review of the field, however. An even greater
obstacle is constituted by the widespread biological implications of these
processes, which makes it hard to unify the underlying mechanisms within a
broader physiological framework. A few examples will give a flavor of the
problem. Cross talk between integrins and ion channels is implicated in the
immune response, for example, in lymphocyte activation. It contributes to
control motility and migration/pathfinding of fibroblasts, epithelial cells,
and most probably neurons and neoplastic cells, at least in certain develop-
mental stages. It also modulates synaptic plasticity and participates in the
physiology of smooth muscle and cardiac myocytes (Arcangeli and
Becchetti, 2006; Davis et al., 2002; Gall and Lynch, 2004). As we illustrated
previously, recent investigations about the interplay between ion transport
mechanisms and the integrin-mediated adhesion machinery has revealed a
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complex signaling network, with some interesting peculiar features. The
membrane proteins involved in these processes can communicate through
diffusible messengers, alterations of ion concentration and membrane
potential, phosphorylation cascades, direct physical interaction in macro-
molecular complexes, and indirect transcriptional regulation (Arcangeli and
Becchetti, 2006).

The present review aims at updating the reader about some current trends
in the field. We have generally (although not exclusively) given privilege to
hematology and neuroscience to remain close to our competences and
to avoid superposition with other recent treatments (Arcangeli and
Becchetti, 2006; Colden-Stanfield, 2008; Davis et al., 2002; Gui et al.,
2008). Hematology, in particular, is one of the fields in which these studies
have been pursuedmore thoroughly and for longer time, but comprehensive
reviews are lacking. Conversely, the neuroscientific implications have begun
to be addressed only recently and we believe these studies are opening a new
fruitful field. Nevertheless, we also briefly illustrate some interesting recent
developments such as the role of the above mechanisms in epithelial
physiology.

The paper is organized as follows. Section 2 provides a quick reference
to the main structural and functional features of integrin receptors and
some relevant ion channel types. This is followed by a summary of integrin-
dependent signaling (Section 3). Section 4 is a thorough survey of the
functional implications of integrin–channel cross talk in hematopoietic cells
and tumors, which present interesting oncological perspectives. Subsequently,
we illustratewhat is known about the interplay between integrin receptors and
ion channels in cell migration, because of its widespread involvement in a
variety of processes, ranging from wound healing to neuronal development.
Section 6 is mostly devoted to the nervous system and the last section
provides a link between the central nervous system (CNS) and immune
system, by describing recent observations about the implications of integrins
in the physiology of neuropathic pain and the role of microglia.

2. Main Structural Features of Integrins
and Ion Channels

2.1. Integrin receptors

Integrin receptors are transmembrane proteins formed by noncovalent
association of a and b subunits. To date, 18 a and 8 b subunits are known
in mammals. All subunits are type I transmembrane glycoproteins with a
short cytoplasmic tail (20–70 amino acids), a membrane-spanning helix and
a large multidomain extracellular portion (Hynes, 2002). The b4 subunit is
an exception because its cytoplasmic domain contains around 1000 amino
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acids (dePereda et al., 1999). Two classes of integrins are distinguished,
depending on whether their a subunit presents an extracellular von
Willebrand factor type A. This latter is named aA or aI and is homologous
to a GTPase domain in which the catalytic site is substituted with a metal
ion-dependent adhesion site (MIDAS). MIDAS enables aA to regulate the
dependence of cell adhesion on divalent cations (Michishita et al., 1993).

Integrin subunits can combine to form at least 24 functional heterodi-
mers, each of which binds a specific array of extracellular matrix (ECM)
proteins, or cell adhesion molecules (CAMs) that thus act as ‘‘counter-
receptors’’. The conformation of integrins, and thus binding to ECM, is
modulated by interaction of the cytoplasmic domain with intracellular
signaling and cytoskeletal proteins. Conversely, cell adhesion stimulates a
set of scaffolding, cytoskeletal, and regulatory proteins to associate to the
cytoplasmic domain, leading to the assembly of the focal adhesion (FA)
complexes (Liddington and Ginsberg, 2002; Miranti and Brugge, 2002).
Typically, integrins associate with the actin cytoskeleton (except a5b4,
which preferentially couples to intermediate filaments). The process is
often mediated by talin, an intracellular protein which contains specific
binding domains for the integrin cytoplasmic tail, the filamentous (F)
actin, as well as other proteins that regulate the FA, like FAK (focal adhesion
kinase) and phosphatidylinositol 4-phosphate-5-kinase type Ig (PIPKIg90)
(Critchley and Gingras, 2008; Wegener and Campbell, 2008). However,
the cytoplasmic tails of both a and b subunits can bind to a variety of other
intracellular proteins, such as paxillin, a-actinin, filamin, melusin, tensin,
integrin-linked kinase (ILK), just to name a few (Critchley, 2000; Wegener
and Campbell, 2008). As a working hypothesis, when studying the associa-
tion with ion channels, it is useful to assume that the integrin b-tail is the
domain involved (Cherubini et al., 2005). The b-tail contains many protein
binding sites, for example, several NPxY sequences (typical targets of
phosphotyrosine-binding domains). Moreover, its disordered structure
makes it capable of extending over about 8 nm, despite of its shortness
(Dunker et al., 2005). Transmembrane segments are thought to be a-helices
and their conformational changes are crucial for transmembrane signal
transduction. For structural details we refer to recent literature (Lau et al.,
2008a,b; Wegener and Campbell, 2008). From a functional standpoint,
experiments using (i) cryomicroscopy, (ii) single particle reconstruction of
solubilized aIIb/b3 integrins, (iii) the substituted cysteine accessibility
method applied to aIIb/b3, and (iv) FRET (Förster Resonance Energy
Transfer) applied to aLb2 suggest that the transmembrane domains of the
two subunits are bonded when inactive. ‘‘Inside-out’’ activation requires
transmembrane domain separation, whereas this does not seem to be neces-
sary for ‘‘outside-in’’ activation (Kim et al., 2003; Luo et al., 2004). Inside-
out transduction generally requires the integrin receptor to interact with
talin. However, the precise mechanism of activation is still speculative,
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because no high-resolution structure is available for the intracellular tail and
the transmembrane segment of any subunit. Much more detailed informa-
tion is available for the extracellular portion of the integrin receptor,
because of the thorough studies carried out with NMR and X-ray crystal-
lographic methods (Xiong et al., 2001, 2002). Once again, full structural
details about the extracellular domains and the conformational changes that
occur on integrin activation are outside the scope of the present review
(Arnaout et al., 2005, 2007). We merely remind that the MIDAS domain,
which is normally occupied by a divalent cation, rearranges during the
transition of the extracellular domain to the ‘‘open’’ conformation, that is,
the one with high affinity for the ECM. In this state, MIDAS can bind an
acidic residue on the ECM protein, which offers the sixth coordination site
for the divalent cations (occupied by water, in the basal state). The b
subunits also contain a bA domain, structurally similar to aA. Its MIDAS
is not occupied by a metal cation, but Ca2þ is typically bound to an adjacent
(‘‘ADMIDAS’’) site. The ECM proteins that bind integrins usually contain
an RGD (Arg-Gly-Asp) sequence which mediates binding. RGD inserts
itself between the bA domain and the ‘‘propeller’’ N-terminal domain of
the a subunit. The Asp residue of RGD can bind a MIDAS domain
occupied by a metal ion, as it does when it binds aA.

2.2. Ion channels

These are integral membrane proteins whose conformation can shift
between a closed and an open state. In the latter, a conductive pathway
more or less specific for different ions connects the extra- and intracellular
compartments. Channel opening (activation) can depend on membrane
potential (voltage-gated channels), intra- or extracellular ligand binding
(ligand-gated channels), or mechanical strain (mechanically gated channels),
which calls into play channel interaction with the cytoskeleton. In the
following sections, we summarize the main features of the channel types
that will be mentioned subsequently.

2.2.1. Voltage-gated cation channels
Voltage-gated cation channels (VGCs) belong to a large molecular family
that comprises Kþ, Naþ, and Ca2þ channels. The Kþ channel types are
named Kv1–Kv12, with subtypes named Kv1.1, etc. (Gutman et al., 2005).
They are formed by four a subunits which surround a central pore. Both the
C- and the N-terminus are intracellular. Each subunit contains six trans-
membrane domains (S1–S6). S4 is rich of basic amino acid residues, whose
side chains are potentially positively charged and are thought to be the main
determinant of the voltage sensitivity (Böriesson and Elinder, 2008). The
stretch of residues between S5 and S6 faces the extracellular side of the
channel pore and is named P(pore)-loop or H5 domain. It provides an
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important contribution to ion selectivity (e.g., Yool and Schwarz, 1991).
Other conductive properties depend on ion interaction with the pore.
Great insight about Kþ channel permeation has come by the first X-ray
resolved three-dimensional structure, obtained by MacKinnon’ research
group for the Kþ channel of the bacterium Streptomyces lividans (Doyle
et al., 1998). Following this lead, high-resolution structures for other ion
channels are being determined (e.g., Jiang et al., 2002). The intracellular
domains contain consensus sequences for phosphorylation and the N-ter-
minus determines interaction with regulatory proteins and other subunits.
The voltage-gated Naþ (Nav) and Ca2þ (Cav) channels share a similar
structural pattern, except that the four independent subunits observed in
the Kþ channels are substituted by four homologous repeated domains
belonging to the same polypeptide. The main function of Nav channels is
usually initiating action potentials on membrane depolarization, whereas
Cav channels control Ca

2þ entry during action potentials, exocytosis, mus-
cle contraction, and many other physiological processes. In VGCs, acces-
sory (b, g) subunits may regulate the biophysical channel properties,
insertion into the plasma membrane, and interaction with other proteins
(Catterall, 1992, 2000).

2.2.2. Inward rectifier Kþ channels
The inward rectifying Kþ (KIR) channels are related to the VGC family.
They are formed by four subunits, each containing only two transmembrane
domains (M1 andM2) homologous, respectively, to S5 and S6 and linked by
a P-loop (Nichols and Lopatin, 1997). The term inward rectification refers to
the fact that these channels preferentially conduct inward currents (i.e., Kþ

flowing into the cytosol), because outward currents are blocked by intracel-
lular Mg2þ and organic cations, particularly polyamines. Among these,
those possessing more positive charges, like spermine and spermidine, are
more efficient (Lu, 2004). KIR channels contribute to regulate the cellular
excitability in neurons and muscle, the cardiac action potential repolariza-
tion, Kþ buffering by astrocytes (Kofuji andNewman, 2004), and a variety of
other functions in both developing and mature tissues.

2.2.3. Transient receptor potential (TRP) channels
These are homo- or heterotetramers of subunits related to the VGC
superfamily, with six transmembrane domains, a P-loop, and cytoplasmic
N- and C-terminus. They are generally permeable to cations, but the
permeability ratios between Ca2þ and monovalent cations vary consider-
ably between subtypes. The channel activation mechanisms are also very
diverse and make these channels important sensors of local environment
signals. Basing on sequence homology, six mammalian subfamilies have
been described: TRPA, TRPC, TRPM, TRPV, TRPP, and TRPML
(Venkatachalam and Montell, 2007). TRP channels are widely distributed
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in mammalian tissues and are implicated in different functions and dysfunc-
tions that are presently the object of intense study (Nilius et al., 2007).
TRP channels are also widely expressed in the nervous system. Apart from
their established role as peripheral temperature sensors, growing evidence
attributes to them important developmental functions. In particular, Ca2þ

influx through TRP channels provides an important contribution to regu-
late axon guidance and neuronal survival in response to paracrine signals
(Talavera et al., 2008).

2.2.4. Ion channels gated by neurotransmitters
Neurotransmitters can activate ion channels (ionotropic receptors) or receptors
that activate intracellular signaling pathways (metabotropic receptors). Recent
work points to functional relations between integrin receptors and ionotro-
pic receptors, particularly neuronal nicotinic receptors (nAChRs), glutamate
receptors (GluRs), and purinergic receptors, which we briefly describe.

2.2.4.1. Neuronal nicotinic acetylcholine receptors The nAChR is a
pentameric channel originally found to be expressed on the postsynaptic
membranes of the neuromuscular junction. Twelve neuronal subunits are
presently known: a2–a10 and b2–b4; a9 and a10 are mainly expressed in the
cochlea whereas the role of the other subunits in the brain is matter of
debate (Gotti and Clementi, 2004). Interestingly, growing evidence shows
that ‘‘neuronal’’ nAChR subunits are frequently expressed in nonneuronal
tissue and cancer cells (Schuller, 2009; Wessler and Kirkpatrick, 2008).
In the CNS, both homo- and heteropentameric receptors are known to
be expressed. The former are probably mostly (a7)5, whereas the spectrum
of heteropentamers is much wider and differs between species. A common
form, at least in rodents’ brain, is (a4)2(b2)3 while in the peripheral nervous
system a3 and b4 subunits are widespread (Gotti and Clementi, 2004).
Heteromeric receptors fully activate when two (or three, depending on
subunit stoichiometry) ACh molecules bind to the specific extracellular
pockets, which are mostly (but not exclusively) formed by residues belong-
ing to the a subunits. Five ligand molecules can contribute to the activation
of homomeric nAChRs. All neuronal nAChRs are permeable to Naþ, Kþ,
and Ca2þ. The permeability to the latter is particularly pronounced in
a7-containing receptors. In peripheral ganglia, nAChRs mediate postsyn-
aptic transmission. In the brain, pre-, post-, and nonsynaptic nAChR
expression is observed in different regions and cells. In general, cholinergic
transmission in the brain controls the level of arousal with implications for
learning and for the transitions between sleep and waking phases (Dani and
Bertrand, 2007; Lendvai and Vizi, 2008). The functional roles in nonneur-
onal tissue are still debated. The neuronal nAChRs present inward rectifi-
cation produced by mechanisms similar to those observed in KIR channels,
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that is, voltage-dependent block caused by intracellular organic cations,
such as polyamines (Haghighi and Cooper, 1998).

2.2.4.2. Ionotropic glutamate receptors Glutamate is themain excitatory
transmitter in the CNS. Ionotropic GluRs are also expressed in nonexcitable
cells, like astrocytes, lymphocytes, and endocrine cells, in which their roles
are still unclear (Nedergaard et al., 2002). Three families of ionotropicGluRs
have been identified to date, which can be distinguished by relatively specific
agonists: N-methyl-D-aspartate (NMDA), a-amino-3-hydroxy-5-methyl-
4-isoxazole propionic acid (AMPA), and kainate (KA) (Mayer, 2005; Mayer
and Armstrong, 2004). Channels activated by AMPA and KA are also named
non-NMDA receptors, which quickly activate in the presence of glutamate,
and then desensitize within about 30 ms. In most central neurons, non-
NMDA receptors produce the early component of excitatory postsynaptic
currents. They are usually permeable to Naþ and Kþ, but not Ca2þ. The
NMDA receptors require extracellular glycine for opening in the presence of
the agonist. Because their kinetics is slower than that of non-NMDA recep-
tors, they determine the slow component of the excitatory postsynaptic
currents. At negative Vm, NMDA GluRs are inhibited by extracellular
Mg2þ. Hence, when glutamate is released onto a resting neuron, these
receptors scarcely activate, unless the membrane is sufficiently depolarized
by other depolarizing channel types. TheNMDA receptors are permeable to
Ca2þ as well as to Naþ and Kþ. The functional properties of NMDA
receptors bring about two important physiological consequences.

First, when glutamate release is strong enough to produce sufficient
postsynaptic depolarization, significant Ca2þ influx is caused by NMDA
receptor activation. The ensuing stimulation of intracellular pathways pro-
duces long-lasting synaptic remodeling, a process thought to be implicated in
learning and memory. A major example is long-term potentiation (LTP),
which was first observed in the hippocampus (Bliss and Lom�, 1973)
and subsequently found in other cerebral regions. Brief high-frequency trains
of stimuli on any of the principal fiber pathways within the hippocampus
(i.e., either the perforant, or the mossy fiber, or the Schaffer collateral
pathway) increases the amplitude of the excitatory postsynaptic potentials
in the corresponding target neurons. Potentiation may last for weeks and
depends on a Ca2þ-dependent enhancement of GluR function and expres-
sion. NMDA receptors have a particularly important role in the early phases
of LTP in the Schaffer collateral and perforant pathways. In these, LTP is
associative in the sense that both pre- and postsynaptic cells must be active to
produce significant depolarization in pre- and postsynaptic terminals.
Sufficient postsynaptic depolarization relieves the voltage-dependent
block of extracellular Mg2þ on NMDA receptors, leading to significant
Ca2þ influx, which stimulates the long-term changes in synaptic efficacy
(Kandel et al., 2000).
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Second, abnormal tonic levels of extracellular glutamate induced by
hyperexcitation or other reasons may have neurotoxic effects. A steady
Ca2þ influx damages the cells through multiple mechanisms that converge
on production of reactive oxygen species, altered mitochondrial function,
and activation of the caspase and proteolytic cascades that lead to apoptosis.
The increased Naþ entry caused by overactivation of non-NMDA
receptors can also be harmful because of altered control of cell volume
(Mattson and Bazan, 2006).

2.2.4.3. Ionotropic purinergic receptors P2-type purinergic receptors are
subdivided into ionotropic P2X receptors and metabotropic P2Y receptors,
which are structurally unrelated. Seven subunits of P2X receptors have been
identified (P2X1–P2X7), which can form homo- or heterotrimeric channels
activated by extracellular ligands, typically ATP. No subunit-specific
antagonists are known to date. P2X receptors have intracellular N- and
C-terminus and two transmembrane domains connected by a long extracel-
lular loop and involved in subunit association. The extracellular domains
form the ligand-binding site and contain modulatory sites. The C-terminal
portion is the most variable, ranging from a length of 27 residues for P2X6 to
239 residues for P2X7, and is thought to control the rate of channel desensiti-
zation and receptor trafficking. Both the N- and C-terminus are targets for
posttranscriptional and translational regulation and mediate protein–protein
interaction. The open channel is permeable to Naþ and Kþ and presents a
relatively high permeability to Ca2þ. Besides their roles in the adult and
developing nervous system, P2X receptors exert physiological functions in
the respiratory, gastrointestinal, cardiovascular, genitourinary, and other
systems (Illes and Alexandre, 2004; Köles et al., 2007; North, 2002).

3. An Outline of Integrin Signaling

Integrins are enzymatically inactive receptors that link the ECM
to intracellular components to elicit signal transduction. This process
(‘‘outside-in signaling’’) is required for polymerization of the actin cyto-
skeleton during cell adhesion and controls downstream functions such as
cell migration, proliferation, survival, and differentiation. To the best of our
knowledge, the first evidence for an ECM-mediated intracellular signaling
was provided in the late 1980s. In quiescent fibroblast or in monocytes,
gene transcription was found to be induced upon interaction with the
ECM (Dike and Farmer, 1988; Eierman et al., 1989). Presently, the list
of papers describing the many facets of integrin-mediated signaling path-
ways is immense. Integrins seem to be linked to almost all of the known
signaling pathways, including induction of cytosolic kinases, stimulation of
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the phosphoinositide metabolism, activation of Ras/MAPK and PKC
pathways, and regulation of Rho GTPases (Defilippi et al., 2006;
Giancotti and Tarone, 2003; Miranti and Brugge, 2002; Schwartz and
Ginsberg, 2002). These signals greatly overlap and are properly integrated
with those activated by growth factor and cytokine receptors, which makes
physiological sense, because cells must integrate multiple stimuli from
ECM, growth factors, hormones, and mechanical stress to organize
appropriate responses.

As mentioned above, upon binding to the matrix, integrins undergo a
conformational change and interact with signaling proteins to convey
information to other cytosolic targets and to the nucleus. Protein tyrosine
phosphorylation is a primary response to integrin stimulation and a prefer-
ential way to propagate signals throughout the cell. In particular, FAK, the
Src family kinases (SFKs), and ILK are pivotal elements in transducing
integrin engagement into cell signaling.

FAK is an evolutionary conserved scaffold protein that can bind cyto-
skeletal and signaling molecules, thus triggering several distinct pathways.
On integrin activation, FAK undergoes phosphorylation on Tyr397, which
induces the formation of a high-affinity interaction site for the SH2 domain
of the SFKs, the p85 regulatory subunit of the phosphatidylinositol 3-kinase
(PI-3K) and phospholipase C-g. The subsequent phosphorylation of
Tyr925 promotes FAK association with the Grb2 adaptor, which provides
a link to MAPK (Parsons, 2003).

The SFK family comprises several members, all sharing similar biochem-
ical and functional features. In the inactive conformation, the molecule is
‘‘closed’’ because of phosphorylation of its Tyr530 residue. On stimulation,
this amino acid residue is dephosphorylated, which opens up the protein
and makes it available for autophosphorylation in the kinase domain
(Tyr 419) and interaction with downstream effectors (Yeatman, 2004).
The balance between phosphorylation and dephosphorylation of Tyr 530
depends on the relative activity of the Csk kinase and several protein
phosphatases (PTPases) like PTPa and SHP1/2. The major substrate of
v-Src and v-Crk is p130Cas (Crk-associated substrate), a scaffold protein
capable of associating with multiple signaling partners. In fact, upon integ-
rin-mediated adhesion, FAK, Src, and p130Cas form a multimeric signaling
complex crucially involved in organizing FAs and actin cytoskeleton and
generating downstream signaling, which ultimately regulates complex pro-
cesses such as motility and invasion. During migration, lamellipodia and
filopodia protrude from the cell leading edge and form new dynamic
adhesion sites, which rapidly form and disassemble. Tyrosine phosphoryla-
tion is required for FA turnover and FAK, Src, and p130Cas are all necessary
for efficient disassembly of FAs (Ridley et al., 2003). For example, aberrant
activation of Src kinases, as well as transformation by oncogenic v-Src, leads
to FA disassembly and loss of cell spreading. An additional mechanism by
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which Src and FAK control FA organization and cell motility is through the
regulation of the small GTPase Rho. Integrin activation transiently decreases
the RhoA activity, which relieves the contractile forces at the sites of integrin
engagement. This results in FA disruption and promotes lamellipodial
extension during cell migration (Burridge and Wennerberg, 2004).

Prosurvival signals emanating from the ECM also proceed via FAK and
Src to activate the small GTPases Rho and Rac, as well as JNK and
Erk1/2 MAPK (Defilippi et al., 2006). Another important pathway,
which can transduce the prosurvival signals triggered by integrins, is cen-
tered on ILK and converges onto the phosphorylation of Akt. ILK is a
serine/threonine protein kinase discovered in 1996 in a yeast two-hybrid
screen, using the cytoplasmic tail of b1 integrin as bait (Hannigan et al.,
1996). Subsequently, it turned out to be expressed in several cell types, with
a preferential location in FAs. ILK has a tripartite structure that reflects its
multifunctionality. Its N-terminal domain contains four ankyrin repeats and
binds to several intracellular proteins; the central pleckstrin homology
(PH)-like domain binds to phosphoinositides; the C-terminal domain has
kinase function but also interacts with integrins and other proteins of the FA
complex, thus providing connection with the actin cytoskeleton
(McDonald et al., 2008). ILK is central to the regulation of signal transduc-
tion and functions as a hub around which several signaling pathways are
coordinated. It should be noted that the role of ILK in cell signaling has
been studied in transformed or tumorigenic cells, or both. Therefore,
caution should be exerted in assuming that the pathways controlled by
ILK in nontransformed cells are the same as those identified in cancer
cells. ILK activity is stimulated by integrins and soluble mediators, while
its expression is upregulated by hypoxia (Lee et al., 2006). When activated,
ILK regulates different downstream effectors, and particularly the phos-
phorylation of Akt (at Ser473) and of glycogen synthase kinase 3 (GSK3)
(Delcommenne et al., 1998; McDonald et al., 2008). By promoting Akt
phosphorylation, ILK stimulates the signals that regulate cell survival,
including the pathways that involve caspase activation and stimulation
of nuclear factor kB (NF-kB) (Hannigan et al., 2005; Legate et al., 2006).
The ILK-centered prosurvival signals exert a predominant role in
the complex interplay between hematopoietic precursor cells (HPCs) and
the bone marrow (BM) microenvironment. As further discussed in
Section 4, the BM stroma protects the HPCs and ultimately controls
the whole hematopoietic process (Walenda et al., 2009). This local envi-
ronmental protection is also relevant in the chemoresistance induced by the
BM stroma on leukemic blasts (Konopleva et al., 2002). It is brought
about through a complex interplay between different components of the
ECM, integrin receptors, the stroma-derived factor SDF-1a, and its receptor
CXCR4. Both CXCR4 and integrin signaling are implicated in
adhesion and survival, and hence chemoresistance, of leukemias. According
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to themodel proposed by Jin et al. (2008) in chronic myelogenous leukemias
(CMLs), interaction between SDF1 a and CXCR4 in the BM microenvi-
ronment could trigger integrin engagement and activation of ILK, which
would further promote survival of leukemia cells (Fig. 5.1).
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Figure 5.1 Blasts adhesion to the BM stroma: integrin-dependent binding. The adhe-
sion of BM stroma to leukemic blasts, by the binding between integrins and CAM or
fibronectin molecules, confers protection to apoptosis and contributes to neoplastic cell
proliferation. This integrin-dependent mechanism involves different components as
channels and receptors. Integrins can interact with ion channels to form a bimolecular
complex; the following association with either a growth factor or a chemokine receptor
creates a supramolecular complex which can activate intracellular signaling pathways.
For example, the interaction with a seven-transmembrane receptor, like CXCR4, in
the presence of stroma-derived factors can produce ILK activation which promotes
survival and confers chemoresistance to leukemia cells. Other channels are involved in
malignant transformation (TRP, KCa channels, etc.). CAM, cell–cell adhesion mole-
cule; ILK, integrin-linked kinase; BM, bone marrow.
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This model introduces us to another aspect of integrin signaling.
In addition to the canonical integrin-triggered pathways described above,
the growth factor receptors, particularly receptor tyrosine kinases (RPTKs)
and cytokine receptors, are integrin partners in assembling the transduction
machinery required for proliferation, survival, and migration. Integrins
stimulate direct phosphorylation and partial activation of several RPTKs,
even in the absence of any growth factor ligand. In the case of the EGF
receptor (EGFR), integrin-dependent activation leads to phosphorylation
of EGFR on a specific subset of tyrosine residues, only partially overlapping
to those phosphorylated by EGF. Consistently, the integrin-dependent
EGFR activation induces cell survival as well as lamellipodia formation,
whereas is not sufficient for cell migration (Defilippi et al., 2006).

4. Integrins and Ion Channels in Normal
and Neoplastic Hematopoietic Cells

4.1. Integrins

BM is a very peculiar microenvironment where both hematopoietic and
nonhematopoietic (stromal) cells cooperate to sustain one of the most active
homeostatic processes of living bodies, hematopoiesis. In one day, this
process can replenish more than 7 � 109 blood cells (leukocytes, erythro-
cytes, and platelets) per kg of body weight. The BM hematopoietic cells
comprise hematopoietic stem cells (HSCs), which undergo self-renewal in
selected areas of the BM, the HSC niches, and HPC, with more restricted
lineage potential (Table 5.1). The BM stroma is constituted by both stromal
cells (fibroblasts, endothelial cells, macrophages, osteoblasts) and ECM
proteins. Besides providing structural support, it strongly contributes to
sustain hematopoiesis through signals triggered by adhesion-dependent
and soluble factors. HSC and HPC are mostly sessile within the BM but
become able to migrate between the hematopoietic tissues during fetal
development. They also retain capacity to circulate in the peripheral
blood (PB) during the adult life, although at barely detectable levels.
In this dynamic scenario, integrins exert a pivotal role by mediating most
of the functional interactions between hematopoietic cells and the BM
microenvironment (Soligo et al., 1990; Voura et al., 1997). The regulated
expression of specific integrin subunits as well as their localization in
selected areas of the BM confirm that these molecules have different
regulatory roles in hematopoiesis (Soligo et al., 1990).

4.1.1. Hematopoietic stem cells and progenitors
Few data are available regarding the integrin expression profile in HSCs,
except that the b1 integrin subunit is expressed at high levels in quiescent
HSCs and mediates their adhesion in the HSC niches (Arai et al., 2004). It is
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Table 5.1 Integrins and ion channels in normal hematopoietic cells

Cell type (phenotype) Integrin Function

Ion channel

(iuphar) Function

Interplay integrin/

ion channel

HSC (Lin�CD34+

CD133+CD38�)
b1 Adhesion to BM

b2

Cl- channel

b3 Quiescence

avb3 Adhesion to

osteoblasts

a2 Capacity for long-

term

hemopoiesis

aIIbb3 Hemopoietic

development

HPC (Lin�CD34+) a4b1
I Adhesion to BM;

migration; exit

to PB; control of

cell cycle

KIR 4.3 Generation of

committed

progenitors

a5b1
II Adhesion to BM KIR 1.1 Generation of

committed

progenitors

a9b1 Release in and from

the BM niche

Kv11.1
a Proliferation

b2
b3

Neutrophils a4b1 Adhesion to

VCAM-1;

migration;

extravasation

from circulation

to sites of injury

or infection

TRPC6 Migration



aMb2
III Adhesion to

ICAM-1–2

TRPM2 Cation influx

aLb2
IV Adhesion to

ICAM-1–5

TRPV1,2,5,6 Store operated

Ca2+ entry

aXb2 Adhesion to

fibrinogen

BK Antimicrobial

activity

b2 Triggering of

Cl� efflux;

migration;

recruitment to

inflammatory

sites

Cl�SAC Cell volume

homeostasis;

chemotaxis;

shape change;

migration

CaCCs

ClC1–5

Macrophage KIR
b

b1

Kv1.3

Lymphocytes

T a1–6b1 Migration; antigen

presentation;

TCR signaling;

cross of vascular

endothelium;

formation of the

p-SMAC at the

IS

CRAC T cell activation;

regulation of the

signaling events

triggered on

antigen

presentation

aMb2
III Kv1.3 Clustering of

associated

proteins at the IS

aLb2 KCa3.1
c

aXb2 Orai1 Store-operated

Ca2+ influx;

proliferation;

cytokine

production.

(continued)



Table 5.1 (continued)

Cell type (phenotype) Integrin Function

Ion channel

(iuphar) Function

Interplay integrin/

ion channel

aDb2 TRPM7 Cell growth

a4b7 Cl(swell) Proliferation

aEb7 Iir Ca2+ influx

Idr Ca2+ influx

B a4b1
b2 Proliferation;

binding to

fibrinogen

Kv1.3 Proliferation

avb3 EBV-induced

proliferation and

invasion

KCa3.1
c Proliferation

a4b7 Adhesion to FN

and VCAM-1;

migration

CRAC Ca2+ entry

Ca2+ NSCC Adhesion to

ICAM-1 and

VCAM-1

Platelets aIIbb3 Aggregation TRPC1 Ca2+ entry

TRPC6 Cation entry

Erythrocytes KCa3.1 Cell volume

homeostasis

Following the common name of integrins and ion channels reported in the table: I, VLA-4; II, VLA-5; III, Mac-1; IV, LFA-1.
Abbreviations: PB, peripheral blood; BM, bone marrow; p-SMAC, peripheral supramolecular activation cluster; IS, immunological synapse.
a hERG1.
b IRK1.
c TREK-1.



worth recalling that the capacity of entering a quiescent state is indispensable
for the maintenance and self-renewal of HSCs. Moreover, the HSC
population capable of strong adherence to osteoblasts is characterized by
high expression of b3 integrin. In these cells, b3 associates with av to assure
strong adhesion to the niche’ osteoblasts and hence the quiescence and
maintenance of stemness properties (Umemoto et al., 2006). Conversely,
the HSCs endowed with a high capacity to induce long-term hemopoiesis
are characterized by upregulation of the a2 integrin subunit (Wagers and
Weissman, 2006). Finally, another integrin type found to be expressed in
mouse embryonic and neonatal HSCs is aIIbb3 (Mikkola et al., 2003).

The situation in HCPs is more heterogeneous and plastic. Under steady-
state conditions, that is, when HCPs are firmly adherent to the BM stroma,
cells express multiple integrins (a4b1, a5b1, aLb2, and aMb2), along with
L-selectin, PECAM-1, and CD44. The main determinants of HPC adhe-
sion to the BM stroma are a4b1 and a5b1 integrins, whose counter-receptors
are either FN or the cell surface ligand VCAM-1. Cytokines are also
essential to promote HPC release into the PB, through their modulatory
role on adhesion receptor expression. When floating in the PB, HPCs
acquire properties different from those typical of the BM-residing HPCs,
including a different integrin expression pattern. Indeed, a4 is a marker to
distinguish the BM HPC from the PB HPC. This difference also implies
that the two HPC populations have different ability to adhere to stromal
elements. The following section summarizes the functional profile of integ-
rins expressed in normal mature hemopoietic cells, by mentioning a few
selected examples. The complete pattern is reported in Table 5.1.

4.1.2. Leukocytes: Neutrophils and macrophages
The role of integrins in the regulation of leukocyte trafficking, transen-
dothelial migration, and activation is well known and further highlighted by
several human conditions in which defects in integrin expression or func-
tion occur (Ley and Reutershan, 2006). Common integrins expressed on
leukocytes include aLb2, aMb2, aXb2, and a4b1, with counter-receptors on
vascular endothelial cells being ICAM-1-5 and VCAM-1. Circulating
leukocytes generally keep their integrins in a nonadhesive state in which
the ectodomains are held in a bent or folded conformation that impairs the
ligand binding capacity. When needed, integrin avidity is modulated by
stimulation with chemoattractants or cytokines, which quickly lead to
integrin activation and clustering. This process establishes firm cell adhesion
to the vascular endothelium and triggers the following transendothelial
migration into the underlying tissues (Rose et al., 2007). Both the adhesive
and the signaling functions of integrins are tightly regulated. The rapid
activation serves to establish adhesion, while the temporally and spatially
regulated signal transduction controls efficient migration across the
endothelium.

Crosstalk Between Integrins and Ion Channels 151



4.1.3. Lymphocytes
All lymphocyte populations express integrin receptors (Table 5.1). Here, we
briefly review those expressed by T cell subsets, with particular emphasis to
their functional significance. T cells express at least 12 of the 24 known
integrin heterodimers, the expression pattern depending on the subset and
maturation state of the cell (von Andrian and Mackay, 2000). All of the four
leukocyte-specific b2 integrins (aLb2, aMb2, aXb2, aDb2) are found on
T cells, aLb2 being the most abundant and widespread. T cells also express
b7 (a4b7 and aEb7) and b1 (a1–6b1). These integrins play a prominent role in
T cell migration to peripheral lymph nodes and inflammatory sites, and in
antigen presentation and cytotoxic killing. As in the case of leukocytes,
integrins are normally inactive, but exposure to proper cytokines or
chemokines or engagement of other receptors produces rapid activation.
A major functional challenge faced by the T cell is to make the transition
from a circulating cell to an actively migrating T cell able to cross the
vascular endothelium of the blood vessel. This process is orchestrated by
aLb2, a4b1, and a4b7. SDF-1 (also named CXCL12) switches the a4 integrin
to a high-avidity state, resulting in T cell arrest on the endothelium
(Grabovsky et al., 2000). Subsequently, to permit T cell migration through
the perivascular basement membrane as well as the long collagen fibrils to
the source of inflammation, the b1 integrins are clustered at both the leading
edge and uropod of the T cell (Dustin and De Fougerolles, 2001).

Another important integrin-dependent aspect in T lymphocyte function
is formation of the so-called immunological synapse (IS; Lin et al., 2005b). For
naı̈ve T cells to achieve competent activation, they must bind to the
dendritic cells (DCs) that express surface cognate antigens recognized by
the T cell receptor (TCR). When a T cell interacts with such DCs, a series
of spatial and temporal molecular reorganization events occurs, which lead
to the formation of an IS, that is, a microscopically distinct structure at the
contact site. The IS is a ‘‘bullseye’’-type structure, in which the TCR itself
and TCR-related signaling kinases and adapters localize to the center of the
bullseye, to form the central supramolecular activation cluster (c-SMAC).
In parallel, integrins (mainly the b2- and b1-containing integrins) and the
integrin-associated protein talin localize to an outer ring-like structure that
surrounds the center, named peripheral SMAC (p-SMAC). Although
integrin receptors can transduce signals that promote TCR signaling and
specific T cell differentiation events, their precise function in the IS, besides
facilitating cell–cell adhesion, remains unclear. As will be detailed later, a
necessary step for T cell activation following TCR engagement is stimula-
tion of Ca2þ entry through the plasma membrane. TCR activation
increases phospholipase C-g activity, with ensuing production of inositol
1,4,5-triphosphate and Ca2þ release from the endoplasmic reticulum.
Activation of store-operated, Ca2þ release-activated Ca2þ (CRAC)
channels on the plasma membrane is also promoted.
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Finally, naı̈ve and effector/memory T cells possess different trafficking
patterns, mirrored by differential integrin expression. For example, circulat-
ing human CD4 memory T cells maintain a different balance of a4b1 and
a4b7 integrin expression, depending on function (Denucci et al., 2009).
T cells with high levels of a4b7 but low levels of the b1 subunit migrate
preferentially into mucosal tissues, whereas T cells with high a4b1 levels but
low b7 expression preferentially migrate through peripheral nonmucosal
tissues such as skin. The factors that control the differential expression of
integrins on activated T cells within the local lymphoid environments are
beginning to be elucidated. From our standpoint it is specially intriguing
that these T cell subsets also present a different pattern of ion channel
expression (see below).

4.1.4. Platelets
The aIIbb3 is the main integrin expressed in platelets, where it is essential for
platelet aggregation. The ligands for aIIbb3 are the multivalent adhesive
proteins fibrinogen and von Willebrand factor. In resting platelets, aIIbb3 is
in a low activation state, whereas it rapidly undergoes a conformational
change upon stimulation with various agonists. This activates platelet
aggregation. Moreover, fibrinogen binding to aIIbb3 triggers a complex
signaling pathway which regulates the extent of irreversible platelet
aggregation and clot retraction (Payrastre et al., 2000).

4.1.5. Neoplastic hematopoietic cells
All the main classes of adhesion receptors are expressed on the blast cells of
leukemia patients. We will concentrate on those integrins whose main role is
mediating (i) interaction of leukemic blasts with the BM stroma; (ii) leuke-
mic cell release from the BM with subsequent homing into extramedullary
sites; (iii) adhesive interactions that may affect the proliferation and survival
of leukemic cells (Liesveld, 1997).

Peculiar mechanisms are emerging in specific leukemia subsets. In acute
leukemias (both myeloid, AML, and lymphoid, ALL), blasts adhere to the
BM stroma via the binding of a4b1 to FN and VCAM-1 on stromal cells.
Adhesion seems to influence chemosensitivity, in that it may confer protec-
tion from chemotherapy-induced apoptosis. Therefore, a4b1 integrin could
be a useful therapeutic target. Consistently, a clinical study shows that
increased expression of a4b1, and even more, increased binding of soluble
VCAM-1 via a4b1 were significantly associated with longer overall survival
in AML (Becker et al., 2009). On the other hand, in chronic myeloid leukemias
(CML), an interesting interaction between b1 integrins and CXCR4 was
observed and its relevance for leukemia cell survival and chemoresistance
clearly shown (see Section 3).

Other observations point to the relevance of the entire integrin-depen-
dent signaling network in leukemia progression. For example, aberrant
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FAK expression is frequent in AML cells and FAK activity enhance migra-
tion of leukemic cells from the BM to the PB (Recher et al., 2004). The
survival of AML cells within the BM is sustained by another integrin-related
protein, ILK. In all probability, the effect depends on the fact that ILK, after
interacting with b1 integrins, phosphorylates Akt in a PI-3K-dependent
manner, with ensuing regulation of prosurvival signals (Tabe et al., 2007).

Chronic lymphocytic leukemias (CLL) are characterized by a reduced level of
aLb2 compared to normal lymphocytes. Moreover, in CCL, aLb2 is insensi-
tive to the chemokine-mediated activation that usually leads to increase the
GTP-loading of the GTPaseRap1. This accounts for the reduced capacity of
CCL cells to adhere and home to peripheral lymphoid organs (Hartmann
et al., 2009). On the other hand, CCL cells maintain a good expression of
a4b1, which also presents clinical relevance because it affects both treatment-
free and overall survival (Nückel et al., 2009). In mantle cell lymphoma,
neoplastic cells express high levels of a4b1, which in these cells mediates
the B -cell trafficking and homing to lymphoid tissues (Kurtova et al., 2009).
Myeloma cells express both the b1 and a4 integrin subunits, CD44, ICAM-1,
CD138 (syndecan-1), and CXCR4 as the major adhesion molecules. CAMs
are involved in homing the malignant plasma cells to the BM in the produc-
tion of growth factors and the recirculation of these tumor cells in the
advanced stages of disease (Cook et al., 1997). Moreover, a4b1 plays a critical
role in the cell adhesion-mediated drug resistance of myeloma cells (Kobune
et al., 2007; Noborio-Hatano et al., 2009).

4.2. Ion channels

4.2.1. Hematopoietic stem cells and progenitor cells
While no study is available on ion channel expression in true HSCs, KIR

currents were observed in primitive HPCs (CD34þ CD38�) stimulated
with the combination of interleukin-3 (IL-3) and stem cell factor (SCF;
Shirihai et al., 1996). The biophysical features of whole cell currents
suggested that several KIR channel types were coexpressed. In fact, later
work showed that both strongly rectifying (KIR 4.3) and weakly rectifying
(KIR 1.1) channels are present in these cells. The expression of both KIR

types seems essential for the generation of committed progenitors in vitro, as
inhibition of the expression of either suppresses the generation of progenitor
cells from IL-3 and SCF-stimulated umbilical cord blood (CB) CD34þ

CD38� cells (Shirihai et al., 1998). More recently, the transcripts encoding
Kv11.1 channels were detected in circulating CD34þ cells upon cell cycle
induction by IL3 (interleukin 3), GM-CSF (granulocyte-macrophage col-
ony-stimulating factor), G-CSF (granulocyte colony-stimulating factor),
and SCF (Pillozzi et al., 2002). As illustrated in more detail in Section 4.3,
Kv11.1 (commonly named hERG1) associates with the b1 integrin in CB
CD34þ cells. This interaction is essential for proper BM engraftment of
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these HPCs. Recently, the Kv11.1 (herg1) transcript was also observed in
CD34þ/CD38�/CD128 (high) leukemic cells (Li et al., 2008).

4.2.2. Leukocytes
In neutrophils, the transcripts from different TRP members (TRPC6,
TRPM2, TRPV1, TRPV2, TRPV5, and TRPV6) were detected by
RT-PCR (Heiner et al., 2003). However, a biophysical and pharmacolog-
ical characterization has been only carried out for TRPM2. These currents
turned out to be evoked by ADP-ribose and NADþ, and contribute to
activate neutrophils in response to chemoattractants, producing a positive
feedback signal during the oxidative burst (Heiner et al., 2003). A Ca2þ-
activated BK-type Kþ channels was also recently observed in neutrophils.
Its activity appears to be essential for normal antimicrobial activity (Essin
et al., 2009).

Other work points to the necessity of characterizing the profile of
Cl� channel and transporter expression in neutrophils. Cl� efflux is, at
least in part, dependent on b2 integrin-mediated adherence of neutrophils
to fibronectin (FN), suggesting that adhesion molecules may play a direct
role in eliciting signals that activate Cl� release from these cells during
spreading and activation of the respiratory burst (Menegazzi et al., 1999).
Several types of Cl� channels have been well characterized in human
neutrophils: stretch-activated channels (Cl�SAC), calcium-activated chan-
nels (CaCCs), voltage-independent and voltage-dependent channels
(ClC1–5), and protein kinase C-regulated channels (Volk et al., 2008).

In macrophages, the best characterized ionic conductance is the KIR

channel cloned from the macrophage-like cell line J5774 (Kubo et al.,
1993). This channel type has been further described in primary human
and murine macrophages and in several macrophage-like cell lines (for
review, see Gallin, 1991).

4.2.3. Lymphocytes
For more than 25 years it has been widely recognized that a coordinated
influx of Ca2þ is essential to trigger T cell activation. During these years,
patch clamp analysis, molecular and genetic manipulation as well as func-
tional studies with specific blockers have led to the demonstration that a
unique contingent of ion channels orchestrate the triggering, duration and
intensity of the Ca2þ signals that control T cell activation. Pioneering work
performed in the early 1980s showed that voltage-gated Kþ channels are
expressed in T cells and regulate mitosis (Chandy et al., 1984; DeCoursey
et al., 1984; Fukushima and Hagiwara, 1985; Fukushima et al., 1984;
Matteson and Deutsch, 1984). Subsequent work led to clarify the differen-
tial channel expression in T lymphocyte populations and its implications for
the regulation of T cell activation (Cahalan et al., 1985; Krasznai, 2005;
Wulff et al., 2003). These cells turned out to express delayed rectifying
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Kv1.3 K
þ channels and intermediate conductance KCa3.1 Ca

2þ-dependent
Kþ channels (Douglass et al., 1990; Logsdon et al., 1997; Wulff et al., 2000)
as well as Orai1 (which forms the CRAC channel once assembled with the
stromal interacting protein 1, STIM-1; Zhang et al., 2006), TRPM7, and
Clswell channels (Cahalan and Chandy, 2009). The concerted action of these
ion channels performs vital roles for the T cell activation and effector
functions. In general, Kþ channel-dependent hyperpolarization facilitates
the Ca2þ influx induced by antigen binding. The consequent stimulation of
intracellular Ca2þ- and PKC-dependent pathways triggers proliferation
(Chandy et al., 2004). Moreover, Kv1.3 localizes on the plasma membrane
of T cells as part of a signaling complex that includes the b1 integrin, a PDZ-
domain protein called hDlg (or SAP97), an auxiliary channel subunit Kvb2,
and the adapter proteins ZIP and p56lck (Lck) (Beeton et al., 2006; Chandy
et al., 2004), which further stresses its relevance for T cell activation (see
below). The functional network that controls intracellular Ca2þ and hence
activation of lymphocytes operates at different levels. We will focus on
what happens at the IS formed when T cells encounter specific antigen-
presenting cells. Both Kv1.3 and KCa3.1 are recruited to the IS during
antigen presentation, while STIM1 and Orai1 relocalize at the DC interface
within 5 min of contact, resulting in a localized Ca2þ influx into the
synaptic region of the T cell. It is possible that the recruitment of CRAC
channels to the IS where receptors, adhesion molecules, and other stimula-
tory molecules accumulate, is important for long-term Ca2þ-dependent
regulation of the signaling events triggered on antigen presentation. More-
over, as Kv1.3 is part of the large signaling complex described above, its
localization in the IS promotes the clustering of the associated proteins at the
synapse. As is typical of membrane complexes such as these, colocalization
of these proteins at the IS probably provides a sophisticated mechanism to
couple external stimuli with different intracellular signaling cascade. The
possible contribution of local changes in the concentration of ions different
from Ca2þ is poorly understood, but should not be neglected as elevated
extracellular Kþ has been reported to activate the b1 integrin and to induce
integrin-mediated adhesion in T cells (Levite et al., 2000). Finally, the close
proximity of Kv1.3 to its partners within the signaling complex may provide
a mechanism for regulation of the channel itself. In summary, Kv1.3 likely
serves as a scaffold that couples the TCR complex to b1 integrin and to an
array of intracellular signals that collectively modulate T cell activation
(Cahalan and Chandy, 2009). Another intriguing aspect of the Kv1.3
physiology is that, following activation, effector/memory T (TEM) cells
express higher levels of the Kv1.3 and lower levels of KCa3.1, compared to
naı̈ve and central memory T cells (TCM). Upon repeated in vitro antigenic
stimulation, naı̈ve cells differentiated into Kv1.3

high KCa3.1
low TEM cells.

Therefore, the balance of these channel types constitutes a specific func-
tional marker of activated TEM lymphocytes. Besides scientific interest,
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these observation present pharmacological relevance. The potent Kv1.3-
blocking peptide ShK, extracted from the sea anemone Stichodactyla
helianthus, suppresses TEM cell proliferation without affecting naı̈ve or
TCM lymphocytes. Thus, inhibition of Kv1.3 could be exploited in clinical
treatment of autoimmune diseases (Wulff et al., 2003).

A similar picture also applies to B lymphocytes. It has in fact been
reported that IgDþ CD27þ naı̈ve B cells upregulate KCa3.1 during activa-
tion, and their proliferation is suppressed by specifically blocking KCa3.1 but
not Kv1.3. In contrast, class-switched IgD

� CD27þ memory B cells express
high levels of Kv1.3 and their mitogen-driven proliferation is suppressed by
the Kv1.3 inhibitor ShK (Wulff et al., 2004). The complete set of ion
channels expressed in T and B lymphocytes and their physiological roles
are reported in Table 5.1. More details are found in specialized reviews
(Cahalan and Chandy, 2009; Oh-hora and Rao, 2008).

4.2.4. Platelets
Platelets control Ca2þ homeostasis mainly through TRPC1 and TRPC6
channels. The mechanism is still controversial, but TRPC6 seems to be
involved in receptor-activated, diacylglycerol-mediated cation entry, while
TRPC1 is apparently involved in store-operated Ca2þ entry. As reminded
above, store-dependent Ca2þ influx in nonexcitable cells often occurs via
the coupling of the intracellular store Ca2þ sensor STIM-1 with plasma
membrane CRAC channels (Zhang et al., 2006). Genetic evidence indi-
cates an important role for STIM-1 in platelet function (Tolhurst et al.,
2008), and TRPC1 is apparently the only ion channel coupled to STIM-1
to mediate store-dependent Ca2þ entry in the platelet (López et al., 2006).

4.2.5. Erythrocytes
In human erythrocytes three different types of ion channels have been
described so far (Table 5.1). The most relevant, the Gardos channel, is a
Ca2þ-activated Kþ channel (KCa3.1). It is considered the major regulator of
erythrocyte volume because, by mediating Kþ efflux, controls dehydration
and shrinkage (Brugnara, 1997; Gardos, 1958; Grygorczyk and Schwarz,
1983).

4.2.6. Neoplastic hematopoietic cells
A detailed analysis of the Kþ channel transcripts in primary leukemias as well
as several hematopoietic cell lines has been carried out by different groups
(Arcangeli et al., 2009; Pillozzi et al., 2002; Smith et al., 2002). Kþ currents
seem often to be necessary during proliferation, although the specific
channel involved depends on cell type (Arcangeli et al., 2009; Table 5.2).
Novel insights into this picture are provided by the discovery that the
Kv11.1 transcript is also expressed in leukemia stem cells (identified as
CD34þ/CD38�/CD123 (high)), that is, in the stem cell population that
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Table 5.2 Integrins and ion channels in neoplastic hematopoietic cells

Integrin Function Ion channel Function

Interplay

integrin/ion

channel

Myeloid leukemia
b1

Kv11.1

Acute a4b1
I Adhesion to FN and VCAM-1;

correlation with improved

overall survival

4-AP

sensitive

K+

channels

Cell signaling

a5b1
II Adhesion to FN KDR Differentiation

aMb2
III Correlation with unfavorable

prognosis

KIR
a

avb3 Migration KCa1.1
b Differentiation

Kv11.1
c Proliferation; migration;

correlation with shorter

overall survival

CRAC

Chronic a4b1
I Adhesion to FN and VCAM-1;

proliferation

AQP5 Proliferation

a5b1
II Adhesion to FN; proliferation TRPV5,

TRPV6

b2

Lymphoid leukemia

Acute a6 Marker for detection of MRD Kv1.3

a4b1
I Proliferation Kv11.1

c Proliferation; protection

from chemotherapy-

induced apoptosis



a5b1
II Kv12.2

KCa2.2

TRPV5,

TRPV6

Ca2+ homeostasis

TRESK

Nav1.5

Chronic a3b1
a4b1

I Adhesion to FN and VCAM-1;

migration

a5b1
II Adhesion to FN

aLb2
IV Adhesion to peripheral

lymphoid organs; migration

a4b7
Lymphoma a4 Adhesion to BM Kv1.3 Maintenance of the

membrane potential

b1

Kv11.1a4b1
I Adhesion to BM; homing to

lymphoid tissues

Kv11.1
c Proliferation

aLb2
IV KCa2.3

a4b7 Leukemic dissemination KCa3.1
b Cell cycle

Myeloma a4b1
I Adhesion to BM; drug

resistance; homing to the

BM; production of GF

VDAC Apoptosis

AQP1 Correlation with BM

angiogenesis

Cl swell

Following the common name of integrins and ion channels reported in the table: I, VLA-4; II, VLA-5; III, Mac-1; IV, LFA-1.
Abbreviations: PB, peripheral blood; BM, bone marrow; MRD, minimal residual disease; GF, growth factor.
a IRK1.
b TREK-1.
c hERG1.



is critical for perpetuation of the leukemia disease (Li et al., 2008). The data
reported in this paper generally support the notion that Kv11.1 channels are
implicated in the regulation of leukemia cell proliferation and cell cycle.

A completely novel player is represented by a member of the family of
Aquaporins (AQP), namely AQP5 (Chae et al., 2008). AQP5 turned out to
be overexpressed in CML cells. They promote cell proliferation and inhibit
apoptosis, perhaps through an effect on cell volume control. In addition, the
AQP5 expression increased with the emergence of imatinib mesylate resis-
tance (Chae et al., 2008).

K562 cells, that is, a human cell line obtained from a patient with CML
in blast crisis, were also shown to coexpress transient TRPV5 and TRPV6,
the two channel proteins that physically interact in these cells (Semenova
et al., 2009). The same two channels were also detected in the lymphoblas-
tic leukemia Jurkat cell line. Their expression pattern and high Ca2þ

permeability indicate an important role in controlling Ca2þ homeostasis
and probably in malignant transformation of blood cells (Vasil’eva et al.,
2008). Another emerging channel in oncology is represented by the TWIK-
related spinal cord Kþ (TRESK) channels, belonging to the double-pore
domain Kþ channel family, which resulted to be expressed in the Jurkat cell
line (Pottosin et al., 2008). Some studies also report altered expression of ion
channels and transporters in primary lymphomas. For example, upregula-
tion of KCNN3 (KCa2.3) was observed in germinal center B-like diffuse
large B cell lymphoma (DLBCL), whereas KCNA3 (Kv1.3) was upregu-
lated in activated B-like DLBCL (Alizadeh et al., 2000). Moreover, in the
lymphoma cell line Daudi, expression of KCa3.1 has been described and its
activity may account for cell malignant growth and proliferation (Wang
et al., 2007).

4.3. Regulation through formation of molecular complexes
and impact on downstream signaling

How do integrins interact with ion channels in hematopoietic cells? In
general, such a functional connection is reciprocal, integrins activate ion
channels (outside to in signaling) and ion channels regulate integrins (inside
to out signaling). This bidirectional cross talk mainly relies on cytoplasmic
messengers (Ca2þ, pH, protein kinases) commuting between the two
proteins (Arcangeli and Becchetti, 2006). We here focus our attention on
another mechanism of integrin/ion channels interaction that has been only
cursorily treated in previous reviews. Growing evidence indicates that
certain integrin and ion channel types can interact directly as the two
proteins coassemble onto the plasma membrane to form a supramolecular
complex. This constitutes a platform for triggering and orchestrating down-
stream cell signals. As far as we are aware, the first evidence of assembly
between integrins and ion channels was obtained in hematopoietic cells by
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Levite et al. (2000), who found that the b1 integrin subunit associate with
Kv1.3 channels in T lymphocytes. This leads to activate the integrin
adhesive properties and prompts cell migration. Shortly afterward, a physical
link between Kv1.3 channels and b1 integrins was described in melanoma
cells (Artym and Petty, 2002).

The b1 integrin subunit was also found to associate with another Kv

channel, the Kv11.1 channel, in leukemia cells (Cherubini et al., 2002). This
observation was subsequently extended to other cancer cells, with the aid of
membrane immunoprecipitation methods. Three types of b1/Kv11.1 mac-
romolecular complexes have been described so far. (1) A bimolecular
complex, limited to b1 and Kv11.1. Once formed, this complex recruits
cytosolic signaling proteins, like FAK, which activate in an integrin- and ion
channel-dependent manner. Similar observations were carried out in normal
epithelial cells transfected with the Kv11.1 channel (Cherubini et al., 2005)
and in transformed epithelial cells like colon and gastric adenocarcinomas.
Tests with specific inhibitors suggest that formation of such a complex
regulates the cancer cell motility and invasive properties (Lastraioli et al.,
2004) as well as the secretion of angiogenic factors (Crociani et al., submit-
ted). (2) A trimolecular complex, in which a third membrane protein, a
growth factor receptor, associates with the integrin/channel dimer. Such a
complex was demonstrated to occur in AML and in human cytokine-
stimulated HPC. In these cases, the adjunctive partner was the VEGF
receptor 1 (Flt-1) (Pillozzi et al., 2007a) and the Kv11.1 was almost exclu-
sively constituted by the truncated hERG1B isoform, which is highly
expressed in leukemia cells (Crociani et al., 2003). However, work in
transfected human embryonic kidney (HEK293) cells suggests that
HERG1B does not coimmunoprecipitate with the b1 integrin. In AML
cells, it is Flt-1 that coimmunoprecipitates with hERG1B and also provides
linkage to b1, probably through an integrin protein domain different from
the one used by the full length Kv11.1 forms. The trimeric complex stimu-
lates cell signaling through the Flt-1-dependent pathways, which nonethe-
less also depend on Kv11.1 activation, as shown by selectively inhibiting
the latter. (3) In ALL these membrane complexes can also contain, as a third
element, a seven-spanning domain membrane receptor, in particular a che-
mokine receptor (Pillozzi et al., 2007b). Differently from the AML complex
described above, this type of trimeric complex also turned out to assemble in
the absence of any stimulation. It was hypothesized that, in B-ALL cells, the
integrin receptor is the central member of the complex, which interacts with
both the chemokine receptor, as documented in other experimental systems
(Hartmann et al., 2005; Tabe et al., 2007), and the ion channel. Whether
this double interaction involves different integrinic domains remains to be
established. What is, however, important from a functional point of view is
that the above multiprotein complex stimulates signaling through ILK, and
its formation controls cell survival and chemoresistance in ALL.
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It was previously showed that integrin-dependent activation of Kv11.1
modulates cell differentiation, in both neuroblastoma and preosteoclastic
leukemia cells. In the latter, inhibiting the Kv11.1 activation induced by FN
prevents the acquisition of the osteoclast phenotype typically triggered by
cell adhesion (Hofmann et al., 2001). More light on the functional con-
sequences of the integrin/channel interaction was shed by the subsequent
demonstration that cross talk between integrins and Kv11.1 relies on direct
interaction of the two proteins on the plasma membranes, which is neces-
sary to stimulate the downstream signals. In AML cells, the b1/Flt-1/Kv11.1
complex regulates both leukemia cell proliferation inside the BM and
migration to the PB and extramedullary sites. The channel activity is indeed
relevant in both processes, since they were inhibited when Kv11.1 channel
activity was specifically blocked (Pillozzi et al., 2007a). Complex formation
in AML cells triggered p-tyr on Flt-1 and the activation of downstream
MAPK and PI3K/pAkt pathways. Moreover, Kv11.1 activity was necessary
for the modulation of these signals. Therefore, it can be concluded that the
biological effects depend on cell signals that are triggered by the contribu-
tion of membrane complex formation and channel activity, although it is
presently unclear whether Kv11.1 activity is only necessary for the complex
assembly or it has independent effects on downstream signaling.

Altogether, it emerges that the association of integrin receptors with
Kv11.1 is a common occurrence in leukemia cells. The membrane complex
can also comprise other protein partners, typically growth factor or chemo-
kine receptors. Such a multiprotein structure serves as a molecular platform
which recruits other proteins and second messengers, thus constituting a
signaling site able to trigger and sustain the intracellular messages involved in
cell proliferation and migration.

4.4. Implications for oncology

What is the significance of the interaction between integrins and ion
channels, and particularly of the b1/ Kv11.1 complex, in oncology?
The presence of the complex on leukemia blasts identified a subgroup of
AML patients with a worst prognosis (Pillozzi et al., 2007a). Moreover, in
childhood ALL, formation of the b1/ Kv11.1/CXCR4 complex leads to
overcome drug resistance (Pillozzi et al., 2007b). As stated above, the BM
microenvironment provides a ‘‘sanctuary’’ in which subpopulations of
leukemia cells can evade the chemotherapy-induced death and acquire a
drug-resistant phenotype. Protection involves a complex interplay between
stroma-produced cytokines and adhesion molecules on leukemia cells
(Matsunaga et al., 2003). Hence, when ALL cell lines are cultured on
human BM stromal cells, the apoptotic effect of chemotherapic drugs like
doxorubicin, prednisone, vincristin, and methotrexate are strongly inhib-
ited. In this condition, addition of specific Kv11.1 blockers bypasses
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the resistance to these drugs, promptly restoring a significant level of
apoptosis in leukemia cells (Pillozzi et al., unpublished results). Because
the b1/Kv11.1/CXCR4 complex in ALL cells activates ILK, with ensuing
switch-on of the MAPK and PI3K/pAKT pathways, and because blocking
Kv11.1 inhibits both pathways, it is again conceivable that Kv11.1 channels
constitute a pivotal regulation point for the integrin- and chemokine
receptor-dependent signaling and hence chemoresistance.

Another mechanism relying on integrin/Kv11.1 interaction that may
indirectly affect leukemia therapy was recently observed in HPCs, that is,
CD34þ cells. Previous studies demonstrated that treatment of CB CD34þ

cells with high energy shock waves (HESW) significantly improves their
in vitro expansion and engraftment in immunodeficient NOD/SCID mice
(Berger et al., 2005). We found that HESW exposure increases the CB
CD34þ cell adhesion without affecting the expansion of CAMs and
CXCR4. HESW does not affect cell migration of the cell distribution
between the cell cycle phases, but increases the percentage of CB CD34þ

cells that express high levels of Kv11.1 protein, with consequent hyperpo-
larization of the HESW-treated CD34þ cells. Specific inhibition of Kv11.1
produces the expected cell depolarization, with parallel inhibition of cell
adhesion. We conclude that treatment of CD34þ cells with HESW stimu-
lates their adhesive properties and may facilitate their homing in a transplant
setting. The effect seems partly mediated by Kv11.1 activity (Timeus F.
personal communication).

5. Integrins and Ion Channels in Cell Migration

A most interesting recent development in cell physiology regards the
comprehension of several mechanisms by which integrins and different
channel types interact in controlling cell migration. These processes are a
fundamental component of embryogenesis and tissue remodeling in the
adult. Moreover, they accompany many processes of pathological rele-
vance, such as inflammation, wound healing, and metastatic spread. Migrat-
ing cells protrude actin-containing lamellipodia from their leading edge.
Subsequently, the actin cytoskeleton connects to the substratum through
focal contacts, which contain integrins. Finally, the bulk of the trailing cell is
drawn forward (traction phase; Bray, 2001). Cell migration is modulated by
chemical stimuli, which can regulate random migration (chemokinesis) or
directional migration (chemotaxis; Gee, 1984). The latter process requires
particularly precise coordination between the subsequent adhesion and
release steps and cytoskeletal contraction along the direction of migration.
As typical mediators of cell interaction with the environment, it is not
surprising that integrins play major roles in eukaryotic cell migration.
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5.1. Potassium channels

Studies carried out in the last 15 years have led to recognize that several
types of Ca2þ-activated and voltage-dependent Kþ channels are implicated
in the cell migration machinery. This rapidly growing field has been
reviewed recently (Schwab et al., 2007, 2008) and will not be discussed in
detail here. In brief, Kþ channel activation is believed to modulate cell
crawling through different mechanisms. By changing Vm, K

þ channels alter
the driving force for other ions, and especially Ca2þ, which controls
migration at several levels (Schwab et al., 2008). Kþ flux must also accom-
pany the anion fluxes during the local volume alterations coupled with the
cell shape changes that occur in migration (Sontheimer, 2008). Moreover,
cell volume controls the actin cytoskeleton (Pedersen et al., 2001). Finally,
Kþ channels form complexes and thereby modulate several proteins
involved in cell movement, such as FAK (Rezzonico et al., 2003; Wei
et al., 2008), cortactin (Tian et al., 2006;Williams et al., 2007), and integrins
themselves, on which we focus our discussion.

Detailed studies have been carried out on the related a4b1 and a9b1
integrins. Both of them stimulate motility and inhibit cell spreading, but the
mechanisms underlying these effects are different (Vandenberg, 2008). In T
cells, phosphorylation of a4b1 integrin stimulates lamellipodial protrusion,
whereas dephosphorylation at the trailing edge facilitates retraction. This
process is mediated by binding of paxillin to the integrin C-terminus, which
activates the small G protein Rac (Goldfinger et al., 2003; Han et al., 2003;
Liu et al., 1999; Ridley et al., 2003; Rose et al., 2007). The a9 containing
integrins are also known to bind paxillin (Liu et al., 2001; Young et al.,
2001), but recent work shows they control cell migration through a mech-
anism that involves KIR channels (deHart et al., 2008). Previous work by
the same research group demonstrated that interaction between spermi-
dine/spermine N1-acetyltransferase and the cytoplasmic domain of a9
integrin is necessary and sufficient for the migration mediated by a9b1 to
occur in Chinese hamster ovary cells (Chen et al., 2004). This enzyme is
thought to be the rate limiting for the conversion of spermine and spermi-
dine to polyamines containing a lesser number of positive charges (such as
putrescine). These latter bind with lower affinity to acidic targets in proteins
and are further metabolized or excreted by the cell (Pegg, 2008). deHart
et al. (2008) have shown that functional acetyltransferase is necessary for cell
migration and that a decrease of intracellular spermine and spermidine
triggers the a9b1-dependent migration. Other studies in intestinal cells had
previously indicated that the migration of epithelial cells depends on poly-
amines, probably through activation of Rac1 (Ray et al., 2003). However,
the work by deHart et al. (2008) in engineered cell lines adds the important
observation that the stimulation of a9-mediated migration through the
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polyamine catabolism is likely to depend on activation of a typical poly-
amine target, namely the KIR 4.2 channel. In fact, blocking the activity or
expression of KIR 4.2 inhibits the a9-dependent cell migration in cell lines as
well as microvascular endothelial cells. What is more, KIR 4.2 was also
found to colocalize with a9b1 integrin in FA complexes at the leading edge
of crawling cells, which points to a complex regulatory network through
which integrins and ion channels can communicate, in analogy to what has
been described in leukemia cells. Whether the involvement of a specific KIR

channel has a special functional meaning in these cells or the precise way of
increasing Kþ currents is relatively indifferent for the downstream processes
constitute an important point that remains to be elucidated.

5.2. Nicotinic acetylcholine receptors in epithelia

As reminded earlier, the ‘‘neuronal’’ nAChR subunits are also expressed in a
variety of nonneuronal tissues. Their functions are manifold and only
partially understood, but relatively ample evidence shows that cholinergic
agonists can exert paracrine roles that include stimulation of chemotaxis
through activation of nAChRs themselves (Chernyavsky et al., 2004;
Wessler and Kirkpatrick, 2008). Here, we focus on the studies carried out
on keratinocytes, while some related observations concerning the
regulation of neurite extension are reviewed in a later section.

As other nonneuronal cell types, epithelial keratinocytes release ACh,
which acts as an autocrine and paracrine factor that stimulates expression
and activity of muscarinic and nicotinic ACh receptors. In particular,
stimulation of nAChRs controls keratinocyte migration, a process that
determines wound repair. During this process, keratinocytes extend their
lamellipodia and then crawl perpendicularly to the wound axis. Work on
galvanotropism (migration directed by steady electric currents) has sug-
gested that cell migration could depend on accumulation of ion channels
at the leading edge. When seeded in an electric field of a magnitude similar
to the one present near wounds in mammalian skin (Barker et al., 1982),
keratinocytes tend to migrate parallel to the lines of the electric field, toward
the cathode (Nishimura et al., 1996). Basing on similar work in other
physiological systems, it had been previously proposed that a high density
of depolarizing ion channels at the leading membrane could elicit events
that stimulate extension of cell protrusions (Poo, 1981). Subsequent work
has confirmed that certain channel types, and particularly nAChRs, tend to
cluster at the leading edge of cells undergoing galvanotaxis (e.g., Luther and
Peng, 1985; Peng et al., 1993). The mechanisms whereby acetylcholine
receptors contribute to the regulation of oriented cell migration have been
investigated in detail in human keratinocytes. Chemotaxis toward the
cholinergic agonist seems to depend mostly on activation of homomeric
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(a7) nAChRs. This process is preceded by redistribution of the a7 nAChR
subunit to the cell’s leading edge, where the nAChR colocalizes with b1
integrins (Chernyavsky et al., 2004). The M1 muscarinic receptor was also
found to cluster at the leading edge and inhibition of either the ionotropic
or the metabotropic receptor inhibits migration. Both ionotropic and
metabotropic ACh receptors thus converge in controlling the Ras/Raf/
MEK1/ERK pathway, whose final effect is upregulation of a2 and a3
integrin subunits, which stabilize the leading lamellipodium (Chernyavsky
et al., 2005). This, as well as subsequent work, led these authors to propose
the following regulatory scheme (see Fig. 6 in Chernyavsky et al., 2009).
Activation of a7 nAChR stimulates expression of the a2 integrin gene
through the Raf/MEK/ERK cascade, cooperatively activated by a Ca2þ-
independent mechanism (mediated by Ras) and a Ca2þ-dependent pathway
mediated by CaMKII and PKC. In parallel, engagement of the nAChR
leads to phosphorylation of Jak2, thus leading to cytoskeletal reorganization
mediated by the PI-3K/ROK cascade.

As noted earlier, although structurally unrelated to KIR channels,
nAChRs also present inward rectification caused by voltage-dependent
channel block produced by intracellular polyamines. Therefore, a fruitful
topic for further study may be the possible implication of the polyamine
metabolism in the epithelial cells whose migration is controlled by nAChR
activation.

6. Integrins and Ion Channels in the
Nervous System

6.1. Integrin expression in the central nervous system

The roles of integrin receptors during the development of the nervous
system and the implications for synaptic function and epileptogenesis have
been reviewed elsewhere (Clegg et al., 2003; Denda and Reichardt, 2007;
Dityatev et al., 2006; Gall and Lynch, 2004; Morini and Becchetti, 2008;
Schmid and Anton, 2003; Tarone et al., 2000). Here, we first provide a brief
summary of the distribution and roles of integrin receptors in immature and
adult brains for reader’s reference. In the following sections, we focus on
some advances particularly relevant from the cell signaling viewpoint.

Integrin expression during cerebral development is generally mutable,
because it must match the expression of the different ECM environments
established in different stages. Some receptor forms, however, persist in the
adult, in which in situ hybridization studies reveal highly specific regional
patterns of expression, at least in rodents (Pinkstaff et al., 1998). The b1, b3,
b5, and b8 subunits are expressed by neurons throughout the developing
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cerebral wall and persist in the adult, particularly in the hippocampal and
cortical synapses. The b8 subunit is also expressed by glial cells. On the other
hand, b2 and b4 expression is limited to the adult hippocampus, whereas b6
is found in both adult cerebral cortex and hippocampus (Cousin et al., 1997;
Nishimura et al., 1998). As to the a integrins, a1, a3, and a4 are widely
distributed in the developing rat brain, whereas in the adult they are
confined to a few specific layers in the hippocampus, cerebellum, and
neocortex. In contrast, a5 and a7 integrins are only detected in the adult,
especially on neocortical cell bodies and apical dendrites (Pinkstaff et al.,
1999). Expression of a8 is detected in cortical neuron dendrites since E16.
Electron microscopy studies indicate that it is associated with the postsyn-
aptic densities of the dendritic spines of hippocampal pyramidal neurons and
granule cells. Finally, av is typically observed in the radial glial fibers of the
developing cerebral cortex and persists in neurons and astrocytes of
the mature cortex.

Several studies have addressed the function of different integrin types
during cortical development (e.g., Belvindrah et al., 2007; Graus-Porta
et al., 2001; Schmid and Anton, 2003; Schmid et al., 2005). Murine strains
knocked out for different integrins, such as b1 (Belvindrah et al., 2007;
Graus-Porta et al., 2001), av, and a6 (Schmid and Anton, 2003), present
different patterns of cortical malformation. Full review of this literature is
beyond our purposes, considering that the cellular physiology of these
processes and consequently the regulatory relations with channels and
transporters during neuronal development are largely unknown.

6.2. Integrin-channel interplay in mature neuronal circuits:
Control of synaptic function

In mature neuronal circuits, the balance between synaptic stability and
plasticity depends on membrane interaction with the ECM. As illustrated
above, many integrins are localized specifically at synapses (particularly a3,
a5, a8, av and b1, b3, b8). Nonetheless, until about a decade ago, the
integrin-mediated interactions between neurons and the ECM in the
adult nervous system were tacitly considered to be much less dynamic
than those occurring during development. They were thus believed to
contribute to the neural tissue stability, but give little contribution to
synaptogenesis and the physiology of mature synapses. The situation
changed in the late 1990s, where different lines of evidence pointed to a
degree of flexibility in the neuronal interactions with the ECM, with
implications for synaptic plasticity, neuronal regeneration, and epileptogen-
esis (e.g., Condic, 2001; Grotewiel et al., 1998; Pinkstaff et al., 1998; Stäubli
et al., 1998). In fact, integrin ligands containing RGD motifs were soon
found to be able to produce changes in neuronal excitability and Ca2þ

fluxes within minutes (Wildering et al., 2002).
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Glutamate receptors, in particular, turned out to be a target of integrin-
dependent regulation (Chavis and Westbrook, 2001; Gall and Lynch,
2004). This has clear implications for synaptic plasticity, as suggested by
early work indicating that interfering with the integrin-mediated adhesion
to ECM tends to block LTP in adult rat hippocampal slices (Stäubli et al.,
1990, 1998). The notion was confirmed by subsequent studies that took
avail of the snake toxins that preferentially inhibit the b1- and b3-mediated
adhesion (Chun et al., 2001) and of antibodies against the a3 integrin
(Kramar et al., 2002). Differently from RGD peptides, these more specific
agents allow to dissect the dynamics of integrin effects. They generally point
to the relevance of a3b1 and a5b1 integrins for hippocampal LTP and
suggest that LTP comprises several integrin-dependent consolidation stages.
Studies with murine strains knocked-out for integrin subunits confirm that
several integrins have a part in the neuronal cell physiology. Reduced
expression of a3 leads to incapacity of maintaining LTP, whereas simulta-
neous deletion of a3 and a5 leads to defective paired-pulse facilitation.
Finally, decrease of a3, a5, and a8 leads to defective LTP and spatial memory
in water maze (Chan et al., 2003). On the other hand, specific deletion of a3
in forebrain excitatory neurons produces defective LTP at hippocampal
Schaffer collateral CA1 synapses, with no basal anomaly in synaptic trans-
mission and paired-pulse facilitation. In this case, the spatial tasks dependent
on hippocampus function were normal, with the exception of nonmatch-
to-place working memory (Chan et al., 2007). These effects were similar to
those observed in b1-integrin conditional knockout mice (Chan et al.,
2006), which indicate that a3b1 integrin (and its interaction with laminin
(LM)) gives a prominent contribution to determine this aspect of memory
in central synapses.

How integrins enhance and stabilize LTP is unclear. The b1 subunit is
thought to control the actin polymerization in dendritic spines that accom-
panies the early stages of LTP stabilization (Kramar et al., 2006), but
conclusive evidence about these issues is not available to date. Considering
that LTP depends on gene expression, which is partly mediated by cytosolic
Ca2þ increase, current working hypotheses are based on knowledge gained
in other cell types and reviewed in the other sections of the present paper.
Because synaptic potentiation involves upregulation of excitatory synaptic
ion channels, we focus below on what is known about the interplay
between integrins and the neuronal glutamate receptors. Considering the
high permeability to Ca2þ of the NMDA receptors, these results also
suggest general mechanisms for integrins to modulate the Ca2þ-dependent
signaling.

Finally, we notice that other lines of evidence suggest that synaptic
stability may also be controlled by direct interaction of ion channels with
the ECM proteins. This mechanism was indicated by work carried out on
the Torpedo electric organ (Sunderland et al., 2000). Further work with
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electric organs as well as cultured murine motor nerve terminals showed
that LM b2 directly binds to the extracellular portion of the pore forming
Cav(a) subunit in Torpedo and that interaction between LM and the
Ca2þ channel is necessary for proper assembly of the active presynaptic
zones in motor neuron terminals (Nishimune et al., 2004; Sunderland
et al., 2000).

6.2.1. Synaptic plasticity in the hippocampus
A relatively large literature is available about the interplay of integrins and
ionotropic GluRs in immature (Chavis and Westbrook, 2001) and mature
hippocampus (Gall and Lynch, 2004). In hippocampal slices and synapto-
neurosomes from mature rats, integrin activation with RGD-containing
peptides potentiates the NMDA receptors (Lin et al., 2003). The effect
depends on strong activation of FAK and the associated protein Pyk2, with
ensuing SFK-dependent phosphorylation of both NR2A and NR2B
channel subunits (Bernard-Trifilo et al., 2005).

The integrin-dependent modulation of excitatory transmission in
hippocampal slices from adult rats also depends on activation of AMPA
receptors, as shown by perfusing these slices with RGD-containing pep-
tides. The response is inhibited by a mixture of anti-integrin antibodies,
which cover the spectrum of integrins expressed in this region (Kramar
et al., 2003). This work provided further interesting signaling insight.
Integrin activation led to phosphorylation of both CaMKII and the
GluR1 subunit of AMPA receptors. To inhibit these phosphorylation
steps, it turned out to be sufficient to block the NMDA receptors.
Conversely, the synaptic potentiation due to AMPA receptor stimulation
was only blocked when specific inhibitors of NMDA receptors and of SFK
were applied together. Therefore, it seems that integrin binding activates
two intracellular pathways. The first is not dependent on Src and stimulates
the NMDA receptors, with consequent phosphorylation of CaMKII and
GluR1 (which leads to AMPA receptor potentiation). The second is
mediated by SFK activation and also modulates the AMPA receptors. The
studies mentioned above on b1 integrin knockout mice support the idea
that integrins control AMPA receptors, at least in the hippocampus. In these
animal models, the fast excitatory transmission at CA3–CA1 synapses is
strongly reduced, probably because of defective postsynaptic AMPA recep-
tors (Chan et al., 2006). It is clear that the interplay of integrins and AMPA
receptors is complex and includes feedback from channel activation to
integrin expression, as is also increasingly recognized in other experimental
systems. The AMPA channel activity stimulates the membrane expression
of a5 and b1 subunits, which in turn stimulate, once activated, intracellular
kinase-dependent signaling cascades (Lin et al., 2005a).

It is also worth mentioning that interference in LTP consolidation is also
produced by using compounds that inhibit ECM proteases such as tissue
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plasminogen activator (Baranes et al., 1998), metalloproteases (Nagy et al.,
2006), and neuropsin (kallikrein-related peptidase 8; Tamura et al., 2006).
Increasing evidence indicates that the cellular effects induced by ECM
proteases are often mediated by integrin receptors (Ishikawa et al., 2008;
Michaluk et al., 2009). These observations provide a conceptual link with
the cellular mechanisms induced by the tumor microenvironment.

6.2.2. Recent clues about the neocortex
To determine the potential cognitive implication of integrin-dependent
plasticity, it will also be necessary to analyze these processes in selected
neocortical regions, about which very little is known. Biochemical and
imaging work on dissociated rat neocortical neurons highlight integrin-
dependent signaling mechanisms partly similar to those observed in the
hippocampus. Integrin activation was found to stimulate Ca2þ influx,
probably through NMDA receptors. This was accompanied by activation
of SFK andMAPK, with ensuing phosphorylation and nuclear translocation
of ERK1/2 (Watson et al., 2007). Nevertheless, in these neurons, the
integrin-dependent activation of the ERK1/2 kinase pathway does not
seem to depend on any typical mediator of integrin signaling, such as
FAK phosphorylation or alteration of the Ca2þ-calmodulin-dependent
protein kinase II (CaMKII). These findings further complicate the picture
of integrin-dependent signaling, because they suggest that, in the adult
brain, the signaling pathways recruited by cell adhesion to the ECM differ
between cerebral regions and neuronal types.

The integrin-induced Ca2þ fluxes have also been recently studied in
neuron-enriched primary neocortical cultures (Lin et al., 2008). In these
cells, activating a5b1 integrins quickly stimulates a prolonged increase in
[Ca2þ]i. The response depends on voltage-gated Ca2þ channels and NMDA
receptors, but complete inhibition is only obtained when the voltage-gated
Naþ channels, the AMPA receptors, and tyrosine kinases are blocked. These
and other results (e.g., Hilgenberg and Smith, 2004) suggest that interaction of
cultured neocortical neurons with the ECM recruits tyrosine kinase pathways
and stimulates Ca2þ influx through different pathways both voltage dependent
and independent, such as voltage-gated Ca2þ channels, NMDA receptors,
Ca2þ release from intracellular stores, etc. The mechanistic details and the
general significance of these results are still matter of debate.

6.3. Integrin-channel interplay in developing
neuronal circuits

The nervous system develops in subsequent stages, all of which depend on
ion channel function, often regulated by cell adhesion to the ECM. After
rounds of cell division of neural stem cells, specific signals determine exit
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from cell cycle. At this stage, both VGCs and ligand-gated channels control
neuronal progenitor proliferation and exit from cell cycle, as they do in
many (perhaps all) other cell types. Derangement of ion fluxes in this phase
is also relevant for neoplastic processes, as has been reviewed above and
elsewhere (Arcangeli et al., 2009; Cayre et al., 2009; Lang et al., 2005).
Subsequently, neurons migrate radially or tangentially to reach their final
destination. This process is under complex regulation by ECM proteins,
cell–cell adhesion molecules (CAMs), and diffusible factors (Spitzer, 2006;
Zheng and Poo, 2007) (Fig. 5.2). In former sections, we have outlined the
current state of knowledge about ion channel roles in cell migration. Those
mechanisms suggest fruitful lines of research for neuronal migration as well,
about which not much is known to date. When neurons have reached their
final location, differentiation occurs, which implies expression of the full
complement of VGCs, neurotransmitter synthesis, and expression of neu-
rotransmitter receptors. Moreover, axons must be properly addressed to
target tissues for synapse formation on other neurons, vessels, muscle, etc.
This implies the existence of sensitive mechanisms for regulating growth
cone guidance and dendritic outgrowth, which are briefly illustrated below.

Similar Ca2þ-dependent signals regulate both dendrite extension during
the late stages of neuronal differentiation and the growth cone pathfinding
that leads axons to their final postsynaptic targets. Extracellular cues trigger
Ca2þ influx through a variety of membrane channels. Growth cone exten-
sion requires a permissive range of [Ca2þ]i, whereas the frequency of Ca

2þ

waves and spikes controls the rate of axonal elongation.More localized Ca2þ

transients regulate cone steering in response to extracellular signals (Gomez
and Zheng, 2006; Kater et al., 1988). Ca2þ exerts its effects by modulating
the many well-known Ca2þ-sensitive signaling pathways that converge on
cytoskeletal elements and associated regulators such as myosin, Rho, gelso-
lin, ROCK, and others (Zheng and Poo, 2007). These signals must involve
integrins, because of the necessity of coordinating the adhesion points’
turnover, that is, assembly at the front and disassembly at the rear of moving
cells, a particularly delicate process in the long neuronal processes.

During the 1980s, it had become clear that axonal growth in vivo and
neurite extension in vitro are regulated by the coordinated action of three
main kinds of factors: soluble neurotrophic compounds, ECM components,
and a variety of CAMs (Bixby and Harris, 1991). In the early 1990s, several
in vitro approaches were applied to the study of the underlying cellular
processes and the role of ion fluxes began to emerge. In agreement with
the recognition of the importance of Ca2þ signals in these processes, neurite
growth in response to CAMs such as N-Cadherin, L1, and N-CAM was
found to depend, at least in part, on activation of voltage-sensitive Ca2þ

channels (Bixby et al., 1994; Doherty et al., 1991; Williams et al., 1992).
LM was also found to elicit cytosolic Ca2þ transients in chick ciliary gang-
lion neurons (Bixby et al., 1994). Parallel studies on the integrin-dependent
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Figure 5.2 Migration-related signals in neurons. Neuronal migration and neurite
extension take place during development of the nervous system and, in later stages,
during synaptic maturation and plastic changes as well as during tissue remodeling after
damage. The mechanisms occurring at axon growth cones and neurite tips are thought
to be similar. Neurons respond to three main types of different external guidance or
differentiation signals: diffusible messengers (e.g., neurotransmitters or neuropeptides),
ECM proteins such as fibronectin and laminin and neuronal or glial CAMs. Extracellu-
lar signals are transduced by specific membrane receptor types (as indicated) which
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adhesion to the ECM led to observe that neurite outgrowth in neuroblas-
toma cells grown onto FN, vitronectin (VN), or LM depends on activation
of Kþ channels (Arcangeli et al., 1993, 1996), that were subsequently
recognized to belong to the Kv11 subfamily (Bianchi et al., 1998). The
contribution of Kþ channels to neurite extension has not been much
followed up, because most of these studies have subsequently concentrated
on the contribution of Kþ channels to cell proliferation and differentiation
in experimentally simpler cell types. On the other hand, the implication of
Ca2þ channels in neurite extension is supported by many studies, indicating
that cytosolic Ca2þ controls the physiology of neuron extension. Detailed
mechanistic insight has been reached, for instance, in the case of the a5b1-
mediated neurite outgrowth, triggered by GM1 gangliosides. Gangliosides
are glycosphingolipids containing sialic acid. The ganliotetraose family
prevails in the nervous system. GM1 is the monosialosyl form of this family
and modulates many membrane proteins, including integrins and proteins
implicated in Ca2þ signaling, often by direct association (Ledeen and Wu,
1992, 2002; Mocchetti, 2005). Downstream signals can also be activated by
cross-linking the membrane-associated GM1 with other proteins, by using
multivalent molecules such as antibodies, the B subunit of cholera toxin,
and lectins. This mechanism was first described in rat lymphocytes (Dixon
et al., 1987) and subsequently observed in other cell types, including
neuroblastoma (e.g., Carlson et al., 1994; Quattrini et al., 2001) and primary
neurons (Milani et al., 1992; Wu et al., 1996). Further studies in neuroblas-
toma showed that such a stimulation of Ca2þ influx leads to neurite
extension (Fang et al., 2000; Masco et al., 1991; O’Hanlon et al., 2003)
and depends on voltage-independent channels (Fang et al., 2002) that have
been recently recognized to be TRPC5 (Wu et al., 2007). Cross-linking of
GM1 to a5b1 integrin leads to activation of TRPC5. The GM1/integrin
complex triggers phosphorylation of the integrin-associated FAK, with
ensuing stimulation of phospholipase Cg and PI-3K. Ca2þ influx through
TRPC5 is necessary to trigger neurite extension in neuroblastoma as well as
dissociated cerebellar granule neurons (Wu et al., 2007). Interestingly,
TRPC5 expression in the cell body sharply declined as differentiation
proceeded in both neuroblastoma and cerebellar neurons. These results
imply that TRPC channels are necessary to trigger the early phases of
neuritogenesis. Moreover, the stimulus depends on integrin engagement

channel these messages into common signaling pathways that interact with ion channels
in complex ways. The combination of (i) alterations in Vm and [Ca2þ]i, (ii) physical
interaction between ion channels and other signaling elements, and (iii) the stimulation
of the biochemical cascades discussed in the text brings about sophisticated control of
cell adhesion, cytoskeletal function, cell volume, in different cellular compartments
(e.g., the anterior and the rear front, during cell movement). CAM, cell–cell adhesion
molecule; GF, growth factors; Vm, membrane potential.
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and subsequent FAK phosphorylation. That FAK is implicated in neurite
outgrowth is also suggested by work in other experimental models
(Ivankovic-Dikic et al., 2000). Therefore, the functional implication of
integrin-mediated signaling in TRPC5-dependent neuritogenesis seems
convincing. Because, however, in the work described above integrin was
activated by GM1 cross-linking, it remains to be determined which
extracellular physiological signal may activate this mechanism. A possible
candidate suggested by Ledeen and colleagues is the galectin family, some of
which members are expressed in the nervous system and can bind and cross-
link membrane-associated gangliosides (Gabius et al., 2002; Taylor and
Drickamer, 2007).

Knowledge about the control of integrin function by Ca2þ is much less
complete than that concerning the Ca2þ-dependent regulation of the actin
cytoskeleton, although it is likely that the mechanisms determined in other
experimental systems should broadly apply to the nervous system as well.
In fact, Rho GTPases are implicated in regulating the adhesion contacts
formed by growth cones (Woo and Gomez, 2006). It is thus conceivable
that the Ca2þ signals discussed above may also control the dynamics of
neurite adhesion to the substrate. Disassembly is instead controlled by the
microtubule dynamics and work in fibroblasts suggests that this is mainly
regulated by dynamin and FAK, and not Rho (Broussard et al., 2008;
Ezratty et al., 2005). In analogy with what has been observed in other cell
types (Arcangeli and Becchetti, 2006), the adhesion machinery could feed-
back and regulate Ca2þ signaling in growth cones as well. Some evidence
along this line is available not for integrins but for the CAMs expressed on
cultured dorsal root ganglion neurons, which steer growth cones by local
stimulation of Ca2þ release from intracellular stores (Ooashi et al., 2005).
The expression of CAMs also changes depending on the pattern of neuronal
discharge (Hanson and Landmesser, 2004; Itoh et al., 1995). Nevertheless,
the link between neuronal activity and the expression of membrane
receptors that respond to fixed or diffusible guidance cues is still largely
unexplored and we predict interesting future developments.

Not much either is known about the interplay of integrins and ion
channels in growth cone pathfinding. A thoroughly studied example of
growth cone guidance by ECM proteins was actually found not to be
mediated by integrin receptors. Sann et al. (2008) recently studied the
interaction between the LM b2 expressed in the skin and the Cav2.2
channels expressed on the growth cones of sensory Rohon-Beard neurons,
in Xenopus laevis. In the skin, a stop signal must induce sensory axons to
cease growing when they arrive. LM b2 is an obvious candidate, because it is
known to induce motor axons to stop growing, in vitro (Porter et al., 1995).
In fact, sensory spinal Xenopus neurons grown on LM b2 present significant
decrease in neurite outgrowth, compared to the controls. When encoun-
tering an LM coated surface, these neurons produce transient intracellular
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Ca2þ elevations and pause. Blocking the LM-dependent Ca2þ influx
through Cav2.2 channels expressed in these growth cones prevents the
block of axonal growth. That Ca2þ influx from the extracellular environ-
ment (through mechanosensitive channels) blocks neurite outgrowth in
Xenopus spinal neurons grown onto FN and LM coated surfaces was also
reported by Jacques-Fricke et al. (2006). What is particularly interesting
from our standpoint is that the stop signal is not mediated by LM binding to
integrin receptors. In analogy to what has been observed in the neuromus-
cular junction preparations mentioned earlier (Nishimune et al., 2004), data
indicate that LM regulates the growth cones by forming a complex with the
voltage-dependent Ca2þ channel (Sann et al., 2008).

6.4. Integrins, ion channels, and microglia

One of the issues emerging from recent literature is that multiple ion
channel types cooperate in producing the diverse biological effects ensuing
from cell adhesion to the ECM. An important future task will thus be to
obtain an integrated physiological picture, at least for a few cell types. In this
light, microglia provides a nice experimental model. Work carried out by
independent research groups points to the involvement of Kv1.3 and P2X
channel interaction with integrin receptors in microglial activation. Previ-
ous work in vitro, carried out on cultured HEK cells, showed that P2X
receptors can form a membrane complex with b2 integrin that connects
extracellular LM with the cytoskeleton (Kim et al., 2001). Nonetheless, the
functional association between purinergic ionotropic receptors and integ-
rins has not been much attended to until Tsuda et al. (2003) found that
upregulation of P2X4 in spinal microglia is necessary for the development of
neuropathic pain after injury. Consistently, the FN-dependent tactile allo-
dynia is blocked in mice lacking P2X4 (Tsuda et al., 2008). Moreover, the
increase in P2X4 expression in turn depends on integrin activation (particu-
larly b1). This is suggested by both in vitro and in vivo experiments.
For example, in the spinal cord of injured rats, blocking b1 and b3 integrins
with echistatin prevents P2X4 upregulation (Tsuda et al., 2008). In vivo,
integrin activation is probably caused by increased FN release in injured sites
(Nasu-Tada et al., 2006).

However, the resting microglia also expresses Kv1.3 channels. In analogy
with what happens in T cells, Kþ channel activity seem to be necessary for
microglial activation (Fordyce et al., 2005). In culture rat cortical microglia,
inhibition of Kv1.3 inhibits the microglial migration induced by different
stimuli and the neuronal death induced by microglia. Moreover, the anti-
inflammatory and neuroprotective agent minocycline prevents the allody-
nia induced by peripheral nerve injury. In fact, minocycline reduces the
microglial expression of Kv1.3 and b1 integrin (but not b2; Nutile-
McMenemy et al., 2007). Although the mechanistic details of these
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responses have still to be elucidated, the authors speculate that minocycline
could act upstream of the migration stimulating pathway, by acting on a
Kv1.3/b1 integrin interaction, as is also suggested by the fact that these
proteins form macromolecular complexes in other cell types (Artym and
Petty, 2002; Levite et al., 2000).

By combining the above evidence, although still somewhat fragmentary,
a broader picture is slowly emerging. Damaged sites in the CNS increase the
expression of ECM proteins. The consequent stimulation of microglia
depends on the interplay between Kv channels and integrin receptors.
This interaction is likely to control downstream signals analogous to those
described in other cell types. Besides regulating cell motility, proliferation,
and activation, these signals also upregulate P2X channels, which is necessary
for proper physiological response, such as the development of neuropathic
pain. On the other hand, very recent evidence suggests that the develop-
ment of hyperalgesia in sensory neurons depends on integrin-dependent
stimulation of TRP-type channels (Alessandri-Haber et al., 2008; Jeske
et al., 2009).

7. Concluding Remarks

During the last two decades, the analysis of complex systems has
become a flourishing field at the borderline between mathematics, infor-
matics, and the physical sciences. Biological organisms are certainly the
complex systems for antonomasia and pose many fascinating scientific
questions. Nevertheless, the implication of the above studies for biology is
still limited, because of the considerable experimental and theoretical diffi-
culties. No doubt, reaching a full understanding of at least a few accessible
biological systems will ultimately require a thorough appreciation of their
complex and interconnected nature. In this light, we believe that the
multifaceted regulatory interplay between integrin receptors and ion chan-
nels offers a fertile research field for investigators looking for experimental
challenges which may open broader biological perspectives.

By controlling cell adhesion to the ECM, integrin receptors regulate
processes as diverse as cell proliferation, differentiation and apoptosis, cell
migration in a developmental or regenerative context, and the stability of
mature neural circuits. Disparate as they are, these biological functions are
underlied by mechanisms which often comprise changes in transmembrane
ion flow. Recent and less recent literature has thus pointed to complex
physical and functional interplay between integrins, ion channels, and other
membrane transporters. This interaction regulates bidirectional signal trans-
duction across the cell surface and may take place at all levels of control,
from transcription to direct conformational coupling. The functional link
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between integrins and membrane channels, however it is brought about, is
thus a central coordinator of an array of intra- and intercellular regulatory
networks which produce their effects in parallel. Further, it is increasingly
clear that those regulatory pivots may also recruit other membrane recep-
tors, such as CAMs, metabotropic receptors, growth factor receptors, etc.

A telling example is the integrin–channel cross talk that occurs during
the immune response, which determines, for instance, the lymphocyte
activation occurring at the IS. As we remarked earlier, hematology is one
of the first disciplines in which these studies have been pursued in depth.
Therefore, thorough studies in selected experimental models are now
available, although a comprehensive physiopathological picture is still lack-
ing. It is particularly interesting to notice that the mechanisms thus revealed
provide valuable hints to those implicated in BM control of HSCs, and
hence to hemopoiesis overall. By citing some recent evidence along these
lines, we have sought to convince the reader that the cooperation of ECM
receptors and ion transport has relevant oncological implications as regards
the explanation of how the tumor microenvironment controls neoplastic
proliferation and how cell–cell contact induces tumor chemoresistance. The
latter issue frequently represents the major hindrance to cancer therapy and
we believe the viewpoint here outlined may suggest fruitful lines of research
for clarifying some of the underlying mechanisms.

Moreover, ion channels and integrin receptors participate in the control
of cell movement, whose implications for migration/pathfinding have been
mostly addressed in fibroblasts, epithelial cells, and neurones. The combi-
nation of neurite extension control and the modulation of certain neuro-
transmitter receptors indicates that the integrin–channel interplay may have
general relevance for synaptic plasticity. Nevertheless, the neuroscientific
implications of these mechanisms are among the most neglected in the field,
with the exception of the regulation of glutamate receptors in hippocampal
preparations. Logic as well as some of the evidence we have illustrated
suggest that most of the above mechanisms are likely involved in the
modulation of the stability of neuronal circuits. Other studies in the CNS
point to oncological implications. In particular, the dependence of glial cell
migration on ion channel activity is crucial for proper balance of migration
and cell volume control during glioma cell spread. In this case, however,
very little is known about the implications of ECM receptors, which
presents another potential field for fruitful studies.
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