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Editorial

FORTSCHRITTE DER BOTANIK was founded in 1932 by Fritz von
Wettstein. The aim of this series, which today is published annually, is
clearly stated in the preface to the first volume: “The large number of jour-
nals, books and monographs currently being published, prohibits individ-
uals from maintaining an overview of the progress in all the specialised
areas of botany, let alone from keeping abreast of the results from related
areas. The necessary interconnections between different specialised areas
can only thrive, or be revealed, if one is able to maintain an overview of the
whole field of botany.”

Since its first appearance more than 70 years ago, FORTSCHRITTE DER
BOTANIK or PROGRESS IN BOTANY, as it was later called, has made an
effort to meet the high standards it set for itself. As a result, the series stands
out from other Annual Reviews in the English-speaking world, in which
articles pertaining to a particular theme just tend to be listed and briefly
summarised.

Following the untimely death of von Wettstein in 1945, the series was
brought back to life by Erwin Bünning (Tübingen) and Ernst Gäumann
(Zürich) in 1948. After Ernst Gäumann’s death in 1963, Heinz Ellenberg took
his place in 1964 (volume 26). As the field of botany was being transformed
more and more into an experimental science, it seemed appropriate for this



to be reflected in the series. It was with this in mind that Erwin Bünning, and
the publishers Dr. Heinz Götze and Dr. Konrad Springer invited me to take
charge of the area of Genetics as an editor. In order to be able to follow the
whole spectrum of botanical research, Dr. Heinz Götze and Dr. Konrad
Springer followed my suggestion of expanding the editorial board to include
5 members. Thus, from volume 27 onwards, Peter Sitte (Freiburg) was
responsible for Anatomy and Morphology, Erwin Bünning (Tübingen) for
Physiology, Karl Esser (Bochum) for Genetics, Hermann Merxmüller
(Munich) for Systematics, and Heinz Ellenberg (Göttingen) for Ecology.

The idea of structuring the series into 5 sections not only revitalised the
series but also proved successful over the following decades. There was of
course turnover of the members of the editorial board. It was not until 1998
(volume 60) that the editorial board was reduced to 4 members. Over the last
few years, we have broadened the scope of PROGRESS IN BOTANY by giv-
ing retired colleagues the opportunity to publish overview articles about
their life’s work.

In order to communicate the botanical nature of the series to the public, the
chlorophyll molecule was used as a logo on the cover from volume 28
onwards. To keep pace with the increasing use of English in the field of natu-
ral sciences, from 1974 (volume 36) more and more articles were published in
English. This trend was further reflected by adopting the English title “Progress
in Botany”. From volume 47 (1985), all articles were published in English. As a
consequence, the German subtitle “Fortschritte der Botanik” was completely
removed. From volume 59 (1997), the cover illustration was “modernised”.

After 42 years of service to Fortschritte der Botanik/Progress in Botany
and having reached almost 83 years of age, I feel the time has come for me
to retire and to make way for a younger editor.

I would like to take this opportunity to thank the countless authors who
supported me over the last decades with their contributions to the series.
Moreover, I would like to thank my many colleagues who served with me on
the editorial board for their cooperation. I would also like to acknowledge
Dr. Czeschlik and Mrs. Gramm who, over the last few years, were involved
with the series on behalf of the publisher.

Bochum, autumn 2006 Karl Esser

vi Editorial
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Review

Crassulacean Acid Metabolism: Now and Then

Charles Barry Osmond

Previous title chapters in Progress in Botany, from giants of European botani-
cal research in the latter half of the twentieth century, have explored significant
areas of plant science. I am honoured, and more than a little over-awed, by the
Editor’s invitation to contribute in this context (and alarmed to discover that
I am only, but precisely, a decade younger than the previous contributor!!).
Although this chapter may not present the long view of the discipline offered
by others, any perspective on crassulacean acid metabolism (CAM), a path-
way of photosynthetic carbon metabolism that occurs in about 5% of vas-
cular plants (Winter and Smith 1996; Lüttge 2004), reveals much of wider
significance in plant physiology and biochemistry. When Clanton Black and
I prepared a brief historical overview of CAM (Black and Osmond 2003), we
emphasized the close relationship between these succulent plants and
humans through the romantic paintings of Carl Spitzweg. We noted that the
taste–test diagnostic of CAM may have been known to the Romans, and that
accounts of morning acidity in leaves of succulents that disappeared by
evening were published by Grew in the seventeenth century and Heyne in
the early nineteenth century. The early literature on CAM into the 1960s was
highlighted, but space constraints relegated most of the influential studies of
the last 40 years to little more than a few citations from more than 40 mentors,
former students and colleagues.

This chapter provides an opportunity to make amends by recording my
indebtedness to very many companions in CAM research. It is a personal
view of an active and exciting area of plant biology since about 1970. Indeed,
Lüttge (2004) cited a selection of more than 20 reviews, edited volumes and
books on CAM (notably Kluge and Ting 1978; Winter and Smith 1996) over
the last 2–3 decades. My reminiscences will be largely confined to areas in
which my companions and I have published, but the temptation to range
more broadly sometimes will be difficult to resist. Throughout, I will link to
important current developments, and emphasize some broader implications
that have emerged. As will become evident, my peripatetic research on pho-
tosynthesis in succulent plants with CAM continues to depend on stimulus
from many colleagues in plant science, particularly those in Germany.
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1.1 A pathway to CAM via oxalate and malate in Atriplex

There was little in my family or educational background to suggest any par-
ticular scholastic ability or affinity with plant biology. Alfred Kurtz, a distant
relative of my mother, and a well known second generation viticulturist in
the Mudgee region of central western NSW, was the only strong family con-
nection to things botanical. His vineyard is generally credited as the source
(in the 1950s) of robust Chardonnay root stocks that supported the world-
wide expansion of this variety in the last half of the twentieth century
(Halliday 1985). However, since both sides of my family were teetotal for two
generations, I did not think to explore viticulture or enology. Rather, my
botanical career emerged accidentally. It was made more likely by a spectac-
ular collapse in mathematical ability between high school and university that
terminated my aspiration to qualify as a teacher of math and science. After
3 undistinguished years, I began again, and in 1960 did well enough in
botany and in natural products organic chemistry to commence graduate
research in botany at the University of New England, Armidale NSW, then
the only university in Australia outside a State capital city.

I was influenced by the ecological focus of the Armidale Botany
Department especially its interest in halophytes of the genus Atriplex, the
“saltbushes” from semi-arid ecosystems in southern Australia. Physiological
plant anatomy featured in the curriculum, and Atriplex leaves were fasci-
nating for their large crystals of calcium oxalate, their huge epidermal
bladders that proved to be salt secreting systems, and their “Kranz” arrange-
ment of mesophyll and bundle sheath tissues that proved to be the founda-
tion of C4 pathway of photosynthetic metabolism. One could not have been
presented with a more fascinating complex of leaf physiological anatomy,
and all three features were to provide this starting graduate student with
significant opportunities for original research. My first encounter with a
CAM plant in the wild (a huge specimen of “tree pear” introduced Opuntia
tomentosa Salm-Dyck) took place about 1960 during an excursion to the
arid shrublands of south west Queensland as a field assistant to Professor
Noel Beadle, a pioneering Australian plant ecophysiologist. Sadly, it was a
decade or more before I rediscovered the impact of CAM on the Australian
landscape.

Presented with equipment for ether extraction of organic acids, I found
oxalate to be the balancing anion for the inorganic cation excess in Atriplex
leaves. Subsequently, as a PhD student in the laboratory of Professor “Bob”
Robertson in the University of Adelaide, it was possible to explore the
synthesis of oxalate following 14CO2 fixation in the light and dark, using
ion-exchange and paper chromatography. Malic acid, exclusively labelled in
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the 4-C carboxyl was the most abundant early labelled product in the dark
(the terms malic acid and malate will be used interchangeably throughout
this chapter). Unexpectedly, 4-C labelled malic and aspartic acids, were
also the most abundant initial products of 14CO2 fixation in the light in
Atriplex leaves. As related elsewhere (Osmond 1997), I had stumbled
across the “β-carboxylation” pathway of primary CO2 fixation, subsequently
associated with “Kranz” anatomy, in this large genus of C4 plants.

These early adventures in intermediary metabolism were stimulated by
P.N. (“Danny”) Avadhani, who was visiting Adelaide from the University of
Singapore. Danny considered himself an “ideas man” and he occupied the
chalkboard in the Departmental tearoom for days on end with a frequently
amended forerunner of the metabolic wall charts that Boehringer-
Mannheim later supplied to decorate laboratories throughout the world.
Our interpretation then of the pathway of oxalate synthesis in Atriplex leaves
(Osmond and Avadhani 1968) was based on analogies with the isocitrate
cycle and was probably incorrect. Danny had taken his PhD in the University
of Newcastle upon Tyne, where Thomas and Beevers (1949) had introduced
the term Crassulacean acid metabolism. In the same laboratory, David
Walker (1956) had demonstrated that phosphoenolpyruvate carboxylase
(PEPCase), the legendary “wouldn’t work man!” reaction (Wood and
Werkmann 1938), was involved in the pathway to malic acid in CAM. It is a
particular pleasure now to observe that another generation of researchers
has been “taking coal to Newcastle” in the form of highly original physio-
logical biochemical and unequivocal molecular evaluations of CAM
(Griffiths et al. 1989; Borland et al. 1999; Borland and Dodd 2002).

I had been introduced to plant physiology through the 1956 edition of
Thomas’ textbook but its description of CAM in terms of respiratory quo-
tients probably explains why I did not readily connect to the photosynthetic
implications of this pathway. Even now, with O2- and CO2-specific elec-
trodes (Osmond et al. 1996) and mass spectrometers (Maxwell et al. 1998),
the stoichiometries of net CO2 and O2 exchanges in CAM are difficult to
interpret. Ranson and Thomas (1960) provided the authoritative source on
CAM in English, but it had been reported that malic acid accumulating
in CAM in the dark was labelled in both 1-C and 4-C carboxyl positions, in
the ratio 1:2 (Bradbeer et al. 1958). At the time, the “Newcastle overall
hypothesis” seemed rather perplexing and only remotely connected to my
observations in Atriplex. Nevertheless, Danny led me through the simple
diel routine of acid extraction in boiling water and titration to phenolph-
thalein end-points that even now draws me through nights of interrupted
sleep. There is no escape from this fundamental reference for the temporal
expression of CAM in different conditions, a simple reference that could
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bring greater rigor to contemporary studies of regulatory cascades of gene
expression.

Evidently a slow learner, I should have recognized the research potential
of CAM during a postdoctoral year in George Laties’ laboratory at UC Los
Angeles exploring ion transport and malate compartmentation in beet discs
(Osmond and Laties 1967). Ulrich Lüttge occupied the other side of the lab
bench, and although I doubt we spoke of it then, our lifelong friendship later
came to be entwined with CAM. A second post-doc year with Tom ap Rees
in Cambridge introduced me to enzymology and the use of specifically
labelled substrates for evaluation of metabolic pathways. I then had the good
fortune to join Ralph Slatyer’s Department of Environmental Biology in the
new Research School of Biological Sciences (RSBS) at the Australian
National University (ANU) in Canberra, and returned to Australia in 1967.
The “research only” appointments in the Max Planck-like Research Schools
embedded in a university environment, with limited opportunities for
tenure but access to front-line equipment of the day, provided privileged
starts for many research careers in Australia at the time. I had been hired to
work on starch to malate metabolism in stomatal guard cells, but any links
to CAM research that may have occurred to me at the time were soon put to
one side by the wave of interest in C4 photosynthesis. The Research School
was just across the street from CSIRO Plant Industry, the nation’s strongest
concentration of plant physiologists and biochemists, notably Jan Anderson,
Keith Boardman and Hal Hatch.

Ralph’s prestige, and the popularity of environmental science at the time,
may have conspired to grant us the opportunity to organize the first work-
shop sponsored by the US–Australia bilateral programme in science and
technology. With Ralph’s deft handling, the programme was expanded to
include some leading scientists from the UK, Germany and Japan. The ensu-
ing workshop on photosynthesis and photorespiration was most timely and
evidently of lasting impact (Sage and Monson 1999). It was a very exciting
time in photosynthetic metabolism, and the meeting afforded excellent early
career opportunities to build enduring networks. My latent interest in CAM
was stimulated by this meeting when a plant anatomist (Laetsch 1970)
provocatively declared the C4 pathway to be “CAM mit Krantz”. A better
understanding of CAM in relation to C3 and C4 pathways of metabolism was
obviously needed, especially after the surprising observation of Klaus Winter
that the ice-plant Mesembryanthemum crystallinum L. could be converted
from C3 to CAM patterns of CO2 fixation by salt stress (Winter and von
Willert 1972). Hal Hatch was providing inspirational research leadership in
C4 metabolism in CSIRO, and the time seemed ripe to explore CAM as a
photosynthetic process.
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1.2 Sorting the phases of CAM

We now know that C4 and CAM pathways of photosynthetic carbon metab-
olism are both based on largely analogous preliminary CO2 concentrating
mechanisms (CCMs) in which primary carboxylation leads to 4C acids (and
amino acids) that serve as intermediate, internal stores of carbon. These sub-
strates are subsequently decarboxylated to generate internal CO2 concentra-
tions of 1000–25,000 ppm (Cockburn et al. 1979) that largely mitigate the
oxygenase activity of Rubisco (Leegood et al. 1997). From an evolutionary
perspective, these CCMs recreate the atmospheric CO2 concentrations of the
Cretaceous, a time of grand expansion of terrestrial plants under conditions
of CO2 saturation in which O2 fixation by Rubisco oxygenase and subse-
quent C recycling in photorespiration would not have carried the same
penalty, in energetic terms, as it does for C3 photosynthesis today. Simply
put, CCMs of C4 plants are based on small (about 1–10 mM), spatially
separated cytoplasmic pools of 4C acids that turn over rapidly (t1/2 about
1–10 s). These CCMs can be distinguished from those of CAM plants which
are based on larger (100–500 mM) pools of 4C (and 6C) acids in the
vacuoles, that turn over much more slowly (t1/2 about 5000–50,000 s) with
complex, temporally separated, patterns of acid synthesis and degradation.

With a lot of help from colleagues, I set out to impose some order on the
carbon metabolism of these temporally separated processes (so-called
phases I–IV) and to place the curiosity of CAM into the context of other
pathways of photosynthetic metabolism. The 1970 workshop stimulated two
CAM enthusiasts, Manfred Kluge and Irwin Ting to spent sabbatical periods
in RSBS where they successfully demonstrated the presence of pyruvate Pi
dikinase and the distinctive kinetic properties of PEPCase in extracts of
these plants (see below). Bruce Sutton, my first PhD student, undertook a
reassessment of the labelling patterns of malic acid in CAM plants exposed
to 14CO2 in the light by comparing the previously employed Lactobacillus
culture degradation method and degradation with purified malic enzyme to
remove the 4-C carboxyl of specifically labelled malic acid preparations
(Sutton and Osmond 1972). These experiments strongly suggested that
fumarase activity in Lactobacillus arabinosus (synonym for L. plantarum
WCFS1) led to randomization of label from 4-C to 1-C in 14C-malic acid
prior to or during decarboxylation, especially when old cultures were used
to degrade large amounts of malic acid. Indeed, using the purified enzyme,
we found that malic acid from dark 14CO2 fixation in CAM plants was ini-
tially and predominantly 4-C labelled, consistent with primary CO2 fixation
of unlabelled PEP by PEPCase. On the other hand, malate labelling in the light
was closer to the 1-C to 4-C ratio of 1:2 observed by Bradbeer et al. (1958),
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consistent with PEP formation from two molecules of PGA, one of which
had been previously labelled as a result of prior 14CO2 fixation by Rubisco
(Osmond and Allaway 1974).

Generous sabbatical provisions in ANU (1 year in 4 for tenured staff; a
legacy of the postwar sense of isolation down-under) enabled me to work in
UC Santa Cruz and the Technische Universität, München in 1973–1974.
Harry Beevers evidently had a soft spot for CAM from his days in Newcastle
upon Tyne and was a most generous host in Santa Cruz. Although germi-
nating castor beans were an ideal system for investigation of Rubisco in pro-
plastids, like most others in the lab, I welcomed opportunities to escape the
nauseous extraction process. It proved possible to commute over the coast
range for nocturnal gas exchange experiments with CAM plants in Olle
Björkman’s lab at Carnegie Plant Biology, Palo Alto. By the time I joined
Professor Hubert Ziegler in München, it was clear that CO2 fixation in the
dark in CAM plants was insensitive to O2, whereas CO2 fixation in the light
was inhibited by O2 (Björkman and Osmond 1974), further confirming that
C4- and C3-like carboxylation systems were functioning in a temporally
separated fashion.

I went to München because Professor Ziegler had excellent access to nat-
ural abundance ratio mass spectrometers. We and others had earlier specu-
lated that the variable natural abundance δ13C values of CAM plants might
reflect the variable contributions of C4- and C3-like carboxylations in the
dark and light (Bender et al. 1973; Osmond et al. 1973). With time to think
and colleagues to challenge, it now seems natural that notions of the “phases
of CAM” should have matured in München, to emerge then in
Naturwissenschftliche Rundschau (Osmond and Ziegler 1975; Fig. 1), some
time before their most commonly cited source (Osmond 1978). Much more
comprehensive studies have subsequently refined the above simple interpre-
tation of δ13C values in different taxa in different environments (Winter and
Holtum 2002; Holtum et al. 2005a).

Unequivocal and independent confirmation of the labeling patterns in
Fig. 1 followed later from gas chromatograph-mass spectrometry (GCMS)
analysis of 13C-malate extracted from CAM plants after exposure to 13CO2.
Only singly labelled malic acid molecules were detected in the dark
(Cockburn and MacAuley 1975), with doubly and multiply labelled mole-
cules appearing during 13CO2 fixation in the light (Ritz et al. 1986; Osmond
et al. 1988). Griffiths et al. (1990) provided the ultimate proof of the shifting
carboxylation activities in the phases of CAM in-vivo with elegant on-line
natural abundance isotope discrimination studies, and these also sealed the
interpretations of shifting δ13C values discussed below. Subsequent GCMS
and nuclear magnetic resonance (NMR) studies facilitated assessment of the
extent of fumarase randomization in CAM itself, and suggested that the
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Fig. 1. Origins of the phases of CAM concept. An early summary of evidence (above) for C4-
like and C3-like carboxylation events separated by deacidification of malic acid (Osmond and
Ziegler 1975) corresponding to phases I, IV and III respectively, and (below) from a textbook
chapter (Leegood et al. 1997). Phase II, the transition in carboxylation events early in the day,
emerged from studies of plants in growth chambers exposed to sudden transitions in light.
Perhaps one should also observe phase V, another period of transition in carboxylation events
at the end of the day, especially in CAM plants exposed to slowly declining light under natu-
ral conditions. Diagrams reproduced by permission of the publishers; Wissenschaftliche
Verlagsgesellschaft mbH and Pearson Education Ltd, respectively



equilibration of vacuolar, cytoplasmic and mitochondrial pools of malate
changed during long-term exposures to 13CO2 in the dark (Osmond et al.
1988). Much still remains to be done to convincingly evaluate these rela-
tionships. Although specification of the phases of CAM provided a helpful
framework for a better understanding of CAM, it is important to recognize
now that CAM can be much more plastic, indeed more fantastic than one
then could have imagined (Dodd et al. 2003; Lüttge 2004).

1.3 Biochemistry and diffusion as determinants of the δ13C value 
in CAM plants; improved understanding of water use efficiency 
in C3 plants

Perhaps the most significant application arising from these studies of
labelling patterns in CAM emerged from Marion O’Leary’s interest in
PEPCase in vivo. It is fair to say that interpretations of δ13C values in C3 and
C4 plants prior to 1980 were empirical, and lacked a rigorous mechanistic
insight. When we were able to move the δ13C value of Kalanchoë daigremon-
tiana Hamet et Perrier de la Bâthie from about −16‰ to −29‰ by simply
changing day-night temperature regimes and water stress exposures of
plants in the same cross-gradient growth room of the Madison Biotron
(Osmond et al. 1976), Marion became curious. An expert in heavy-isotope
effects on enzyme kinetics, he immediately saw the merit of detailed
evaluation of component processes (CO2 diffusion, hydration to HCO3

− and
enzyme catalysis by PEPCase and malate dehydrogenase) contributing to the
δ13C value of CAM malate. From Marion’s perspective of enzyme kinetic
analyses, the carboxylation process in CAM in the dark was reporting in-
vivo, as close as it gets a coupled PEPCase assay in-vitro. Many studies had
shown that little else was labelled during dark 14CO2 fixation, that there was
little further metabolism of the product in the dark, and the isotopic com-
position of all C atoms in the product could be examined. Furthermore,
because most CAM plants show substantial stomatal limitation to CO2 dif-
fusion, even when stomata are wide open in the dark, isotopic signatures due
to diffusion were also readily detected.

Arriving in Canberra one Christmas eve, having been rained-out of a
camping and walking tour of New Zealand, Marion went to work on the nat-
ural abundance 13C of carbons in malate accumulated in K. daigremontiana
and B. tubiflorum Harvey. His analysis of dark CO2 fixation in CAM showed
us how to sum the biophysical and biochemical components of in-vivo iso-
tope fractionation (O’Leary and Osmond 1980). These insights soon led to a
new understanding of carbon isotope fractionation in C3 and C4 plants with
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much more important consequences. It was recognized that integrated
average stomatal conductance could be inferred from changes in δ13C values
in C3 plants and correlated with water use efficiency (Farquhar et al. 1982). As
a result, δ13C values have been used in breeding programmes to select more
water use efficient cultivars of wheat (Condon et al. 1990) and other crops,
adding much to the value of marginal agriculture in Australia and elsewhere.
At the time we were also engaged in ecophysiological studies on “prickly pear”
[Opuntia stricta (Haw.) Haw.] that, by the 1930s, had denied access to other-
wise productive land over large areas central-eastern Australia (see below). In
retrospect, it is a delightful irony that, half a century later, insights from CAM
should help advance cereal agriculture in the very same regions.

These insights into the importance of diffusion later led us to predict that
the δ13C value of malate should be somewhat less negative towards the cen-
tre of thick CAM tissues (Robinson et al. 1993). Indeed, slow diffusion of
CO2 in thick leaves of CAM plants, with low stomatal frequencies and inter-
cellular airspaces often below 5% (Smith and Heur 1981), is manifest in
photosynthetic metabolism in other interesting ways. Maxwell et al. (1997)
estimated that intercellular CO2 concentrations at the sites of Rubisco car-
boxylation were only 108 µbar in Kalanchoë daigremontiana with open
stomata in air (380 µbar CO2) during C3 carbon assimilation in the after-
noon. It should be no surprise then, that we had earlier noted clear labelling
of intermediates of photorespiration during 14CO2 feedings in phase IV
(Osmond and Allaway 1974).

We now have other evidence that the high internal resistance to CO2
diffusion also seems to manifest itself during decarboxylation in phase III.
Chlorophyll fluorescence images of the efficiency of PSII are extremely
heterogeneous in phase III (Rascher et al. 2001; Siebke and Osmond,
unpublished), and are characterized by randomly arising and fading
patches (or fronts) of higher efficiency. The heterogeneity persists during
endogenous rhythms in continuous light. These suggest spatial and tempo-
ral differences in CO2 concentration arise behind closed stomata as deacid-
ification in some areas proceeds faster than in others. Remembering that
CO2 diffusion in wet cell walls is likely to be 3–5 orders of magnitude slower
than in intercellular air spaces, the interpretation seems reasonable.
Although Duarte et al. (2005) have recently demonstrated that lateral dif-
fusion of CO2 occurs in leaves of K. daigremontiana over periods of hours,
the patterns observed during deacidification change with time constants of
minutes. It seems likely that the smooth curves of deacidification are a
product of local heterogeneity in the implementation of the regulatory cas-
cade that control PEPCase sensitivity to malate and other elements of this
part of the CAM cycle.
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1.4 Regulation of CAM PEPCase in the dark and light; its role 
in the diurnal rhythms of CAM and in C4 plants

The desensitization of CAM PEPCase to end product inhibition by malate in
the dark and its sensitization to the same process in the light is one of the
most elegant, thoroughly and creatively documented, reversible regulatory
cascades of a core physiological function in plant metabolism (Nimmo
2000). Early studies by Manfred Kluge (Kluge and Osmond 1971a,b) and
Irwin Ting established the distinctive Km, high Vmax form of PEPCase in
CAM (Ting and Osmond, 1973a) in which G-6-P desensitized the enzyme
to the inhibitor malic acid (Ting and Osmond, 1973b). Thanks to Manfred
and others, feedback inhibition of PEPCase by malic acid was soon impli-
cated in the regulation of dark CO2 fixation which tended to decline as malic
acid accumulated in the vacuole towards the end of the dark period (Kluge
et al. 1980). However, it was the experiments of Klaus Winter during his
postdoc in Canberra (Winter 1981, 1982), and those of Jones et al. (1981) in
Wilkins’ laboratory in Glasgow, that stimulated the search for the PEPCase
regulatory cascade. We now know that in CAM high affinity CO2 fixation in
the dark continues in the face of high malic acid contents because PEPCase
is phosphorylated and desensitized to inhibition by the accumulating malic
acid. In the light, PEPCase is de-phosphorylated, becomes more malic acid
sensitive, and is largely prevented from competing with Rubisco in a futile
carboxylation cycle during deacidification (Nimmo et al. 1986, 1987).

Damped diurnal rhythms of CO2 evolution in CO2-free air in continuous
dark, of CO2 exchange in air in continuous light, and their temperature
responses, have been distinctive and enduring features of CAM research
(Wilkins 1959; Nuernbergk 1961). The early acceptance of an overriding
controller was best summed up by Queiroz (1974). He noted then that “all
the available data on CAM rhythms suggest that even if malate feedback inhi-
bition operates under certain conditions in vivo, this effect should be
superimposed on a basic oscillator (of unknown nature) which underlies the
coherent operation of several enzymes of the pathway” and that “control by
feedback could be more efficient if applied to an already oscillating system”.
As is evident above, these thoughtful assertions provoked a determined and
remarkably successful assault on PEPCase regulation from the likes of Klaus
Winter and the biochemists in Glasgow. However, before these studies
changed the way we think about the “CAM clock”, a moment of levity
intruded into this otherwise serious discussion of matters circadian. The
first transmission EM pictures of the photosynthetic organelles in CAM
plants were published from Eldon Newcomb’s laboratory in 1975. These
outstanding pictures also seemed to show a “CAM clock” in elegant physical
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reality. The stained, ultra-thin sections revealed an “anomalous microcylinder”
that presented a perfectly circular multi-point array in transverse section;
quite clearly the 24-point cog of the “CAM clock” in K. daigremontiana
(Kapil et al. 1975; see insert in their Fig. 13). In fact, the plant material had
been maintained by vegetative propagation in the Madison greenhouses for
decades, and presumably accumulated a virus (possibly a potyvirus; R. Milne
personal communication) the structural proteins of which might have pro-
duced the “rifled” cylindrical structure responsible for the multi-pointed
(18–24) cogwheel in transverse section.

In reality, explanations of the endogenous rhythms of CAM require noth-
ing less than the careful interpolation and interpretation of the whole of
CAM physiology and biochemistry. In those CAM plants that display
damped diurnal rhythms of CO2 exchange (only a handful are known in
detail), we must embrace not only the coherent regulation of CO2 uptake by
PEPCase, deacidification and CO2 release by malic enzyme, but also the re-
fixation of CO2 by PEPCase and Rubisco (Griffiths et al. 2002; Wyka and
Lüttge 2003), as well as compartmentation dominated by malic acid fluxes
into and out of the vacuole (Hafke et al. 2003), its relationships to metabo-
lite fluxes among smaller organelles (Kore-eda et al. 2005) and of course, the
even more complex coherent regulation of carbohydrate metabolism.

I confess to having long favoured the system view; that if left alone, the
intricate network of physiology and biochemistry of CAM will oscillate of its
own accord in continuous light and dark, so long as C-resources allow. The
rather rapid dampening of the rhythm in CO2-free air in the dark is almost
certainly limited by carbohydrate reserves and respiration, and the numer-
ous oscillations in continuous light in a variety of CAM plants obviously
reflect the interactions of 2 carboxylases and differing decarboxylation
options. The system view has taken strength from elegant temperature shift
analyses augmented by on-line stable isotope discrimination and modelling
(Grams et al. 1997), from biochemical and molecular evidence that malate
overrides the circadian regulation of the PEPCase kinase (Carter et al. 1991;
Borland et al. 1999), and from images of the entrainment of areas of low and
high PSII efficiency during oscillations in continuous light (Rascher et al.
2001). Indeed, interpretation of these images in terms of the “the biological
clock as an assembly of coupled individual oscillators” simply refers to inde-
pendent nodes of the CAM system isolated by slow diffusion of internally
generated CO2 in a tissue with little intercellular air space connectivity.

The remarkable long-term commitment of Bohnert and Cushman to the
molecular genetics of CAM in M. crystallinum (Cushman and Bohnert 1999)
is now facilitating great progress on the circadian regulation of gene expres-
sion behind key components of the regulatory cascade (Hartwell et al. 2002;
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Boxall et al. 2005; Hartwell 2005). To paraphrase Orlando Queiroz then,
perhaps we really are closing on the nature of the basic oscillator that directs
the coherent operation of the regulatory cascades of PEPCase and other
enzymes of the pathway. To quote Boxall et al. (2005) now “these experiments
will allow us to finally resolve the nature of the circadian oscillator that controls
CAM”. But it brings little comfort to a committed CAM physiologist to learn
that analogues of circadian clock genes from a widely studied, but physiolog-
ically undistinguished weed (Arabidopsis) can now be recognized in M.
crystallinum and K. daigremontiana. Whatever, it remains a matter of some
pride that the PEPCase regulatory cascade discovered in CAM plants subse-
quently has been shown to apply also in C4 plants (Jiao and Chollet 1991). It
works in reverse in C4, with de-phosphorylated PEPCase less active and more
malate sensitive in the dark, and the primary carboxylase more active in the
light following the attention of a light activated protein kinase (McNaughton
et al. 1991). Some of the debt for insights into CAM inherited from research
into the C4 pathway in the 1960–1970s, has been repaid.

1.5 Malic acid compartmentation in CAM

Since the study of Kluge (1968), it has been widely accepted that accumula-
tion of malic acid into the vacuole of CAM plants, and its concentration in
the cytosol, play central roles in regulation of CAM photosynthesis. I remem-
ber wondering why Kenyon et al. (1978) went to the trouble of isolating
malate laden vacuoles from Sedum; where else could one put 0.5 M free
organic acid? Although compartmental analysis using specific activity argu-
ments and isotope exchange methods indicated separate cytoplasmic and
vacuolar pools of malate in storage tissue discs (MacLennan et al. 1963;
Osmond and Laties 1968; Cram and Laties 1974), direct attack on the com-
partmentation and tonoplast transport systems for malic acid in CAM was
surprisingly slow to emerge (Nishida and Tominaga 1987). Not personally
engaged in pursuit of these objectives, my background in organic acids and
ion transport made me a keen spectator.

Early physiological experiments (Lüttge et al. 1975) explored turgor and
tonoplast fluxes of malic acid as key components of the diel CAM system.
At a meeting in Toronto, Canada, Ulrich and I sketched some of the impli-
cations of an ATP dependent proton pump for the energy metabolism of
CAM on the back of a napkin over a meal in a Chinese restaurant.
Surprised by the bioenergetic demands of malic acid compartmentation in
CAM in the dark, Ulrich engaged expert opinion and published a specula-
tive paper (Lüttge et al. 1981) that set him on a path to deep engagement
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with these processes that continues today. A decade later, and in the days
before e-mail, Ulrich and I used a facsimile machine to hastily assemble a
progress report on tonoplast fluxes for Harry Beever’s retirement sympo-
sium. We made light of the notion that Harry may have lost his way in
choosing not to pursue his early interest in CAM (Thomas and
Beevers 1949), and had in fact overlooked the remarkable transporter
properties of the largest organelle of all. Being realists, Harry’s friends pre-
sented him with an original print from Beseler’s Hortus Eichstettensis, a
print of Ricinus communis L.

Holtum et al. (2005b) have provided an excellent summary of the present
understanding of proton and malic acid fluxes into and out of the vacuole of
CAM plants. Quantitative freeze-fracture analyses of membrane particles
and of protein subunit patterns produced convincing evidence for the
induction of vacuolar H+-ATPase and H+-PPiase correlated with the induc-
tion of CAM (Lüttge and Ratajczak 1997). The picture emerges of a CAM
tonoplast with a high density of H+-ATPases (plus H+-PPiase) and low den-
sity of anion-selective ion channels (Hafke et al. 2003) with an apparent K1/2
of 2.5 mM for malate2− that facilitates passive movement from the cytoplasm
down the electrochemical potential gradient at rates adequate to account for
the high influx of malic acid into the vacuole. Efflux during phase III is less
well understood, but Holtum et al. (2005) cautiously accept that the vacuo-
lar malate carrier in Arabidopsis, a homolog of the human Na/dicarboxylate
cotransporter (Emmerlich et al. 2003), might account for H+ and malate
efflux from the vacuole.

1.6 Light use efficiency and photoinhibition in CAM plants;
the role of CO2 supply in the avoidance of photoinactivation

If a preoccupation with CAM came to define my interest in the dark reactions
of photosynthesis, early collaborations with Olle Björkman, and in the
Anderson-Boardman lab in CSIRO, led me to seek links with the light reac-
tions. As described elsewhere (Osmond and Förster 2006), Olle and I had pos-
tulated that when stomata close in response to water stress, photorespiratory
CO2 cycling in C3 plants might continue to generate a sink for electron trans-
port, and thus mitigate photoinhibition. It was a short step to ask whether the
high internal CO2 concentration during deacidification in phase III of CAM
contributed to mitigation of photoinhibition, at least during the first part
of the day. The application to CAM may have been consolidated during the
long night experiments on gas exchange at Carnegie in 1974. These two
streams of research came together a decade later when William Adams III
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became a graduate student at ANU with the opportunity to undertake a good
part of his research in the Desert Research Institute, Reno, Nevada.

The best criterion then for photoinhibition in vivo was the initial slope of
the light response curve of photosynthesis at CO2 saturation. Quantum yield
measurements at CO2 saturation during phase III of CAM proved to be a
straightforward matter using David Walker’s O2 electrode system. It was our
good fortune that Professor K. Nishida spent some months in RSBS. A
Japanese plant physiologist highly respected for his demonstration of noc-
turnal opening and diurnal closure of stomata in CAM using a viscous flow
porometer (Nishida 1963), three generations of researchers collaborated to
estimate quantum yields of O2 evolution in phase III in CAM. By chance,
gardeners had planted the highly reflective CAM plant Cotyledon orbiculata
L. adjacent to the entrance of RSBS in Canberra. With this plant we not only
had an opportunity to evaluate the role of internal CO2 supply, but the abil-
ity to decrease reflectance (and hence increase absorption) by simply brush-
ing the wax surface. William’s first paper on quantum yield in CAM (Adams
et al. 1986) appeared practically simultaneously with the wider survey of O2
evolution in C3 plants by Demmig and Björkman (1986). What happened
next is now history as the Adams-Demmig-Adams partnership emerged as
one of the most impressive teams in modern plant ecophysiology.

William also used K. daigremontiana to clearly show that if malic acid
pools in CAM were reduced by exposure to N2 atmospheres in the dark, the
extent of photoinhibition was exaggerated (Adams and Osmond 1988). The
role of CAM in conserving respiratory CO2 and mitigating photoinhibition
in tropical ferns was soon confirmed by Griffiths et al. (1989). Meanwhile,
the extreme light environment of the Mohave Desert and the extensive work
of Irwin Ting on the beautiful, but optically opaque beaver-tail cactus
Opuntia basilaris Engelm, and Bigelow made this plant a natural choice for
investigation of photoinhibition on sun and shade exposed sides of the
cladodes. I was not much help to the project, once requiring repatriation
from the field after falling victim to severe sunstroke while working in
Grapevine Canyon, Death Valley. William’s 77K chlorophyll fluorescence
and quantum yield data (Adams et al. 1987) were interpreted in terms of our
then understanding of photoinhibition. Within 2–3 years our understanding
of photoinhibition changed rapidly as the importance of photoprotection
associated with the xanthophyll cycle became evident. This is perhaps
most clearly shown in the later study (Adams et al. 1989) of Nopalea cochinil-
lifera (L.) Salm-Dyck (synonym for Opuntia cochenillifera (L.) P. Mill.) in
Venezuela.

We came full circle in this aspect of CAM when Sharon Robinson showed
that removal of the reflective wax from C. orbiculata increased the depth
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within the tissue to which conversion of violaxanthin to zeaxanthin could be
detected (Robinson and Osmond 1994). Her study neatly integrated the
concepts of external photoprotection by reflectance, and internal photopro-
tection by the xanthophyll cycle. Nevertheless, there is no doubt that the CO2
concentrating mechanism of CAM provides an excellent natural model for
the importance of access to CO2 in sustaining high photosynthetic efficiency
in strong light. It is clearly a less ambiguous general model for the role of
internal CO2 generation in mitigation of photoinactivation than our earlier
hypothesis for the role of photorespiratory carbon cycling in C3 plants when
stomata close in response to water stress.

1.7 Recycling of respiratory CO2 in CAM and diel variation in 
the engagement of cyanide insensitive respiration

Recycling of respiratory CO2 in phase I is a feature of CAM cycling and CAM
idling (Kluge and Ting 1978), but engagement of the CAM pool of malate in
tricarboxylic acid (TCA) cycle metabolism and mitochondrial electron
transport remains to be assessed in detail. Mitochondria isolated from CAM
plants have a high capacity of the alternative oxidase in vitro (Rustin and
Quiroz-Claret 1985), but as with all such studies, evaluation of activity and
function in vivo remained elusive. The creative insights of Joe Berry, Jim
Siedow and Dan Yakir, the technical excellence of Larry Giles and the post-
doctoral confidence of Sharon Robinson and Miguel Ribas-Carbo, were
directed to meddling with an O2 electrode attached to a mass-spectrometer
made available by a grant from the broadminded North Carolina
Biotechnology Center. The team discovered that alternative oxidase activity
peaked in phase III of CAM, just as predicted to assure the least adenylate
control and maximum TCA cycle flexibility during deacidification
(Robinson et al. 1992). Their method proved generally applicable, and has
now given better insights into the functional significance of cyanide-insen-
sitive respiration in other plants (Robinson et al. 1995).

When fitted with a gas phase CO2 electrode, David Walker’s O2 electrode
system revealed that stoichiometric nightmares of net O2 and CO2 exchanges
prevail in all phases of CAM (Osmond et al. 1996). Again, Maxwell et al.
(1998) showed that these can only begin to be resolved when the CAM tis-
sues are attached to a mass spectrometer tuned for tracer experiments with
13CO2 and 18O2. In the course of these experiments, we were confronted with
a simple but poorly understood feature of CAM; the extraordinarily high
concentrations of O2 that accumulate in the closed system during phase III
conversion of a soluble CO2 source (malic acid) to soluble and insoluble
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products (sugars and starch) accompanied by photosynthetic O2 evolution.
The process could be observed by allowing the CO2 concentration to oscil-
late over a narrow range in short light-dark cycles while O2 concentration
increased in each light period (Osmond et al. 1996, 1999). The over-pressure
of O2 was clearly audible when the chamber was opened at the conclusion of
each experiment.

We estimated that deacidification of 100 µmol malic acid g−1 fwt could
generate up to 9 ml O2 in a tissue with a gas space of about 50 µl ml−1. The
high internal CO2 concentrations generated during deacidification seem
adequate to mitigate the oxygenase activity of Rubisco and minimize pho-
torespiration during CO2 fixation (Osmond et al. 1999; Lüttge 2002), but the
O2 partial pressures that build up behind closed stomata in phase III of CAM
are probably higher than in any other living system. One had encountered
anecdotes about this phenomenon from time to time, but now we can be
grateful to Krätz (2001) Ulrich Lüttge and Otto Lange for pointing us to the
discovery of O2 over-pressure in Clusia rosea Jacq. by Alexander von
Humboldt, in the field, in 1800! When a cut leaf was illuminated with its
petiole in water, the gas bubbles released from the petiole were found to con-
tain 30–35% O2. The implications for oxidative stress are obvious, but still
need to be probed in depth (Broetto et al. 2002). Many investigations of the
potential for photo-oxidative stress associated with photosynthetic O2 evo-
lution in the chloroplast have been frustrated by problems of access, detec-
tion of reactive oxygen species, and the remarkable multiplicity of metabolic
pathways. Frankly, why would one look beyond the CAM system to discover
what really matters in oxidative stress?

1.8 Field CAMpaigns

From the above, it is clear that my CAM research has been largely lab-bound.
I was much aware of the advances arising from Irwin Ting’s fieldwork, and
while in München, made brief excursions to dry sites in the Alps with
Professor Ziegler. We were also impressed by the comprehensive ecophysio-
logical and biophysical evaluation of massive CAM succulents being under-
taken by Park Nobel. His book (Nobel 1988), complete with cover illustrations
provided by the US Postal Service, made it clear that field CAMpaigns should
be directed elsewhere. However, there was a time when visitors to the RSBS
laboratory were pressed into brief field trips over long distances to study
“prickly pear” (Osmond et al. 1979a). Unfortunately, our primitive hands-on
equipment made it difficult to avoid the annoying, tiny barbed glaucids of this
otherwise benign succulent; one hopes now all is forgiven!
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Introduced as a hedge for vineyards in 1846, today’s highly dispersed rem-
nant populations of Opuntia stricta give little clue to the impact of this inva-
sive CAM plant in central-eastern Australia. By 1930 this succulent had
become a noxious weed of immense proportions, having expanded to deny
agricultural and pastoral access to an area as large as that of the British Isles,
often attaining 500 or more tonnes fresh weight per hectare (Osmond and
Monro 1981). As early as 1915 investigators knew they were dealing with
something different. A chemical control agent (arsenic pentoxide in 15%
sulphuric acid) proved more effective when sprayed at night (presumably
because stomates were more open at night), and thousands of farmers knew
that cladodes of prickly pear seemed to survive “on air”, without roots.
However, nocturnal malic acid synthesis and the water use efficiency of
CAM in Opuntia did not attract much interest among Australian plant phys-
iologists of my generation, possibly because the “prickly pear” problem had
been resolved by one of the most spectacular biological control regimes
ever established.

Research by Gert Stange, a visual neurophysiologist now working on bio-
inspired autopilots for flying robots, revealed that the continued highly
effective biological control of this noxious invasive CAM plant depends to a
significant extent on exquisitely sensitive CO2 detectors in the mouth parts
of female moths Cactoblastis cactorum Berg (Stange et al. 1995; Stange 1997).
Ever since their introduction in the late 1920s, female C. cactorum have been
making boundary layer CO2 profiles 1–5 mm above any surface upon which
they alight during their early evening perambulations. Possibly the most
persistent and numerous CAM researchers on the planet, after detecting a
surface with net CO2 influx in the dark, the female C. cactorum proceed to
deposit eggs on the glaucids in the aureoles of Opuntia cladodes, the most
uncomfortable but most secure spot on the cladode surface.

There is probably a lot more involved in host plant detection (Pophof
et al. 2005) but measurement of nocturnal CO2 influx evidently remains a
good targeting system throughout the range of O. stricta in south-eastern
Australia (there is only one native CAM plant in the region; Sarcostemma
australe R.Br.). Larvae of C. cactorum simply burrow into the cladodes and
totally devour them from within. Millions of tonnes of O. stricta were con-
sumed by trillions of larvae and after three damped cycles of devastation and
recovery over a decade, O. stricta ceased to be a problem (Osmond and
Monro 1981). Half a century later, when ecophysiologists began to study the
dispersed remnant populations of the CAM invader, we quickly gained
an appreciation of the tight population dynamics underlying this unobtru-
sive, highly effective biological control. Unless clumps of O. stricta were
isolated by insect netting, C. cactorum usually found and devoured its host
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before we could return to complete seasonal measurements of CAM
(Osmond et al. 1979a,b).

I may have been cured of CAM fieldwork by the Stylites expedition of
1982. In an unguarded moment during a discourse on the stomate free cuti-
cles of fossil plants at the Sydney Botanical Congress in 1981, John Raven
leaned over and muttered “they must have been CAM then”. He was over-
heard by Jon Keeley, who retorted “I know just where to find such CAM
plants”. The cover article in Nature that followed should have been headlined
with the best insight of the trip (“How does Stylites CAMpeat?”; courtesy of
Sterling Keeley). However, the remarkable capacity of the sporophylls of this
taxon to recycle CO2 from its peaty root zone via CAM in chloroplast con-
taining cells surrounding the air canals connected to gas columns in living
roots was a good story in itself. The fieldwork cure took the form of excru-
ciating headaches (from inattention to altitude in the Peruvian Andes), and
a really debilitating stomach problem (from inattention to ethnic culinary
style in restaurants) that almost led to a JAL cabin crew being quarantined
at Tokyo airport over Christmas.

As it was, Klaus Winter organized my first and only field encounter with
CAM in the tropics (Winter et al. 1986), and I regret having been distracted
by other things during the “grand era” of tropical CAM ecophysiology. One
cannot but admire the results and impact of expeditions to tropical
CAMscapes; to the Bromeliads in Trinidad (Griffiths and Smith 1983), to
the Clusias in the Caribbean and tropical Americas (Ting et al. 1985) and
to the diverse stem succulents of Madagascar (Kluge et al. 1991). These expe-
ditions have stimulated our wider appreciation of CAM plants well beyond
the Fensterpflanzen of Carl Spitzweg. The recent history of CAM ecophysiol-
ogy is remarkable for the ways fieldwork has led to creative laboratory inves-
tigations, ranging from use of isolated vacuoles from orchids for transport
studies (White and Smith 1992) to the establishment of records such as 1.4 M
titratable protons in vacuoles of Clusia (Borland et al. 1992) and to records in
xanthophyll photoprotection set by Guzmania (Maxwell et al. 1994).

As one may sense from Black and Osmond (2003), I thought that my
dreams for field work with CAM plants might be realized after accepting the
challenge to lead the Biosphere 2 Laboratory to fulfil its potential for exper-
imental ecosystem and climate change research. This was by no means the
highest priority for research in the beautifully situated, extraordinary facil-
ity in the higher Sonoran Desert, but we set out to examine some system
level impacts of CAM under controlled conditions. An enclosed environ-
mentally controlled facility, retrofitted and named in honour of Manfred
Kluge and Ulrich Lüttge, Nobel and Bobich (2003) explored the carbon
sources for new root growth of Opuntia spp. following summer precipitation,
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and Rascher et al. (2006) demonstrated that the imprints of the phases of
CAM can be discerned in net ecosystem CO2 exchanges.

The premature termination by Columbia University of its 10-year com-
mitment to the transformation of this unique apparatus, just as its potential
for global change research was becoming so clearly evident, will be remem-
bered by many as one great opportunity lost. In a lighter vein, I regret that
we did not get to evaluate the havoc that must be wrought on CAM in
Carnegia gigantea (Engelm.) Britt. & Rose draped each night in suburban
gardens of Arizona with garlands of red, white or blue LEDs for weeks at a
time during the festive season. Although I pointed out the misinformation
on a panel at the Arizona Sonora Desert Museum (that asserts CAM plants
have the remarkable ability to split H2O to O2 in the dark!) nothing had
changed on my last visit.

1.9 Origins of CAM and its future prospects in a high CO2 world

The evolution of CAM is a question that is best left to the experts. Aside from
noticing that the CCM upon which CAM depends simply involves internaliz-
ing the CO2 atmospheres of the Cretaceous, I have not paid much attention to
the problem. In an unguarded moment at a photosynthesis congress in
Brussels, shortly after the encounter with Stylites, and no doubt while still overly
impressed with contemporary progress in CAM, I was drawn to speculate that
it might represent an ancestral, terrestrial photosynthetic metabolism for all
seasons. Now in one’s dotage even a firm believer in the principle that one
should either put up (experimental evidence) or shut up, may be allowed a lit-
tle fanciful speculation. If one contemplates the primal cellular requirements of
cation–anion balance, pH stasis and turgor in a vacuolated autotroph during
metabolism of nitrate (a shadow of Atriplex here!), then the anaplerotic, cyto-
plasmic synthesis and vacuolar accumulation of malate in CAM seems an
admirably comprehensive compromise. If recycling of respiratory CO2 and
conservation of water are of further selective advantage to the C-balance of a
multi-cellular terrestrial system, we seem presented with the key design ele-
ments for CAM. Lüttge et al. (2000) took a step towards evaluation of these pos-
sibilities in their demonstration of linkages between the housekeeping function
of vacuolar malate transport for cation balance in tobacco under nitrate (but
not ammonium) nutrition, and the special role of malic acid fluxes in CAM.

Some more thoughtful commentators now seem not to dismiss the above
notions out of hand in their discussions of the physiological and biochemi-
cal realities of C-acquisition in aquatic, and subsequently in water limited
terrestrial habitats. Keeley and Rundel (2003) entertained the possibility that
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the temporally regulated survival attributes of CAM in aquatic and terres-
trial habitats may well have predated the more productive, spatially regulated
attributes of C4 metabolism. Sage (2002) made an outstanding case that the
developmental, physiological and biochemical analogies between the CCMs
in CAM and C4 metabolism are probably mutually exclusive in functional
terms, except perhaps if spatially and temporally separated in Portulacca
(Guralnick et al. 2002). Unlike C4 photosynthesis where the CCM is associ-
ated with the vasculature and defined by suberin, the CCMs of CAM plants
cannot be expected to leave much of an anatomical signature during fos-
silization. On the other hand, as Uwe Rascher has pointed out, woody CAM
plants that rarely if ever engage in CO2 assimilation in phase IV, might pro-
vide long lasting less negative δ13C signatures that are relatively unresponsive
to environment variables.

Whatever, the safe position in these matters is to retreat to the notion that
CAM is a remarkably flexible, niche-filling form of photosynthetic metabo-
lism originating in many families that is found now in some 16–20,000
ancient and modern aquatic and terrestrial species. Crayne et al. (2004)
make the point that terrestrial and epiphytic niche differentiation seems to
have been important during evolution in different genera in the
Bromeliaceae. In this “Arabicentric era” of plant biology, Hartwell (2005)
speaks for all in this field when he asserted that “we overlook such valuable
adaptations (as CAM) at our own peril in the face of current predictions of
global warming”. In spite of the efforts of the dominant mammal
(humankind) to restore Cretaceous-like atmospheres on Earth by profligate
combustion of fossil photosynthates, the CCM of CAM may confer advan-
tages in many hot tropical and seasonally arid climates for some time to
come. Perhaps one should be concerned for future biological control of
“prickly pear” because, as atmospheric [CO2] continues to increase, the abil-
ity of Cactoblastis to detect inwardly directed CO2 gradients over Opuntia
cladodes at night is compromised (Stange 1997). Perhaps we should be more
concerned with the possibility that promotion of profligate use of fossil fuels
may be seen by some administrations as a convenient way of burning much
of the evidence for biological evolution itself!

1.10 A view from over the hill

I concluded an earlier review of CAM with a quote from Nehemiah Grew
that promised research would continue to be an uphill quest (Osmond
1978). Fortunately perhaps, I seem to find myself wandering the foothills
still, confronted with so many questions in CAM demanding to be addressed
that one scarcely knows where to turn. A new set of generic questions seems
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to turn up with each forward step, and we remain somewhat blind to several
major issues. For example, we have been preoccupied with elucidation of the
signature metabolism of CAM, with malic acid synthesis and degradation,
and have paid less attention to what may be even more sophisticated regula-
tion of carbohydrate metabolism and its relation to growth. The fundamen-
tal question of how CAM plants preserve carbohydrate reserves in the light
for acid synthesis in the dark, while at the same time providing carbon for
growth remains enigmatic. In particular, the natural abundance stable iso-
tope evidence for discreet pools of carbohydrates engaged in dark CO2 fixa-
tion and growth (Deleens et al. 1979) challenges all present models of
metabolic compartmentation. It is astonishing, but the first detailed diel
carbon allocation budgets of CAM plants seem to have been published by
Borland (1996) and Borland and Dodd (2002).

Two of my earliest PhD students made important contributions to car-
bohydrate stoichiometry in CAM (Sutton 1975a,b) and to gluconeogenesis
(Holtum and Osmond 1981); studies that have continued with subsequent
students (Christopher and Holtum 1996, 1998). Carbohydrate metabolism
in CAM became a cornerstone in Clanton Black’s lab, with discovery of the
novel pyrophosphate dependent 6-phosphofructokinase (Carnal and Black
1979) and recognition that sugars in the vacuole, rather than starch in the
chloroplast, are the source of substrates for acidification in pineapple and
other species (Black et al. 1996). Clearly, major issues of carbohydrate com-
partmentation and transport in CAM, such as vacuolar sucrose fluxes
(McRae et al. 2002), glucose and glucose-6-phosphate fluxes into and out of
chloroplasts, and the unusual regulatory relationships with fructose 2,6 bis-
phosphate (Fahrendorf et al. 1997), need close attention. Given the revolu-
tion in our understanding of starch metabolism in leaves (Smith et al.
2005), the unusual demands of CAM may soon be placed in context
(Holtum et al. 2005).

When do CAM plants actually grow? Years ago, Bill Allaway weighed
K. daigremontiana grown in controlled environments in the Canberra
Phytotron that were designed to vary the amount of CO2 fixed in phase IV,
and as expected these plants grew faster than those confined to CO2 uptake
in phase I. Ignoring for the moment that we do not know much about the
diel growth properties of leaves from more than a handful of tame C3
plants that mostly grow at night, we have been surprised to find that CAM
plants grow in the day during phase III (Gouws et al. 2005). A few
moments of reflection were enough to convince us that this made a lot of
sense. During phase III carbon skeletons need to be conserved in starch for
the next night of malic acid synthesis, but in the absence of phase IV net CO2
fixation, 25% of malate carbon could become available for growth and
maintenance. Moreover, because turgor peaks in phase III, and cytoplasmic
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pH declines, this phase of CAM seems the most propitious for growth of
leaves and cladodes.

The ecophysiological literature suggested a further test, using the
conveniently planar leaves of Clusia minor L. that switch from CAM to C3
and back again in response temperature and vapour pressure manipulations
(Schmitt et al. 1988). It was at this point we were reminded that ecophysiol-
ogists in general are prone to study fully expanded (non-growing) mature
leaves, that not much is known of CO2 fixation in young expanding leaves,
and that we now need to revisit the whole mysterious citric acid metabolism
of Clusia. A recent comprehensive analysis of nocturnal acid synthesis and
carbohydrate consumption in strongly CAM Clusia hilariana Schlecht
demonstrated a remarkably tight sugar-malate dominated stoichiometry
(Berg et al. 2004). However, the sole pulse-chase study of these processes
(Olivares et al. 1993) leaves open many questions of citrate metabolism that
still need to be explored C atom by C atom using 13CO2 and GCMS
(Osmond et al. 1996). We also now need to study source-sink relationships
in growing photosynthetic tissues in CAM plants, taking cues from Opuntia
ficus-indica (L.) P. Mill. (Wang et al. 1988) and the carbon budget experi-
ments of Borland and Dodd (2002).

Not much of the above research has appeared in generalist journals now
held to be of high impact by the “accountants” who now define the param-
eters for academic promotions and award of competitive grants. Rather, stal-
wart plant biology journals, served by broadminded editors and reviewers,
have facilitated the reporting of CAM research. Consequently, one is no
longer surprised to find the feats of CAM physiology and biochemistry cited
in headlines in higher impact journals justifying attention to particular
genes in Arabidopsis (Emmerlich et al. 2003). Preparation of this chapter has
reminded me again of just how much there is in CAM that is new, some-
times entirely unexpected and highly specific (Epimashko et al. 2004), but
also much that is relevant and indispensable to mainstream plant biology
(Hafke et al. 2003; Boxall et al. 2005). This functionally distinctive but eco-
nomically undistinguished sector of plant biodiversity has added signifi-
cantly to our genetic, biochemical, biophysical, physiological and ecological
understanding of plant biology in general.

Some 40 years of peripatetic engagement in CAM research, from privi-
leged research positions in RSBS at ANU, in Reno, at Duke and briefly in
Columbia, have left me with several enduring perspectives:

● First, in all the glorious functional biodiversity of plant systems, one can
rarely predict where the next significant insight may arise. The huge
impact of ecophysiological studies of tropical epiphytes and stranglers on
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widening our understanding of CAM beyond the Crassulaceae is a case in
point. Although it was clear that research in CAM would contribute much
to the understanding of PEPCase regulation, tonoplast malate transloca-
tors and circadian rhythms, it was less obvious that one could have antic-
ipated its contributions to breeding water-use efficient crops, assessment
of alternative oxidase in-situ, or the still to be exploited potential of CAM
in studies of oxidative stress.

● Second, the collegial networks so critical to progress in research know no
boundaries. Even at times when it seemed that different views of the same
phenomenon had become polarized, common ground ultimately
emerged. Witness for example, the insights that continue to emerge from
application of diverse biophysical and molecular genetic approaches to
circadian rhythms in CAM (Borland et al. 1999; Lüttge 2000; Nimmo
2000; Hartwell 2005).

● Third, it becomes clear with the passage of time that one’s efforts must be
directed to sustaining individual creativity, collaborative activity and
achievement among younger colleagues.

Is there a bottom line? Several of my mentors in research offered outstand-
ing proof, in their time, of Medawar’s axiom; “If politics is the art of the pos-
sible, research is surely the art of the soluble. Both are immensely
practical-minded affairs”. They bridged the apparent divide between research
and politics with spectacular solutions that enhanced the possibilities for sci-
ence. Clearly, research politics have not been my forte. Although I have
striven, I have not prevailed, in spite of outstanding opportunities to change
the ways we think about things, and go about them. In the end, one remains
simply grateful to many companions in CAM, and in other pathways, whose
integrity and creativity have made his career in botanical research so
much more fun, so much more fascinating, and possibly somewhat more
enduring, than all the other efforts.
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Function of Genetic Material: Progressive Insight 
into Antimicrobial Peptides and their Transcriptional
Regulation

Silke Hagen and Ulf Stahl

1 Introduction

Antimicrobial peptides (AMPs) are small proteins that display growth
inhibitory effects on a multitude of organisms. They are constituents of the
innate defence mechanism of multicellular organisms (Zasloff 2002), in
which they are essential factors in repelling pathogen attack. Interestingly,
the host range of AMPs is largely restricted to a specific group of pathogens.
Furthermore, they often possess high antimicrobial potential. Due to these
two aspects, AMPs are considered to be “nature’s antibiotics” (Wang and
Wang 2004), representing attractive alternatives to chemical antimicrobial
agents presently in use (Reddy et al. 2004a). However, before research can
take full advantage of AMP characteristics, more detailed information has to
be accumulated concerning their expression and regulation, respectively.

During the last few years, dramatic progress has been made in under-
standing how expression of AMP-encoding genes is induced and regulated. It
appears that many organisms, such as Arabidopsis thaliana, possess highly
sophisticated defence-related signalling pathways (Nimchuk et al. 2003).
These enable the host to discriminate between different qualities of pathogen
infection and other stress-evoking factors, and to react accordingly.

In this review, the interested reader is given an overview on the recent
progress achieved in understanding AMP expression and regulation of
AMP-encoding genes. For further leading in-depth information, the reader
is referred to a selection of comprehensive review articles from Lemaitre
(2004), Zhao (2005) and Zipfel and Felix (2005).

2 What are antimicrobial peptides?

Antimicrobial peptides, comprising of antibacterial or antifungal activity, have
been identified in many species, ranging from bacteria and fungi to insects,
mammals and plants. In evolutionary terms, they are thought to be ancient
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constituents of the innate immune system. Although prokaryotes are devoid of
any kind of immune response, some of them are also known to produce pep-
tides with antimicrobial potential (Cheigh and Pyun 2005).

Generally, bacterial AMPs provide their host with a selective advantage.
This advantage may imply that prokaryotic strains are able to successfully
defend their assigned ecological niches against putative competitors (Bhatti
et al. 2004).

Regardless of their origin, AMPs are gene-encoded, low-molecular
weight proteins, generally consisting of fewer than 100 amino acid residues
(Ganz 2005). Strikingly, there is little sequence or structural similarity to
perceive among them. Although they exhibit a rather wide range of vari-
ance, it is impressive to note that all AMPs seem to operate via the same
fundamental mode of action. This involves the permeabilisation of micro-
bial membranes, concomitantly resulting in growth arrest of putative
pathogens or rival strains. An underlying prerequisite for the membrane
perturbing effect is certainly the cationic net charge of AMPs, which is a
common characteristic for this outstanding group of peptides. Furthermore,
AMPs generally exhibit an amphipathic configuration (De Smet and
Contreras 2005), which is also assumed to be involved in the process of
membrane permeabilisation.

The characteristic event of membrane permeation consists of the electro-
static interaction between AMPs and membranes. It has been suggested that
positively charged peptides can displace charge-neutralising cations, which
were found to localise on membrane surfaces. Upon removal, AMPs can
bind to negatively charged membrane constituents, such as lipopolysaccha-
rides. Alternatively, AMPs can neutralise the membrane charge within the
affected area, subsequently resulting in the permeabilisation of membranes
(Bowdish et al. 2005).

2.1 Function

Antimicrobial peptides form the first line of innate host defence in multicel-
lular organisms. In contrast to the adaptive immune system, which may take
days or weeks until it successfully responds to invasive attack, the innate
immune system provides a rapid means to combat pathogen infection right
from the start (Clark and Kupper 2005).

Presumably, all metazoans have evolved an inborn defence mechanism.
Distinguishing features of this innate immunity comprises of pattern recog-
nition receptors (PRR), which usually exhibit a broad range of specificity.
PRR are able to recognize many related molecular structures, referred to as
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pathogen-associated molecular patterns (PAMPs) (Nurnberger et al. 2004;
Zipfel and Felix 2005). PAMPs generally show little variance. They typically
consist of polysaccharides and polynucleotides, exclusively present in the
invading pathogen. No memory of prior exposure to a certain pathogen is
required for PRR expression, which explains the rapidity with which the
innate immune response is able to respond to invasive attack.

Some organisms, such as plants and lower animals, do not possess an
adaptive immune response and are therefore utterly depend on their
innate immune system. However, although devoid of an acquired immu-
nity, these organisms are highly successful in protecting themselves against
life-threatening invaders. This circumstance clearly speaks in favour of the
efficiency of the innate immune system, which has stood the test of time
for million of years.

Remarkably, the effective range of AMPs is not exclusively restricted to the
innate immune system. These peptides were also found to trigger and to inter-
act with the adaptive immune response (Oppenheim et al. 2003). In metabolic
terms, this is a greatly economic means of responding to pathogen attack. The
host merely invests energy into the expression of basic defence machinery.

General elicitors, collectively termed now as pathogen-associated molec-
ular patterns (PAMPs; Fig. 1), interact with host receptors, such as pattern
recognition receptors (PRRs) in plants or Toll-like receptors (TLRs) in ani-
mals. The receptors, in turn, translate the signal into cellular reactions that
result in the activation of plant defence reactions (Fliegmann et al. 2004).

The correlation between environmental stimulus and defence gene expres-
sion may be diverse. However, AMPs are a potent means of providing their
host with a selectional advantage, be it either the protection against pathogen
invasion or the defence of an ecological niche against a putative competitor.

Every organism encounters pathogen invasion most of the time, which
implies that parasites try to enter their host with the aim to feed and to
propagate at its expense. Pathogen invasion can constitute a considerable
metabolic burden for the affected organism, significantly reducing its fit-
ness and chances for survival. In order to successfully counteract parasite
intrusion, the host mounts an immune response. This includes the produc-
tion of AMPs, which provides it with a selectional advantage over non-
producing strains. The defence of a certain habitat or ecological niche by
means of AMP activity particularly holds true for prokaryotes. Both
Lactococcus lactis subsp. lactis and Listeria monocytogenes are lactic acid
bacteria sharing the same habitats. L. lactis produces an AMP referred to
as nisin. This peptide has proven to effectively inhibit the growth of
L. monocytogenes (Bhatti et al. 2004), thereby keeping the putative rival for
nutrients successfully at bay.
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2.2 Mechanism of action

The molecular activity of AMPs can generally be ascribed to an electrostatic
relation between positively charged peptides and negatively charged micro-
bial membranes (Park and Hahm 2005). For many AMPs described so far,
this interaction appears to be highly unspecific, since it does not seem to
operate via a receptor-mediated mechanism. Nevertheless, the consequences
for an invading pathogen under the influence of AMP activity may be dra-
matic: peptide–membrane interactions can result in the permeabilization of
membranes, loss of membrane potential and the discharge of cytosolic
metabolites (Tossi and Sandri 2002).

Outstanding characteristics such as size, amino acid composition, amphi-
pathicity and cationic charge facilitate the attachment and insertion of AMPs
into membrane bilayers. Three models have been put forward to explain the
formation of pores: the barrel-stave, the carpet and the toroidal model. The
publications by Park and Hahm (2005) and Zemel (2003) provide detailed
information on these model mechanisms. In any event, however helpful the
character of these models may be, they provide only scant insight into how
peptide damage and killing of microorganisms truly occurs.
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genderived signals, consequently resulting in the transcription of specifically associated
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For some AMPs, the interaction with specific membrane-associated
targets or receptors has recently been described (Thevissen et al. 2004).

It was shown that some antifungal peptides interact with fungal glucosyl-
ceramides. Interestingly, the analysed AMPs originated from different
eukaryotic kingdoms, which leads to the conclusion that they once must
have evolved from a single precursor molecule (Thevissen et al. 2004).

Several other observations suggest that the translocation of AMPs 
across membranes can influence septum formation in ascomycetes.
Furthermore, the synthesis of cell walls, nucleic acids and proteins may also be
affected, as well as the activity of certain enzymes (Olmo et al. 2001; Park and
Hahm 2005).

2.3 Classification

Due to the vast variety of peptides displaying antimicrobial potential, the
classification of AMPs into different categories is not an easy task. Neither
a taxonomic nor a functional classification seems to be sufficiently rigorous,
therefore some rather broad structural characteristics have been applied for
the categorisation of these peptides. A descriptive summary on important
AMP subfamilies is given by Marshall and Arenas (http://www.ejbiotechnol-
ogy. info/content/vol6/issue3/full/1).

In plants, eight distinct classes of AMPs have been identified so far
(Garcia-Olmedo et al. 1998; Lay and Anderson 2005). In humans, three
major groups of AMPs are characterised (De Smet and Contreras 2005),
whereas the innate immune system of insects is said to consist of seven
important families of peptides (Royet et al. 2005). Nonetheless, it is worth
mentioning that the definite classification of many individual AMPs still
remains a controversial issue.

There are presently two extensive AMP databases freely available on the
world-wide-web (http://www.bbcm.univ.trieste.it/~tossi/pag1.htm and
http://aps.unmc.edu/AP/main.php).

3 Structure and gene regulation of antimicrobial peptides

The great attractiveness of AMPs for medicine or applied biotechnology can
be attributed to their biological origin, high sustainability, broad diversity
and appealing range of specificity. In order to best exploit these peptides,
detailed knowledge has to be gathered concerning their tertiary structure,
their mode of action and the regulation of AMP-encoding genes.
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X-ray crystal diffraction, solution nuclear magnetic resonance (NMR)
and theoretical modelling are techniques by which the three-dimensional
structure of proteins and peptides can be resolved. At present, none of
these methods seems suitable to provide analyses data in a straightforward 
manner (http://course.wilkes.edu/bioinformatics/stories/storyReader$130).

Many attempts have been made to gain more insight into the regula-
tion of AMP-encoding genes. Whilst expression patterns of genes from
mammals and insects are especially well investigated, research into
respective genes in bacteria, fungi and plants is only now catching up.
Recent data provide valuable information about the stunning complexity
by which organisms encounter stress situations within the scope of
pathogen attack.

3.1 Plants

Approximately 10,000 years ago, humans started to practise agriculture. Since
then, a steady improvement of crop plants has been achieved in order to meet
the growing demand for renewable primary products. Today, crop yields can
be pushed to the maximum by various means (Wollenweber et al. 2005);
however, a substantial part of the annual harvest falls prey to pathogen attack.

It is estimated that fungi alone destroy approximately 17% crop per annum
worldwide, resulting in huge economic losses (http://www.cheminova.com/
en/insects_weeds_and_ fungi.htm).

Extremely alarming is the observation that many crop-protecting chem-
icals, generally applied by way of a precaution, seem to have lost their
potency (Sundin 2001; McManus et al. 2002). The steady increase of resist-
ant pathogens imposes extreme pressure on farmers and the chemical
industry to rapidly find new, efficient and cheap antibiotics. Ideally, these
substances should combine a high degree of activity and a narrow suscep-
tibility range, while still being completely compatible with the environ-
ment. Thus, ideal candidates for future crop-protecting agents are
represented by AMPs, which still hold high potential for optimisation to
demand by genetic engineering.

3.1.1 Antimicrobial peptides

Plants are sessile organisms, and are therefore exceptionally dependent on
their immune response. Within this scope, plants produce a whole battery of
AMPs and proteins, all intended to protect the organism against pathogen
attack. Interestingly, the encounter between plant and pathogen can follow
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two different ways of progression—the so-called susceptible or the resistant
route of interaction.

During the resistant route of interaction, which is also referred to as the
hypersensitive response, the plant aims to literally trap the pathogen within
necrotic plant tissue and layers of decomposing cells (Greenberg and Yao
2004). The susceptible route of interaction implies that the infection can ini-
tially ensue (Lay and Anderson 2005). In this case, the plant has to fall back
on its repository of defence-related cell responses, among which the expres-
sion of AMPs is included.

As previously stated, the classification of AMPs into distinct groups or
families is a source of controversy. Based on amino acid sequence identities
and spacing between cysteines residues, it has been suggested to differentiate
between the following families of plant AMPs: thionins, plant defensins,
lipid-transfer proteins, hevein- and knotting-type peptides, and AMPs from
Macademia integrifolia, Impatiens balsamina and the group of cyclotides
(Lay and Anderson 2005). Other sources state that snakines as well as the
multiubiquitine binding protein (MBP1) serve to constitute complemental
classes of AMPs within this listing of families (Garcia-Olmedo et al. 1998).
Apart from these variations, the molecular size of AMPs provides less reason
for debate, since it typically ranges between 2 and 9 kDa. The expression of
AMPs is described to be either be constitutive or inducible (Garcia-Olmedo
et al. 1998). Table 1 gives an overview on the basic characteristics of the
individual peptide families summarized above.

3.1.2 Structure

Antimicrobial peptides from plants generally possess four to eight cysteine
residues, which result in the formation of two to four disulfide bridges
(Table 1). However, regarding the number of disulfide bridges observed in
AMPs, there are several exceptions to the rule.

Snakin-1 was identified to be the only peptide to date containing 12 cys-
teines, ultimately resulting in the arrangement of six disulfide bridges
(Segura et al. 1999). Others, such as the chitin-binding protein from
Euonymus europaeus (Ee-CBP) and the AMPs from Eucommia ulmoides (e.g.
EAFP2), contain five disulfide bridges (Van den Bergh et al. 2002; Huang
et al. 2004). The hevein-type peptide Ac-AMP2, isolated from Amaranthus
caudatus (el Bouyoussfi et al. 1997), contains three disulfide bridges.

Intramolecular disulfide bridges contribute considerably to the tight fold-
ing and characteristic stability of AMPs. This stability is indicated by the
extraordinarily high heat and protease resistance of these peptides (Lay and
Anderson 2005).
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3.1.3 Regulation

Both biotic and abiotic stresses can trigger a network of individual signalling
pathways, which all seem to be extensively interconnected with each other
(Pieterse and Van Loon 2004). Obviously, this cross-talk is very sensible,
because it enables the organism to fine-tune and coordinate its defence
responses in accordance with the individual stress applied. In general, the
reception of species-specific elicitor molecules constitutes the initial step
within a cascade of transduction events.

Interestingly, the elicitors are generally recognised by distinct receptors
localised on the surface of the affected host cell. The receptors consequently
translate the signal into defined events taking place in the plasma mem-
brane, the cytosol and/or the nucleus (Shirasu et al. 1996). Regarding signal
recognition and signal transduction, there are numerous highly informative
review articles available to date. The interested reader is referred to publica-
tions by Dangl and Jones (2001) and Asai et al. (2002).

Most interestingly, each signalling pathway comprises a specific phyto-
hormone that serves to amplify and spread the host immune response
immediately upon pathogen recognition. The most prominent phytohor-
mones are salicylic acid (SA), ethylene (ET) and the jasmonates (JA).
Depending on which of these hormones constitute the central signalling
component, the designation of the corresponding pathway applies accord-
ingly. Lately, a number of excellent review articles have been published that
address the complexity of ET, JA and SA signalling in plants. In this regard,
the reader is referred to articles from Pieterse and Van Loon (2004) and
McGrath (2005).

Presently, the most comprehensive understanding of defence gene regula-
tion is achieved in Arabidopsis. Therefore, the following paragraphs will
summarize the latest progress acquired for this model system exemplarily.
Signalling pathways in Arabidopsis have been investigated to a great extent;
however, there still are several pieces missing to complete the entire picture
of defence gene regulation in this organism. Table 2 summarizes the recently
described factors and elements involved in ET, JA and SA network signalling
pathways, all being ultimately involved in pathogenesis-related defence gene
expression.

Regarding the Arabidopsis defensin PDF1.2, its expression was shown to
be induced by exogenous treatment with either ethylene or methyl
jasmonate. In contrast, the application of salicylic acid had no effect on
pdf1.2 expression (Penninckx et al. 1998).

The coronatine-insensitive 1 (COI1) gene encodes an F-box protein
involved in the ubiquitin-proteosome pathway, and is required for
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response to jasmonates in Arabidopsis (Devoto et al. 2002). Recently,
research has identified that COI1 associates with other proteins to form
ubiquitin–ligase complexes, designated as SCFCOI1. These complexes con-
stitute an intermediary module between JA and ET signalling via the acti-
vation of the ethylene response factor 1 (ERF1) (Devoto et al. 2002;
Lorenzo et al. 2003).

It appears that ethylene-responsive element binding factors (ERF) play
a significant role in defence gene induction on the whole. They are known to
consist of a small subfamily of ERF proteins that can act as transcriptional
repressors. One such repressor, AtERF4, is capable of modulating ethylene
and abscisic acid responses in Arabidopsis (Yang et al. 2005).

The connection between SCFCOI1 and ERF1 explains why concomitant
induction of the ET and the JA response pathways are required for transcrip-
tional induction of the Arabidopsis defensin-encoding gene pdf1.2. In Fig. 2,
the interconnection of signalling pathways and the subsequent induction of
characterised defence genes is outlined schematically. Arrows indicate posi-
tive interaction, while dashed lines represent negative interaction.

44 Genetics

Table 2. Recently described factors and elements involved in ethylene (ET), jasmonate (JA)
and salicylic acid (SA) signalling networks of Arabidopsis

Factors/
elements Characteristics and function Reference

ERF1 Ethylene response factor (ERF) transcription Lorenzo et al. (2003)
factor. Involved in converging cross-talk 
between ET and JA signalling pathways

NPR1 SA-activated transcription factor. Modulates Pieterse and Van 
cross-talk between JA and SA signalling pathways Loon (2004)

WRKY70 SA-activated transcription factor involved in Li et al. (2004)
cross-talk between JA and SA signalling pathways

AtMYC2 Transcription factor involved in JA-dependent Boter et al. (2004)
wound-response gene induction

SCFCOI1 The COI1-associated protein complex (SCFCOI1) Devoto et al. (2002)
constitutes an intermediary module in JA-mediated 
ERF1 activation

MPK4 The MAP-kinase 4 regulator is involved in Andreasson 
SA-dependent defence gene repression and et al. (2005)
JA-dependent defence gene activation

GCC-box Promoter element involved in the transcriptional Brown et al. (2003)
induction of JA-dependent defence genes



The MAP kinase 4 (MPK4) is regarded as a regulator of pathogen defence
responses, because it is required for both repression of SA-dependent resist-
ance and for activation of JA-dependent defence gene expression. The iden-
tification of the MPK4 substrate 1 (MKS1) is proposed to contribute to
MPK4-regulated defence activation by coupling the kinase to specific WRKY
transcription factors (Andreasson et al. 2005).

Regarding the genetic organisation of pdf1.2, a so-called GCC-box was
identified in the promoter region of this gene. This element was shown to
be an essential prerequisite for JA-dependent induction of pdf1.2 expres-
sion (Brown et al. 2003). The pathogenesis-related genes pr-3 and pr-4,
encoding for a basic chitinases (PR-3) and hevein-like protein (PR-4),
underlie the same signalling induction pattern as pdf1.2. This implies that
pr-3, pr-4 and pdf1.2 are repressed by the wound-response inducing tran-
scription factor AtMYC2. While repressing pathogenesis-related response
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genes, AtMYC2 is concomitantly involved in the up-regulation of wound
response genes, such as the plant thionin-encoding gene thi2.1. Likewise,
the SA-dependent expression of pr-1, a gene coding for a small, cationic
AMP in Arabidopsis, is repressed by AtMYC2 and SCFCOI1 (see Fig. 2).
Because of this highly complex system of interconnected signalling 
pathways, the plant is able to choose the right set of genes according to the
situational demand.

3.2 Insects

Insects are highly successful animals, not least because of their large diversity
and the ability to adapt to many different habitats. Equally diverse is the
spectrum of AMPs synthesised by this large kingdom of species. The authors
Bulet and Stocklin (2005) provide valuable information about AMPs from
insects.

The fruit fly Drosophila melanogaster is by far the genetically best charac-
terised insect to date. Since it is fully sequenced and has the undisputable
advantage of possessing short generation times, Drosophila is predestined to
serve as a valuable model system. In this insect, seven distinct families of
AMPs have been described. These consist of defensin, drosocin, metch-
nikowin, cecropins, drosomycins, attacins and diptericins (Tzou et al. 2002).
An excellent review on innate immunity in Drosophila was published by the
authors Kim and Kim (2005).

While the families of defensin, drosocin and metchnikowin consist of
only single members, the cecropins, attacins and diptericins are composed of
four, four and two members, respectively. With seven members, the dro-
somycins constitute the largest family of AMPs in Drosophila.

Two distinct signalling pathways are known to regulate the expression of
these families of peptides (Fig. 3). While the Toll pathway is predominantly
triggered by fungal and Gram-positive bacterial infection, the immune
deficiency (Imd) pathway was shown to be additionally induced by Gram-
negative bacterial strains. For a review on sensing and signalling in Drosophila,
the reader is referred to the recent article by Royet et al. (2005).

In brief, Toll pathway induction leads to proteolytic cleavage of a cytokine
named Spaetzle. In the course of signal distribution, the inhibitory protein
referred to as Cactus is degraded, concomitantly releasing a transcription
factor designated as Dif. In analogy, the Imd pathway results in cleavage and
activation of a transcription factor named Relish. Both factors, Dif and
Relish, can subsequently activate the expression of AMP encoding genes
(Royet et al. 2005).
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The expression of genes encoding for the AMPs Cecropin A1 and A2
(CecA) were shown to be activated by Gram-positive and Gram-negative
bacteria, as well as by fungi. In analogy, Diptericin A (DptA) gene expression
can also be triggered by the same three groups of organisms, while the
Drosomycin (Drs) gene is only activated upon attack by Gram-positive
bacteria and fungi (Hedengren-Olcott et al. 2004).

Obviously, the Toll and the Imd pathways are stimulated by different
pathogen-associated molecular patterns (PAMPs), resulting in differential
induction of AMP-encoding genes. The induced gene expression of AMPs in
response to pathogen attack relies on the translocation of the so-called Rel
transcription factors into the nucleus.

The Rel family of transcription factors includes the proteins Dorsal, Dif
and Relish. Characteristically, the Rel homology domain is responsible for
DNA binding and regulated nuclear import (Jia et al. 2002).

The nuclear localisation enables Relish, Dif and Dorsal to bind to κB-like
motifs in the promoter region of inducible genes.

A further putative promoter element referred to as region 1 (R1) has
recently been identified (Uvell and Engstrom 2003).

Although it is generally assumed that the expression of AMP encoding
genes in Drosophila is exclusively regulated by those two pathways, it has
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recently been shown that aging, circadian rhythms and mating also seem to
influence AMP expression rather dramatically. A male seminal peptide,
transferred during copulation, was demonstrated to be the major agent elic-
iting transcription of the metchnikowin and of other AMP-encoding genes
(Peng et al. 2005).

3.3 Mammals

To date, a wide variety of peptides with antimicrobial activity have been iso-
lated from mammals (Braff et al. 2005). Unfortunately, the most aggravating
factor in their functional analysis is the observation that mammalian AMPs
often appear inactive when assayed under culture conditions (Dorschner et al.
2006). Nevertheless, human AMPs attract much scientific interest, under-
standable when bearing in mind the enormous demand for new medical
strategies in the battle against pathogen infection (Chen et al. 2005).

Three important families of AMPs are differentiated in humans: the group
of defensins (α- and β-defensins), the histatins and the cathelicidins, of which
the latter consists of a single member only (LL-37) (Fig. 4). Information
regarding structure and mode of action of human AMPs was recently
published in the review article by De Smet and Contreras (2005).

The histatins and the cathelicidins consist of 24–38 amino acid residues.
Since they do not contain any cysteines, these peptides are devoid of stabil-
ising disulfide bridges and appear to exist in a linear structure (De Smet and
Contreras 2005).

The general belief is that the sole function of host defence peptides is
restricted to innate immunity alone. Obviously, mammalian AMPs do also
have a number of immunomodulatory functions, which include altering host
gene expression and acting as chemokines and/or inducing chemokine
production. Furthermore, they are involved in inhibiting lipopolysaccharide-
induced pro-inflammatory cytokine production, promoting wound healing
and modulating the responses of dendritic cells (Bowdish et al. 2005).

Innate immune response of insects and mammals bear some striking sim-
ilarities (http://www.sdbonline.org/fly/torstoll/traf1-1.htm), which suggests
that they must have evolved from one ancestral system. In analogy with gene
expression in Drosophila, the induction of pathogen-induced genes in mam-
mals relies on the translocation of Rel transcription factors into the nucleus.
Subsequent binding to κB-like motifs in the promoter region of inducible
genes results in AMP expression. For further details, the reader is referred to
the review by Girardin (2003).
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While the nucleotide-binding oligomerisation domain (Nod) proteins
enable the intracellular reception of PAMPs, 10 different Toll-like receptors
(TLRs) permit extracellular recognition of various different pathogens.
Most TLR ligands identified so far are conserved microbial products, which
signal the presence of an infection. For more detailed information on the
role of Toll-like receptors in pathogen recognition, the reader is referred to
the review by Janssens and Beyaert (2003).

As previously mentioned, innate immune responses of mammals and
insects share some considerable similarities. Thus, signal transduction and
defence gene activation is, in general, initially performed on the insect model
first. In subsequent analyses the transferability of data into the mammalian
regulatory system is screened.

4 Application of antimicrobial peptides

On the one hand, expectations regarding adequate application of new
antibiotics in fields such as agriculture, food industry and medicine are ris-
ing steadily. On the other hand, the breakthrough of AMP application in
biotechnology still has not been realised yet. Certainly the question arises as
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to why is this so in times where humans are desperately seeking for new
alternatives in the combat against pathogen infection? Somehow, the
biotechnological industry is still reserved in fully appreciating the great
potential that AMPs do offer (Tossi 2005).

A significant bottleneck may certainly be the large-scale production
of AMPs for commercial applications. Further important aspects are
concerned with the stabilization of secondary structure elements to
improve receptor–ligand recognition. Only lately, a novel application for
optimising receptor–ligand interaction was reported, aimed to create new
antimicrobial agents using the highly folded thionin from Pyrularia puberaas as
a template (Vila-Perello et al. 2006).

There are two putative mechanisms through which AMPs may acquire
practical application: They could either be applied directly to the place of
action; alternatively, AMP-encoding genes could be transferred into heterol-
ogous hosts by means of genetic engineering.

4.1 Crop protection

The great advantage of disease resistance strategies is that they can reduce
chemical input into the environment. Thus, these alternative methods rep-
resent powerful approaches to contribute to sustainable agriculture. Many
publications are available that broach the issue of novel plant engineering
methodologies, all of them aiming at the receipt of fruitful transgenic plants.
Examples include the macadamia antimicrobial peptide 1 (MiAMP1), which
was successfully expressed in transgenic lines of Brassica napus L. (http://
www.regional.org.au/au/gcirc/4/508.htm). Likewise, the expression of the
synthetic peptide D4E1, which was designed on the basis of Cecropin B from
moths, was shown to have broad-spectrum antimicrobial action against
significant plant pathogens (http://www. indsp.org/NRTPAP.php).

Further descriptive information concerning the application of AMPs in
crop protection can be found in the review articles by Bostock (2005) and
Gurr and Rushton (2005).

Specifically in Europe the reservation against the use of transgenic crops
is eminent. Although the use of conventional crop-protecting agents is
denounced as harmful for the environment and the consumer, the biologi-
cal alternative of AMP application in agriculture still has not succeeded yet.
However, the advantages of AMP characteristics should be convincing:
These highly potent peptides originate from biological sources, thus
biodegradability does not constitute an issue, neither for humans nor for the
environment. Therefore, AMPs are sustainable resources with comparatively
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cheap production costs. Ultimately, AMPs appear to be particularly
predestined for the protection of crops against pathogen infection.

4.2 Food preservation

Bacteriocins are bacterially produced antimicrobial peptides which exhibit
both narrow or broad host ranges. Many of these bioactive compounds are
produced by food-grade lactic acid bacteria (Cotter et al. 2005). A promi-
nent representative for the group of bacteriocins is nisin. This antimicrobial
molecule is produced by Lactococcus lactis and has been used as a food pre-
servative for over 50 years (Reddy et al. 2004b). More precisely, nisin exhibits
antibacterial activity against Gram-positive bacteria, thereby extending the
shelf-life of dairy products considerably. Consequently, nisin can be
regarded as a prime example for the successful application of AMPs in
biotechnology.

The recent review from Mierau and Kleerebezem (2005) provides exten-
sive information about the use and the optimisation of Lactococci and other
Gram-positive bacteria in modern biotechnological applications.

In contrast to chemically derived antibiotics, nisin and other biologically-
derived AMPs are biodegradable molecules; thus, they are perfectly suited
for practical applications in the food industry.

4.3 Medical application

Their wide spectrum of therapeutic potential suggests that AMPs may
provide powerful tools in the treatment of cancer (Tanaka et al. 2001),
viral (Chernysh et al. 2002) or parasitic infection (Vizioli and Salzet 2002).
In fact, several biotechnological companies are currently attempting to
bring AMPs to an applicable stage. For instance, one of these companies is
particularly interested to develop the next generation of innate immune
modulators and shows particular interest in the human host defence
peptide LL-37.

Nisin, which exhibits spermicidal and antimicrobial properties, has now
been suggested as a safe vaginal contraceptive for future therapeutic inter-
ventions in sexually transmitted infections. For detailed information, the
reader is referred to the review article by Yedery and Reddy (2005).

However, despite the euphoric prognoses about their advantages in
practical application, only few AMPs are actually in clinical and commercial
use, including nisin, polymixin B and gramicidin S (Bradshaw 2003).
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5 What more is to come?

Although the demand for new antibiotics is rising continuously, AMPs
still have not found their way into the broad sectors of biotechnology.
This is rather surprising, since the vast amounts of different antimicrobial
molecules seem to be highly competitive alternatives to conventional
antibiotics.

A prerequisite for the putative application of peptides with antimicro-
bial potential is the analysis of their mode of action: The determination of
host ranges as well as the identification of specific AMP targets is
absolutely required. Furthermore, factors such as the optimisation of pro-
duction cost, toxicity against eukaryotic cell types and development of
allergic reactions against these peptides have to be considered, to name but
a few (Bradshaw 2003).

Numerous AMPs have been expressed in transgenic plants, but only few
have proven successful in protecting the plant against pathogen attack
(http://www.isb.vt.edu/news/2005/news05.Oct.htm). However, in silico
modelling is a comparatively new method that provides sophisticated possi-
bilities to optimise AMP characteristics. The application of this method
promises the economic production and successful expression of novel drugs
customised to the individual need of the consumer. For further leading
information regarding the design of new antimicrobial drugs, the reader is
referred to the review article by Monk and Harding (2005).

6 Conclusions

The information regarding signalling pathways involved in the transcrip-
tional regulation of AMP-encoding genes is substantial. In contrast, details
about the regulation of individual AMPs on the genetic level is compara-
tively sparse. Although our knowledge about the involvement of transcrip-
tion factors and regulatory elements in promoter regions or transcriptional
units of pathogen-inducible genes has progressed, we still seem distant from
understanding the whole complexity by which organisms are capable of
reacting towards life-endangering situations.

In order to bring AMPs a step further towards their application in medi-
cine or biotechnology, many more efforts have to be undertaken to scruti-
nise the molecular events involved in defence gene transcription.

Finally, it should be noted that this large group of bioactive peptides
provides valuable templates for the design of novel, highly effective
antibiotics.

52 Genetics



References

Andreasson E, Jenkins T, Brodersen P, Thorgrimsen S, Petersen NH, Zhu S, Qiu JL,
Micheelsen P, Rocher A, Petersen M, Newman MA, Bjorn Nielsen H, Hirt H, Somssich I,
Mattsson O, Mundy J (2005) The MAP kinase substrate MKS1 is a regulator of plant
defense responses. Embo J 24:2579–2589

Asai T, Tena G, Plotnikova J, Willmann MR, Chiu WL, Gomez-Gomez L, Boller T, Ausubel
FM, Sheen J (2002) MAP kinase signalling cascade in Arabidopsis innate immunity. Nature
415:977–983

Bhatti M, Veeramachaneni A, Shelef LA (2004) Factors affecting the antilisterial effects of
nisin in milk. Int J Food Microbiol 97:215–219

Bostock RM (2005) Signal crosstalk and induced resistance: straddling the line between cost
and benefit. Annu Rev Phytopathol 43:545–580

Boter M, Ruiz-Rivero O, Abdeen A, Prat S (2004) Conserved MYC transcription factors play
a key role in jasmonate signaling both in tomato and Arabidopsis. Genes Dev 18:
1577–1591

Bowdish DM, Davidson DJ, Hancock RE (2005) A re-evaluation of the role of host defence
peptides in mammalian immunity. Curr Protein Pept Sci 6:35–51

Bradshaw J (2003) Cationic antimicrobial peptides : issues for potential clinical use. BioDrugs
17:233–240

Braff MH, Bardan A, Nizet V, Gallo RL (2005) Cutaneous defense mechanisms by antimicro-
bial peptides. J Invest Dermatol 125:9–13

Broekaert WF, Marien W, Terras FR, De Bolle MF, Proost P, Van Damme J, Dillen L, Claeys M,
Rees SB, Vanderleyden J et al. (1992) Antimicrobial peptides from Amaranthus caudatus
seeds with sequence homology to the cysteine/glycine-rich domain of chitin-binding pro-
teins. Biochemistry 31:4308–4314

Brown RL, Kazan K, McGrath KC, Maclean DJ, Manners JM (2003) A role for the GCC-box
in jasmonate-mediated activation of the PDF1.2 gene of Arabidopsis. Plant Physiol 132:
1020–1032

Bulet P, Stocklin R (2005) Insect antimicrobial peptides: structures, properties and gene reg-
ulation. Protein Pept Lett 12:3–11

Cammue BP, De Bolle MF, Terras FR, Proost P, Van Damme J, Rees SB, Vanderleyden J,
Broekaert WF (1992) Isolation and characterization of a novel class of plant antimicrobial
peptides form Mirabilis jalapa L. seeds. J Biol Chem 267:2228–2233

Cammue BP, Thevissen K, Hendriks M, Eggermont K, Goderis IJ, Proost P, Van Damme J,
Osborn RW, Guerbette F, Kader JC et al. (1995) A potent antimicrobial protein from onion
seeds showing sequence homology to plant lipid transfer proteins. Plant Physiol 109:
445–455

Cheigh CI, Pyun YR (2005) Nisin biosynthesis and its properties. Biotechnol Lett 27:
1641–1648

Chen H, Xu Z, Peng L, Fang X, Yin X, Xu N, Cen P (2005) Recent advances in the research and
development of human defensins. Peptides 27:931–940

Chernysh S, Kim SI, Bekker G, Pleskach VA, Filatova NA, Anikin VB, Platonov VG, Bulet P
(2002) Antiviral and antitumor peptides from insects. Proc Natl Acad Sci USA 99:
12628–12632

Clark R, Kupper T (2005) Old meets new: the interaction between innate and adaptive immu-
nity. J Invest Dermatol 125:629–637

Cotter PD, Hill C, Ross RP (2005) Bacteriocins: developing innate immunity for food. Nat
Rev Microbiol 3:777–788

Dangl JL, Jones JD (2001) Plant pathogens and integrated defence responses to infection.
Nature 411:826–833

De Smet K, Contreras R (2005) Human antimicrobial peptides: defensins, cathelicidins and
histatins. Biotechnol Lett 27:1337–1347

Progressive Insight into Antimicrobial Peptides 53



Devoto A, Nieto-Rostro M, Xie D, Ellis C, Harmston R, Patrick E, Davis J, Sherratt L, Coleman
M, Turner JG (2002) COI1 links jasmonate signalling and fertility to the SCF ubiquitin-
ligase complex in Arabidopsis. Plant J 32:457–466

Dorschner RA, Lopez-Garcia B, Peschel A, Kraus D, Morikawa K, Nizet V, Gallo RL (2006)
The mammalian ionic environment dictates microbial susceptibility to antimicrobial
defense peptides. Faseb J 20:35–42

el Bouyoussfi M, Laus G, Verheyden P, Wyns L, Tourwe D, Van Binst G (1997) Location of the
three disulfide bonds in an antimicrobial peptide from Amaranthus caudatus using mass
spectrometry. J Pept Res 49:336–340

Fliegmann J, Mithofer A, Wanner G, Ebel J (2004) An ancient enzyme domain hidden in the
putative beta-glucan elicitor receptor of soybean may play an active part in the perception
of pathogen-associated molecular patterns during broad host resistance. J Biol Chem 279:
1132–1140

Ganz T (2005) Defensins and other antimicrobial peptides: a historical perspective and an
update. Comb Chem High Throughput Screen 8:209–217

Garcia-Olmedo F, Molina A, Alamillo JM, Rodriguez-Palenzuela P (1998) Plant defense pep-
tides. Biopolymers 47:479–491

Girardin SE, Philpott DJ, Lemaitre B (2003) Sensing microbes by diverse hosts. Workshop on
pattern recognition proteins and receptors. EMBO Rep 4:932–936

Greenberg JT, Yao N (2004) The role and regulation of programmed cell death in plant-
pathogen interactions. Cell Microbiol 6:201–211

Gurr SJ, Rushton PJ (2005) Engineering plants with increased disease resistance: how are we
going to express it? Trends Biotechnol 23:283–290

Hedengren-Olcott M, Olcott MC, Mooney DT, Ekengren S, Geller BL, Taylor BJ (2004)
Differential activation of the NF-kappaB-like factors Relish and Dif in Drosophila
melanogaster by fungi and Gram-positive bacteria. J Biol Chem 279:21121–21127

Huang RH, Xiang Y, Tu GZ, Zhang Y, Wang DC (2004) Solution structure of Eucommia anti-
fungal peptide: a novel structural model distinct with a five–disulfide motif. Biochemistry
43:6005–6012

Janssens S, Beyaert R (2003) Role of Toll-like receptors in pathogen recognition. Clin
Microbiol Rev 16:637–646

Jennings C, West J, Waine C, Craik D, Anderson M (2001) Biosynthesis and insecticidal prop-
erties of plant cyclotides: the cyclic knotted proteins from Oldenlandia affinis. Proc Natl
Acad Sci USA 98:10614–10619

Jia S, Flores-Saaib RD, Courey AJ (2002) The Dorsal Rel homology domain plays an active
role in transcriptional regulation. Mol Cell Biol 22:5089–5099

Kim T, Kim YJ (2005) Overview of innate immunity in Drosophila. J Biochem Mol Biol 38:
121–127

Lay FT, Anderson MA (2005) Defensins—components of the innate immune system in
plants. Curr Protein Pept Sci 6:85–101

Lemaitre B (2004) The road to Toll. Nat Rev Immunol 4:521–527
Li J, Brader G, Palva ET (2004) The WRKY70 transcription factor: a node of convergence for

jasmonate-mediated and salicylate-mediated signals in plant defense. Plant Cell 16:319–331
Lorenzo O, Piqueras R, Sanchez-Serrano JJ, Solano R (2003) ETHYLENE RESPONSE FAC-

TOR1 integrates signals from ethylene and jasmonate pathways in plant defense. Plant
Cell 15:165–178

McGrath KC, Dombrecht B, Manners JM, Schenk PM, Edgar CI, Maclean DJ, Scheible WR,
Udvardi MK, Kazan K (2005) Repressor- and activator-type ethylene response factors
functioning in jasmonate signaling and disease resistance identified via a genome-wide
screen of Arabidopsis transcription factor gene expression. Plant Physiol 139:949–959

McManus AM, Nielsen KJ, Marcus JP, Harrison SJ, Green JL, Manners JM, Craik DJ (1999)
MiAMP1, a novel protein from Macadamia integrifolia adopts a Greek key beta-barrel fold
unique amongst plant antimicrobial proteins. J Mol Biol 293:629–638

54 Genetics



McManus PS, Stockwell VO, Sundin GW, Jones AL (2002) Antibiotic use in plant agriculture.
Annu Rev Phytopathol 40:443–465

Mierau I, Kleerebezem M (2005) 10 years of the nisin-controlled gene expression system
(NICE) in Lactococcus lactis. Appl Microbiol Biotechnol 68:705–717

Monk BC, Harding DR (2005) Peptide motifs for cell-surface intervention: application to
anti-infective and biopharmaceutical development. BioDrugs 19:261–278

Nimchuk Z, Eulgem T, Holt BF, 3rd, Dangl JL (2003) Recognition and response in the plant
immune system. Annu Rev Genet 37:579–609

Nurnberger T, Brunner F, Kemmerling B, Piater L (2004) Innate immunity in plants and ani-
mals: striking similarities and obvious differences. Immunol Rev 198:249–266

Ohtani S, Okada T, Yoshizumi H, Kagamiyama H (1977) Complete primary structures of two
subunits of purothionin A, a lethal protein for brewer’s yeast from wheat flour. J Biochem
(Tokyo) 82:753–767

Olmo N, Turnay J, Gonzalez de Buitrago G, Lopez de Silanes I, Gavilanes JG, Lizarbe MA
(2001) Cytotoxic mechanism of the ribotoxin alpha-sarcin. Induction of cell death via
apoptosis. Eur J Biochem 268:2113–2123

Oppenheim JJ, Biragyn A, Kwak LW, Yang D (2003) Roles of antimicrobial peptides such as
defensins in innate and adaptive immunity. Ann Rheum Dis 62 Suppl 2: ii17–21

Park Y, Hahm KS (2005) Antimicrobial peptides (AMPs): peptide structure and mode of
action. J Biochem Mol Biol 38:507–516

Patel SU, Osborn R, Rees S, Thornton JM (1998) Structural studies of Impatiens balsamina
antimicrobial protein (Ib-AMP1). Biochemistry 37:983–990

Peng J, Zipperlen P, Kubli E (2005) Drosophila sex-peptide stimulates female innate immune
system after mating via the Toll and Imd pathways. Curr Biol 15:1690–1694

Penninckx IA, Thomma BP, Buchala A, Metraux JP, Broekaert WF (1998) Concomitant acti-
vation of jasmonate and ethylene response pathways is required for induction of a plant
defensin gene in Arabidopsis. Plant Cell 10:2103–2113

Pieterse CM, Van Loon LC (2004) NPR1: the spider in the web of induced resistance signal-
ing pathways. Curr Opin Plant Biol 7:456–464

Reddy KV, Yedery RD, Aranha C (2004a) Antimicrobial peptides: premises and promises. Int
J Antimicrob Agents 24:536–547

Reddy KV, Aranha C, Gupta SM, Yedery RD (2004b) Evaluation of antimicrobial peptide nisin
as a safe vaginal contraceptive agent in rabbits: in vitro and in vivo studies. Reproduction
128:117–126

Royet J, Reichhart JM, Hoffmann JA (2005) Sensing and signaling during infection in
Drosophila. Curr Opin Immunol 17:11–17

Segura A, Moreno M, Madueno F, Molina A, Garcia-Olmedo F (1999) Snakin-1, a peptide
from potato that is active against plant pathogens. Mol Plant Microbe Interact 12:16–23

Shirasu K, Dixon RA, Lamb C (1996) Signal transduction in plant immunity. Curr Opin
Immunol 8:3–7

Sundin GW (2001) Antibiotic resistance affects plant pathogens. Science 291:2551
Tanaka K, Fujimoto Y, Suzuki M, Suzuki Y, Ohtake T, Saito H, Kohgo Y (2001) PI3–kinase

p85alpha is a target molecule of proline-rich antimicrobial peptide to suppress prolifera-
tion of ras-transformed cells. Jpn J Cancer Res 92:959–967

Terras FR, Schoofs HM, De Bolle MF, Van Leuven F, Rees SB, Vanderleyden J, Cammue BP,
Broekaert WF (1992) Analysis of two novel classes of plant antifungal proteins from radish
(Raphanus sativus L.) seeds. J Biol Chem 267:15301–15309

Thevissen K, Warnecke DC, Francois IE, Leipelt M, Heinz E, Ott C, Zahringer U, Thomma BP,
Ferket KK, Cammue BP (2004) Defensins from insects and plants interact with fungal glu-
cosylceramides. J Biol Chem 279:3900–3905

Tossi A (2005) Host defense peptides: roles and applications. Curr Protein Pept Sci 6:1–3
Tossi A, Sandri L (2002) Molecular diversity in gene-encoded, cationic antimicrobial

polypeptides. Curr Pharm Des 8:743–761

Progressive Insight into Antimicrobial Peptides 55



Tzou P, Reichhart JM, Lemaitre B (2002) Constitutive expression of a single antimicrobial
peptide can restore wild-type resistance to infection in immunodeficient Drosophila
mutants. Proc Natl Acad Sci USA 99:2152–2157

Uvell H, Engstrom Y (2003) Functional characterization of a novel promoter element
required for an innate immune response in Drosophila. Mol Cell Biol 23:8272–8281

Van den Bergh KP, Proost P, Van Damme J, Coosemans J, Van Damme EJ, Peumans WJ (2002)
Five disulfide bridges stabilize a hevein-type antimicrobial peptide from the bark of spindle
tree (Euonymus europaeus L.). FEBS Lett 530:181–185

Vila–Perello M, Tognon S, Sanchez-Vallet A, Garcia-Olmedo F, Molina A, Andreu D (2006) A
minimalist design approach to antimicrobial agents based on a thionin template. J Med
Chem 49:448–451

Vizioli J, Salzet M (2002) Antimicrobial peptides versus parasitic infections? Trends Parasitol
18:475–476

Wang Z, Wang G (2004) APD: the antimicrobial peptide database. Nucleic Acids Res 32:
D590–592

Wollenweber B, Porter JR, Lubberstedt T (2005) Need for multidisciplinary research towards
a second green revolution. Curr Opin Plant Biol 8:337–341

Yang Z, Tian L, Latoszek-Green M, Brown D, Wu K (2005) Arabidopsis ERF4 is a transcrip-
tional repressor capable of modulating ethylene and abscisic acid responses. Plant Mol
Biol 58:585–596

Yedery RD, Reddy KV (2005) Antimicrobial peptides as microbicidal contraceptives: prophe-
cies for prophylactics—a mini review. Eur J Contracept Reprod Health Care 10:32–42

Zasloff M (2002) Antimicrobial peptides of multicellular organisms. Nature 415:389–395
Zemel A, Fattal DR, Ben-Shaul A (2003) Energetics and self-assembly of amphipathic peptide

pores in lipid membranes. Biophys J 84:2242–2255
Zhao J, Davis LC, Verpoorte R (2005) Elicitor signal transduction leading to production of

plant secondary metabolites. Biotechnol Adv 23:283–333
Zipfel C, Felix G (2005) Plants and animals: a different taste for microbes? Curr Opin Plant

Biol 8:353–360

Professor Dr. Ulf Stahl,
Silke Hagen
Technische Universität Berlin
Institut für Mikrobiologie und Genetik
D-13355 Berlin
Telefon: + 49-30-314-72271
Fax: + 49-30-314-72922
e-mail: Ulf.Stahl@LB.tu-berlin.de

56 Genetics



Function of Genetic Material: Assembly Factors of
the Photosynthetic Machinery in Cyanobacteria

Jörg Nickelsen, Marc M. Nowaczyk and Birgit Klinkert

1 Introduction

The development of oxygenic photosynthesis by cyanobacteria, more than 3
billion years ago, dramatically changed life on Earth (Xiong and Bauer
2002). Organic compounds were provided due to the fixation of inorganic
carbon and, concomitantly, all today`s atmospheric oxygen was produced as
a byproduct. During photosynthesis, sunlight drives the transfer of electrons
from water to NADP and, simultaneously, a transmembrane electrochemi-
cal gradient is generated which is utilized for the synthesis of ATP, the uni-
versal energy carrier in a living cell.

The underlying photosynthetic electron flow takes place across a specialized
membrane system, the so-called thylakoids, which can be found in both
prokaryotic cyanobacteria and evolutionary related chloroplasts of eukaryotic
algae and plants. Despite ultrastructural differences, these phylogenetically
diverse thylakoids share a common composition of four major membrane
complexes constituting the basic photosynthetic apparatus. They include pho-
tosystems I and II (PS I and II) as well as the cytochrome-b6 f complex (cyt b6f)
and the chloroplast ATP synthase (F-ATPase) as delineated in Fig. 1.

PS II serves as a water-plastoquinone oxidoreductase in which the pri-
mary charge separation occurs when light energy is captured by a harvesting
antenna and channelled to a specialized P680 chlorophyll a pair in the reac-
tion centre. The electron is transferred to the initial acceptor pheophytin and
the resulting electron gap at P680 is filled, via the D1-YZ tyrosine, by an elec-
tron from water which has been oxidized in a controlled fashion by the man-
ganese cluster at the lumenal side of PS II. From pheophytin electrons are
transferred to plastoquinone A (QA), and then they are used to reduce plas-
toquinone B (QB) to plastohydroquinone which diffuses into the membrane
and constitutes the plastoquinone pool.

Next, the cyt b6f complex serving as a plastoquinone-plastocyanin
oxidoreductase shuttles the electrons to plastocyanin, a soluble lumenal
copper protein. Finally in a second light-driven step, the translocation of
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these electrons from plastocyanin to the stromally located ferredoxin is
mediated by PS I via several co-factors. Reduced ferredoxin is subsequently
used as a reducing reagent in various biosynthetic pathways including
NADPH production. The charge separation in PS II and PS I, as well as the
electron transfer by the cyt b6f complex, results in the formation of a proton
motive force which drives ATP synthesis by the fourth complex, i.e. the
chloroplast F-ATPase.

This overall picture of photosynthesis has recently been depicted in much
greater detail by major breakthroughs in the structural analysis of the molec-
ular machinery mediating photosynthetic electron flow (for a recent review,
see Nelson and Ben-Shem 2004). For PS II, crystal structures from the
cyanobacteria Thermosynechococcus elongatus and Thermosynechococcus vul-
canus have been resolved at high resolution (Zouni et al. 2001; Kamiya and
Shen 2003; Ferreira et al. 2004; Loll et al. 2005). In addition, the structural
characteristics of cyanobacterial and plant PS I, as well as the cyt b6f com-
plexes from the cyanobacterium Mastigocladus laminosus and the green alga
Chlamydomonas reinhardtii, have been determined in detail (Jordan et al.
2001; Ben-Shem et al. 2003; Kurisu et al. 2003; Stroebel et al. 2003).

These structural data allowed several burning questions to be answered
regarding the structure/function relationships within single thylakoid mem-
brane complexes. Accordingly, a precise picture of how photosynthesis
works can be drawn today. However, in contrast, very little information is
available on how the photosynthetic apparatus is built up during thylakoid
membrane biogenesis. In eukaryotes, this process is complicated by the fact
that due to the endosymbiotic origin of chloroplasts, the various subunits of
the thylakoid protein complexes are encoded by two different genetic
systems, either the nuclear or the plastid genome. Thus, a sophisticated and

Fig. 1. Schematic model for the major protein complexes of the thylakoid membrane. For
explanation, see text



versatile regulatory network between these two genetic compartments had
to be established during evolution guaranteeing coordinated expression of
photosynthetic complex subunits (Nickelsen 2003). Obviously, cyanobacte-
ria, as prokaryotes, do not share similar regulatory principles; however, the
basic processes of protein insertion into the thylakoid membrane and subse-
quent subunit assembly are likely to be the same in both chloroplasts and
cyanobacterial cells. As such, cyanobacteria in general, and especially the
well-characterized species Synechocystis sp. PCC 6803 (hereafter
Synechocystis 6803), serve as a powerful model system to study general
aspects of photosynthetic complex formation within thylakoids.
Furthermore, a growing list of completely sequenced cyanobacterial
genomes is available at Cyanobase (http://www.kazusa.or.jp/cyano)
facilitating phylogenetic analyses of the underlying genes.

2 Assembly/stability of thylakoid membrane complexes

Recent work has demonstrated that besides the subunits themselves, several
trans-acting factors are involved in the assembly process of photosynthetic
complexes. These assembly factors do not form parts of the final functional
unit, but interact only transiently with distinct subunits. They can generally
be divided into four principle groups.

First, some complex subunits must be post-translationally modified by
enzyme activities prior to complete assembly. The most prominent example
is represented by the C-terminal processing of the PS II reaction centre sub-
unit D1 which is required for further docking of the luminal oxygen evolv-
ing complex (Anbudurai et al. 1994; Shestakov et al. 1994). A second group
includes factors that generally assist the insertion of proteins into or across
the thylakoid membrane, and usually have a broader spectrum of target sub-
units like the Sec and Tat translocons (Di Cola et al. 2005), the chloroplast
signal recognition particle (Schünemann 2004) or the membrane integrase
Alb3 which is homologous to YidC from Escherichia coli and Oxa1 from
mitochondria (Yi and Dalbey 2005). In particular, the photosynthetic mem-
brane contains an extraordinary high number of various pigments and other
co-factors which have to be synthesized and incorporated into their cognate
apoproteins. The third group of assembly-assisting factors, therefore, is
responsible for the correct attachment of iron-sulphur clusters or the incor-
poration of chlorophylls and carotenoids.

In Arabidopsis thaliana, recent genetic analyses revealed several genes with
homologues in cyanobacteria which are involved in iron-sulphur cluster
assembly and, consequently, PS I biogenesis (for an overview, see Kessler and
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Papenbrock 2005; Pilon et al. 2006). For instance, the universally conserved
Hcf101 protein was shown to be involved in [4Fe-4S]-cluster biogenesis in
A. thaliana (Lezhneva et al. 2004; Stöckel and Oelmüller 2004). The Hcf101
homologue from Synechocystis 6803, slr0067, appears to be an essential gene,
since upon its insertional inactivation, no complete segregation of wild-type
and mutant alleles could be obtained (Kessler and Papenbrock 2005).
However, despite an apparent conservation between the nif/isc/suf pathways
in cyanobacteria and plastids, also factors specific for vascular plants, like the
Apo protein family, have been described (Amann et al. 2004). This would
suggest distinct differences in iron-sulphur cluster assembly/stabilization
between pro- and eukaryotes.

Finally, the last group includes those factors which act in a chaperone-like
fashion and appear to mediate a correct subunit assembly by spatial and
temporal means. This review is aimed at briefly summarizing current
knowledge of the complex assembly process in cyanobacteria by focussing
on this latter group of assembly factors. To date, the analysis of photosyn-
thetic mutants has revealed that they are involved in the formation of both
functional PS I and PS II.

2.1 Assembly/stability of photosystem I

The crystal structures of both cyanobacterial and plant PS I have recently been
released (Jordan et al. 2001; Ben-Shem et al. 2003). Although the core of the
PS I reaction centres is highly conserved amongst all organisms performing
oxygenic photosynthesis, the general organization of higher order structures is
different. In contrast to algae and plants, cyanobacteria contain a trimeric PS I
complex whose formation is dependent on the PsaL subunit (Chitnis and
Chitnis 1993). Furthermore, under iron stress conditions, cyanobaterial PS I
assembles with an unusual antenna consisting of 18 monomers of the CP43-
like IsiA protein (Bibby et al. 2001; Boekema et al. 2001).

In cyanobacteria, each photosystem I monomer was shown to comprise 12
subunits which are listed in Table 1 along with some of their molecular char-
acteristics. The two major subunits PsaA and PsaB coordinate most of the co-
factors as well as the chlorophyll special pair P700. Their structural
organization resembles that of the D1/D2 and CP43/CP47 subunits of PS II
suggesting that both photosystems derived from a common ancestor
(Baymann et al. 2001). Subunits PsaC, PsaE, and PsaD are involved in binding
of Ferredoxin at the stromal side while PsaF mediates docking of plastocyanin
from the lumenal side of PS I, at least in algae and plants. Its precise role in
cyanobacteria has still to be elucidated like that of other subunits (Table 1).
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However, the assembly of the cyanobacterial PS I complex appears to
depend on several trans-acting facilitators, a few of which have recently been
identified (for review, see Schwabe and Kruip 2000; Saenger et al. 2002).
These include homologues of conserved chloroplast open reading frames,
namely Ycf3, Ycf4 and Ycf37 as well as the proteins RubA and BtpA.

Ycf4: The first factor required for stable accumulation of PS I was discov-
ered by the identification of the Synechocystis 6803 open reading frame 184
which was subsequently named sll0226 (Wilde et al. 1995). It encodes a
homologue of the 20 kDa Ycf4 protein which is encoded by the chloroplast
genomes of algae and higher plants. Disruption of sll0226 leads to reduced
levels of PS I which are still capable of performing photosynthetic charge
separation and, thus, mutant cells grow photoautotrophically at almost
wild-type rates (Wilde et al. 1995). In contrast, thylakoid-localized Ycf4 was
shown to be essential for PS I accumulation in chloroplasts of both the green
alga C. reinhardtii and the vascular plant Nicotiana tabacum (Boudreau et al.
1997; Ruf et al. 1997). This indicates that despite a conservation of 43 %
identical amino acids between the alga and cyanobacterial proteins, the
function of Ycf4 has apparently shifted during evolution towards a more

Table 1. Subunits of PS I

Subunit MWa TMHb Function

PsaA 82.9 11 Light harvesting, charge separation

PsaB 81.3 11 Light harvesting, charge separation

PsaC 8.8 0 Electron transfer, 2 Fe-S cluster

PsaD 15.6 0 Binding of ferredoxin/flavodixin

PsaE 8.1 0 Binding of ferredoxin/flavodixin

PsaF 18.2 2 Binding of plastocyanin/cytochrome c6

PsaI 4.4 1 Functional organization of PsaL

PsaJ 4.5 1 Functional organization of PsaF

PsaK 13.7 2 Function unknown

PsaL 16.6 2 Trimer formation in cyanobacteria, binds Ca2+

PsaM 3.4 1 Function unknown

PsaX 4.9 1 Function unknown, not found in all cyanobacteria

aCalculated MW of the mature protein (kDa)
bNumber of TMH (trans membrane helices)



essential role for PS I biogenesis in chloroplasts (Rochaix et al. 2004). The
precise function of Ycf4, however, has still to be elucidated.

Ycf3: Ycf3 represents another PS I-related open reading frame which is,
with the exception of Euglena gracilis (Martin et al. 2002), usually encoded
in the chloroplast genomes of eukaryotes, and to date, represents one of the
best-characterized, transiently acting PS I assembly factors. Ycf3 from
Synechocystis 6803 (slr0823) shares a high degree of conservation with the
chloroplastic homologues from algae and land plants. Consistently, all Ycf3
proteins contain three so-called TPR (tetratrico peptide repeats) units.

The TPR domain consists of multiple units (3–16) of a degenerate motif
comprising 34 amino acids which forms two amphipathic α-helices. The crys-
tal structure of TPR domains revealed that they can form right-handed super-
helices which then provide the surface for mediating specific protein-protein
interactions (for review, see Blatch and Lässle 1999; D’Andrea and Regan 2003).
TPR proteins are ubiquitously distributed throughout all kingdoms of life
and participate in a wide range of different molecular functions, such as
cell division, DNA replication, RNA maturation and protein transport.
Interestingly, several TPR proteins have recently been shown to be involved in
chloroplast biogenesis in eukaryotes by affecting chloroplast gene expression
at the posttranscriptional level (Boudreau et al. 2000; Vaistij et al. 2000; Felder
et al. 2001; Sane et al. 2005) or chlorophyll biosynthesis (Meskauskiene et al.
2001). Cyanobacteria contain a relatively high number of putative TPR pro-
teins as compared to other Gram negative bacteria. For instance, the bioin-
formatical inspection of the Anabena 7120 and Synechocystis 6803 genomes
revealed 65 and 23 TPR proteins, respectively, whereas only 11 candidates
were identified in E. coli (J. Nickelsen, unpublished data). To date, the func-
tion of most of the cyanobacterial TPR domain-containing polypeptides is
unknown. However, as mentioned later on, the systematic inactivation of the
respective open reading frames has shown that, in addition to Ycf3, at least
two more of them are involved in the assembly of photosynthetic complexes.

Ycf3 knockout strains have been obtained for C. reinhardtii and N.
tabacum and their corresponding phenotypes indicated a strict requirement
of Ycf3 for the activity of PS I in both algae and higher plants on a post-
translational level (Boudreau et al. 1997; Ruf et al. 1997). The Ycf3 protein
was localized to thylakoid membranes, but it was not stably associated with
PS I. A temperature-sensitive ycf3 mutant was constructed in C. reinhardtii
and used in temperature-shift experiments, thereby demonstrating that Ycf3
is indeed required for the assembly but not the stability of PS I (Naver et al.
2001). Furthermore, the PS I subunits PsaA and PsaD were identified as
direct interaction partners for Ycf3 by applying immunoprecipitation and
immunoblot experiments. In cyanobacteria, probably homo-oligomeric

62 Genetics



Ycf3 is essential for PS I activity, too (Schwabe 2003; Schwabe et al. 2003).
However, in contrast to its chloroplast counterparts, it appears to be mainly
localized to the plasma membrane but not the thylakoids (Zak et al. 2001)
pointing to a role for Ycf3 during the early steps of PS I biogenesis (see
section 3).

Ycf37: Similar to Ycf3, also the Ycf37 protein contains three TPR units and
was suggested to be involved in the biogenesis and/or stability of PS I. It is
encoded by the open reading frame slr0171 in Synechocystis 6803 and homo-
logues have been identified in the chloroplast genomes of the non-green
algae Cyanophora paradoxa, Cyanidium caldarium, Porphyra purpurea and
Guillardia theta (Wilde et al. 2001). In green algae and higher plants, the
ycf37 gene is located in the respective nuclear genomes. In contrast to ycf3,
deletion of cyanobacterial ycf37 had only a moderate effect on PS I activity
resulting in a decrease of 30 % of trimeric PS I as compared to the wild-type
(Dühring et al. 2005). Blue-native PAGE revealed the existence of a novel,
high-light dependent, monomeric PS I complex which is absent in the ycf37
mutant suggesting that Ycf37 is involved in stabilization of this intermediate
form of PS I (Dühring et al. 2005).

RubA: In Synechococcus sp. PCC 7002, the rubA gene encodes an unusual
rubredoxin which is strictly required for PS I activity (Shen et al. 2002a).
Detailed molecular analysis revealed that RubA protein is localized to thy-
lakoid but not plasma membranes of cyanobacteria as well as chloroplast
thylakoids from algae and vascular plants. It might transiently associate with
monomeric PS I but no evidence for an association with either trimeric PS I
or PS II was obtained. In a rubA mutant, PS I content was reduced to 40% of
the wild-type level and residual complexes completely lacked the stromal
subunits PsaC, PsaD and PsaE (Shen et al. 2002a). It was proposed that RubA
is specifically required for the assembly of the F(X) iron-sulphur cluster
(Shen et al. 2002b).

BtpA: Another factor involved in PS I accumulation is represented by the
so-called BtpA (biogenesis of thylakoid protein) protein which is encoded
by the open reading frame sll0634 in Synechocystis 6803. In a btpA mutant,
both the PsaA and PsaB PS I reaction centre subunits are significantly
reduced while the level and activity of PS II is unaffected (Bartsevich and
Pakrasi 1997). The 30 kDa BtpA polypeptide belongs to the structural class
of TIM-barrel enzymes (Wierenga 2001) and was shown to be an extrinsic
membrane protein which is localized to cytoplasmic face of the thy-
lakoids (Zak et al. 1999). More recent studies suggest that BtpA is involved
in PS I stabilization under low temperature conditions (Zak and Pakrasi
2000). However, the precise role of BtpA remains to be elucidated,
especially, in view of the fact that close relatives can be identified in various
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non-photosynthetic organisms whereas no homologues exist in higher
plants (Bartsevich and Pakrasi 1997).

2.2 Assembly/stability of photosystem II

PS II comprises at least 19 protein subunits (Table 2), 36 chlorophyll a mole-
cules, seven ß-carotenes, two pheophytines, two plastoquinones, one heme b,
one heme c, a none heme Fe and one OEC per monomer in cyanobacteria
(Ferreira et al. 2004). The monomeric PS II core complex represents the
smallest functional unit. It is composed of several membrane integral sub-
units (PsbA, PsbB, PsbC, PsbD, PsbE, PsbF, PsbI) and the extrinsic proteins
PsbO, PsbU, PsbV which shield the oxygen evolving complex. The native
complex is mainly present as a dimer in the thylakoid membrane (Rögner
et al. 1996), due to structural constraints for optimized energy transfer within
the complex (Mustardy et al. 1992). On the other hand, optimized energy
transfer within the thylakoid membrane (e.g. state transitions) is influenced
by the monomeric/dimeric state PS II (Kruip 1994). The core centre proteins
D1 and D2 each contain five transmembrane helices and bind most of the
redox centers of the intrinsic electron transfer chain, i.e. six chlorophyll a
molecules, two phaeophytins, two quinones and a none-heme iron.

Most of the chlorophyll a molecules in the complex (30 of 36) are bound
by the intrinsic antenna proteins CP47 and CP43, which form six trans-
membrane helices each. The arrangement of the transmembrane helices is
similar to that of the PS I subunits PsaA and PsaB, but there are slight dif-
ferences in the orientation of the chlorophyll molecules which might explain
the slower energy transfer compared to PS I (de Weerd et al. 2002). The large
number of small subunits, often build by only one transmembrane helix, is
remarkable compared with other membrane protein complexes, although
the function for most of these subunits is as yet unknown (for review, see Shi
and Schröder 2004).

Due to the large complexity of PS II, its assembly is very likely to be a multi-
step process guided by several chaperones and other factors. The first step
includes the integration of the transmembrane helices into the lipid phase fol-
lowed by the formation of an initial PS II precomplex. It was shown by apply-
ing pulse labelling experiments and mutational studies that, at very early stages
of PS II assembly, a D1/D2 heterodimer is build which associates sequentially
with Cyt-b559 and PsbI (Aro et al. 2004; Komenda et al. 2004). The integra-
tion of the other small subunits is less clear. Some are present at this early stage
(e.g. PsbL, PsbJ), whereas others might be attached after the incorporation 
of the intrinsic antenna proteins CP43 and CP47 (Swiatek et al. 2003;
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Table 2. Subunits of PS II

Prokar- Eukar-
Gene Synonyms MWa TMHb Function yotes yotes

PsbA D1 38 5 Primary reaction + +

PsbB CP47 56.3 6 Light harvesting + +

PsbC CP43 50.1 6 Light harvesting + +

PsbD D2 39.2 5 Primary reaction + +

PsbE Cyt b559a 9.2 1 Photoprotection and assembly + +

PsbF Cyt b559b 4.4 1 Photoprotection and assembly + +

PsbG Not PS II − −

PsbH 7.7 1 QA to QB transfer, PS II repair + +

PsbI 4.2 1 Dimerization and photoprotection + +

PsbJ 4.1 1 Involved in assembly + +

PsbK 4.3 1 Stabilization and pigment binding + +

PsbL 4.4 1 Stabilization + +

PsbM 3.7 1 Stabilization of dimmer + +

PsbN 4.7 1 Unknown, probably not PS II (+) (+)

PsbO 33 kDa 33 0 Stabilization of OEC + +

PsbP 23 kDa 23 0 Binding of Ca2+ and Cl− (+)c +

PsbQ 16 kDa 16.5 0 Binding of Ca2+ and Cl− (+)c +

PsbR 15.1 1 Stabilization of OEC − +

PsbS 26.1 4 Photoprotection − +

PsbTc 4.0 1 Dimerization + +

PsbTn 3.0 0 Unknown − +

PsbU 12 kDa 12 0 Stabilization of OEC + −

PsbV Cyt c550 17.8 0 Stabilization of OEC + −

PsbW 12.1 1 Dimerization − +

PsbX 4.1 1 Stabilization + +

PsbY 4 1 Unknown + +

PsbZ Ycf9 6.7 2 Stabilization of supercomplex + +

aCalculated MW of the mature protein (kDa)
bNumber of TMH (trans membrane helices)
cThese proteins seem to be more transiently associated with PS II in cyanobacteria and might have a
different function compared to green algae/vascular plants



Komenda et al. 2004; Rokka et al. 2005). These early processes could take
place spontaneously or guided by some yet unknown factors.

HCF136: One potential candidate for an essential factor mediating the
early PS II assembly steps is the luminal protein HCF136 (ycf48). It was
shown that an A. thaliana T-DNA insertion mutant of the HCF136 gene was
devoid of any PS II activity and none of the nuclear- and plastome-encoded
PS II subunits accumulated to significant levels (Meurer et al. 1998).
HCF136 associates with a PS II precomplex in the thylakoid membrane con-
taining at least D2 and cyt-b559 further supporting the idea of a factor act-
ing during early assembly processes (Plücken et al. 2002). Potential
homologues of this protein could be identified on the genome level in sev-
eral cyanobacteria including the reading frame slr2034 in Synechocystis 6803.
A slr2034 homologue from Synechococcus 7002 was, however, found to be
dispensable for PS II activity (Shen et al. 2002b). Hence, additional work is
required to elucidate the precise function of HCF136 during the biogenesis
of both pro- and eukaryotic PS II.

PratA: Once the D1 precursor protein pD1 has been inserted into the
membrane another early assembly step is represented by the C-terminal
maturation of pD1 prior to the formation of the oxygen evolving complex.
In all organisms performing oxygenic photosynthesis except the eukaryotic
alga Euglena gracilis the D1 protein is synthesized with an extension of 8-16
amino acids (Diner et al. 1988; Svensson et al. 1991). This extension is
usually cleaved after its translocation into the luminal space by the endo-
protease CtpA (Anbudurai et al. 1994; Shestakov et al. 1994). The removal of
the extension is strictly required for the proper subsequent assembly of the
oxygen evolving complex at the luminal side of PS II (Roose and Pakrasi
2004). However, the absence of the extension by itself has only a moderate
effect on PS II activity leaving the question open why it has been retained
during evolution (Ivleva et al. 2000; Kuvikova et al. 2005).

Recently, it was shown that in Synechocystis 6803, a periplasmic factor,
named PratA, is involved in the processing of the D1 subunit (Klinkert et al.
2004). Interestingly and similar to ycf3 and ycf37, the PratA gene (slr2048)
encodes a TPR protein containing nine TPR units. Targeted inactivation of
PratA resulted in a drastically reduced PS II content and accumulation of
unprocessed pD1, suggesting that this factor facilitates CtpA function
(Klinkert et al. 2004). In agreement with this, a similar D1 maturation-
assisting activity was also postulated for spinach, based on in vitro binding
studies (Yamamoto et al. 2001). Soluble PratA binds to the D1 C-terminus
and, most intriguingly, it was shown to be localized to the periplasmic cell
compartment supporting the idea that the early PS II assembly steps take
place at the plasma membrane in Synechocystis 6803 (Fulda et al. 2000;
Klinkert et al. 2004; see section 3).

66 Genetics



Psb27: The early events of PS II biogenesis might also depend on another
protein called Psb27. This factor has been detected in PS II complexes accu-
mulating in a CtpA deletion mutant of Synechocystis 6803 (Roose and
Pakrasi 2004). The 11-kDa Psb27 protein was shown to contain an 
N-terminal lipid modification typical for bacterial lipoproteins (Nowaczyk,
unpublished results). It is tightly associated with a preassembled PS II sub-
fraction missing the extrinsic proteins PsbO, PsbU, PsbV and therefore
devoid of any oxygen evolving activity (Nowaczyk, unpublished results). In
conclusion, available data suggest that it might be involved in the processing
of pD1 and/or, more generally, in the assembly of the PS II donor site.

PsbQ/PsbP : Furthermore, two additional potential subunits at the donor
side are necessary for the biogenesis of fully active PS II complexes in
cyanobacteria. To date, the accepted view was that green algae and higher
plants possess the extrinsic proteins PsbP, PsbQ and PsbO, whereas cyanobac-
teria, instead, contain PsbO, PsbU and PsbV subunits. However, Thornton
et al. (2004) were able to identify homologues of the higher plant proteins
PsbP and PsbQ in Synechocystis 6803. They showed that both proteins are
associated with the PS II complex and necessary for its optimal function
(Thornton et al. 2004; Summerfield et al. 2005a,b). PsbQ seems to be present
in equal amounts compared to other PS II subunits whereas PsbP is clearly
substochiometric in Synechocystis 6803. The recent PS II crystal structures
from the thermophile cyanobacteria T. elongatus or T. vulcanus did not indi-
cate the presence of any of these additional luminal subunits. Thus, it could
be that they are loosely attached to the complex and lost during preparation
or, alternatively, they only accumulate under specific conditions in cyanobac-
teria. This last option would indicate a modified function compared to their
homologues in higher plants or green algae. In conclusion, the role which
PsbQ and PsbP play in cyanobacteria still remains to be elucidated.

Psb29 : An additional protein, which was detected in PS II preparations in
substoichiometric amounts, is Psb29 (Kashino et al. 2002). Deletion of the
Psb29 gene (sll1414) in Synechocystis 6803 led to slower growth rates under
high light conditions, increased light sensitivity, and lower PS II efficiency of
mutant cells. A similar phenotype was observed for a mutant in which the
Psb29 homologue from A. thaliana had been inactivated by a T-DNA inser-
tion (Keren et al. 2005). Both cyanobacterial and plant mutants exhibited a
light-dependent increase in the proportion of uncoupled proximal antennae
in PS II. Hence, it was postulated that the evolutionary conserved Psb29 pro-
tein plays a critical role during biogenesis of PS II (Keren et al. 2005).

Psb28: At the final stage of the PS II assembly process, dimerization of the
monomeric complex and further supramolecular organization of the
dimeric PS II complexes occurs in the thylakoid membrane. One factor
involved in these higher order structures of PS II might be Psb28. Upon

Assembly Factors of the Photosynthetic Machinery in Cyanobacteria 67



inactivation of this protein in Synechocystis 6803, PS II becomes mobile,
suggesting that Psb28 serves as an anchor which prevents lateral diffusion in
the thylakoid membrane (S. Purton and C. Mullineaux, personal communi-
cation). Nevertheless, in wild-type cells, red light-controlled mobilization of
PS II is required for efficient recovery after photoinactivation (Sarcina et al.
2005). This suggests that Psb28 acts as a structural organizer and,
additionally, regulates the dynamics of PS II mobility.

2.3 Repair of photosystem II

Photosynthetic water splitting is inevitable, coupled with the formation of
reactive oxygen species. Damage to PS II is mainly caused by singlet oxygen
generated from triplet chlorophyll species. In living cells, many detoxifica-
tion systems are present that scavenge radicals and active oxygen species
(Dietz et al. 2002). Nevertheless, even at low light intensities, PS II is subject
to inherent damage underlining the requirement for an efficient repair sys-
tem (Anderson et al. 1997). Under light stress conditions, however, this
repair system is not able to cope with damage anymore and, consequently,
PS II is irreversibly inactivated (Aro et al. 1993). It is known for a long time
that the D1 Protein of PS II is the major target for photodamage.
Consequently, it has to be frequently replaced by a newly synthesized one,
and thus exhibits the highest turn-over rate of all photosynthetic subunits
(Aro et al. 1993). More recently, the reaction centre protein D2 and the small
subunit PsbH have also been shown to be replaced during the photo-
inhibition repair cycle of PS II (Bergantino et al. 2003).

The various steps of the PS II repair cycle include:

1) Photodamage to PS II, electron transport is impaired
2) Conformational change, signal to remove the damaged subunits
3) Monomerization of PS II and partial disassembly (e.g., removal of CP43)
4) Degradation of the damaged subunits and replacement
5) Reassembly of the other intrinsic subunits
6) D1-processing, binding of extrinsic proteins and photoactivation
7) Dimerization of the active monomer

At the moment it remains elusive which factors are assisting this process.
Steps 5–7 are comparable to the de novo assembly of PS II complexes
whereas steps 1–4 represent unique features of the repair cycle and, there-
fore, specific factors are likely to be involved in this part of the cycle. For
instance, much work has been invested to identify the proteases that are
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involved in the degradation of the D1 subunit. The current model for D1
degradation predicts that in a first step DegP2, a member of the DegP/HtrA
protein family, performs the primary cleavage event in the stromal loop con-
necting transmembrane helices D and E (Haussuhl et al. 2001), whereas a
protease of the FtsH family degrades the resulting fragments of this primary
cleavage event (Lindahl et al. 2000). In Synechocystis 6803, the DegP2 pro-
tease seems to be dispensable for rapid D1-turnover and, therefore the FtsH
protease might play a more general role for the PS II repair cycle in
cyanobacteria (Nixon et al. 2005; Kamata et al. 2005).

3 Subcompartementalization of thylakoid membrane biogenesis

Besides the question of how the multisubunit complexes of the thylakoid
membrane are assembled, another intriguing and still unresolved aspect con-
cerns the spatial organization of the underlying processes. Recent years have
seen the development of a hypothesis which predicts a vesicular lipid trans-
port system in chloroplasts (Vothknecht and Soll 2002). This system would
transfer galactolipids from the inner envelope membrane to the thylakoids.
Several lines of evidence support the idea of intraorganellar vesicle transport
in plastids resembling the one which is usually found in the cytoplasm.

For instance, in C. reinhardtii chloroplasts, a membranous subfraction, the
so-called “low density membrane” (LDM) system has been identified during
cell fractionation experiments (Zerges and Rochaix 1998). LDMs resemble
the inner envelope with regard to their acyl lipid composition and are par-
tially associated with thylakoids in a Mg2+ dependent fashion. Thus, they were
postulated to represent an intermediate state of thylakoid membrane forma-
tion which originates from the inner chloroplast envelope (Zerges 2000).
Moreover, a dynamin-like protein (ADL-1) from A. thaliana was found to be
required for thylakoid membrane formation (Park et al. 1998) and the VIPP1
protein was implicated in budding of small vesicles from the inner envelope
membrane, a process that can be followed in wild-type plants after exposure
to low temperature conditions of 4°C (Kroll et al. 2001).

In Synechocystis 6803, the inactivation of the VIPP1 homologue (sll0617)
also led to impaired thylakoid membrane formation, suggesting an evolu-
tionary conserved function of this protein (Westphal et al. 2001). VIPP1
shares homologies with PspA, a bacterial protein which is induced under
various stress conditions including phage invasion, inhibition of lipid
biosynthesis and secretion defects. Nevertheless, VIPP1 coexists with PspA
in cyanobacteria and contains an extra C-terminal extension which was 
proposed to specify its function during thylakoid membrane biogenesis.
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Though the precise roles both proteins play, to date, remain elusive, they
have been shown to form homomultimers with ring-shaped morphology
(Aseeva et al. 2004; Hankamer et al. 2004).

To date, it is still an open question whether vesicle transport from the
plasma membrane to the thylakoids occurs in cyanobacteria. Alternatively,
lateral fusions of the two membranes types can be envisaged based on elec-
tron micrographical data (Spence et al. 2003). Independent of the precise
molecular details, a transfer mechanism for lipids and, more important in
the context of this reviews topic, also protein complexes must be considered.
The recent observation that the initial steps of photosystem assembly take
place at the plasma membrane but not the thylakoids strongly support this
idea (Zak et al. 2001).

Based on an efficient two-dimensional separation technique, plasma and
thylakoid membranes were separated and subjected to immunodetection of
both PS II and PS I subunits. The data revealed that the D1, D2 and
cytochrome b559 subunits of PS II, as well as the PsaA and PsaB reaction
centre subunits of PS I, are present not only in thylakoids, but also in plasma
membranes though to a substantially lesser extent. In contrast, PsbB and
PsbC as well as other subunits of PS II and PS I were not present in the
plasma membrane fraction. Furthermore, the C-terminal D1 processing
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peptidase CtpA as well as the abovementioned PS I assembly factors Ycf3
and Ycf4 were almost exclusively detected in the plasma membrane and not
the thylakoids. Finally, the plasma membrane-localized core-complexes con-
tained chlorophyll molecules and were able to undergo light-induced charge
separation (Zak et al. 2001; Keren et al. 2005).

A second, more genetic piece of evidence for a spatially separated photo-
system assembly process was obtained with the identification of the PratA
factor mentioned before (Klinkert et al. 2004; see also section 2.2). This sol-
uble D1-associated protein was localized to the periplasm of Synechocystis
6803 cells, further supporting the idea of a plasma membrane-localized D1
maturation system containing CtpA (Fulda et al. 2000; Klinkert et al. 2004).
The structure of the PratA signal sequence suggests that it is transported via
the Sec pathway across the plasma membrane of Synechocystis cells and, con-
sistently, PratA was detected in a proteomic approach aimed at mapping
periplasmic proteins from Synechocystis 6803 (Fulda et al. 2000). Moreover,
cell fractionation experiments indicated that the vast majority of the protein
is indeed located in the periplasm and not the thylakoid lumen (Klinkert
et al. 2004). This adds to the notion that a strict protein sorting system exist
in cyanobacteria which targets proteins to either the periplasm or the
thylakoid lumen (Spence et al. 2003).

Based on the available evidence, the actual picture arising for the spatial
and temporal regulation of PS II biogenesis including some of the involved
factors is depicted in Fig. 2. During protein synthesis, both the D2 and the
precursor D1 (pD1) subunits are co-translationally inserted into the plasma
membrane where they form together with cytochrome b599 the PS II core
complex (Komenda et al. 2004; Keren et al. 2005). This plasma membrane-
localized core complex exhibits chlorophyll fluorescence characteristics sim-
ilar to isolated core complexes from thylakoids indicating proper integration
of pigment molecules (Keren et al. 2005). As a next step, the precursor pD1
exposing its C-terminus to the periplasm is processed by the plasma mem-
brane associated CtpA protease, a process which is assisted by the soluble
PratA factor. At this stage, Psb27 might also already be associated with the
core complex from the periplasmic site because it accumulates in PS II
complexes from a CtpA deletion mutant containing only non-processed
D1. Furthermore, D1 appears to interact directly with Psb27 (J. Nickelsen,
unpublished results). Next, this core complex travels via lateral fusions, vesi-
cles or an yet unidentified pathway to the thylakoid membrane where the
assembly of monomeric and finally dimeric PS II continues with docking of
CP47 and CP43 as well as the remaining subunits (Komenda et al. 2004;
Keren et al. 2005). Intriguingly, these latter subunits, especially CP43, were
exclusively found in thylakoid membranes but not in the plasma membrane
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(Zak et al. 2001). Moreover, structural studies of PS II have revealed that
CP43 contributes ligands to the manganese cluster responsible for water oxi-
dation. Thus, active PS II can only be formed in thylakoids due to an ade-
quate separation of assembly steps and activity. This separation is likely to
protect the photosynthetic machinery from partial electron transfer
reactions creating potentially harmful radical species.

While this model appears to apply for explaining the de novo formation of
PS II complexes, a still unresolved matter concerns the processes which are con-
nected to the PS II repair cycle. In chloroplasts, the replacement of photodam-
aged D1 protein takes place at stromal thylakoid membranes and repaired PS II
then moves back to the grana regions of thylakoids (Adir et al. 1990). Therefore,
it was assumed that in cyanobacteria, PS II is also repaired at thylakoids.
However, in view of the above-mentioned model, one might also speculate
whether photodamaged PS II complexes move back to the plasma membrane
where the insertion of new D1 protein is achieved (Keren et al. 2005). As men-
tioned above, the Psb28 dependent mobilization of PS II has been reported to
be required for the rapid initiation of recovery from photoinhibition (Sarcina
et al. 2005). Furthermore, two other lines of evidence would support the idea of
a plasma membrane-localized D1 exchange. First, the C-terminal D1 process-
ing protease CtpA, which is also required during D1 replacement, was only
localized to the plasma membrane but not the thylakoid membrane in
Synechocystis 6803 (Zak et al. 2001). Second, the recently discovered Hho pro-
tease from Synechocystis 6803 has been shown to be involved in the degradation
of photodamaged D1 (I. Adamska, personal communication), and, similar to
PratA, this enzyme was detected in the periplasm (Fulda et al. 2000).

4 Conclusions and perspectives

The biogenesis of the photosynthetic apparatus in cyanobacteria is a step-
wise process which requires various trans-acting factors assisting the assem-
bly of single complexes in a chaperone-like fashion. To date, probably only a
handful of these factors have been identified and, for only a few of these,
a precise function can be assigned (Table 3). Thus, current genetic and
biochemical work focuses on the identification of additional assembly
factors for all the major complexes of the thylakoid membrane, i.e. PS II, PS
I, cyt b6f and the F-ATPase. One principle that becomes evident is that
apparently TPR proteins like Ycf3, Ycf37 and PratA play a crucial role in this
context, reminiscent to the situation of regulators for RNA metabolism in
the chloroplast of eukaryotes (Nickelsen 2003). Therefore, systematic genetic
approaches aimed at inactivation of all 23 TPR domain-containing genes of
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Synechocystis 6803 have been initiated. Preliminary data suggest that at least
two more TPR proteins are required for efficient photosynthetic activity
(J. Nickelsen, unpublished results). With the availability of the respective
mutant strains, their biochemical characterization, for instance by combined
protein pulse-labelling/2D BN-PAGE analyses, will help to precisely deter-
mine the affected complex assembly steps (Komenda et al. 2004).
Furthermore, the isolation of photosynthetic subcomplexes via His-tagged
subunits and their subsequent mass spectrometric analysis represents a
complementary approach for the identification of factors which transiently
associate with intermediate forms or partially assembled photosystems
(Kashino et al. 2002; Nowaczyk 2005).
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Table 3. Transient components of cyanobacterial PSI and PS II

Protein Homologue
(reading in 
frame) chloroplasts Protein features Mutant phenotype

Ycf4 (sll0226) + Plasma membrane protein Reduced PSI level

Ycf3 (slr0823) + Plasma membrane associated Essential for PSI 
TPR-protein activity

Ycf37 (slr0171) + TPR-protein Reduced PSI level

RubA (slr2033) + Unusual rubredoxin associated Reduced PSI level
with thylakoid membranes

BtpA (sll0634) − TIM-barrel protein associated Reduced PSI level
with thylakoid membranes

HCF136 (slr2034) + Luminal protein associated None
with preassembled PS II

CtpA (slr0008) + D1 C-terminal processing Essential for PS II 
protease activity

PratA (slr2048) − Periplasmic TPR protein Reduced PS II 
interacting with D1 level

PsbP (sll1418) + Potential lipoprotein at the Reduced PS II 
donor site of PS II activity

PsbQ (sll1638) + Potential lipoprotein at the Reduced PS II 
donor site of PS II activity

Psb27 (slr1675) + Potential lipoprotein at the Not reported
donor site of PS II

Psb28 (sll1398 + Acceptor site factor of PS II Not reported
slr1739)

Psb29 (sll1414) + Acceptor site factor of PS II Lower PS II 
efficiency



As a next step, the precise interaction partners of the regulatory factors
have to be identified by biochemical means or, alternatively, by using the
yeast split-ubiquitin system which allows one to monitor the interaction
between membrane proteins in a living cell (Stagljar et al. 1998; Pasch et al.
2005). With regard to protein/protein interactions, an intriguing question
concerns the association of the assembly factors not only with distinct com-
plex subunits but also between the various trans-acting factors themselves. If
such interactions exist, they might form a kind of assembly scaffold organ-
izing photosystem biogenesis.

Finally, an aspect that has not been addressed in this review concerns the
incorporation of the various low molecular weight co-factors such as iron-
sulphur clusters, chlorophylls and carotenoids into the respective apopro-
teins. This process probably interferes with assembly of the protein subunits
and, thus, adds another level of complexity to the generation of functional
photosynthetic machinery.
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Extranuclear Inheritance: Genetics and Biogenesis 
of Mitochondria

Georg Michaelis and Elke Pratje

1 Introduction

In the period since our last review of this topic in Progress in Botany (Esser
et al. 2005), the number of mitochondrial genome sequences available in
GOBASE has increased dramatically (see below). This is a striking reflection
of the vitality of the field. In the following, we first provide a brief overview
of relevant publications that have appeared during the past 2 years, before
focusing on a selection of notable contributions of particular interest.

The 6th International Congress on Plant Mitochondria took place in
Perth, Western Australia, in 2002. The proceedings of this meeting were pub-
lished in 2004 by Kluwer Academic in a volume entitled Plant Mitochondria:
From Genome to Function, edited by three members of the Organizing
Committee (D.A. Day, A.H. Miller and J. Whelan).

The next congress in the series was organized by J.-M. Grienenberger and
colleagues from the IBMP in Strasbourg, and took place in Obernai, France,
in 2005. Here, Arnold J. Bendich summarized his remarkable findings on the
decline in levels of chloroplast DNA during leaf development. As leaves
mature, the amounts of chloroplast DNA decline and the percentage of
chloroplasts without detectable DNA increases. This is true for Medicago, pea,
and especially for maize. In the case of tobacco, which can readily be regener-
ated from somatic cells, most chloroplasts retain some of their DNA
(Oldenburg and Bendich 2004; Rowan et al. 2004; Shaver et al. 2005). Thus,
degradation of chloroplast DNA may limit the potential for plant regenera-
tion from a leaf cell. In view of the wide-ranging implications of these find-
ings, Li et al. (2005) have reinvestigated the age dependency of genome copy
numbers by analysing chloroplast and mitochondrial DNA amounts in
Arabidopsis and tobacco plants. They reported that copy numbers of
organelle DNA remain remarkably constant during leaf development in these
species. Unfortunately, these authors did not include maize in their study.

A meeting on “Cross-talk between Nucleus and Organelles”, organized by
L. Del Giudice, D.R. Massardo and K. Wolf, took place in September 2004 in
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Naples, Italy. The contributions, covering chloroplasts as well as mitochon-
dria, were published in a special issue of the journal Gene (volume 354, July
2005, edited by R.A. Butow, L. Del Giudice and K. Wolf), which includes not
only research articles but also reviews on retrograde regulation of multidrug
resistance, biogenesis of cytochrome oxidase, RNA maturation in mitochon-
dria, chloroplast membrane transport, cross-talk between chloroplasts and
the nucleus and mitochondria in Arabidopsis, mutations in human DNA
polymerase γ, and mitochondrial diseases.

Volume 8 of Topics in Current Genetics (Springer Verlag), edited by E.M.
Koehler and M.F. Bauer, which appeared in 2004, is dedicated to mitochon-
dria. This collection, entitled “Mitochondrial Function and Biogenesis”, con-
tains articles on the origin of mitochondria, protein import, tRNA editing,
protein quality control, cytochrome oxidase assembly, oxidative phosphory-
lation, mitochondrial DNA maintenance, mitochondrial fission and fusion,
voltage-dependent anion channels (VDAC), mammalian mitochondria, syn-
thesis and transport of lipids, and steroid synthesis in the mitochondrion.

Finally, the reader is referred to a number of reviews on evolution of
mitochondrial DNA (Bullerwell and Gray 2004; Knoop 2004; Bullerwell and
Lang 2005), inheritance and recombination of mitochondrial genomes (Barr
et al. 2005), group I introns (Haugen et al. 2005), nuclear insertions of
organelle DNA (Leister 2005), organelle nuclei (Sakai et al. 2004), CMS
(Hanson and Bentolila 2004), mitochondria of protists (Gray et al. 2004),
plant organelle positioning (Wada and Suetsugu 2004), mitochondrial car-
riers in Arabidopsis (Picault et al. 2004), uncoupling proteins (Hourton-
Cabassa et al. 2004), iron-sulphur proteins (Balk and Lobreaux 2005; Barras
et al. 2005), NAD(P)H dehydrogenases (Rasmusson et al. 2004), respiratory
metabolism (Fernie et al. 2004), protein oxidation in plant mitochondria as
a stress indicator (Moller and Kristensen 2004), and programmed plant cell
death (van Doorn 2005).

2 Mitochondrial genomes and proteomes

2.1 Mitochondrial genomes

The number of complete mitochondrial genome sequences in the organelle genome
database GOBASE has now reached 3043 (release 14 of December 2005), compared
with the 408 listed in release 6 of 2003. The number of organisms for which com-
plete mitochondrial sequences are available is 808. This sample, however, includes
relatively few higher plants, because their mitochondrial genomes are particularly
large and complex. In addition to the previously published mitochondrial genomes
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of Arabidopsis thaliana, Beta vulgaris, Oryza sativa and Brassica napus, recent reports
have added the complete nucleotide sequences of the tobacco (Nicotiana tabacum)
mitochondrial genome (430 kb; Sugiyama et al. 2005), as well as those of maize (Zea
mays) (569 kb; Clifton et al. 2004) and wheat (Triticum aestivum) (452 kb; Ogihara
et al. 2005). In addition, Satoh et al. (2004) have determined the complete nucleotide
sequence of the mitochondrial genome for cytoplasmic male-sterile (CMS) sugar
beet, permitting its comparison with the previously published sequence for the
male-fertile sugar beet. The CMS genome contains four transcribed ORFs which are
missing from the normal genome and are therefore potential candidates for the
cause of CMS. The same group also investigated the protein profile of sugar beet
mitochondria and found a variant atp6 fusion protein that is expressed in Owen
CMS plants but not in normal sugar beet (Yamamoto et al. 2005).

2.2 Inheritance of mitochondrial DNA

Plant mitochondrial DNA shows a high frequency of homologous recombi-
nation following protoplast fusion. This observation implies the occurrence
of mitochondrial fusion. In the yeast Saccharomyces cerevisiae and in animal
systems, many genes have been identified that are involved in fusion and fis-
sion of the organelle (reviewed in Esser et al. 2005; Okamoto and Shaw 2005).
In contrast, while some fission-related genes have been described in a red alga
and in some higher plants (Nishida et al. 2003; Arimura et al. 2004; Logan
et al. 2004), fusion-related genes homologous to those from yeast and animals
have not been detected in plant sequence databases. Arimura et al. (2004)
have recently demonstrated mitochondrial fusion in onion cells using a
photoconvertible fluorescent protein. Frequent fusions and fissions were
observed. Fission occasionally results in an unequal distribution of mito-
chondrial nucleoids, and fusion would provide a mechanism for mixing the
heterogeneous mitochondrial genomes.

Sheahan et al. (2004) have observed a phase of elongation in tobacco
mesophyll protoplasts before the protoplasts divide. This correlates with
extensive fusions of mitochondria which ensure mixing and even distribu-
tion of mitochondrial nucleoids (Sheahan et al. 2005). The fusion of mito-
chondria requires cytoplasmic protein synthesis, an electrochemical
membrane potential, intact microtubules and kinesin, but ATP seems not
to be necessary.

Mitochondrial plasmids are found in several species of higher plants and
fungi. The majority of them are linear, double-stranded DNA molecules with
terminal inverted repeats. These plasmids are generally inherited maternally,
like the main mitochondrial genome. One exception is the mitochondrial
plasmid mF of the protist Physarum polycephalum, which circumvents
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uniparental inheritance by promoting mitochondrial fusions (Sakurai et al.
2004). Thus, the mF plasmid is transmitted to all progeny in crosses between
strains with (mF+) and without (mF−) this plasmid. This is the case even
when the mtDNA is transmitted from the strain that lacks the plasmid.
Uniparental inheritance of mitochondrial DNA is mediated by selective
degradation of mtDNA from one (usually the paternal) parent (Moriyama
and Kawano 2003). The mF plasmid from the paternal parent must avoid this
degradation. After crossing of mF− with mF+ cells, rapid fusion of the mito-
chondria from both parents is observed. In the resulting giant mitochondria,
integration of the mF ensues in up to 80% of the maternal mtDNA mole-
cules. Both integrated and free plasmids escape selective digestion, whereas
the mtDNA of the paternal parent is degraded.

2.3 Mitochondrial proteomes

Three strategies are currently being pursued to identify all the proteins pres-
ent in mitochondria of a given species (the mitochondrial proteome):

(i) Bioinformatic evaluation of genomic data obtained from completely
sequenced organisms. So far, the few proteins encoded by mitochondrial
DNA all seem to remain in the organelle. By far the majority of mito-
chondrial proteins are encoded in the nucleus, and carry N-terminal
signal peptides that contain targeting and processing information. In
the bioinformatic approach, characteristic features of these N-terminal
signal peptides are used to predict mitochondrial localization. One
problem is that proteins of the outer mitochondrial membrane, as well
as small proteins, are not proteolytically processed and do not contain
detectable signal peptides. Furthermore, the various prediction algo-
rithms used can give conflicting results. Therefore, the bioinformatic
approach gives only rather crude estimates, indicating, for example, that
5–10% of all Arabidopsis thaliana proteins (1500–3000) are targeted to
mitochondria. This approach can be extended by comparing sequence
similarity and experimental evidence of mitochondrial localization
between diverse species.

(ii) Experimental localization studies on individual proteins. This strategy is
straightforward, but the number of functionally identified and local-
ized proteins is not high. In yeast, the GFP (green fluorescence protein)
fusion technology is often used for intracellular localization studies, but
mislocalization can occur when small proteins are fused to the larger
GFP protein.
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(iii) High-resolution separation of proteins by two-dimensional gel electrophore-
sis combined with subsequent identification by mass spectrometry. General
problems of this approach are difficulties encountered in obtaining pure
mitochondria, solubilizing membrane proteins, and detecting proteins
that occur in only a few copies per cell. Extensive studies of mitochon-
drial proteomes have recently been reported for yeast, mouse, human
and higher plants. In the nuclear genome of the simple eukaryote
S. cerevisiae (12,156.6 kb, with some 6600 predicted ORFs), genes for
750 mitochondrial proteins have been identified, accounting for 90% of
all putative mitochondrial proteins (Sickmann et al. 2003).

In higher plants, as many as 2000–3000 proteins are predicted to be destined
for mitochondria (for reviews, see Braun and Millar 2004; Millar et al. 2005).
More than 400 mitochondrial proteins have been identified. This approach
is complemented by the analysis of individual respiratory complexes, super-
complexes (Eubel et al. 2004; Dudkina et al. 2005) and submitochondrial
compartments such as the outer mitochondrial membrane (Pfanner et al.
2004). It was shown for example that complex I of the respiratory chain
includes carbonic anhydrase (Sunderhaus et al. 2006). More than 70 of the
identified proteins of Arabidopsis thaliana mitochondria lack similarity to
any protein of known function. These results demonstrate the power of pro-
teomics to discover novel or plant-specific mitochondrial proteins and
provide a basis for elucidating their functions. Another problem is the regu-
lation of the composition of the mitochondrial proteome, which is not static
and changes in response to developmental stage, environmental influences,
and nuclear background or mutations. One outstanding challenge will also be
to understand the post-translational modifications of the plant mitochondrial
proteome in which redox state, oxidative stress, and protein phosphorylation
seem to play major roles.

3 RNA import and stability

3.1 tRNA import

In most organisms, the mitochondrial DNA does not encode the complete
set of tRNA genes required for the translation of mitochondrial mRNAs. The
missing tRNAs are encoded in the nucleus and must therefore be imported
from the cytosol.

It was previously thought that mitochondria of the yeast S. cerevisiae
import only a single tRNA, a lys-tRNA (Tarassov et al. 1995). This lys-tRNA
is aminoacylated by the cytosolic lysyl-tRNA synthetase and imported via
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the mitochondrial protein import system in a complex with the precursor of
the mitochondrial lysyl-tRNA synthetase.

Recently, Rinehart et al. (2005) described the import of two isoacceptor gln-
tRNAs, the cytosolic gln-tRNA(UUG) and gln-tRNA(CUG). In-vitro import
of the gln-tRNAs into isolated yeast mitochondria was found to be independ-
ent of exogenous cytosolic factors, in contrast to the uptake of the lysine tRNA.
The gln-tRNAs are aminoacylated by the cytoplasmic glutaminyl-tRNA syn-
thetase which is also present in mitochondria, as indicated by the finding that
a gln-tRNA synthetase-GFP fusion protein was found in the cytoplasm and
the mitochondria. It has been suggested that the mitochondrially encoded gln-
tRNA(UUG) decodes CAA codons, but not CAG codons, due to the presence
of a 5-carboxymethylaminomethyl-2-thio-uridine modification at the first
anticodon nucleotide (Nakai et al. 2004). The imported, nucleus-encoded
gln-tRNA(CUG) may therefore serve to decode the CAG codons. A function
for the imported gln-tRNA(UUG) is less evident.

In human cells, all mitochondrial tRNAs are encoded in the mitochondr-
ial DNA and thus tRNAs do not normally need to be imported. Nevertheless,
isolated human mitochondria can import the nucleus-encoded lys-tRNA
from yeast, indicating that the human organelles possess a tRNA import
mechanism that is flexible enough to permit the uptake of tRNAs originat-
ing from other species. Indeed, a mutation in the mitochondrial lys-tRNA
gene which causes the MERRF (myoclonic epilepsy with ragged-red fibers)
syndrome in humans can be rescued by the imported, nucleus-encoded
yeast lys-tRNA in cell culture (Kolesnikova et al. 2004). Mahata et al. (2005)
have also shown that a protein complex from Leishmania induces the import
of the human cytoplasmic lys-tRNA into human mitochondria, and that this
imported lys-tRNA also restores the mitochondrial translation system in
organelles from patients with MERRF or the Kearn–Sayre syndrome.

In contrast to yeast and human which import few if any tRNAs, try-
panosomatids and apicomplexans must import all tRNAs (at least 24), as the
mitochondrial genomes of these two groups of parasitic protozoa com-
pletely lack tRNA genes.

With the exception of the initiator met-tRNA, which is cytosol-specific, all
other trypanosomal tRNAs function both in the cytosol and in mitochondria.
Between 1% and 8% of each tRNA is found in the organelle. Esseiva et al.
(2004a) identified the nucleotides responsible for the different targeting of the
closely related initiator and elongator met-tRNAs. They showed that the
T-stem specifies the cytosol-specific localization of the initiator met-tRNA.
Since the elongator met-tRNA represents the only met tRNA in the mito-
chondria it has to function as both elongator (Met) and initiator (fMet). After
import a fraction of the charged tRNA is partially formylated, bound by
initiation factor 2 and brought to the ribosomes (Charrière et al. 2005).
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A similar situation has been described for the apicomplexan parasite
Toxoplasma gondii. In this case too, the complete set of mitochondrial
tRNAs, with the exception of the cytosol-specific initiator met-tRNA, must
be imported (Esseiva et al. 2004b).

In Leishmania tarentolae the sorting of the tRNAs is regulated by a mod-
ification of the wobble position (Kaneko et al. 2003; see Esser et al. 2005).
The cytosolic glu-tRNA(UUC) and gln-tRNA(UUG) have 5-methoxycar-
bonylmethyl-2-thio-uridine at this position, which prevents import into the
organelle. The corresponding mitochondrial tRNAs lack the thio modifica-
tion. However, such a modification could not be detected in the cytosolic
gln-tRNA of T. gondii (Esseiva et al. 2004b).

tRNA import into the mitochondria of trypanosomatids is independent
of the protein import machinery, but requires a receptor and ATP
(Bhattacharyya and Adha 2004). The tRNAs are imported as mature mole-
cules, at least in Leishmania. The D-domain appears to contain an import
signal which is recognized by the RNA receptor.

A similar situation is found in higher plants. The mitochondria of
higher plants must import about 30–50% of their tRNAs, depending on the
organism considered. The process requires a mitochondrial receptor, ATP
and a membrane potential, but proceeds in the absence of cytosolic pro-
teins. The D-domain, the anticodon and the T-domain of val-tRNA all
seem critical for import into the mitochondria of tobacco cells (Laforest
et al. 2005). It has therefore been postulated that the conformation of the
tRNA, rather than a specific import sequence, is recognized. The essential
roles of the anticodon and the D-domain have also been shown for gly-
tRNAs import. Salinas et al. (2005) exchanged sequences between the three
isoacceptor gly-tRNAs of tobacco: gly-tRNA(UCC), gly-tRNA(CCC), both
of which are present in the cytosol and mitochondria, and the cytosol-
specific gly-tRNA(GCC). They demonstrated that the anticodon and the
D-domain are required, but not sufficient for promoting import into
tobacco mitochondria.

3.2 RNA stability

RNA stability plays an important role in mitochondrial gene expression but
the underlying mechanisms that regulate mRNA half-life differ between
organisms. Polyadenylation can act either to stabilize mitochondrial mRNAs,
as in human (Temperley et al. 2003), or as a signal for destabilization, as in
plant mitochondria (Gagliardi et al. 2001; Kuhn et al. 2001; Binder and
Brennicke 2003).
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Mammalian mitochondrial mRNAs have short poly(A) tails that are post-
transcriptionally added. One function of this polyadenylation is to generate
a stop codon. Mitochondrial genomes are often so compact that in some
genes stop codons are not encoded in the mtDNA but rather created by the
addition of poly(A) tails to produce UAA stop codons. Nagaike et al. (2005)
demonstrated that human mitochondrial mRNAs are stabilized by
polyadenylation. The combined action of mitochondrial-specific poly(A)
polymerase and polynucleotide phosphorylase regulate this polyadenyla-
tion. Reducing the level of poly(A) polymerase by RNA interference reduces
the levels of mitochondrial mRNAs and their translation products.

Polyadenylation also plays a role in RNA stability in trypanosomal mito-
chondria. In vitro RNA turnover studies revealed that a poly(A) tail protects
fully or partially edited mRNA from degradation (Kao and Read 2005), but
unedited polyadenylated mRNAs are rapidly degraded (Ryan et al. 2003).
Recently Ryan and Read (2005) showed that degradation of polyadenylated
mRNAs is UTP dependent and requires RET1, the RNA editing terminal
uridylyl transferase.

All mitochondrial mRNAs in S. cerevisiae appear to lack poly(A) tails. The
enzymes involved in mitochondrial RNA degradation were first identified in
this organism. The mitochondrial RNA degradosome of yeast contains two
subunits, an NTP-dependent 3′→5′ exoribonuclease (DSS1) and an RNA
helicase (SUV3), which are responsible for substrate recognition and RNA
unwinding, respectively (Dziembowski et al. 2003). DSS1 homologues seem
to be absent in human and plant mitochondria, whereas SUV3 homologs
have been identified in both organisms (Gagliardi et al. 2004).

Trypanosoma brucei also possesses an SUV3 homologue (cited in Ryan
and Read 2005) and a DSS1 exoribonuclease that affects degradation of
edited and unedited mRNAs and guide RNAs (Penschow et al. 2004). In try-
panosomes, extensive nucleolytic cleavage and trimming are required to
produce mature RNAs. This is due to the fact that the maxi- and minicircle
genomes are transcribed as polycistronic precursor RNAs. Improperly
processed or edited RNAs need to be rapidly removed (Table 1).
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Table 1. Functions of mitochondrial mRNA polyadenylation

Organisms Polyadenylation of mitochondrial mRNA Function

Yeast None

Human All Stability

Higher plants Few Degradation



4 Protein import into plant mitochondria

4.1 Import receptor and import sequences

Mitochondrial protein import pathways have been analysed in great detail in
the yeast S. cerevisiae (for reviews, see Tokatlidis et al. 2000; Rehling et al.
2001; Taylor and Pfanner 2004). Subsequent analysis of mitochondrial protein
import in plants revealed that the plant import apparatus differs consider-
ably from that of yeast (Lister et al. 2005). The Arabidopsis genome sequence
has been searched for components of the mitochondrial protein import
apparatus. The results are available at http://millar3.biochem.uwa.
edu.au/~lister/index.html (Lister et al. 2003). In animals and fungi, Tom20
and Tom70 are the receptor components of the outer mitochondrial mem-
brane. Proteins related to these two receptor proteins have not been found in
plants. Instead unrelated 20 kDa and 64 kDa proteins seem to act as prese-
quence receptors in plants (Heins and Schmitz 1996; Chew et al. 2004).
Interestingly, the 64 kDa protein shows homology to the plastid protein
Toc64. These results indicate that the receptors evolved after the divergence
of the animal-fungal lineage from the line leading to higher plants. Overall,
some of the components of the mitochondrial protein import apparatus
seem to derive from the eubacterial endosymbiont, some arise “de novo” and
a third class appears lineage specific (Lister et al. 2005). In the following, we
focus on recent results concerning the sequences that mediate protein
import into plant mitochondria.

Gene transfer from the mitochondrion to the nucleus is an ongoing
process in plants (Adams and Palmer 2003). After gene transfer, the nucleus-
encoded protein product has to be targeted back to the organelle. The min-
imal requirements for protein import into mitochondria were analysed
by Murcha et al. (2005b), using as a model the S10 protein of the small ribo-
somal subunit. The S10 protein is encoded by the nuclear genome in
Arabidopsis, carrot, lettuce, spinach and maize, but is mitochondrially
encoded in soybean. In carrots and lettuce, the S10 protein has acquired
N-terminal signal sequences, whereas in maize the S10 protein is imported
without an extension. Deletion analysis indicated that the first 20 amino
acid residues of the maize protein function as a mitochondrial targeting
region. The authors also introduced changes in the first 20 amino acid
residues of the mitochondrially encoded S10 protein of soybean in an
attempt to induce the in-vitro import of this protein into mitochondria. The
amino acid substitutions were chosen so as to correspond to the respective
sequence of the nucleus-encoded maize protein. Substitutions that altered
overall charge and hydrophobicity and created an amphipathic structure
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and a binding site for Tom20, the import receptor of the outer mitochondr-
ial membrane permitted uptake of the altered soybean protein. These exper-
iments demonstrate that retargeting to mitochondria can be achieved by two
mechanisms: the protein can either acquire an N-terminal signal sequence,
or the protein sequence is changed in such a way that a non-cleavable
mitochondrial targeting sequence is created.

However, a conserved Tom20 binding site is not present in all proteins
imported into mitochondria, implying the existence of additional import
receptors or the involvement of different members of the Tom20 gene family
(Werhahn et al. 2001; Chew et al. 2004). In Arabidopsis, the Tom20 gene
family consists of four members.

Most mitochondrial carrier proteins in S. cerevisiae are synthesized with-
out transient N-terminal presequences. In contrast, a subset of carrier pro-
teins from plants contains cleavable signal sequences. Murcha et al. (2005a)
studied the function of the cleavable extension in a reconstituted import sys-
tem. Removal of the extensions in the phosphate and adenine nucleotide car-
riers still allows import into mitochondria, but the extensions significantly
stimulate insertion into the inner mitochondrial membrane. Furthermore,
fusions of the extensions to carrier proteins which do not contain cleavable
extensions also enhance their membrane insertion.

After import into mitochondria, the signal peptides are removed by signal
peptidases present in the mitochondrial matrix or the inner mitochondrial
membrane (see Michaelis et al. 2005). Proteolytic processing occurs either in
one or in two successive steps. Recently, two related proteases (AtPrePI and
AtPrePII) that degrade cleaved signal peptides were isolated from Arabidopsis
thaliana (Bhushan et al. 2005; Stahl et al. 2005). Both proteases are targeted
to mitochondria and plastids. They belong to the pitrilysin subfamily with
an inverted metal-binding motif. Unfolded peptides of 10–65 amino acid
residues serve as the substrates. AtPrePI shows a preference for the N-terminal
amphiphilic α-helix and positively charged amino acid residues, whereas
AtPrePII did not show any positional preference.

4.2 Dual targeting to mitochondria and plastids

In plants, the coexistence of mitochondria and plastids in the cytosol
requires import systems that can discriminate between mitochondrial and
plastid proteins. The amino acid compositions of the presequences used by
the two systems are similar, although the primary sequences are not con-
served. They are characterized by hydrophobic, hydroxylated and positively
charged residues. Mitochondrial presequences can form amphiphilic 
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α-helices, whereas the hydroxylated residues in the plastid presequences may
function as phosphorylation sites to initiate import.

Several nucleus-encoded proteins are targeted to both mitochondria and
plastids. These proteins are involved in general functions such as DNA repli-
cation, transcription, translation, and defence against damage by reactive
oxygen species (Mackenzie 2005).

The signal for dual targeting of pea glutathione reductase has been local-
ized to the N-terminal 60 amino acid residues of the preprotein. In-vitro
mutagenesis of the presequence and protein import into isolated organelles
indicate the presence of overlapping import signals (Chew et al. 2003).

Two in-frame AUG codons for translation initiation are found in the RNA
polymerase transcript in the moss Physcomitrella patens (Kabeya and Sato
2005). Use of the second AUG codon determines mitochondrial localization
of the product, whereas the first AUG codon specifies dual targeting in vitro.
Whether the first AUG is used in vivo remains to be verified (Kabeya et al.
2002; Richter et al. 2002; Kabeya and Sato 2005).

A DNA polymerase of Arabidopsis thaliana shows dual targeting when the
5′ untranslated leader region (UTR) is present, but deletion of the 5′UTR
results in targeting to the plastid (Christensen et al. 2005). This indicates that
translation of the mitochondrial enzyme starts in the 5′UTR. However, an
AUG start codon is lacking in this region. A CUG codon was identified that is
likely to account for initiation of translation. Thus to achieve dual targeting of
the DNA polymerase the control of translation initiation is relaxed.

To summarize, dual targeting to mitochondria and plastids is achieved by
one presequence with two overlapping recognition sites, by two in-frame
initiation codons, or by relaxation of the control of translation, permitting
initiation at a non-AUG codon.

5 Autophagic degradation of mitochondria

Protein import into mitochondria and the biogenesis of this organelle are
intensely studied topics of research. However, much less is known about the
turnover and degradation of this organelle. The degradation pathways per-
mit the cell to eliminate unwanted or damaged organelles and recycle the
components.

In plants and fungi, degradation of organelles takes place in the lytic and
acidic vacuoles that have remarkably diverse functions (e.g. regulation of tur-
gor pressure, storage, or degradation) and are related to the lysosomes of ani-
mal cells. During the past few years, autophagy has emerged as a general
process that delivers portions of cytoplasm or entire organelles to the vacuole
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for degradation and recycling (for reviews, see Klionsky and Emr 2000;
Abeliovich and Klionsky 2001). Autophagy seems to begin with the enclosure
of an organelle by a membrane, forming an autophagosome that fuses with
the vacuole (Fig. 1). Although autophagy is thought to operate randomly and
to recycle components such as amino acids to the starved cells, recent evi-
dence suggests that it might also be required for the selective elimination of
organelles like mitochondria especially when they are damaged (Lemasters
2005; Priault et al. 2005). Thus, autophagy may play a role in apoptosis (Boya
et al. 2005; Gonzalez-Polo et al. 2005), senescence, removal of mutated mito-
chondrial DNA, uniparental inheritance, and the escape of mitochondrial
RNA, DNA (Campbell and Thorsness 1998), or protein into the cytoplasm or
the nucleus. The maternally inherited surface antigen of mouse cells is a frag-
ment of the mitochondrially encoded ND1 protein which has to escape from
the organelle or the vacuole (Fischer-Lindahl et al. 1991).

Molecular details are emerging from studies on S. cerevisiae. In this yeast,
autophagy can be induced by the drug rapamycin or by nitrogen starvation.
Mutant strains have been characterized in which the degradation of mito-
chondrial proteins, as monitored by Western blot analysis, is delayed or does
not occur. Such strains carry null mutations in the genes for the vacuolar
protease Pep4 or the autophagy-specific Apg/Atg proteins, for example Atg5
and Atg8 (Kim et al. 2001; Kuma et al. 2002). Recently, a specific mitochon-
drial outer membrane protein was described and designated Uth1
(Camougrand et al. 2004; Kissova et al. 2004). In the absence of Uth1, resist-
ance to rapamycin treatment and starvation was observed, two conditions
that induce the process of autophagy in yeast. Although the autophagic
machinery is functional in the absence of Uth1, this protein is required for
the specific degradation of mitochondria, a process which is also referred to
as mitophagy to emphasize the non-random nature of the process.
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6 Summary and perspectives

Only a limited number of topics of current research could be presented here.
Work on the morphology of mitochondria, their fission and fusion
processes, was covered in our previous article (Esser et al. 2005). Here, we
chose to concentrate on themes that dominate studies on the biogenesis of
mitochondria: aspects of the protein import machinery of higher plants,
proteins with dual localization in the cell (in mitochondria and chloroplasts)
and RNA import. The systematic definition of the mitochondrial proteome,
and especially studies designed to identify the changes that occur in associ-
ation with cell differentiation and development, will undoubtedly contribute
greatly to our understanding of these questions in the near future.

Compared with our knowledge of biosynthetic processes, much less is
known about the turnover and degradation of mitochondrial macromole-
cules (DNA, RNA and proteins) and of the organelle itself. We mentioned
above the functions of poly(A) tails in determining the stability of mito-
chondrial mRNAs and the discovery of the UTH1 gene required for specific
autophagic degradation of mitochondria in yeast. A molecular dissection of
this degradation process might give new insights into a variety of phenom-
ena, such as gene transfer from the organelle to the nucleus, elimination of
damaged organelle DNA, apoptosis, aging and even cases of uniparental
inheritance. Work in this area may also have a bearing on the controversial
discussion on the loss of organelle DNA observed during leaf development
in some species of higher plants, discussed in the Introduction. These strik-
ing findings demonstrate that plant development still poses many open
problems, and further surprises are undoubtedly in store.
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Extranuclear Inheritance: Virus-Like DNA-Elements
in Yeast

Stefanie Jeske, Friedhelm Meinhardt and Roland Klassen

Abstract

Linear extrachromosomal DNA elements replicating independently of the
cellular genome are widespread. Aside from linearity, they all have in com-
mon terminal inverted repeat sequences and 5′-covalently linked proteins,
which reminds one of linear viral genomes. In eukaryotes they routinely
reside in organelles; however, a number of yeasts comprising different genera
harbour such elements in the cytoplasm. They exist singly, in pairs or triplets,
some conferring a killer and immunity phenotype to their host cells. The
killing and immunity character is routinely encoded by the smallest element.
Each of the four killer elements known to date encodes a heteromeric toxin,
consisting of a chitinase and a hydrophobic domain which corporately facil-
itate uptake of the toxic subunit into target cells. Regarding the toxin mode of
action, such small killer elements must be arranged into two categories. The
G1-arresting Kluyveromyces lactis toxin, as well as that of Pichia inositovora,
strictly depend on a protein complex termed Elongator, whereas toxins from
Pichia acaciae and Debaryomyces (Wingea) robertsiae arrest the cell cycle in
the S-phase independent of Elongator. Whilst small killer elements rely on the
larger plasmids in terms of cytoplasmic transcription, transcript modifica-
tion, and factors involved in replication initiation, the large plasmids are
autonomous elements. Recent work on the K. lactis killer plasmid pair, which
still represents the paradigm of such elements, and other linear yeast plasmids
has strengthened evidence for viral ancestry, because general principles for
replication and transcription are realized in these cytoplasmic elements.

1 Introduction

In addition to mitochondrial DNA, yeast cells can harbour two different
types of cytoplasmically inherited extranuclear genetic information: cyto-
plasmic dsRNA viruses of the Totiviridae family and virus like dsDNA
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elements often referred to as linear plasmids. Since the discovery of the lat-
ter, a considerable amount of information concerning their structure and
function has accumulated, clearly providing evidence of a viral ancestry.
Neither dsRNA nor yeast cytoplasmic dsDNA elements cause any discernible
disadvantage to host cells; rather, a killer and killer toxin immunity pheno-
type is correlated in several instances. Such toxins ensure stable inheritance
of the encoding elements by autoselection and concomitantly promote the
selective advantage to dominate in environmental scenarios where killer
toxin sensitive yeasts compete for limited resources.

Reviews addressing yeast linear plasmids, killer toxins and dsRNA viruses
have been published over the years (Stark et al. 1990; Fukuhara 1995; Gunge
1995; Meinhardt and Schaffrath 2001; Schmitt and Breinig 2002; Gunge and
Tokunaga 2004; Schaffrath and Meinhardt 2004). Considerable progress
concerning yeast linear plasmids and encoded proteins was only achieved
quite recently. Here, we review the current state of the art of research on
cytoplasmic dsDNA elements from yeast with emphasis on associated killer
toxins as well as their presumable viral evolutionary origin.

2 Occurrence

Linear plasmids were firstly discovered in maize (Pring et al. 1977).
Subsequently they were detected in other plants and a great number of
basidiomycetes and ascomycetes, including yeasts (Meinhardt et al. 1990).
Subcellular localization of these elements is in the mitochondria (reviewed
in Meinhardt et al. 1990; Kempken et al. 1992; Meinhardt and Rohe 1993).
However, yeast linear plasmids are routinely localized in the cytoplasm, with
only very few exceptions (see below) (Blaisonneau et al. 1999).

Linear eukaryotic elements, either cytoplasmic or mitochondrial, necessi-
tate specific end-structures to avoid shortening during replicative cycles.
This problem is circumvented in bacterial linear plasmids due to closed hair-
pins. Eukaryotic linear plasmids in general have terminal proteins covalently
bound to the 5′ ends (Kikuchi et al. 1984; Stam et al. 1986; Takeda et al. 1996;
Kim et al. 2000). They not only protect the ends from exonucleolytic dam-
age, but also serve as primers for replication. The second peculiar structural
feature characteristic for both the mitochondrial and cytoplasmic linear
plasmids is terminal inverted repetitions, which allow the displaced strand to
form a replication intermediate.

The first linear plasmids of a yeast species were discovered in Kluyveromyces
lactis. Two elements termed pGKL1 and pGKL2 confer a killer phenotype
(Gunge et al. 1981). Structurally similar elements were subsequently
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detected in a number of other genera, including Saccharomyces, Pichia,
Candida, Debaryomyces, Botryoascus, Trichosporon, Saccharomycopsis and
Schwanniomyces (see Table 1). Frequently, they form a system of two to three
differently sized elements (Table 1), though single plasmids occur also. A sys-
tematic screening involving 1805 strains deposited in the CBS yeast culture
collection discovered linear plasmids in 32 different strains (Cong et al.
1994; Fukuhara 1995). Based on estimated size and restriction fragment
comparisons, some are likely to be identical elements (Cong et al. 1994;
Fukuhara 1995; Blaisonneau et al. 1999). The calculated frequency of ~1.8%
makes evident the wide distribution among several genera. Only three
strains were found to harbour the plasmids in the mitochondria
(Blaisonneau et al. 1999), clearly indicating, that such localization is rare in
yeasts as opposite to filamentous fungi and plants, in which they are
generally localized in mitochondria (Meinhardt et al. 1990).

For the sake of completeness, two exceptions from this rule should be
mentioned, i.e. linear plasmids from Alternaria alternata (Shepherd 1992),
the localization of which is unknown, but apparently not in the mitochon-
dria, and plasmids from the green algae Chlamydomonas moewusii, which
are localized in chloroplasts (Turmel et al. 1996).

The killer plasmid pair pGKL1 (8.9 kb) and pGKL2 (13.5) of
Kluyveromyces lactis became the most intensively studied, and thus serve as
the paradigm. The smaller pGKL1 encodes the killer toxin, called zymocin,
a secreted heterotrimeric protein, that kills other sensitive yeasts, including
plasmid free derivatives of the host strain (Gunge et al. 1981; Stark and Boyd
1986; Stark et al. 1990). In addition, the element encodes a toxin-immunity
function (Tokunaga et al. 1997), which not only protects the host cell, but
also assures stable inheritance of the plasmid system, because occasional loss
of pGKL1 is counterselected. The zymocin encoding element pGKL1 is non-
autonomous. It depends on the larger pGKL2 in terms of cytoplasmic tran-
scription and replication functions encoded by the latter. pGKL2 is
autonomous and may occur also in the absence of pGKL1. Such (partially
cured) strains can be found under laboratory conditions. This scenario is
rather unlikely in the natural environment due to the autoselective
toxin/immunity system encoded by pGKL1.

3 Autonomous elements

Sequence analyses of additional plasmids have disclosed that most of yeast
cytoplasmic linear plasmid systems consist of an autonomous (pGKL2-like)
element, accompanied by non-autonomous plasmids, which in some
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instances confer a killer phenotype (Hishinuma and Hirai 1991; Bolen et al.
1994; Cong et al. 1994; Klassen et al. 2001, 2002; Klassen and Meinhardt
2002, 2003).

In addition to pGKL2 (Tommasino et al. 1988), the complete nucleotide
sequence of autonomous elements was resolved for Saccharomyces kluyveri
pSKL, Debaryomyces (Pichia) etchellsii pPE1B and Pichia acaciae pPac1-1
(Hishinuma and Hirai 1991; Klassen et al. 2001; Jeske and Meinhardt 2006).
Except for the non-essential ORF1 of pGKL2, all elements are almost iden-
tical in genome organization and information content as individual genes
display a high degree of similarity (Fig. 1). This suggests a common organi-
zation of autonomous elements in different yeast linear plasmid systems.
Functional analysis has exclusively been performed with K. lactis pGKL2
open reading frames (Tommasino et al. 1988; Wilson and Mecock 1988;
McNeel and Tamanoi 1991; Tommasino 1991; Schickel et al. 1996; Schaffrath
et al. 1996, 1997, 2000; Schaffrath and Meacock 1996, 2001; Takeda et al.
1996; Larsen and Meinhardt 2000; Tiggemann et al. 2001). Due to the high
degree of homology these results may be generalized. As outlined in Fig. 1,
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Fig. 1. Schematic representation of completely sequenced yeast autonomous cytoplasmic lin-
ear plasmids. Open reading frames (ORFs) are depicted as arrows, the orientation of which
indicates transcriptional direction. Gene products encoded by grey shaded ORFs are involved
in cytoplasmic replication, those encoded by filled ORFs are instrumental in cytoplasmic
transcription; terminal inverted repeats are shown as black triangles and the 5′ covalently
bound proteins are represented by black circles. Numbering of ORFs according to Tommasino
et al. (1988) and Larsen et al. (1998)



functions encoded by yeast autonomous elements can be categorized as
instrumental in (i) cytoplasmic replication, (ii) transcription and (iii) addi-
tional unknown factors.

3.1 Nucleus-independent replication

The crucial enzyme for cytoplasmic replication is the DNA polymerase
encoded by ORF2 (Tommasino et al. 1988). In the case of the pGKL system,
another (plasmid specific) DNA polymerase is encoded by the accompany-
ing non-autonomous element (Fukuhara 1987; Jung et al. 1987). Both DNA
polymerases replicate selectively their “own” plasmid (Kikuchi et al. 1985;
Kitada and Gunge 1988). This is different in the case of pPE1 and pPac1 sys-
tems, in which only a single DNA polymerase encoding gene (on the
autonomous element) is present, the product of which apparently replicates
both, the autonomous and the non-autonomous elements (Klassen et al.
2002; Jeske and Meinhardt 2006).

DNA polymerases of eukaryotic linear plasmids belong to a subgroup of
the B-type family, which consists of enzymes from bacteriophages and ade-
noviruses that initiate DNA replication by a protein primed mechanism. The
terminal proteins (TP) are the required primers, remaining covalently linked
to the 5′ ends of the DNA. For yeast and fungal linear plasmids, the TPs are
encoded as the N-terminal part of the DNA polymerase gene (Takeda et al.
1996; Kim et al. 2000; Fig. 2). In bacteriophages, there is a separate TP-
encoding ORF located immediately upstream of the DNA polymerase gene,
which may have evolved into the TP-DNA polymerase fusion-gene realized
in eukaryotic linear plasmids.

Alignments have made obvious the close relationship of eukaryotic linear
plasmid encoded DNA polymerases to enzymes of viral origin (Rohe et al.
1991; Braithwaite and Ito 1993; Meinhardt and Rohe 1993; Dufour et al.
2003; Klassen and Meinhardt 2003) and have led to propose a phi29- or ade-
novirus-like replication mechanism in yeast linear plasmids (Meinhardt and
Schaffrath 2001; Schaffrath and Meacock 2001).

In this model, the DNA polymerase fusion protein binds as a complex with
the TRF1 protein (terminal recognition factor 1), encoded by ORF10 of
pGKL2 (McNeel and Tamanoi 1991; Tommasino 1991) to the terminal
inverted repeats on both ends of the plasmid and initiates replication.
Concomitantly, the parental strand is displaced and simultaneously covered
by single stranded binding proteins (SSB), encoded by ORF5 (Schaffrath and
Meacock 2001). The displaced strand might form a so-called panhandle
structure via hybridization of the TIRs, which can initiate a novel round of

104 Genetics



replication. The mode and time for splitting the covalent TP-DNA poly-
merase fusion remains obscure; finally, however, the TP remains bound to the
5′ end of the newly synthesized DNA and the polymerase becomes displaced.

The phi29 DNA polymerase has been shown to be capable of replicating
the entire phi29 genome without the need for a DNA-helicase or processiv-
ity factor (Blanco et al. 1989). A key element for these unique features is an
insertion between the polymerase domains B and C, called TPR-2 which
apparently mediates the separation of the template from the non-template
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Fig. 2. Domain architecture of DNA polymerases using a protein-primer. A Schematic repre-
sentation of domains in cellular eukaryotic DNA polymerases, protein priming DNA poly-
merases of phi29-like bacteriophages, and eukaryotic linear plasmids. TP terminal protein;
SYKN moderately conserved TP-motif; ExoI-III exonuclease I-III domains; PolA-C polymerase
domains A-C; TPR-1, TPR-2 two insertions in the polymerase domains in protein priming
DNA polymerases of bacteriophages and linear plasmids. This figure is based on previously
presented data (Dufour et al. 2000, 2003) and complemented with linear plasmid encoded
DNA polymerases. B Structure of the TPR-2 insertion in the phi29 DNA polymerase, based on
the PDB file 1X1A (Kamtekar et al. 2004), and visualized with Deep View/Swiss PDB viewer
(www.expasy.org/spdbv/). Residues conserved in PolB and PolC regions are highlighted.
C Alignment of the TPR-2 region of DNA polymerases from yeast linear plasmids and phi29
DNA polymerase. Residues are marked with an *, : or . depending on the degree of conserva-
tion. The TPR-2 representing region in the phi29-DNA polymerase (Rodriguez et al. 2005) is
underlined. File sources from NCBI (www.ncbi.nlm.nih.gov): pSKL (CAA38621.1) pGKL2
(CAA25568.1) pPE1B (CAC08221.2) pDHL1 (CAA09497.1) pPin1–3 (CAD91889.1) pGKL1
(CAA30603.1) phi29 (P03680). Detailed alignments covering the TPR-1 insertion in linear
plasmid encoded DNA polymerases are given in Dufour et al. (2000, 2001)



strand before reaching the polymerase active site. Additionally, this insertion
facilitates formation of a doughnut-like structure surrounding the parental
DNA duplex (Kamtekar et al. 2004; Rodriguez et al. 2005). Thus, phi29 DNA
polymerase carries out highly processive DNA synthesis without the need
for a sliding clamp (Rodriguez et al. 2005).

As such, TPR-2 like insertion is present in all DNA polymerases using
protein priming, including linear plasmid encoded enzymes (Dufour et al.
2000, 2003; Rodriguez et al. 2005; Fig. 2), it appears likely that linear plasmid
encoded DNA polymerases also replicate the entire linear plasmid without
the need for a separate DNA helicase or processivity factor. An additional
insertion called TPR-1, located between polymerase domains A and B is
present in all B-type DNA polymerases using protein primers (Dufour et al.
2003). These domains have been shown to be required for stabilization of
the TP-primer terminus in phi29 (Dufour et al. 2000, 2003), and thus may
function similarly in linear plasmid encoded enzymes. The evident close
relationship of the entire replication machinery of eukaryotic linear plas-
mids, phi29 related viruses, and adenoviruses strongly suggests a common
ancestry (Meinhardt and Rohe 1993).

3.2 Nucleus-independent transcription

Cytoplasmic localization of linear plasmids precludes them from accessing
nuclear factors, which are essential for transcription. Due to the active trans-
port of the cellular RNA polymerase into the nucleus the amount of cyto-
plasmically located enzyme is infinitesimal. Since linear yeast elements
possess their own transcription machinery, consisting of both, cis and trans
acting factors, this problem is circumvented.

In-vivo recombination using a nuclearly expressible marker gene (e.g.
S. cerevisisae LEU2) failed to establish recombinant cytoplasmic plasmids and
resulted in hybrid plasmids replicating in the nucleus. The high A+T content
(75% average) of the linear plasmids provided artificial ARS-like sequences,
which are able to act as nuclear replication origins. Such relocation was
already used to study attachment of telomeres to linear hybrid plasmids car-
rying nuclear marker genes (Kämper et al. 1989a,b, 1991; Gunge et al. 2003).
Vice versa, the expression of toxin ORFs on nuclear replicating vectors in
plasmid carrying strains failed (Romanos and Boyd 1988; Stark et al. 1990).

In-vivo recombination using marker genes with an in-phase fused
conserved sequence element (UCS, upstream conserved sequence), which
precedes each linear plasmid ORF, led to the establishment of linear hybrid
elements replicating autonomously in the yeast cytoplasm. Stable expression
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was achieved for the xylose-isomerase gene and the UDP-glucose dehydroge-
nase, both fused with pGKL2/UCS5, and transferred into pGKL1/ORF2
(Schründer et al. 1996). Cis acting elements (UCSs) are highly conserved
among the large autonomous and the smaller non-autonomous elements. They
span a 6-nucleotide long highly conserved sequence (consensus ATNTGA),
which is sufficient for driving transcription of the ORFs located downstream.

In contrast to the highly conserved nucleotide sequence, the distance
between a UCS and the respective start codon is more variable ranging from
only 18 nt for ORF4 of pSKL to more than 207 nt for ORF9 of pPac1-1, with
an average of 20–40 nt (Romanos and Boyd 1988; Stark et al. 1990;
Hishinuma and Hirai 1991; Schaffrath et al. 1996; Schickel et al. 1996;
Klassen et al. 2001; Jeske and Meinhardt 2006).

Although expression of linear plasmid ORFs is rather weak, determina-
tion of transcriptional activity was performed for several linear plasmid
ORFs, such as UCS2, 4, 5, 6, 8, 10 and 11 of pGKL2 and UCS1 and 2 of
pGKL1 (Schründer and Meinhardt 1995; Schaffrath et al. 1996, 1997;
Schickel et al. 1996; Larsen and Meinhardt 2000). Fusion of pPE1B ORF6
with a gdhA-reporter gene and in-vivo recombination into ORF2 of pGKL2
did not only show functionality but even interchangeability of UCS elements
between different linear plasmid systems (Klassen et al. 2001).

The strength of cytoplasmic promoter activity was determined for the
above mentioned UCS2, 4–6, 8 and 10 of pGKL2 and UCS1 and 2 of pGKL1;
the most active element drives transcription of the RNA polymerase, fol-
lowed by the DNA polymerase UCS1 of pGKL1 and the pGKL2/UCS4 driv-
ing transcription of the helicase-encoding ORF. The relative activity of UCS
elements seems to correlate with the requirements for the linear plasmid sys-
tem, in which the RNA polymerase plays a key role (Schründer and
Meinhardt 1995; Schickel et al. 1996).

3.2.1 Analysis of linear plasmid derived transcripts

Transcription initiation analyses were carried out on pGKL1/ORFs 1, 2, 3
and 4, as well as pGKL2/ORF9. Multiple initiation sites downstream of each
UCS element were identified, with a preference for one site. The first site is
routinely spaced 8–16 nt from the respective UCS, whereas the distance from
the 5′-end of the transcripts to the translational start may vary significantly
(Romanos and Boyd 1988; Stark et. al. 1990; Jeske et al. 2006).

Northern analyses of linear plasmid derived transcripts is clearly not
suited to distinguish transcripts with slight differences in length due to
multiple initiation sites, it is, however, sufficient for comparing elec-
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trophoretic mobilities of transcripts to the estimated size of the coding
region. Such transcript analyses carried out for pGKL2/ORF5 and 6,
pGKL2/ORF2 and 3, and pGKL2/ORF9, suggests monocistronic transcrip-
tion. Since linear plasmids are tightly packed with genetic information (with
partially overlapping ORFs) results obtained suggest transcription termina-
tion in a hitherto unknown manner (Schaffrath et al. 1995; Jeske et al. 2006).
Up to the present, it remains also totally obscure whether linear plasmid
derived transcripts have modifications at their 3′-ends. Computer-aided
searches for polyadenylation signals failed to identify such structures, which
play an important role in either the addition of a polyA-tail or termination
of transcription (data not shown).

In eukaryotes, polyA tails at the mRNA 3′-ends are required for efficient
translation initiation and ribosome recycling by forming a loop structure
between 5′- and 3′-mRNA ends, mediated by translation initiation factors
which are part of the ribosome assembly complex (for review, see Chou
2003, Kapp and Lorsch 2004).

3.2.2 Cytoplasmic transcription machinery

The major players responsible for cytoplasmic transcription are the ORF6
encoded RNA polymerase, and its subunit ORF7p, acting jointly with the
cytoplasmic capping enzyme (ORF3p) and the helicase (ORF4p) (Fig. 3).
RNA polymerase and its subunit are exclusively encoded by the large,
autonomous linear elements and are instrumental in transcription of
autonomous plasmid ORFs as well as non-autonomous ones (Wilson and
Meacock 1988, Schaffrath et al. 1995, 1997).

ORF6p is a unique RNA polymerase: Comparison of the predicted polypep-
tides with RNA polymerases of various sources, as well as a conserved domain
database identified both β- and β’-domains being located on one polypeptide
chain, whereas the rpoC domain, regularly located at the C terminius of the β’-
domain, is lacking. However, this domain was identified in the predicted
ORF7p (Stark et al. 1990; Thuriaux and Sentenac 1992; Schaffrath et al. 1995,
1997). Thus, the linear plasmid encoded RNA polymerase differs in structure
from prokaryotic as well as eukaryotic enzymes (Wilson and Meacock 1988).
However, when ORF7p is included, which is encoded on the opposite DNA-
strand and in the opposite direction arranged without intergenic spacing to
ORF6, it resembles the situation in the archaeon Halobacterium halobium
(Leffers et al. 1989). Despite this, amino acid sequence comparisons carried out
exclusively on highly conserved regions revealed similarities with cellular
enzymes, rather than viral or prokaryotic polypeptides.
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3.2.3 The linear plasmid encoded helicase

ORF4p of pGKL2 displays striking similarities to viral transcriptionally
involved helicases and is regarded to function in unwinding secondary struc-
tures of the growing RNA strand eventually ensuring fidelity of the RNA
polymerase (Tommasino et al. 1988; Stark et al. 1990).

Commonly, helicases are involved in a variety of cellular processes, such
as RNA-metabolism or replication, and can be divided into three different
superfamilies, based on sequence analyses (Koonin 1991; Kadare and Haenni
1997; de la Cruz et al. 1999). Both superfamilies 1 and 2 possess seven typical
and conserved sequence motifs, but with different spacings; superfamily
3 helicases possess only three conserved domains, which differ from those of
1 and 2. Typical for helicases is the purine nucleotide binding motif firstly
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Fig. 3. Transcriptional main players of linear plasmids. pGKL2-encoded proteins involved in
cytoplasmic transcription comprise the ORF6 encoded RNA polymerase (ORF6p; CAA30607)
and an ORF7 encoded subunit of the latter (ORF7p; CAA30608), a helicase (ORF4p;
CAA30605.1) and the cytoplasmic capping enzyme (ORF3p; CAA30604). Arrangement and
positions of conserved sequence motifs are given schematically as filled rectangles (black or
light grey). A The linear plasmid encoded ORF6p and ORF7p are arranged according to the
occurrence of conserved motifs, and compared to the large (subunit 2; P08518) and the largest
(subunit 1; P04050) polypeptide of S. cerevisiae RNA polymerase II (RNAPII). B pGKL2-
encoded ORF4p and ORF3p, vaccinia virus nphI (P05807) and the (D1R-encoded) capping
enzyme large subunit CE (P04298) are aligned, respectively. NCBI accession numbers are
given. Capping enzymes: conserved sequence motifs of the RNA-triphosphatase-domain are
given by numbers 1–4, numbers I–VI indicate conserved motifs of the guanylyltransferase;
SAM S-adenosylmethionine binding domain of the N7-methyltransferase-domain; KxDG
amino acid motif (single letter code), x any amino acid. Helicases: conserved sequence motifs
are indicated by numbers I–VI. RNA polymerases: S. cerevisiae RNAPII comprises subunit 2
(left side, black shaded boxes) and subunit 1 (right side, grey shaded boxes), conserved sequence
motifs of which are designated A to I (subunit 2) and A to H and CTD (subunit 1). CTD
C-terminal domain. pGKL2/ORF6 carries conserved motifs, indicated as described for
RNAPII, except for domain G and H (pGKL2/ORF7); CTD is lacking



identified by Walker et al. (1982), consisting of the NTP β- and γ-phosphate
binding motif (motif I), with GxGKT as the minimum core amino acid
sequence. The second part of the Walker-motif (motif II), contains a D for
Asp chelating the Mg2+ ion of the Mg-NTP complex (Gorbalenya and
Koonin 1993). Furthermore, superfamily 2 helicases can belong to three dif-
ferent subgroups (DEAD, DEAH and DExD), named according to the
sequence of their ATP-hydrolysis motif (motif II). In addition, the five addi-
tional conserved sequence motifs allow differentiation of the three sub-
groups (Schmidt and Linder 1992; Gorbalenya and Koonin 1993; Kadare
and Haenni 1997; de la Cruz et al. 1999) functionally corresponding with
different categories.

Available data on helicases belonging to the three subfamilies was com-
piled and suggests that DEAD-motif helicases are related to transcription.
DEAH-family members play a role in RNA-splicing, and DExD helicases are
involved in a variety of processes affecting nucleic acids, such as RNA export,
degradation or translation and DNA replication (Jankowsky and Jankowsky
2000).

The linear plasmid encoded ORF4p not only possesses a conserved motif
I, but also a conserved DEVH motif, which, in combination with other con-
served sequences, defines ORF4p belonging to the DExH subgroup.

The genome of the vaccinia virus encodes multiple helicases functioning
in unwinding DNA or resolving RNA-secondary structures, but only the
energy coupling factor nphI, which belongs to the DExH subgroup is closely
related to ORF4p. Whilst it does not possess an unwinding function for
nucleic acids, this factor binds to single stranded DNA and hydrolyses ATP
supplying the progressing RNA polymerase with energy in a hitherto
unknown manner (Paoletti et al. 1974; Rodriguez et al. 1986; Broyles and
Moss 1987; Deng and Schuman 1998).

3.2.4 The capping enzyme and RNA capping

The linear plasmid ORF3p possesses conserved amino acid sequence motifs
of the nucleotidyltransferase superfamily, precisely of mRNA capping
enzymes (Larsen et al. 1998).

An RNA cap structure is required for efficient translation initiation. It
consists of a N7-methylated guanylyl residue, which is covalently linked to
the RNA 5′-end by an unusual 5′-5′ triphoshate bridge. Three enzymatic
functions are required for cap formation: RNA-triphosphatase, guanylyl-
transferase and N7-cap-methyltransferase (for review, see Bisaillon and
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Lemay 1997). The newly synthesized transcript possesses a 5′-triphosphate
end, which is shortened by the hydrolysis of the γ-phosphate through the
action of the RNA-triphosphatase, resulting in a RNA-diphosphate end.
A covalent guanylyltransferase-GMP intermediate is formed by a nucle-
ophilic attack on the γ-phosphate of a GTP, which results in a phospho-
amide-bridge between the guanylyl residue and the ε-amino group of the
essential active site lysine residue, which is located in the typical KxDG
amino acid motif. The GMP-residue is then transferred to the RNA-diphos-
phate end, resulting in a 5′-5′-triphosphate bridge (Shuman and Hurwitz
1981; Cong and Shuman 1993; Niles and Christen 1993; Shuman and
Schwer 1995). The capping reaction is made irreversible by the addition of a
methyl-group to the N7 position of the guanylyl-residue, resulting in the so-
called cap0 structure. Addition of methyl groups to the 2′-OH group of first
or second riboses of the RNA-strand is possible, too (cap1, cap2, respec-
tively). Whether further riboses are 2′-methylated or not is not yet clear
(Shuman 1995, Bisaillon and Lemay 1997).

Experimental evidence for two of three main reactions required for cap
addition has been obtained for the predicted cytoplasmatic capping enzyme
ORF3p, i.e. the RNA-triphosphatase and the guanylyltransferase activity.
Both functions are located on the same polypeptide, and, not surprisingly, a
binding site for S-adenosylmethionine providing the methyl group required
for cap methylation is located on the same polypeptide too (Larsen et al.
1998; Tiggemann et al. 2001). The linear plasmid encoded capping enzymes
resemble enzymes of pox- and iridoviridae (see Fig. 4) regarding the arrange-
ment of conserved motifs of the RNA-triphosphatase, which are located 
N-terminal, the guanylyltransferase (located centrally), and the SAM-bind-
ing site, which is located in the C-terminus (Shuman 1995; Larsen et al.
1998; Klassen et al. 2001).

The most thoroughly investigated cytoplasmic capping system is the
vaccinia enzyme, consisting of two subunits, encoded by D1 and D12,
respectively; the large subunit (D1) compares to ORF3p.

The methyltransferase activity of the large polypeptide D1 is stimulated
by interaction with the small subunit D12 (Martin et al. 1975; Schuman et al.
1980; Niles et al. 1986, 1989; Shuman 1989; Shuman and Morham 1990;
Cong and Shuman 1992; Higman et al. 1992; Larsen et al. 1998; Higman
et al. 1994; Mao and Shuman 1994).

For ORF3p of linear plasmids it remains to be elucidated, whether an
additional second subunit is required for efficient methyltransferase-
activity; proteins encoded by ORFs 8, 9 or 11 with hitherto unknown func-
tions may be candidates.
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4 Non-autonomous elements

In addition to the invariably present autonomous elements consisting of at
least 12.6 kb (P. acaciae pPac1-1), smaller, non-autonomous linear plasmids
can be seen in most of the strains carrying linear cytoplasmic plasmids
(Table 1). Their sizes vary considerably, ranging from 6.7 kb (D. etchellsii
pPE1A) to 9.8 kb (Pichia inositovora pPin1-3). The dependency of these ele-
ments on the larger plasmid can be inferred from the fact that the gene con-
tent must be lower compared to pPac1-1, which presumably represents the
smallest possible autonomous element. Thus, simply by size, such small
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Fig. 4. Phylogenetic relationships of guanylyltransferase core regions. Calculation was done
using the program ClustalW (EMBL HUSAR genius net service program package) with stan-
dard parameters. Concerning capping of mRNA the yeast cytoplasmic elements have their
nearest relatives within the Poxviridae, whereas nuclear capping enzymes of yeasts are more
closely related to the nuclear capping apparatus of other eukaryotes. Viral elements in blank
areas, nuclear capping enzymes in shaded areas. Core regions spanning guanylyltransferase
motifs I–VI were used for calculations. NCBI accession numbers of capping enzymes:
Kluyveromyces lactis pGKL2 (CAA306049), Saccharomyces kluyveri pSKL (CAA38622), Pichia
etchellsii pPE1B (CAC08222), Pichia acaciae pPac1-1 (CAJ57276), Molluscum contagiosum
virus (NP_044041), Shope fibroma virus (P25950), Vaccinia virus (NP_063758), African
swine fever virus (CAA50806), Paramecium bursaria Chlorella virus 1 (Q84424),
Schizosaccharomyces pombe (P40997), Candida albicans (P78587), Saccharomyces cerevisiae
(Q01159), Caenorhabditis elegans (Q17607), Homo sapiens (O60942), Crithidia fasciculata
(AAC27927), Trypanosoma brucei (AAC27926)



elements cannot encode all the functions required for cytoplasmic inheri-
tance. In fact, partially cured strains were recovered in several instances, car-
rying only the large (autonomous) element. The opposite, a small (i.e. <12.8
kb) cytoplasmic linear plasmid existing without the larger one has never
been observed (Niwa et al. 1981; Worsham and Bolen 1990; Hayman and
Bolen 1991; Gunge et al. 1993; Bolen et al. 1994). The non-autonomous ele-
ments can functionally be divided into two groups: the cryptic elements and
the killer plasmids which confer a killer- and immunity phenotype to the
host cell.

4.1 Elements associated with killer phenotypes

Today, there are five known DNA-killer plasmids, i.e. pGKL1 from K. lactis,
pPac1-2 from P. acaciae, pPin1-3 from P. inositovora and two possibly closely
related plasmids, pWR1A and pWR2A from two different Debaryomyces
robertsiae strains (Gunge et al. 1981; Worsham and Bolen 1990; Hayman and
Bolen 1991; Klassen and Meinhardt 2002; Klassen and Meinhardt, unpub-
lished). Except for pWR2A, nucleotide sequences are available for all of them
(Hishinuma et al. 1984; Stark et al. 1984; Sor and Fukuhara 1985; Klassen
and Meinhardt 2003; Klassen et al. 2004). Based on genome organization,
gene content and toxin function they are grouped into two subtypes, called
here type I and type II toxin encoding elements (Fig. 5).
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Fig. 5. Non-autonomous yeast linear plasmids. Similar ORFs are indicated by similar gray
shading or letters (A–E). Based on genome organization and functional analysis of encoded
toxins, elements are grouped into cryptic, type I and type II toxin encoding elements.
Functions, if known, are indicated on top. P. acaciae and D. robertsiae ORFs marked with D
encode cell cycle arresting subunits functionally distinct from zymocin γ. Source of data:
pGKL1 (Hishinuma et al. 1994; Stark et al. 1994; Sor and Fukuhara 1985), pPin1-3 (Klassen
and Meinhardt 2003), pPac1-2, pWR1A (Klassen et al. 2004), pPE1A (Klassen et al. 2002)



4.1.1 Killer plasmids encoding type I toxins

The prototype of a type I toxin encoding element is represented by pGKL1
from K. lactis. The element carries four ORFs, encoding a plasmid specific
TP/DNA polymerase fusion protein (ORF1), the immunity function
(ORF3) and the three subunits (α, β, γ with molecular masses of 99, 30, and
28 kDa, respectively) of the killer toxin zymocin (ORF2 and 4) (Hishinuma
et al. 1984; Stark et al. 1984, 1990; Sor and Fukuhara 1985; Stark and Boyd
1986; Tokunaga et al. 1987).

The α- and β-subunits of zymocin arise from the post-translationally
processed ORF2 product, while the γ-subunit is separately encoded by
ORF4. As typical for secreted proteins, Orf2p and Orf4p are first translo-
cated to the endoplasmic reticulum (ER) where the residing signal peptidase
cleaves the signal peptides of both precursors (Tokunaga et al. 1990). During
secretion, these processed precursors reach the Golgi network, where the
Kex1 (Kex2 in S. cerevisiae) protease cleaves Orf2p at position KR29 and
KR894 to yield mature α- and β-subunits (Stark and Boyd 1986; Stark et al.
1990).

All three subunits are assembled into holotoxin (zymocin), in which 
β- and γ-subunits are covalently connected via a disulfide bridge and the 
α-subunit contains at least one internal disulfide bridge (Stark and Boyd
1986; Stark et al. 1990).

The first known interaction of zymocin with the target cell is binding of
the holotoxin to chitin in the cell wall. This specificity can be attributed to
the α-subunit, since it contains a cysteine rich chitin-binding domain typi-
cal for plant chitin binding proteins and chitinases as well as a chitinase
domain belonging to glycosyl hydrolase family 18 (Stark et al. 1990; Butler
et al. 1991a; Jablonowski et al. 2001a). In vitro, chitin binding and chitinase
activity have been demonstrated and several mutations in chitin biosynthe-
sis genes, affecting the major chitinsynthase (Chs3) of S. cerevisiae render it
resistant to zymocin (Butler et al. 1991a; Takita and Castilho-Valavivius
1993; Jablonowski et al. 2001a).

The crucial toxin factor, mediating the cell cycle arrest of the target cell in
G1 is the γ-subunit, which acts intracellularly and is translocated into the
target cell subsequent to chitin binding via the α-subunit (Butler et al.
1991a,b; Stark et al. 1990). This has been directly demonstrated (Mehlgarten
and Schaffrath 2004) and also indirectly by the finding, that intracellular
expression of the γ-subunit from the tightly regulated GAL1 promoter mim-
ics the G1 arrest induced by exo-zymocin (Tokunaga et al. 1989; Butler et al.
1991c). Although the mechanism of transmembrane passage is not entirely
understood, it is assumed that the strongly hydrophobic β-subunit is
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involved in this process (Stark et al. 1990; Jablonowski et al. 2001a;
Mehlgarten and Schaffrath 2004; Zink et al. 2005). Transmembrane passage
of γ, but not docking of holotoxin, requires the major plasma membrane
sphingolipid, mannosyl-diinositolphospho-ceramide, which is synthesized
by the Kti6/Ipt1 protein (Zink et al. 2005). The γ-subunit, once taken up by
the cell, has been shown to rely on intracellular activation mediated by the
plasma membrane ATPase Pma1, whose chronological engagement in toxin
action follows the mannosyl-diinositolphospho-ceramide dependent step
(Mehlgarten and Schaffrath 2004; Zink et al. 2005). Future tasks will be to
elucidate whether toxicity of γ involves a breakdown of the disulphide
bridge, that connects β and γ in holotoxin and to define the functional
roles of factors involved in early toxin response such as mannosyl-
diinositolphospho-ceramide and Pma1.

The intracellular action of the imported γ-subunit strictly depends on a
six-subunit (Elp1-6) protein complex termed Elongator, which was origi-
nally found to be involved in the elongation step of RNA polymerase II tran-
scription by virtue of its histone acetyltransferase activity, residing in the
Elp3 subunit (Otero et al. 1999; Wittschieben et al. 1999; Frohloff et al. 2001;
Winkler et al. 2001). Recently, Elongator was also found to be implied in
such diverse processes such as tRNA modification and exocytosis (Huang
et al. 2005; Rahl et al. 2005). In addition to the requirement of Elongator
subunits Elp1-6 for zymocin action, removal of several Elongator interact-
ing proteins, i.e. Kti11-13, Sit4, Sap185, Sap190 as well as inactivation of the
histone acetyl transferase activity by site directed mutagenesis all confer
immunity towards zymocin (Frohloff et al. 2001, 2003; Jablonowski et al.
2001b,c, 2004; Fichtner et al. 2002a,b, 2003; Fichtner and Schaffrath 2002;
Mehlgarten and Schaffrath 2003).

Though there are several lines of evidence for an interference of zymocin
with RNA polymerase II transcription (Jablonowski et al. 2001b;
Jablonowski and Schaffrath 2002; Kitamoto et al. 2002), the effective
zymocin γ-subunit was recently shown to display relevant similarities to bac-
terial nucleases; it specifically cleave three tRNA species (tRNAGlu

UUC;
tRNALys

UUU and tRNAGln
UUG) at the 3′ side of the wobble nucleoside (Lu et al.

2005; Jablonowski et al. 2006). The wobble nucleoside uridine, which is
apparently recognized by zymocin, carries in all three target tRNAs a modi-
fication, i.e. a 5-methoxy-carbonyl-methyl group (mcm5) being synthesized
in an Elongator dependent manner (Huang et al. 2005). Another zymocin
relevant tRNA modifying enzyme is Trm9/Kti1, which is a methyltransferase
that probably acts in concert with Elongator to carry out wobble nucleoside
modification (Kalhor and Clarke 2003; Jablonowski et al. 2006). While loss
of Elongator and of Elongator interacting proteins Kti11-13 suppresses the
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synthesis of the entire mcm5 group, trm9/kti1 mutants only lack the methyl
group of mcm5 (Huang et al. 2005). Thus, resistance of Elongator, KTI11-13
and TRM9 deficient mutants is apparently due to inefficient recognition and
cleavage of target tRNAs by zymocin due to non-(elp1-6; kti11-13) or
incompletely (trm9) modified tRNA wobble uridine (Kalhor and Clarke
2003; Lu et al. 2005). In line with the assumption, that tRNA is the target of
zymocin, is the finding, that overexpression of target tRNAGlu confers resist-
ance to zymocin (Butler et al. 1994; Jablonowski et al. 2006). The latter is
abolished when the methyltransferase Trm9 is simultaneously overex-
pressed, suggesting that overexpressed tRNAGlu confers resistance because it
remains hypomethylated, and is thus not recognized by zymocin γ (Lu et al.
2005; Jablonowski et al. 2006).

Compared to the zymocin encoding pGKL1, the killer element pPin1-3
from P. inositovora displays a similar gene content, as it also contains four
ORFs each with a homologous counterpart on pGKL1. However, similarity
is rather weak for the γ-subunit encoding ORF4 (Klassen and Meinhardt
2003). Also indicating a more distant relation, genes are differently organ-
ized compared to pGKL1 (Fig. 5). Despite the presence of an ORF with
homology to that encoding the immunity function in pGKL1, such immu-
nity function is apparently not required for P. inositovora, as plasmid free
derivatives do not become detectably sensitive to the toxin (Hayman and
Bolen 1991). Nevertheless, it has been demonstrated that the P. inositovora
toxin binds chitin, possesses a zymocin β-like region, functionally depends
on Chs3 mediated chitin synthesis, and as a definitive sign of zymocin relat-
edness, on Elongator, too (Klassen and Meinhardt 2003). Thus, the P. inosi-
tovora toxin is functionally similar to zymocin, as is the gene load of the
encoding linear plasmid.

4.1.2 Killer plasmids encoding type II toxins

The killer plasmids pPac1-2 and pWR1A from P. acaciae and D. robertsiae
are closely related to each other, but their similarity to the type I toxin
encoding elements pGKL1 and pPin1-3 is restricted to the ORF encoding 
α- and β-subunits of zymocin in pGKL1. Unlike pGKL1 and pPin1-3 they
do not encode their own DNA polymerases and instead of zymocin γ, each
of these elements encodes a structurally distinct intracellularly acting toxin
subunit (Klassen et al. 2004).

Consistent with the absence of a zymocin γ-like function, both toxins do
not require Elongator for function (Klassen et al. 2004), and thus tRNAs
with Elongator-dependent mcm5 modified wobble uridine are unlikely to be
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their targets, though the trm9/kti1 mutation apparently also protects target
cells from this toxin type to some degree (McCracken et al. 1994; Klassen
and Meinhardt, unpublished), a finding, that may point to an additional
cellular role for Trm9.

In support of a function distinct from type I (zymocin) type II toxins
cause target cells to arrest in the S-phase of the cell cycle and they activate a
genome surveillance mechanism, the intra-S-phase DNA damage check-
point, which is consistent with a replication inhibitory and/or DNA damag-
ing function (Klassen et al. 2004). The action of the P. acaciae toxin on the
target cell was analysed in more detail, and found to induce cell death in a
two-step fashion. During the first 3–4 h in toxin, target cells loose viability
to approximately 30% of control levels, followed by a rather long period of
constant viability until the final decline to approximately 1% occurs. The
first phase is characterized by very early hyperphosphorylation of the DNA-
damage checkpoint kinase Rad53 and mutation induction, suggesting that
DNA-damage is involved in lethality at this stage (Klassen et al. 2004;
Klassen and Meinhardt 2005). The final decline of viability in cells that sur-
vived initial DNA damage is an active process and is characterized by the
appearance of apoptotic markers, such as abnormal nuclear morphology,
generation of reactive oxygen species, DNA fragmentation and externaliza-
tion of phosphatidylserine at the cellular surface (Klassen and Meinhardt
2005). Interestingly, the virus encoded killer toxins K1, K28 and zygocin,
though significantly differing in their lethal strategies were in parallel found
to activate a similar apoptotic program in target cells (Reiter et al. 2005),
suggesting that apoptosis in killer toxin mediated cell death is not related to
the primary mode of action of individual toxins.

4.1.3 Type I and type II toxin uptake machinery

All killer toxin encoding linear plasmids possess at least one ORF similar 
to the zymcoin α- and β precursor and consistently, all encoded killer 
toxins contain a subunit which binds to chitin in vivo, and thus requires
Chs3 mediated chitin synthesis in the target cell (Jablonowski et al. 2001a;
Klassen and Meinhardt 2002, 2003; Klassen et al. 2004). In addition, a
hydrophobic region, similar to zymocin β is also present in each case and
both, type I and type II toxins were shown to possess one effective (cell cycle
arresting) subunit that acts intracellularly. Hence, there is a model emerging,
in which type I and type II toxins have similar chitin binding machinery,
responsible for the transport of cargo toxin subunits into target cells. Such
cargo varies in type I and type II toxins functionally and structurally and,
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thus, the cargo transporter is assumed to be rather unspecific (Klassen et al.
2004).

The predicted proteins of pGKL1 ORF2 like genes have been compared
and inspected for specific domains (Fig. 6). In addition to a cysteine rich
chitin binding site, there is always a chitinase site present and consistently,
both, zymocin and P. acaciae toxin were shown to possess chitinase activities
(Butler et al. 1991b; McCracken et al. 1994). Additionally, we found one or
two LysM domains being present in each case (Fig. 6).

The LysM domains are assumed to represent peptidoglycan binding sites
originally identified in cell wall degrading proteins (lysins) encoded by bac-
teria and bacteriophages (Birkeland 1994; Pontig et al. 1999). Such sites are
typically found in bacterial cell surface proteins, in which they anchor cat-
alytic domains of cell wall degrading enzymes to their substrates by
peptidoglycan binding (Bateman and Bycroft 2000).

Taking into account the similarity between the carbohydrate moiety of
peptidoglycan (β-1,4-linked N-acetylmuramic acid and N-acetylglu-
cosamine) and chitin (β-1,4 linked N-acetylglucosamine), it is tempting to
speculate that for the chitin binding yeast killer toxins, LysM domains act in
concert with the cysteine rich chitin binding domain to facilitate the
observed tight (salt resistant) binding of α-β-like subunits to chitin in vitro
(Jablonowski et al. 2001a; Klassen and Meinhardt 2002, 2003; Klassen et al.
2004).

The size of such chitin binding subunits in different toxins indicates that
processing of the chitin binding and hydrophobic β-like regions is not essen-
tial for toxin function per se, as they are located on a joint polypeptide in
toxins from P. acaciae and P. inositovora (Klassen and Meinhardt 2003;
Klassen et al. 2004). Interestingly, P. acaciae and D. robertsiae plasmids
pPac1-2 and pWR1A each contain two ORFs with similarity to ORF2 of
pGKL1, with only one of which in each case possessing the chitin binding
site (Fig. 6). In support of a functional role for the mentioned LysM domains
in yeast killer toxins, such α-like non-chitin binding site carrying proteins
encoded by pPac1-2 ORF3 and pWR1A ORF4 contain such LsyM domains.
Hence, killer toxins from P. acaciae and D. robertsiae possibly may have an
additional subunit that might support cell wall binding.

Subsequent uptake steps following cell wall binding may be similar
among type I or type II toxins, as both carry a hydrophobic zymocin β-like
region as well as an intracellularly acting subunit. Additionally, resistance of
S. cerevisiae kti10/pma1 mutants to both type I (K. lactis) and type II (P. aca-
ciae) toxins (Butler et al. 1994; McCracken et al. 1994; Mehlgarten and
Schaffrath 2004) suggests similar intracellular activation following uptake of
the effective toxin subunit. An additional hint for similarities in early toxin
action for both type I and II is based on a similar interference with mating
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Fig. 6. Domain architecture of linear plasmid encoded proteins with similarity to the chitin-
binding zymocin α-subunit. A Schematic representation of specific domains in α-like pro-
teins. The position of LysM, chitin-binding and chitinase domains as well as hydrophobic
C-terminal regions is indicated for each of the predicted proteins. B Alignment of LysM
domains from zymocin-α like proteins and lysins LysB (lysin from phage phiLC3), XlyA (N-
acetylmuramoyl-L-alanine amidase from Bacillus subtilis Prophage PBSX) and MltD (lytic
murein transglycosylase D from Escherichia coli). Source files from NCBI: pPac1–2 Orf1
(CAE84958) and Orf3 (CAE84961), pWR1A Orf2 (CAE84954) and Orf4 (CAE84957),
pPin1–3 Orf3 (CAD91890), pPE1A Orf2 (CAC34265), pGKL1 Orf2 (P09805), LysB
(AAA20878), XlyA: P39800, MltD (NP_414747)



competence, and, as full toxicity was found to rely on the haploid status,
involvement of the pheromone response pathway in toxicity is suggested
(Klassen et al. 2006).

S. cerevisiae killer toxins with different lethal strategies encoded by dsRNA
viruses are generally believed to kill target cells in a receptor mediated two
step process, consisting of an initial binding to a primary receptor in the cell
wall, followed by an energy dependent translocation to a secondary mem-
brane receptor (reviewed in Schmitt and Breinig 2002). Though such a two-
step process has not been investigated in the case of linear plasmid encoded
killer toxins, it is likely that chitin represents the primary receptor, directly
raising the question for the nature of a potential membrane receptor for
these toxins. A potential candidate is mannosyl-diinositolphospho-
ceramide, synthesized by Kti6/Ipt1, which was found to be essential for
uptake of type I toxin, but not required for cell wall binding (Zink et al.
2005). Interestingly, kti6/ipt1 mutants resist type I toxin, but retain sensitiv-
ity to type II toxin (McCracken et al. 1994), suggesting that both toxins may
interact with different (secondary) membrane receptors.

4.2 Cryptic elements

Although non-autonomous elements are rather frequent in cytoplasmic lin-
ear plasmid systems, a killer phenotype could be attributed to only a few of
them (Table 1). To date, no alternative phenotype (other than killer toxin
production and immunity) was attributed to the remaining mixed plasmid
systems, thus, they are considered to be cryptic elements (Cong et al. 1994;
Fukuhara 1995). It is noteworthy, however, that such an assignment does not
a priori exclude a killer phenotype which might have escaped detection due
to unsuited experimental conditions. This was recently shown for the two
Debaryomces robertsiae linear plasmid systems (pWR1 and pWR2), initially
regarded as cryptic due to plate assays which failed to detect toxin pro-
duction. In both cases, killer toxin detection required concentration by
ultrafiltration and a highly sensitive killer assay in liquid medium. Likewise,
linear plasmids from P. inositovora, again initially regarded as cryptic 
(Ligon et al. 1990), are indeed killer elements (Hayman and Bolen 1991).
Among the cryptic elements, only pPE1A is entirely sequenced (Klassen
et al. 2002).

Only partial information is available for pDHL1 from Debaryomces
hansenii (Fukuda et al. 1997), the smallest element of a triplet which is
unique in its dependency on high osmolarity for stable replication (Gunge
et al. 1993; Fukuda et al. 2004).
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As for non-autonomous killer plasmids pWR1A and pPac1-2, cryptic
pPE1A does not encode its own element specific DNA polymerase. Since the
entire nucleotide sequence of the corresponding autonomous pPE1B is
available (Klassen et al. 2001), only one cytoplasmically encoded DNA poly-
merase (encoded by pPE1B) apparently facilitates replication of both, the
autonomous (pPE1B) and the non-autonomous element (pPE1A).

Interestingly, however, pPE1A carries an ORF encoding a functional
zymocin α-like chitin binding protein, though a killer activity is not
detectable (Cong et al. 1994; Klassen et al. 2002). Strikingly, there is evidence
from available sequences of pDHL1 but also from heterologous hybridiza-
tion experiments with linear plasmid pDH1A of another D. hansenii strain
for ORFs encoding zymocin α-like proteins as well (Cong et al. 1994;
Fukuda et al. 1997). Thus, expression of a functional zymocin α-like chitin
binding protein may be a general feature of non-autonomous elements, and,
most interestingly, such protein is not necessarily part of a killer system. The
latter is especially apparent for pPE1A of D. etchellsii, in which genes encod-
ing a potential intracellularly acting subunit as well as a hydrophobic region
are lacking, but information for a chitin binding protein is provided
(Klassen et al. 2002). It remains to be elucidated whether secreting such pro-
teins is of any benefit for a host cell, which might contribute to understand
the observed wide distribution of such genetic traits even among the cryptic
elements. Provided that the principle of dependency on the autonomous ele-
ments is generally valid, one might speculate that an advantageous pheno-
type is likely to be associated with all of the small elements, thus justifying
stable inheritance of so-called cryptic elements.

5 Outlook

Our current knowledge of the cytoplasmic replication and transcription
machinery realized in yeast virus like elements is still fragmentary. Among
the challenges for future research is the molecular understanding of replica-
tion-initiation, involving the processing of the TP-DNA polymerase fusion
protein as well as cytoplasmic transcription initiation, termination and tran-
script modification. Furthermore, with ORF9p, there is at least one factor
essential for cytoplasmic inheritance, which function remains enigmatic.
Concerning killer toxins (type I and II), research will have to address early
events in toxin action, such as binding to the cell wall receptor and the prob-
able transport to a yet unknown membrane receptor. As also the current
view of plasma-membrane passage and the intracellular journey to the final
target is largely imaginary, investigation of these events will provide exciting
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new insights. Additionally, the target of the type II toxin and the mode of
action of the respective immunity factors for both, type I and II toxins have
to be elucidated.

Understanding the molecular function of virus like elements, which are
closely related to harmful cytoplasmic viruses, such as vaccinia, ASFV and
molluscum contagiosum virus offers the possibility to study functions con-
served among the yeast virus like elements and the pox viruses, in an organ-
ism, that is, due to its safety and applicability of genetic methodologies, an
attractive and promising experimental system. Moreover, killer toxins may
find applications in cell biology and cell cycle research, once a precise picture
of their mode of action has emerged.
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Population Genetics: Evolutionary Features of
Asexual Species

Jürgen Tomiuk and Wolfgang Köhler

“A species consists of a population or group of populations that shares a common
evolutionary fate through time. This definition has the advantage of being applicable to
both living and extinct groups and to sexual and asexual organisms. Moreover, a species
unit can be held together not only through gene flow but also through developmental,
genetic, and ecological constraints” (The Evolutionary Species Concept; Templeton
1989, p. 4).

1 Introduction

The correct definition of a species is fundamental for our understanding and
interpretation of results obtained from population biological studies (Mayr
1988). However, the term species is a human figment whose definition also
depends on the genetic transmission of the particular case (Hoffmann and
Esser 1978, Mayr 1988, Templeton 1989). In this chapter we adopt the evo-
lutionary species concept (Templeton 1989), in which species with diverse
reproduction modes are considered, e.g. sexual species and their derived
asexual lineages.

Evolutionary processes that can affect the genetic structure of populations
and may determine the fate of asexual lineages are intensively discussed. For
example, assuming that the reproductive success of competing dioecious
sexuals and asexuals is identical, theory predicts selection against sexual
reproduction because of a 2-fold reproductive advantage of the asexuals
(a frequently used argument in animals; Maynard Smith 1971). In nature,
however, just the opposite is observed, and sexual reproduction is favoured.
Which forces counterbalance the reproductive advantage of asexuals? In this
respect, populations of asexual lineages are sometimes considered dead ends
of evolution because of freezing their genotypes. Clones can only response
genetically to new environmental conditions through rarely occurring
mutational events that provide the basis for adaptation processes. However,
selection might operate in favour for optimal asexual genotypes that can be
transmitted stably from one to the next generation, whereas in sexuals gene
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combinations assigning high fitness to their carrier are broken up in meiosis
and cannot be conserved over generations. The often used arguments in
favour for sexual reproduction are higher adaptability in a changing envi-
ronment through permanent reorganization of gene combinations (Jaenike
1978, Hamilton 1982), an effective spread of new favourable mutations
(Halkett et al. 2005a), and DNA repair mechanisms during meiosis (DNA
repair hypothesis; see, e.g. Michod et al. 1988). Indeed, sexual organisms
might have an advantage through their higher adaptability in a world of
ever-changing biotic interactions (Red Queen Hypothesis; van Valen 1973).
Finally, we can also consider a fitness concept that is based on the number of
genes transferred by an individual to its offspring. Under this aspect, most
asexuals have a success rate of 100%, but sexuals are limited to an upper
threshold of 50% (Williams 1975).

Here, we first introduce some main topics and peculiarities of asexual
reproduction and subsequently we focus on models analysing the dynamics
of genetic diversity. Finally, population genetic analyses of asexuals and
problems arising with the study of asexual polyploids are discussed. Some of
the theoretical population genetic approaches can be adopted from diploid
sexuals, but most of them have limits when used for polyploids or complexes
comprising sexuals and asexual lineages with different ploidy levels.

2 Modes and origin of asexuality

Asexuality without the formation of gametes, i.e. cell duplication, is certainly
the evolutionarily oldest reproduction mode. Sexual reproduction, meiosis
and fertilization, first evolved in eukaryotes (e.g. see Stearns 1987). Later on,
gametic asexuality as a new form of asexual reproduction has occurred in sex-
ually reproducing populations (Suomalainen et al. 1987). Gametic asexuality
considers individual development from a single ovum (Owen 1849; see
Suomalainen et al. 1987, p. 1). In plants, seed formation without fertilization
is called agamospermy, and in animals parthenogenesis describes the devel-
opment of a zygote without a fusion of egg and spermatozoon (Suomalainen
et al. 1987). The distinction between agametic and gametic asexuality elimi-
nates false comparisons between “gametic” and vegetative progeny in which
types of reproductions, ecologically distinct roles have evolved between prog-
eny that grow close to the mother plant (ramets or shoots) and progeny pro-
duced for wider spatial or temporal dispersal, the gametic asexually produced
seeds. In most asexually reproducing plants, seeds, the dispersal phase of the
life cycle, are produced by clonal transmission of the mother’s genotype.
Thus, here we can use a direct contrast between ecologically equivalent



individuals, differing in their transmission system, but not in their ecological
requirements (for discussion, see Williams 1975).

Many eukaryotes can use two reproduction modes, being either sexual or
asexual. Especially, in plants, sexual seed production is often accompanied
with some forms of clonal propagation, e.g. agamospermy, stolons, gemmae,
corms, bulbils, runners, rhizomes (Ceplitis and Bengtsson 2004). In the
latter cases, the offspring are genetically identical to the parental genotype,
except for mutations. Nevertheless, the means of passing genetic information
from the parental generation to their offspring has some pivotal conse-
quences for the genetic variability in the progeny, genetic population struc-
tures of populations and adaptability of populations. In most asexually
reproducing species, mother and daughter are genetically identical, but in
some asexual lineages the mechanism of chromosome transmission is lead-
ing to a reorganization of genomes. First, we must distinguish between aga-
metic and gametic asexuality. Agametic asexuality, e.g. fission and budding,
always results in genetically identical individuals. However, in gametic
asexuality we have to discriminate again between two different modes of
reproduction, apomixis and automixis. In apomictic plants three subgroups
can be observed (Asker and Jerling 1992, Archetti 2004): (i) plants such as
Taraxacum spp. can pass a regular meiotic process but suppress the reduc-
tional division (meiotic diplospory). In these cases, recombination can take
place; (ii) in mitotic diplospory, the lack of meiosis-I creates a mitotic-like
process during which recombination is absent; and (iii) in two Hieracium
species, H. piloselloides and H. aurantiacum, for example, somatic cells func-
tion like spores (apospory) which are formed without recombination (Asker
and Jerling 1992, Bicknell et al. 2000).

Figure 1 llustrates the outcome of diverse apomictic reproduction modes
and considers the consequences of recombination. In the case of mitotic
diplospory without recombination (Fig. 1, case a) genotypes are identical
across generation and mutations only can change genomic structures.
Recombinational rearrangements of chromosome segments generate an
increasing number of homozygous loci (Fig. 1, case b). The consequence of
recombination can be the loss of complementation in individuals (Archetti
2004) and, without selection, the loss of genetic variability in populations.
The reduction of individual heterozygosity may results in lower viability
through inbreeding-like effects and reduced adaptability. In polyploids,
however, the loss of complementation through recombination is weakened
through compensatory effects from more homologous and homeologous
chromosomes, respectively.

Automixis is considered a rare reproduction mode in nature because
a loss of heterozygosity can occur (Maynard Smith 1978; for examples, see
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Suomalainen et al. 1987). Automictic organisms produce gametes through
meiotic divisions. Parental chromosome numbers can then be restored by 
(i) fusion of a gamete with its genetic complement (Fig. 2, case a) and (ii)
random fusion of two gametes (Fig. 2, case b), but (iii) autodiploidization of
haploid gametes can also restore diploidy, resulting in complete homozygos-
ity (Fig. 2, case c), e.g. in the fruitfly Drosophila mercatorum (Templeton
1979). The first process conserves parental genotypes over generations, i.e.
the offspring genotypes are identical to the maternal ones. Random fusion
of gametes, however, has drastic consequences for the genetic structure of
diploid populations and results can be genetically analogous to selfing:
homologous chromosomes can be completely identical and, therefore, loss
of individual fitness through homozygosity of harmful alleles and loss of
heterozygosity in populations may be inevitable (Asher 1970).

Many plants have the potential to reproduce either sexually or asexually,
i.e. asexuality can be obligate or facultative (Suomalainen 1950). Apomictic
plants can have some sexual offspring, and they often produce pollen
hybridizing with their related sexuals (Verduijn et al. 2004a). In contrast,
some sexuals are sporadically able to produce viable asexual lineages (e.g.
D. mercatorum; Templeton 1978). Furthermore, many asexuals are hybrids
of two or several ancestral sexual species (Parker 2002). In these hybrid asex-
uals, chiasma formation and chromosomal rearrangements are often sup-
pressed and heterozygosity associated with adaptability can be maintained
(e.g. Stalker 1956; Asher 1970). New asexual lineages can occur independently

a

b

Fig. 1. Suppression of the reductional division (apomixis). Case a: the loss of meiosis I is
associated with a lack of recombination. Offspring are genetically identical to their mother.
Case b: Homologous chromosomes pair during meiosis I and recombination can take place
but cell division is suppressed
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several times (polyphyletic), but a single event (monophyletic) can also be
the starting point of asexuality. The genetic variability of asexual popula-
tions, however, differs considerably if they originate from multiple or single
asexual founders. Nevertheless, apomixis in plants is considered (i) adaptive
because of its occurrence in different clades and (ii) a reproductive assurance
against instable conditions in future. However, molecular processes initiat-
ing asexual reproduction in sexual populations are far from being fully
understood, and in most cases the occurrence of asexuality can only be
explained descriptively (White 1973). Nevertheless, in a few cases, the
genetic basis of asexuality could be analysed, e.g. monogene inheritance of
apomixis in two apomictic Hieracium species, the triploid H. piloselloides
and the aneuploid H. aurantiacum, was observed. The dominant character
of the gene for apomixis could be disclosed in progeny from crosses between
both species and the related sexual H. pilosella (Bicknell et al. 2000).

3 Origin of polyploidy

The generation of polyploid genomes is more apparent than the origin of
apomixis. Basically three mechanisms are discussed: (i) polyploidization
within species (autoploidization), (ii) hybridization between related species
with different ploidy levels and (iii) polyploidization of hybrid genomes

a b c

Fig. 2. Meiosis I and meiosis II are passed (automixis; in this scheme recombinational events
are not considered). Case a: an egg cell fuses with its genetically complementary polar body.
Offspring are genetically identical to their mother. Case b: an egg cell fuses with any of its
polar bodies. Case c: autodiploidization of egg cells



(alloploidization). Again polyploidy can occur mono- or polyphyletically
within populations. In the North-American Brassicaceae Arabis holboellii,
for example, variability of chloroplast haplotypes suggests that polyploidy
has repeatedly and independently arisen (Sharbel and Mitchel-Olds 2001).
Autoploidization most likely explains tetra- and hexaploidy in Vaccinium
species (Lyrene et al. 2003). Sexual ploidization and gene flow among the dif-
ferent lineages can result in the observed cytotype diversity. Similarly, in
Taraxacum species, tetraploid lineages can emerge in populations of
triploids (van Baarlen et al. 2000), and multiple hybridization events may
explain the high genetic variability observed in these apomicts. Grimalelli
et al. (1998) studied the Tripsacum agamic complex in which polyploid lin-
eages reproduce apomictically and diploid ones are sexuals. They postulated
that genes controlling apomixis are linked with a segregation distorter-type
system promoting the elimination of the apomixis allele when transmitted
through haploid gametes. Their model may explain a relationship between
apomixis and polyploidy. Considering geographic patterns of distribution
and the association between polyploidy and asexuality in plants, hybridiza-
tion between related species is indeed considered a common concept to
increase fitness in nature (Kearney 2005), i.e. hybrids and polyploids are
more tolerant against environmental harsh conditions. In this context,
D’Souza et al. (2005) found in the planarian flatworm Schmidtea polychroa
contrary to the assumption of a positive correlation between fitness and
ploidy level, reduced fitness in tetraploids compared with their related
triploids (triploids have 58% more offspring than tetraploids).

4 Population genetics

4.1 Clonal diversity

The genotyping of individuals provides information about the reproduction
mode in populations. In sexuals, we expect genotype frequencies to be close
to Hardy–Weinberg proportions for selectively neutral loci whereas in asex-
uals deviations from Hardy–Weinberg proportion are expected.
Furthermore, in asexuals genotypes of loci located even on different chro-
mosomes do not segregate randomly, except for automixis with random
gamete fusion (see Fig. 2, case b), i.e. genotype combinations across loci can
be in linkage disequilibrium. Some loci might be fixed and others can be het-
erozygous in all individuals of an asexually reproducing population, i.e.
asexuals can maximize heterozygosity of individual loci but loose allelic
variation across all loci. Indeed, low allelic variation and the pattern of
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heterozygosity were suggested to indicate clonality in Acacia aneura (Andrew
et al. 2003). Almost all apomictic individuals of the aphid Rhopalosiphum padi
were heterozygous at a combination of nuclear loci (Delmotte et al. 2003).
These findings forced the educated guess of a multiple hybrid origin of
asexual lineages that can be subdivided into facultative and obligate asexu-
als specialized to different host plants (Halkett et al. 2005b). Chapmann et al.
(2000) described high genetic variation in Pilosella officinarum that was
introduced to New Zealand and until recently considered apomictic. The
conclusion was that the high amount of genetic diversity can be explained
most likely by some sexual reproduction. Hörandl et al. (2000) studied
enzyme variability of 13 polymorphic loci in two species of the Ranunculus
auricomus complex (diploid R. notabilis; tetraploid R. variabilis). R. notabilis
was found to be similar to other sexual relatives, and therefore considered an
ancestral sexual species of the R. auricomus complex. Differently, the excess
of heterozygotes in R. variabilis confirmed the assumption of apomixis
with a hybrid origin and a lack of meiosis. However, Barraclough et al.
(2003) studied theoretical diversification patterns in sexual and asexual
organisms. They concluded that asexuals can display discrete clusters sim-
ilar to those found in sexual organisms, and the only way that sexuals have
stronger diversification patterns than asexuals is when they are forced by
faster rates of adaptive change. In this respect, ecological differences are
often seen as important factors enabling stable coexistence of plant species
with different ploidy level. Meirsmans et al. (2003), however, argued that
gene flow between neighbouring plants can explain congruence of plants
with different cytotypes.

4.2 Geographic parthenogenesis/apomixis

The causes for the distinctive features in the geographic distribution of sex-
ually and asexually reproducing sister species in the northern hemisphere
has been of permanent interest in ecology for about 80 years. Vandel (1928)
first mentioned the geographically distribution patterns of asexual arthro-
pod species and their closest sexual relatives. He coined the term “geographic
parthenogenesis” for the phenomenon that in European complexes of closely
related species with asexual and sexual reproduction; the asexual lineages
have a more northern distribution whereas sexual reproduction can pre-
dominantly be found in southern populations. The ecological differentiation
of sister species with different reproduction modes has been considered to
determine the distribution patterns. In animals ecological and geographical
parameters are described that could characterize the distribution area of
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sexuals and asexuals (Glesener and Tilman 1978; Bell 1982; Parker 2002). It
seems, for example, that asexuality is favoured in high latitudes and eleva-
tion, respectively, in habitats disturbed by humans, and lastly in marginal or
island populations. Summarizing environments of asexuals seem to be more
stressful or disturbed than those of their sexual relatives (Glesener and
Tilman 1978; Bell 1982; Suomalainen et al. 1987; Parker 2002). The associa-
tion of clonal dispersal with human activities, i.e. human-assisted spread of
asexuals, also points into the same direction (Roth 1974; Hughes 1996; see
for review, Parker and Niklasson 2000).

Bierzychudek (1987) reviewed hypotheses that can explain the geographic
distribution of asexually reproducing animals and their sexual relatives for
their applicability to and validity for plants. In general, four concepts are
discussed:

(i) It was first stated that asexuals and selfers have an enhanced ability to
colonize virgin environments (Baker 1965). An idea that is also closely
related to the conception of “reproductive assurance”, i.e. there is no
need for asexuals to find mates. Especially in marginalized populations
with a low density, for example the more northern, sexual reproduction
might bear the risk that females cannot reproduce.

(ii) Permanent gene flow from a sexually reproducing main population
into marginal habitats can prevent adaptation to suboptimal condi-
tions. Consequently, asexuals that are not affected by such negative
genetic input can displace the maladapted sexual relatives (Antonovics
1968). Negative selection against sexuals in habitats with harsh climatic
conditions may create the south–north gradient of sexual abundance
(Peck et al. 1998).

(iii) However, another selection scenario assumes that biotic interactions
affect the success of either sexuals or asexuals (Levin 1975, Glesener
and Tilman 1978, Jaenike 1978). The evolutionary arms race among
interacting species, e.g. host-parasite, predator–prey or competitors
favour sexuals in central and south European habitats in which the
biotic nexuses become more and more complex.

(iv) The General Purpose Genotype hypothesis was first postulated by Baker
(1965) to explain the adaptations of weedy species of plants, in general,
both selfers and apomictics. Parker et al. (1977) adopted this idea to
explain the colonizing success of parthenogenetic cockroaches
(Pycnoscelus surinamensis). They argued that in a sexual population
generating permanently asexual individuals, selection will favour those
clones with the broadest ecological tolerance over several generations.
In this respect, clones with high tolerance against wide range of abiotic
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conditions can be evolutionary more successful than their sexual rela-
tives which cannot inherit the entity of an optimal genome to the next
generation. Accordingly, experimental studies provided strong evidence
for the selection of general purpose genotypes in composite plants.

Apomictic Antennaria parvifolia (Asteraceae) were less sensitive to envi-
ronmental conditions, and their survival and biomass significantly exceeded
that of their sexual relatives (Bierzychudek 1989). Vrijenhoek (1979) pro-
posed a different evolutionary model in order to explain the successful
clonal invasion of ecological niches. In his Frozen Niche Model, a partheno-
genetic population consists of a set of microspecies, each specialized to the
predetermined niche conditions. Environment and adaptation to niches
determine clonal diversity and the success of either sexual or related asexual
competing species (Vrijenhoek and Pfeiler 1997). The general purpose geno-
type should be robust against environmental effects combined with a long-
lasting success whereas the frozen in niche genotype might be susceptible
against environmental disturbances resulting in temporal instability.

Furthermore, another hypothesis has to be added to the above four:
metapopulation structures can favour asexual reproduction (Ladle et al.
1993). Thus, in marginal populations, where metapopulation structures are
more likely to determine the fate of populations, this hypothesis might
explain the abundance of asexual groups in general.

In plants, only significant associations between latitude and elevation,
respectively, and the geographic distribution of sexuals and related asexuals
could be detected (Bierzychudek 1987). Most important, besides the repro-
ductive mode, the ploidy level must also be considered, since an increased
ploidy level can be observed in most asexually reproducing plants (Stebbins
1980; Parker 2002). Polyploidy may be associated closely with an increased
tolerance against extreme environmental stress (e.g. Suomalainen 1969;
Templeton 1982; but for an exception, see above D’Souza et al. 2005). Lynch
(1984) argued that geographic distribution patterns of sexuals and asexuals
can be explained by rather the existence of general-purpose genotypes than
an increased colonization ability of clones. Nevertheless, in plants a con-
glomerate of both might be true: general purpose genotypes can be the bet-
ter colonizers, combined with an increased fitness of polyploids. The two
hypotheses, therefore, are difficult to keep apart from each other
(Bierzychudek 1987).

Geographic distribution patterns can be observed in plants that are similar
to those in animals (Bierzychudek 1987; Meirsmans et al. 2003). A well-known
example are dandalions (Taraxacum spp.), where sexually reproducing indi-
viduals become rarer in the northern European populations (e.g., Menken
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1995; Verduijn et al. 2004b). As polyploidy in plants is closely associated with
apomictic reproduction, distribution patterns of asexuals are very congruent
with those of higher ploidy levels (for examples, see Bierzychudek 1987).
However, there is no general concept that related species with different
reproduction mode and polyploidy levels are strictly geographically sepa-
rated. In central and northern Europe, individuals of Taraxacum species
coexist that are either diploid sexuals or triploid and tetraploid asexuals (van
Baarlen et al. 2000; Meirmans et al. 2003; Verduijn et al. 2004b). In animals,
populations of the weevil Othiorhynchus scaber that are a mixture of poly-
ploid parthenogens and diploid sexuals are also found in the Alps (Austria)
and Slovenia but only polyploid parthenogenetic forms are found in north-
ern areas (Poland, Finland, and Sweden; Suomalainen et al. 1987; Stenberg
et al. 1997, 2003a,b).

4.3 Models

Recent experimental and theoretical studies described ecological condi-
tions and genetic mechanisms that can explain co-occurrence of different
cytotypes and, therefore, disclose the limited validity of the “minority
cytotype exclusion principle” postulated by Levin (1975). Husband (2000),
for example, argued that in Chamerion angustifolium (Onagraceae; syn.
Chamaenerion a. and Epilobium a., respectively) the exclusion principle
works through infertility of triploids originating from crosses between
diploids and tetraploids, but positive assortative mating can maintain the
rare tetraploid cytotype. In an experimental population, he found fre-
quency-dependent selection on diploid and tetraploid individuals induced
by bees visiting the inflorescences. The proportion of flights between
tetraploids increased as their frequency decreased. Similarly, despite a signif-
icant correlation between ploidy level and elevation, coexistence of diploid
sexuals and triploid asexuals was described for dandalions (Chapman et al.
2003). Gene flow between neighbouring plants of different ploidy levels was
considered important to prevent ecological differentiation to elevation of
diploid and triploids. Indeed, many apomictic plants have still maintained
male function and can cross with their related sexuals (Britton and Mogie
2001). Furthermore, the crossing between asexual and sexual lineages with
different ploidy levels (van der Hulst 2003, Verduijn et al. 2004a), migration
and adaptation (Peck et al. 1998) can favour the coexistence of cytotypes,
but also could have created the observed patterns of geographic distribution
of sexual and asexual subspecies. Nevertheless, distinct occurrence and
coexistence of species, respectively, are the consequence of multifactorial

Evolutionary Features of Asexual Species 139



evolutionary processes. The exclusion of universal valid principles indicates
the importance of carefully considering the life cycle parameters of species
and the ecology of habitats under study. Some cyclic parthenogens, e.g.
aphid species, show exactly an opposite trend in Europe, i.e. they reproduce
sexually in northern areas but can permanently reproduce asexually in
southern areas with mild climatic conditions (Hales et al. 1997). The high
dependency of aphid species on their host plants dominates their life cycle.
Furthermore, aphids introduced from northern to southern climates do not
have the photoperiodic cues to produce sexuals. Thus the reverse pattern of
geographic parthenogenesis in aphids may also reflect an ecological induced
suppression of the sexual phase of their life cycle.

Models concentrate on three major issues that are closely linked to each
other: (i) the dominance of sexual reproduction in nature, (ii) the competi-
tion between sexuals and their derived asexual lineages, and (iii) the origin
and continuance of clonal diversity. Theoretical approaches and computer
simulations have been performed to get a better insight into these problems,
and our understanding of processes, which determine the success or the
decline of either reproduction mode, has improved with the increasing
number of studies (e.g. Maynard Smith 1978; Stearns 1989). Therefore, we
here only present shortly some recent studies.

In asexuals that inherit their genomes as indivisible packages, mutations
are accumulated all the time and detrimental mutations cannot be elimi-
nated from clonal lineages. At the beginning of the mutational meltdown
(e.g. Lynch et al. 1993), polyploidy serves to mask the effects of deleterious
mutations but in consequence of the perpetual negative genetic input,
extinction of clonal lineages appears to be unavoidable (according to Lynch
et al. 1993). The so-called Muller’s Ratchet (Muller 1932) turns faster in
smaller populations and theoretically limits the long-term evolutionary con-
tinuity of asexual lineages (for review, see Lynch et al. 1993). This could
explain the dominance of sexual reproduction. Differently to the former sce-
nario of stable genome structures within clonal lineages, Archetti (2004)
considered effects of crossing over in asexually reproducing populations.
The loss of allelic complementation through recombination causes obvi-
ously an adverse knock-on effect in asexuals which can replace sexual repro-
duction under a wide range of conditions only if asexuality is associated with
higher ploidy levels (Archetti 2004). Accordingly, demographic parameters
of the respective organisms under study must also be considered if we
analyse the evolution of asexual lineages (Kondrashow and Crow 1991;
Bengtsson 1992).

The total population size and the number of reproducing individuals are
the main objectives in analyses of the adaptability, the extinction risk, and
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the conservation of species. In sexual organisms, the effective population
size specifies the number of reproducing individuals in a population (Hartl
and Clark 1997), and it can be annexed to different genetic aspects: (i) the
population size needed to maintain genetic diversity through mutation in
a finite population (eigenvalue effective size), (ii) the loss of genetic variation
from one to the next generation in a inbreeding population (inbreeding
effective size), and (iii) the stability of allele frequencies in evolutionary time
(variance effective size). Modelling diploid populations that consist of either
sexually or asexually reproducing individuals with transition matrix of
inbreeding and coancestry coefficients, the effects of asexuality on effective
population size was considered (Yonezawa et al. 2004). The effective size of
populations with individuals having the potential of changing their repro-
duction strategy was not identical but asymptotic to the eigenvalue effective
size in sexuals. However, in reality environmental conditions can strongly
affect the reproductive parameters of individuals, especially in sedentary
organisms as plants, and the asymptotic state is only occasionally realized.
Yonezawa et al. (2004), therefore, propose using the instantaneous rather
than the effective size in evolutionary studies of populations with a high
proportion of asexual individuals.

The evolutionary consequences of variable rates of clonal reproduction
on population structures have been analysed with selectively neutral mark-
ers in an island model (Balloux et al. 2003). Using analytical and stochastic
simulation approaches, principles of F-statistics were applied to diploid
populations. Interestingly, asexual population can maintain a higher average
degree of heterozygosity across loci through fixed heterozygosity, but a lower
number of different genotypes in populations. The structures of populations
consisting of a mixture of sexual and asexual individuals, however, are
almost not distinguishable from those of solely sexually reproducing ones
(Balloux et al. 2003). This may also point to statistical problems arising
with identifying clonal reproduction in populations, i.e. estimating clonal
diversity (see section 4.4).

Some experimental studies focusing on effects of parasites on their host,
point to the importance of the reproduction mode in sparse populations
where mates are difficult to find (Lively et al. 1990; Moritz et al. 1991; Lively
1992; Lively and Howard 1994; Brown et al. 1995). Indeed, using computer
simulations Ladle et al. (1993) found that in metapopulations, asexual
organisms can compensate for the advantage of sex and recombination. In
temporary small populations, sexual organisms are exposed to an extended
risk of inbreeding, loss of genetic variation by genetic drift, and a lowered
chance of finding mates. Accordingly, Peck et al. (1998) explained the
distinct geographic distribution patterns of sexual and asexual races by
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simulating migration, local adaptation and fertility. Furthermore, Lynch
(1984) proposed the hypothesis of destabilizing hybridization, i.e. the fitness
is lowered in offspring that result from hybridization between sexuals and
their derived asexuals. As a consequence of this scenario, sexuals and asexu-
als can only exist allopatrically. Beyond the evolutionary exchange of blows
between sexuals and asexuals, factors that determine clonal diversity within
populations are considered. Modelling the reproductivity of clones in a spa-
tial and/or temporal parameter range, the significance of life cycle parame-
ters, e.g. fitness, dormancy and diapause, respectively, but also random
processes are rated for their effects on clonal coexistence. Stable clonal coex-
istence under alternating environmental conditions is predicted by deter-
ministic models where clones can escape strong competition through
specialization (Tuljapurkar and Istock 1993; Hedrick 1995, Tomiuk et al.
2004a). These models explain oscillating changes of clonal frequencies in
experimental populations (Weeks and Hofmann 1998) and seasonal changes
of clones of the spearwinged fly in Swedish populations (Niklasson et al.
2004). However, these models consider only interactions between two clones
but most natural populations consist of a mixture of diverse clonal lineages.
Consequently, the question remains whether (i) most genetic variation is
selectively neutral or (ii) the diversity of ecological niches to which clones
are adapted is until yet not recorded? Therefore, we should also direct our
attention to the attributes of clones that enable them to invade an existing
clonal community and enlarge its clonal diversity.

4.4 Statistics

One major concern in studying the life cycle of plants is to determine the
magnitude of asexual reproduction in natural populations in order to deter-
mine the evolutionary potential of populations. In the absence of morpho-
logical differences and in avoidance of rearing experiments, only genetic
analyses can provide reliable information about clonal reproduction
(Stenberg et al. 2003). For this purpose, our population genetical tools,
e.g. testing for Hardy–Weinberg proportions or linkage disequilibrium
between loci, can be adopted in diploid organisms. The deviations from
Hardy–Weinberg proportions at individual loci or multilocus genotypes
might indicate for the presence of asexual lineages in a population. Assuming
sexual reproduction and based on a binomial approach (Parks and Werth
1993), Stenberg et al. (2003) propose statistics and software (MLGSIM),
which estimate the likelihood that a multilocus genotype can be observed
several times in a population. In European aspen (Populus tremula) this
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statistics disclosed higher clonal diversity than formerly described morpho-
types (Suvanto et al. 2005). Similarly, tests for linkage disequilibrum between
loci (null hypothesis: alleles of different loci are combined by chance) can be
used to detect asexual reproduction in populations. However, none of the
proposed estimators for linkage disequilibrium was able to accurately
measure the proportion of clonal reproduction in populations (de Meeûs
and Balloux 2004).

Now we consider statistical approaches to compare and analyse the
genetic variation in sexually reproducing populations with that of asexuals.
Certainly, multilocus fingerprints can easily disclose clonal and genetic vari-
ability even in species with various ploidy level, independently from the
reproduction mode. However, information about parameters of dynamic
evolutionary processes such as temporal and spatial changes in populations
through mutation, selection, genetic drift and migration are limited through
dominant–recessive patterns of multilocus phenotypes. Most population
genetic statistics is based on allele and heterozygote frequencies and, there-
fore, codominant markers should be studied. Henceforth, we focus on sta-
tistical tools applied to genetic variation that results from studies of marker
systems which are often used for the genotyping of individuals at single loci,
e.g. allozymes, microsatellites and single nucleotide substitutions (SNPs).
Using estimates of allele frequencies from such loci, many estimation proce-
dures of parameters, e.g. the expected degree of heterozygosity and the
genetic similarity of individuals, groups or species, that are used in popula-
tion genetic studies of sexuals (Hartl and Clark 1997), can also be applied
without any modification to genetic data of diploid asexuals (Halkett et al.
2005). Recently, Halkett et al. (2005) reviewed and discussed available statis-
tical methods for the analyses of population structures and recovering clonal
reproduction in populations with diploid asexuals and sexuals.

Basic data analysis of population genetic studies may first consider 
allele and genotype variation. In diploid organisms, gene counting and the
estimating of genotype frequencies are simple and basic statistics, regard-
less of the reproductive mode. Differently, difficulties can arise in the
analysis of genotypic data of polyploids where the number of identical
genes at a locus cannot unequivocally identified (Tomiuk and Loeschcke
1991). For example, allozymes of allodiploid oilseed rape (Brassica napus)
coded by genes that are located on homeologous chromosomes AACC 
(A-chromosomes originate from B. campestris and C-chromosomes from
B. oleracea), reveal electrophoretic pattern that are difficult to interpret 
genetically (Chen et al. 1989; Mündges et al. 1989). Furthermore, our
conclusions from genetic analyses can be biased in the presence of null or
defect alleles.
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4.5 Measures of genetic diversity

4.5.1 Clonal diversity

Correspondingly to the commonly used measure of allelic diversity (the
effective number of alleles), a measure of diversity in asexually reproducing
populations is given by the probability that two identical genotypes can be
found, i.e. the effective number of clones

Ce =    1____
Σ gi

2
, (1)

where gi is the frequency of the i-th genotype with i = 1,....,n and Σgi = 1.
Evidently, an estimate of Ce can be done with all kind of data recording reli-
ably differences among clones, i.e. by morphology, fingerprinting, genotyp-
ing of individual loci or sequencing. The measure of effective clone number
can be applied to populations and species with diverse ploidy levels and
allows comparison of populations with different distributions of clone
frequency (see Hartl and Clark 1997, p. 176).

4.5.2 Allelic and genotypic diversity

In polyploid species, basic descriptive statistics inform, for example, about
the observed frequency of heterozygotes but corresponding expectations are
difficult to postulate. Evidently, information about the transition from sex-
ual to asexual reproduction is necessary to frame an expected genetic struc-
ture. Our expectations can strongly differ if asexuals have either a mono- or
polyphyletic origin, and also the evolution of polyploidy through auto-
ploidy, alloploidy and/or hybridization must be taken into account when
a theoretical evolutionary scenario will be designed.

4.5.3 Population structures

F-Statistics provides information about genetic differences among popula-
tions (FST), mating behaviour within populations (FIS), and migration among
subpopulations. Ceplitis (2001) applied classic F-statistics to populations of
Allium vineale that consist of both, sexually and asexually reproducing indi-
viduals. He argues that the weedy habit has favoured bulbil reproduction and
local adaptation was facilitated to sexual genotypes. In populations consisting
of asexual, sexual and selfing individuals, the most relevant evolutionary
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parameter is the co-ancestry between individuals (de Meeûs and Balloux
2005). Accordingly, they modified the classical F-statistics and proved that
structures of populations with individuals having diverse reproduction modes
can completely be explained by either FST or FIS, where FST = −FIS/(1−FIS).
Furthermore, modified F-statistics also provides an measure for the number
of migrants among populations Nm = −(1 + FIS) / 4FIS.

In asexual organisms, the total genetic variation of populations can also
be subdivided into its diverse temporal and spatial components by a modi-
fied analysis of variance (AMOVA, Excoffier et al. 1992). The analysis of
molecular variance was originally developed for mtDNA haplotypes and
estimates the amount of genetic variation by analysis of variance.
Nevertheless, the procedure can easily be applied to genetic data of diploid
asexual populations and some free software is available that can handle
genetic data (see for review, Halkett et al. 2005).

4.5.4 Differences between species

The evolutionary comparison of species complexes consisting of sexuals and
diploid asexuals can easily be done by classical population genetic tools, e.g.
the genetic distance (Nei 1972). However, this endeavour poses a challenge if
diverse polyploid asexual races are involved (see for review, Tomiuk et al.
2004b). The origin of polyploidy, i.e. mono-via polyphyletic origin, hybridiza-
tion and auto- via alloploidization, must be considered in our phylogenetic
models if we want to estimate genetic distances between species/races and to
get reliable information about the evolutionary time. Birky (1996) analysed
the information value of phylogenetic trees in asexual eukaryotes. Indeed, the
evolutionary history of asexual lineages can enhance the complications in the
analyses and the interpretations of phylogenetic trees.

5 Conclusions

Statistical analyses based on gene frequencies have limits with polyploid
species. Most of the above described procedures focus on the analysis of
diploid species from which reliable estimates of gene frequencies are made
available. However, the number of individual alleles contributing to pheno-
type patterns cannot be determined precisely for some polyploid heterozy-
gotes. Consequently, an approach to statistically handle genetic data of
polyploids is the use of phenotypes that can be associated with one or several
genotpyes (Tomiuk and Loeschcke 1991). Beyond the problems arising with
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polyploid asexual species in many statistical procedures, the assumption of
independent loci is not fulfilled in asexuals that have frozen genotypes over
generations. Pure mutation models, excluding random drift, seem to best
describe processes along an evolutionary time scale.

Our understanding of evolutionary processes in asexual species has
increased considerably during the last decades, but there is still a large gap in
our facilities to treat statistically genetic data of polyploid species, e.g. esti-
mates of rates of gene flow among polyploids and sexuals, estimates of clonal
variation in dependence on the genesis of asexual lineages. For example, no
well-defined null hypothesis for the clonal diversity of polyploid popula-
tions can be given without quantitative information on the processes causal
for the origin of asexual polyploid lineages, i.e. we cannot assess whether an
observed clonal diversity is higher or lower than an expected one.
Summarizing, the available statistics are useful to analyse diploid species but
there is an urgent need for the development of population genetic statistics
that can be applied to polyploid asexual species.
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Plant Breeding: Assessment of Genetic Diversity in 
Crop Plants and its Exploitation in Breeding

Wolfgang Friedt, Rod Snowdon, Frank Ordon and Jutta Ahlemeyer

1 Introduction

Today, about 500,000 living plant species are known, of which approximately
240,000 species belong to the angiosperms. The number of cultivated plants
comprises only a very small portion of all these species. An analysis of FAO
food data for 146 countries has come to the conclusion that a total of 103
species contribute 90% of national per capita supplies of food plants
(Prescott-Allen and Prescott-Allen 1990). Within each of the cultivated
species, domestication has limited the genetic diversity to useful genotypes,
adapted to the needs of humans as well as local growing conditions. Along
with the industrialization in the nineteenth century, the diversity of domes-
tic crops decreased dramatically at the species and intraspecific levels, lead-
ing to an irreversible loss of cultivated and wild species, subspecies,
landraces, former varieties and single genes. One of the primary losses is the
diversity of landraces once grown on-farm. At the same time, the need for
genetic resources in order to develop new and improved varieties started to
increase. However, based on still existing diversity, novel genetic variation
can be created by sexual hybridization within and across species.

2 Assessment of genetic diversity

For the assessment of diversity in plant populations different marker systems
have been established on morphological, physiological and DNA levels. Each
of the various marker systems utilized for the characterization of similarities
and differences between individuals has its specific strengths and constraints,
e.g. regarding the number of available markers, the polymorphism per marker,
the mode of inheritance or the genomic location of the markers. Hence, to
obtain unbiased estimates of the genetic diversity within a population, atten-
tion has to be paid to the choice of the marker system utilized as well as of the
statistical methods applied once an appropriate data set is obtained.
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2.1 Genetic markers

During recent years markers that detect diversity directly on the DNA level
have become more and more important and have replaced morphological
markers and the formerly widely utilized isozyme marker systems almost
completely. Unlike morphological markers, genetic markers are unaffected
by the conditions in which the plants are grown and usually show a larger
number of loci and a higher level of polymorphisms than isozyme markers.
Polymorphisms in the nucleotide sequence can be revealed by different tech-
niques. The most commonly used marker systems to probe the architecture
of genomes are currently RFLPs (restriction fragment length polymor-
phisms), RAPDs (random amplified polymorphic DNAs), AFLPs (amplified
fragment length polymorphisms), SSRs (simple sequence repeats;
microsatellites) and SNPs (single nucleotide polymorphisms; Table 1).

RFLP markers are applications of the Southern blotting procedure and were first
described by Botstein et al. (1980). Genomic DNA is digested with appropriate
restriction endonucleases and the generated fragments are electrophoretically sepa-
rated, transferred to a membrane and hybridized to a specific cloned DNA sequence
either derived from genomic DNA or cDNA. The obtained length polymorphisms
of the DNA fragments are either due to deletions and insertions or to point muta-
tions in the recognition sites of the restriction enzymes. The codominantly inherited
RFLP markers have successfully been used for the assessment of genetic diversity in
various crop plants such as, e.g. maize (Melchinger et al. 1990; Messmer et al. 1991),
oilseed rape (Diers and Osborn 1994; cf. Snowdon and Friedt 2004), turnip rape
(McGrath and Quiros 1992), tomato (Miller and Tanksley 1990) and cucumber
(Horejsi and Staub 1999).

RAPDs are DNA fragments amplified by PCR using short random primers
(Welsh and McCelland 1990). RAPDs are very easy and quick to assay, but show
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Table 1. Overview of the most commonly utilized genetic marker systems for the assess-
ment of diversity in crop plants

RFLP RAPD AFLP SSR SNP

Codominance Yes No No Yes Yes

Level of polymorphisms Medium High High High Low

Coding Known Unknown Unknown No Known

Reproducibility High Low High High High

Technical demands Medium Low Medium Medium High



relatively low reproducibility between different laboratories and are dominantly
inherited. RAPD markers have been used to determine genetic diversity for example
in wheat (Vierling and Nguyen 1992), barley (Dawson et al. 1993; Baum et al. 1997),
common bean (Beebe et al. 2000), and Lima bean (Fofana et al. 1997).

The AFLP technique is a combination of restriction digestion and PCR amplifi-
cation (Vos et al. 1995). After digestion with two different restriction enzymes adap-
tors are ligated to the ends of the restriction fragments. In a subsequent PCR
reaction with primers complementary to the adaptors, but with a 3′ overhang, a sub-
set of these restriction fragments is amplified and visualized after separation on a
sequencing gel. AFLPs show a high genomic abundance and generate a large num-
ber of informative bands per reaction, but are technically demanding and relatively
expensive. AFLPs have been utilized to access diversity in a wide range of crop
species, e.g. wheat (Barrett et al. 1998), soybean (Maughan et al. 1996), and sun-
flower (Hongtrakul et al. 1997; Rönicke et al. 2004, 2005).

SSRs or microsatellites are tandem repeats of a very short nucleotide motif (1–5
basepairs) that can be amplified with PCR primers specific to the flanking regions
of these repeats. SSRs are easy and fast to assay, and are robust and highly repro-
ducible. SSRs have become an important tool in crop germplasm management, and
have been used, for example, to evaluate cultivar variation in rice (Olufowote et al.
1997), soybean (Rongwen et al. 1995), and barley (Russell et al. 1997).

One of the most recent developments for the assessment of genetic diversity is
the utilization of single DNA base differences between homologous DNA fragments.
These so-called SNPs provide an abundant source of DNA polymorphisms in plants
(Henikoff and Comai 2003, Rafalski 2002, Gupta et al. 2001). Various different high-
throughput techniques have been established that allow rapid and relatively inex-
pensive detection of SNPs. The most widely used methods for the identification of
SNPs rely on hybridization, primer extension or sequencing followed by a visualisa-
tion step based on, e.g. electrophoresis, chip technology or mass spectrometry. SNPs
have been used for genotyping purposes in different crop plants, e.g. barley (Wenzl
et al. 2004), soybean (Zhu et al. 2003) and maize (Batley et al. 2003).

2.2 Measures of genetic association

For the assessment of genetic diversity within a plant population the
choice of an appropriate measure to determine the association between
individuals and the utilization of a suitable statistical procedure to assign
accessions to different sub-populations is as important as the decision for
a marker system. Broadly, two different methods to classify and order
accessions according to the obtained polymorphisms in the nucleotide
sequence are distinguished. One option is to calculate a pairwise distance
matrix by applying one of various measures of genetic association to the
data set and use the obtained association matrix as an input to display 
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the relatedness of the individuals graphically either by clustering or by
ordination in reduced space. A second option is to use a model-based clus-
tering method to infer population structure and to assign individuals to
populations.

Plant breeders usually want to determine the genetic diversity between different
varieties or individual lines within a species. Some commonly used measures of
genetic association between two individuals are listed in Table 2. Most widely
employed are the similarity measures (S) that directly use the binary matrix
obtained in marker analysis as, for example, Jaccard’s coefficient SJ (Jaccard 1908),
Dice’s coefficient SD (Dice 1945) or the simple matching coefficient SSM (Sokal and
Michener 1958). These coefficients calculate the ratio of the number of bands that
are present in both individuals to the total number of bands and range from 0 for
no similarity at all to 1 for complete identity. While SSM takes into account all possi-
ble combinations of presence or absence of a band in both or either of the two indi-
viduals, SJ and SD do not involve pairs in which a band is absent in both individuals.
The later two measures are therefore appropriate for marker systems in which the
absence of a band in both individuals is not meaningful.

For marker systems in which not only the presence or absence of a band can be
scored, but the number of alleles at a locus can be determined, frequency-based
genetic measures can be applied. The most commonly known distance measure to
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Table 2. Measures of association between two individuals. a is the number of bands present
in both individuals, b and c are the number of bands present either of the two individuals and
d is the number of bands absent in both individuals. pij and qij refer to the allele-frequencies
of the jth allele at the ith locus were n is the number of alleles at the ith locus and m the
number of loci

Measure Coefficient Reference

Simple matching SSM

a + d
Sokal and Michener 1958

a + b + c + d

Jaccard SJ

a
Jaccard 1908

a + b + c

Dice SD

2a
Nei and Li 1979

2a + b + c

Euclidean distance DE
1 1=

qpij ij

um 2i

=i
-

j
// _ i

Modified Rogers’ DMR
1 1=

q
m

p
2
1

ij ij

um 2i

=i
-

j
// _ i Wright 1978; Goodman and 

Stuber 1983



be utilized for frequency-based data is the Euclidean distance DE, which is simply an
application of Pythagoras’ formula in m-dimensional space, where m refers to the
number of loci under investigation. A disadvantage of this simple measure is that its
range varies with the number of loci of which it is calculated and thus makes it dif-
ficult to compare results from different studies. This shortcoming can be overcome
by dividing the Euclidean distance by the square root of 2m. The derived distance
measure is called Modified Rogers’ distance DMR (Wright 1978; Goodman and
Stuber 1983) and ranges between 0 and 1. DMR is especially suited for investigations
on plant material with a high degree of heterozygosity. It should be mentioned that
for any similarity measure ranging from 0 to 1 the corresponding distance measure
can be calculated as its one-complement.

2.3 Methods to order and display genetic variation

For a clearly arranged graphical display of the genetic associations between
individuals, either a cluster analysis can be conducted on the association
matrix with results usually displayed in form of a dendrogram, or an ordi-
nation in reduced space can be carried out that represents the relationships
between individuals in a scatter plot with two or three axes. Whereas cluster
analysis displays all the fine relations between individuals, an ordination
projects the multidimensional associations between individuals on only two
or three axes that represent a large fraction of the variability between the
individuals.

The objective of a cluster analysis is to gather individuals with similar properties
into the same group. To decide whether individuals are similar enough to be allo-
cated to the same cluster several multivariate techniques have been described. The
most basic and intuitive clustering methods are simple linkage (Sneath 1957) and
complete linkage (Sørensen 1948). The simple linkage clustering algorithm links
two individuals at a specific level of partition in a way that an individual linked to a
group displays a similarity with one of the members of the group that at least equals
the level of partition. By contrast, in complete linkage the individual has to display
the given level of similarity not only with one member of the cluster but with all of
its members. While the single linkage method produces elongated clusters with
loose chaining and is unsuitable for the isolation of poorly separated clusters, com-
plete linkage leads to rather globular clusters with small diameters. Another cluster-
ing algorithm commonly applied is the UPGMA (unweighted pair-group method
using arithmetic averages) clustering (Sneath and Sokal 1973). As in linkage cluster-
ing, the most similar pair of individuals is grouped together first. Then in a subse-
quent step, the similarity values of these two individuals with each of the remaining
individuals are averaged leading to a new, smaller association matrix. In UPGMA
clustering, only the relationships between groups are considered while information
about the association between pairs of individuals is lost. Another clustering
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method that can either be applied directly on allele-frequency data or on a distance
matrix is Ward’s minimum variance method (Ward 1963). Here, the distance meas-
ure between two clusters is the ANOVA sum of squares between the two clusters
added up over all individuals. At each step the within-cluster sum of squares is min-
imized over all partitions obtainable by merging two clusters from the previous step.
Ward’s method is strongly biased towards producing clusters with roughly the same
number of observations and is also very sensitive to outliers (Sokal and Michener
1958).

During recent years, it has become more and more popular to display the rela-
tionships between individuals by means of an ordination method like principle
component analysis (PCA), principle coordinate analysis (PCoA) or multidimen-
sional scaling (MDS). These techniques can be used to reduce the information of a
multidimensional data set in a way that it can be displayed in a scatter plot with only
two or three axes. The PCA (Hotelling 1933; Rao 1964) is a linear transformation
that rotates the axes in multidimensional space in a way that the major part of vari-
ance of the data set comes to lie on the first axis. The second axis is orthogonal to
the first and accounts for the second greatest variance and so on. This method is very
powerful, but defined for data with multinormal and thus unskewed distributions.
Data derived from genetic marker analysis usually do not fulfil this assumption. In
these cases, PCoA (Torgerson 1958; Rao 1964; Gower 1966) or MDS (Shepard 1962,
1966; Kruskal 1964a,b) can be applied. Both methods are useful for data of any
mathematical kind. Unlike PCA in PCoA and MDS the ordination is not performed
directly on the data matrix, but on a distance matrix derived from the original data
by the application of any suitable association measure. Whereas in PCoA the goal is,
like in PCA, to find new axes in a way that these are associated with a maximum of
variability and at the same time preserve the distances between the individuals, MDS
represents the individuals in a small and specific number of dimensions, where sim-
ilar individuals are plotted close to one another and dissimilar individuals are placed
far apart.

3 Diversity of crop plants as determined by evolution,
domestication and breeding

For many of today’s crop plants, domestication started 9000–13,000 years
ago by selection of wild plants with certain traits meeting the needs of man
(Diamond 2002). The repeated cultivation and maintenance of these
selected plants under site-specific conditions led to landraces highly adapted
to respective growing conditions and production methods. In some areas
with extremely harsh conditions these landraces are still of certain relevance,
while starting in Europe in the first half of the nineteenth century landraces
were in many parts of the world gradually replaced by higher yielding culti-
vars generated by classical breeding methods (Smartt and Simmonds 1995).
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These modern plant breeding strategies have led to a multiplication of yield
and considerable quality improvements in many important crop plants. At
the same time, the continuous selection for specific traits and higher yields
has caused a loss in diversity in modern breeding material compared to lan-
draces or the wild ancestors of cultivated plants. The domestication and the
subsequent breeding processes represent two genetic bottlenecks restricting
genetic variability. On the other hand, genetic diversity is a precondition for
breeding. Without a broad base of heterogeneous plant material, it is impos-
sible for plant breeders to produce cultivars that meet the changing needs
regarding adaptation to growing conditions, resistance to biotic and abiotic
stresses, product yield, or specific quality requirements. Therefore, the most
efficient way to further improve the performance of crop varieties is still to
have access to a large and diverse pool of genetic diversity.

In the following paragraphs, the development and breeding history of two
distinct crop plants, i) barley and ii) rapeseed, will be described in detail.
These two species are typical representatives of i) a self-pollinating cereal with
a long-lasting history and ii) an outcrossing oil crop of more recent origin.

3.1 Barley (Hordeum vulgare)

Barley (Hordeum vulgare ssp. vulgare) is one of the oldest and most impor-
tant crop plants. Due to its adaptability to a broad range of growing condi-
tions barley is one of the world’s most widespread cereals. In 2004 up to 57.0
million ha were planted with barley gaining an average yield of about 2.72
tons per ha (FAO 2005). In a few regions such as Ethiopia, Peru and Tibet,
barley is still mainly used for food. However, by far the greatest share of the
world’s barley production is used for animal feed (about 85%), followed by
malting barley for beer and whisky production.

3.1.1 Evolution and history of barley

The progenitor of today’s cultivated barley is its wild relative Hordeum vulgare
spp. spontaneum that nowadays can still be found in southern Turkey, the
Aegean region, Israel, Jordan, Iran and central Asia, including Afghanistan
and the Himalayan region. Like for many of today’s crop plants, the domes-
tication process started about 10,000–12,000 year ago in the region of the
Fertile Crescent. This region, from Israel and Jordan to southern Turkey,
Iraqii Kurdistan and south-western Iran, was first suggested to be the centre
of origin by Vavilov and later by Harlan because of the broad diversity of wild
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as well as cultivated barleys and archaeological remains of barley grains found
in this region (Harlan and Zohary 1966; Knüpffer et al. 2003). This idea was
more recently confirmed by a molecular marker study on 317 wild and 57
cultivated barley lines (Badr et al. 2000). On the basis of 400 AFLP polymor-
phic loci, the genetic distances between these accessions were calculated and
led to the conclusion that wild populations from Israel–Jordan are molecu-
larly more similar to the cultivated gene pool than any other wild barleys.
These molecular results strongly suggest a monophyletic origin of today’s
cultured barley in the Israel–Jordan area.

Starting from this region, the cultivation of barley expanded during prehistoric
time. The neighbouring regions Anatolia and Iraq where reached first. There is
archaeological evidence that barely was cultivated during the 6th millennium BC in
Greece and 1 millennium later in Spain and the Lower Rhine region. During the
same period of time, barley cultivation expanded to the Mediterranean and North
African costal regions and Ethiopia. In prehistoric Egypt, barley was the most
important cereal plant (Smartt and Simmonds 1995). The first domesticated barleys
distributed during this process were two-rowed and covered forms. Naked as well as
six-rowed barleys first appeared by 6500 BC in the regions of today’s Israel and Iraq,
respectively (Zohary and Hopf 1994). One of the most important traits for cultiva-
tion was the non-brittleness of rachis to ensure efficient harvest of grains. In addi-
tion to high productivity of seed material, different quality characteristics and
tolerance to various types of biotic and abiotic stresses might have been important
for selection during the migration process and changed several of the plants char-
acteristics irreversibly as barley became a cultivated crop (von Bothmer et al. 2003).

Barley was first brought to America by Columbus during his second voyage in
1493, but remained of minor importance in the New World for a long time.
Nowadays the USA and Canada contribute to the world’s acreages with about 5.7
million ha, while with about 0,9 million ha barley production in South America is
from a global point of view of minor importance (FAO 2005).

During the first half of the nineteenth century in Europe, the well-established
landraces were further improved by means of single plant and mass selection
processes. Further improvements in quality and yield were made by the uti-
lization of recombination through cross-breeding. These processes led to
considerable improvements in the performance of the breeding material in
the UK, France, Germany and the Danube monarchy. In these agriculturally
active regions, landraces disappeared during the early decades of the twenti-
eth century and were replaced by high-yielding cultivars (Fischbeck et al.
2003). The magnitude of the genetic gain achieved by these intensive breed-
ing activities was determined in several studies (Riggs et al. 1981; Wych and
Rasmusson 1983; Bulman et al. 1993; Jedel and Helm 1994; Muñoz et al.
1998) and varies on average between 16 kg ha−1 y−1 for the period between
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1920 and 1984 in the USA (Boukerrou and Rasmusson 1990) and 74 kg ha−1

y−1 between 1960 and 1980 in Italy (Martiniello et al. 1987). Results of field
tests carried out on 64 six-rowed and 49 two-rowed winter barley cultivars
that were registered in Germany during the last 40 years estimate the genetic
gain in yield at 54.6 kg ha−1 y−1 (r 2=0.567) for the six-rowed cultivars and at
37.5 kg ha−1 y−1 (r 2=0.621) for the two-rowed cultivars (Ordon et al. 2005).
For the actual state of barley variety development in Europe, see also Friedt
and Rasmussen (2003).

3.1.2 Genetic diversity in wild and cultivated barley

The influence of the domestication process, followed by the distribution of
barley from its center of origin to all parts of the world and the recent inten-
sive breeding process on the diversity of barley can be assessed by means of
molecular markers. A number of studies have been carried out to estimate
the diversity within and between wild barley populations, to compare the
genetic diversity in wild and cultivated barely and assess the diversity within
today’s modern, high-yielding barley cultivars.

Several studies found a high genetic diversity in today’s wild barley populations orig-
inating from the Fertile Crescent and its neighboring regions by means of different
DNA markers. The level of genetic diversity was higher within populations than
between regions or between populations within a region (Brown et al. 1978; Nevo
1998), and in many cases genetic diversity was associated with eco-geographical
(Song and Henry 1995) and climatic conditions in such a way that wild barley pop-
ulations were more diverse in regions with climatically more stressful conditions
(Pakniyat et al. 1997).

In most of the studies comparing the genetic diversity of cultivated barley with the
currently found genetic diversity in its wild progenitor, the diversity within the gene-
pool of cultivated barley was lower. Analysing SSR polymorphisms in 207 accessions
of wild and cultivated barley, Saghai Maroof et al. (1994) found a significantly higher
diversity in wild barley than in cultivated barley at three of the four loci under inves-
tigation. An analysis with 16 RFLP probes covering nearly all barley chromosomes
showed a higher number of polymorphisms in the wild barleys than in the cultivated
barleys. These analyses supported earlier results obtained by a study of ribosomal
DNA spacer-length polymorphisms at two loci (Saghai Maroof et al. 1990).

To estimate the genetic diversity present in the gene pool of today’s modern
high-yielding barley cultivars, several studies have been carried out on
cultivars originating mainly from North America and Europe. The results
of these studies are difficult to compare, because of the utilization of dif-
ferent marker systems and different measures of genetic diversity. In an
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analysis carried out on 104 accessions of cultivated barley from all major
barley growing areas of the world tested with four SSR primer combina-
tions, the allele diversity was strongly dependent on the specific locus. For
the four individual loci, the diversity was calculated as 0.11, 032, 0.88 and
0.94, respectively with an average diversity index (DI; Nei 1973) of 0.56
(Saghai Maroof et al. 1994). In 28 North American spring barley cultivars
that were analysed by means of 100 genomic as well as cDNA derived RFLP
probes, 57% of the cloned sequences detected polymorphisms. The average
DI based on the probes that detected polymorphisms was assessed as 0.419
for the genomic probes and 0.762 for the cDNA derived clones (Dahleen
et al. 1997). In an analysis of 25 European spring barley cultivars with 681
AFLP markers derived form eight primer combinations 62.1% of the mark-
ers were polymorphic. The genetic similarity among all genotypes, calcu-
lated as SD, was extremely high, and ranged between 0.901 and 0.978 with
an average of 0.932 (Schut et al. 1998). Casas et al. (1998) investigated 37
European spring and winter cultivars with 32 RFLP probes combined with
three restriction enzymes for polymorphisms, and found an average SD of
0.70 between the cultivars with a range between 0.533 and 0.957. In a set of
48 spring and winter cultivars that were registered between 1925 and 1988
in Germany, an analysis with 23 RFLP probes in combination with three
restriction enzymes found 43% of polymorphisms in the whole set and
34% and 30% in subsets of spring and winter barleys, respectively (Graner
et al. 1990).

To get an even more detailed insight into the influences modern plant
breeding had on the genetic diversity during the last 4 decades, 64 six-rowed
and 49 two-rowed cultivars that were registered during this time in Germany
and gained some importance were analysed using a set of 30 SSR markers
distributed evenly over the whole genome (Ordon et al. 2005). The 30 SSRs
corresponded to 169 different alleles and the genetic similarity SD was esti-
mated on average at 0.51 on the whole set and at 0.56 and 0.58 for the six-
rowed and two-rowed cultivars, respectively. In accordance to these results
both subsets of cultivars showed on average a similar level of genetic diver-
sity with a DI of 0.434 for the six-rowed and 0.418 for the two-rowed culti-
vars (Table 3). By grouping the cultivars according to their year of release,
differences in the changes of genetic diversity between the two subsets were
found. While the genetic diversity stayed constant over time in the six-rowed
material, the diversity of the two-rowed cultivars was increased over recent
decades. These results show that modern plant breeding not only caused a
considerable yield gain in German two-rowed winter barley cultivars, but at
the same time increased the genetic diversity in this crop.
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3.2 Oilseed rape (Brassica napus)

3.2.1 Evolution and history of brassicas

Rapeseed (Brassica napus L.), an allotetraploid (genome AACC, 2n =38)
member of the Brassicaceae (Cruciferae) family originated through sponta-
neous interspecific hybridization between turnip rape (B. rapa L., syn.
campestris, AA, 2n=20) and cabbage (B. oleracea L., CC, 2n=18), resulting in
the new amphidiploid species. Since no wild B. napus forms are known, it is
assumed that the species arose relatively recently, in the Mediterranean region
where both of the parental species concurred. The related amphidiploids
Indian mustard (B. juncea, AABB, 2n=36) and Abyssinian or Ethiopian mus-
tard (B. carinata, genome BBCC, 2n=34) arose in the same manner after
crosses of black mustard (B. nigra, genome BB, 2n=16) with B. rapa
and B. oleracea, respectively. Rapeseed (B. napus) is today the most widely
cultivated crop species of the crucifer family. The species is divided into two
subspecies, i) the swedes (B. napus ssp. napobrassica) and ii) B. napus ssp.
napus, including winter and spring oilseed, fodder and vegetable forms. The
latter include the distinct leaf rapes (B. napus ssp. napus var. pabularia), which
used to be common as a winter-annual vegetable (Snowdon et al. 2006).

Brassica vegetables and oilseeds were among the earliest systematically cropped plants.
There are indications that a vegetable crucifer was cultivated already 10,000 years ago.
In India records have been identified suggesting that oilseed brassicas (probably
B. rapa) were used as early as 4000 BC, and later spread into China and Japan. Swedes
were already known in Europe at Roman times, and utilization (probably of B. rapa)
for oil purposes in northern Europe has probably begun around the thirteenth cen-
tury. By the sixteenth century, rapeseed was the major source of lamp oil in Europe,
but significant cultivation of the crop was only recorded from the eighteenth century
on (Snowdon et al. 2006). During the course of the past 3 decades, oilseed rape
has become a major international crop (Lühs and Friedt 1994). Today, it is the
most important oilseed crop in Europe and only soybean has a greater importance
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Table 3. Genetic diversity (DI; Nei 1973) of six and two rowed German winter barley culti-
vars in relation to the year of release

1959–2003 <1985 1985–1995 >1995

Six-rowed cultivars 0.434 0.432 0.419 0.392

Two-rowed cultivars 0.418 0.320 0.407 0.422



worldwide (rapeseed approximately 27 million ha in 2005). Oilseed rape production
is dominated by China (7.2 million ha), Canada (5.2 million ha) and Western Europe
(Germany: 1.4 million ha), but the crop is also significant in Australia (1,080,000 ha),
the Indian subcontinent and Eastern Europe (FAO 2005).

3.2.2 Rapeseed cultivation, oil quality and applications

The use of rapeseed oil for lamp fuel was largely superseded by petroleum
since the end of the nineteenth century, and only the high quality of rape-
seed fat as a lubricant for industrial machinery guaranteed continued pro-
duction of the crop throughout the twentieth century. Oil from early
rapeseed varieties was characterized by a high content of bitter tasting eru-
cic acid (cis 13-docosenoic acid, 22:1n-9), which can lead to cardiac damage
and related health problems. Therefore, rapeseed production in Europe only
peaked significantly during the wars in the twentieth century when rapeseed
oil was used especially for the production of margarine. The poor reputation
of rapeseed oil as a foodstuff was overcome only by the development of “0”
and “00” rapeseed varieties in the 1970s. The first major breakthrough came
with the initial “0-quality” cultivars with erucic acid levels <2% in the seed
lipids (Snowdon et al. 2006), whereas earlier rapeseed cultivars contained up
to 50% erucic acid. Due to major improvements in seed analysis techniques
fatty acid mutants had been identified. A spontaneous mutant of the
German spring rapeseed cv. ‘Liho’ led to the release of a first erucic acid-free
variety in Canada in the early 1970s. However, the value of the crop was still
limited by the presence of high quantities of glucosinolates in the seed,
which made the rapeseed extraction meal unsuitable as a feed for monogas-
tric animals (the digestion of glucosinolates results in the release of toxic by-
products). In 1969 the Polish low-glucosinolate spring rape variety
‘Bronowski’, was discovered and this provided the basis for international
breeding activities to introduce this complex trait (at least three recessive
genes for low glucosinolates) into high-yielding 0-material. The first 00-
quality spring rapeseed variety, ‘Tower’, was release in 1974 and the advance
of oilseed rape (canola) began. Modern rapeseed oil is used for various pur-
poses. Besides its use as a highly nutritional food oil, rapeseed oil also pro-
vides a raw material for many other products ranging from rapeseed methyl
ester (biodiesel) to industrial lubricants and hydraulic oils, tensids for deter-
gent and soap production and biodegradable plastics.

Oilseed rape is cultivated in Europe and Asia predominantly as a winter form,
whereas in Canada, northern Europe and Australia only spring forms are suitable.
The differentiation into winter versus spring forms is due to the presence or absence
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of vernalization requirement for the onset of flowering. While spring oilseed rape is
not winter-hardy and therefore is sown in spring, winter oilseed rape is sown in
autumn and survives the winter in a leaf rosette. Shooting and flowering occurs in
late spring, with pod development and ripening taking place over a period of about
6–8 weeks until mid-summer. As a member of the Brassicaceae, B. napus has a typ-
ical radial flower with four normally yellow petals. Flowers have one pair of lateral
stamens with short filaments and four median stamens with longer filaments. In
contrast to the majority of B. rapa and B. oleracea, its diploid progenitors, B. napus
is a (facultative) outcrossing species with a variable degree of self-pollination. When
insect pollinators such as bees and bumble bees, are abundant, a greater proportion
of cross-pollination can occur, and by directed fertilization it is possible to obtain up
to 100% outcrossing (e.g. using male-sterility systems for hybrid varieties). The
world average rapeseed yield of about 1.68 metric tons per hectare (2005) covers a
wide range, from 3.35 t/ha in the European Union (25), 1.04 in Australia, 1.57 in
China, and 1.64 in Canada to 0.9 t/ha in India (FAO 2005). These differences are
due to variety type and cultivar, climate and soil as well as agricultural inputs (seed
quality, fertilizers, and agrochemicals).

3.2.3 Brassica species, wide hybridization and cytological status

After Morinaga (1934) and U (1935) had discovered that amphidiploid
(allotetraploid) Brassica species originated from diploid progenitors, cyto-
logical studies became a leading role in genome analysis in the Brassicaceae.
During the last few decades, classical cytogenetics have been replaced by
DNA-based techniques and genomics. In earlier time, interspecific or inter-
generic crosses, giving insight into genome relationships among Brassica
species could only be studied by chromosome counts in somatic cells or mei-
otic studies of chromosome pairing and segregation. A first major achieve-
ment was the identification of the chromosome number for B. rapa by
Takamine (1916), followed by the synthesis and analysis of Raphanobrassica
by Karpechenko (1927). Then, the work of Morinaga (1934) and U (1935)
initiated a better understanding of genome homology in the Brassicacaeae.
The development of ovary culture and embryo rescue techniques in the
1950s along with chromosome pairing analyses enabled enormous progress
in the study of genome homologies. The first detailed cytological description
of Brassica somatic chromosome structure was published by Röbbelen
(1960). Studies of chromosome pairing among a huge number of species by
Harberd (1972), led to the classification of cytodemes describing homolo-
gous genomes. Since there is extensive genome homology or homeology
throughout the entire Brassica coenospecies, it is possible to broaden rape-
seed gene pools far beyond the species boundary by the introgression of
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novel genes or alleles (Fig. 1). Consequently, related Brassica species and
their relatives among the Brassicaceae represent a huge pool of potential
gene donors for improving agronomic and quality traits of oilseed rape by
breeding.

In more recent times, advance in the molecular cytogenetic technique of
fluorescence in situ hybridization (FISH), allow the direct chromosomal
localization of labelled DNA probes. FISH techniques have the potential for
more reliable chromosome identification in Brassica, but also for the inte-
gration of genetic and physical maps, for ordering molecular markers and
measuring physical genome distances, and for structural and functional
chromosome analysis. FISH methods for the accurate localization of repeti-
tive DNA sequences at chromosomal sub-arm level, particularly ribosomal
DNA sequences, have provided karyotypes for B. napus and its progenitor
species and the identification of A and C genome chromosomes in the
amphidiploid species (Armstrong et al. 1998; Fukui et al. 1998; Snowdon
et al. 2002). FISH hybridization of BAC clones to B. oleracea and B. rapa
chromosomes represents a first step towards integration of physical and
genetic maps with the karyogrammes of the diploid species and their
amphidiploid hybrid B. napus (Howell et al. 2002, Jackson et al. 2000). Such
comparative fibre-FISH mapping results support evidence that chromoso-
mal duplications, rather than regional expansion due to accumulation of
repetitive sequences in the intergenic regions, played the major role in the
evolution of the diploid Brassica genomes. The use of total genomic DNA as
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a FISH probe (genomic in-situ hybridization, or GISH) is especially useful
for diagnostic studies of the amount and integration of foreign chromatin in
interspecific and intergeneric plant hybrids (Heslop-Harrison and
Schwarzacher 1996). Hybrids between high-yielding rapeseed cultivars and
related species are relatively easily produced and have often been used to
develop new lines containing introduced traits such as novel pest or disease
resistances. Great advances in interspecific hybridization have resulted from
the application of in vitro techniques for the generation of viable offspring
from interspecific and intergeneric hybrids (Lühs et al. 2002). Identification
of alien DNA in wide crosses has been achieved by quantification of chro-
mosome content by flow cytometry and by tracing chromosome and DNA
transfer using molecular markers (Sabharwal and Dolezel 1993).
Visualization of alien chromatin in interspecific hybrids using in situ
hybridization techniques, on the other hand, potentially enables pinpoint-
ing of introgressions to specific chromosomes (Heslop-Harrison and
Schwarzacher 1996; Snowdon et al. 1997).

Intergeneric sexual hybrids between B. napus and Sinapis arvensis containing novel
genes for resistance against blackleg disease on chromosome additions and intro-
gressions were analysed via GISH by Snowdon et al. (2000). Selfed BC3 progenies
included fertile plants exhibiting high seedling and adult plant resistance associated
with the presence of an acrocentric addition chromosome from S. arvensis.
Furthermore, some individuals with adult plant resistance but cotyledon suscepti-
bility were observed to have a normal B. napus karyotype with no visible GISH 
signals, indicating introgression lines carrying at least a subset of the S. arvensis
resistance genes. Schelfhout et al. (2006) used a B-genome specific centromeric
repeat sequence as a PCR and FISH marker to characterize B-genome introgres-
sions in sexual progeny from B. napus×B. juncea crosses exhibiting various traits of
agronomic interest, including resistance against blackleg disease and pod shatter-
ing. Genotypes with normal B. napus karyotype were identified in which the min-
isatellite sequence could be detected by PCR although no FISH signals were
observed, indicating small chromosomal introgressions that carried the gene of
interest. Voss et al. (2000) generated intergeneric crosses between spring oilseed
rape and nematode-resistant oil radish (R. sativus) genotypes, using embryo rescue
to overcome incompatibility barriers. In three backcross (BC) generations, highly
resistant progeny with a minimal number of R. sativus chromosomes were selected
by resistance testing accompanied by GISH analysis. This strategy led to the iden-
tification of a resistant BC3 plant with a monosomic, acrocentric addition chro-
mosome. This individual was backcrossed once again to produce a stable disomic
addition line; however, efforts to introgress the resistance on a stable introgression
failed. Similarly, Peterka et al. (2004) also generated oilseed rape interspecific
hybrid lines containing nematode resistance on a monosomic R. sativus addition
chromosome. Here, R. sativus chromatin was identified by PCR and FISH with a
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Raphanus-specific centromeric repeat sequence. In this case also, however, no
intergenomic transfer of the resistance was reported. Fahleson et al. (1994)
analysed somatic hybrids between Eruca sativa and B. napus using in situ hybridiza-
tion with two E. sativa-specific repetitive DNA sequences accompanied by GISH.
One of the repetitive sequences showed 100% similarity with a part of the E. sativa
rDNA intergenic spacer, and localized to the three pairs of E. sativa rDNA loci,
whereas the other clone was a tandemly repeated element located close to the
telomeres on at least ten E. sativa chromosomes. Analysis of progenies derived from
the somatic hybrids revealed the presence of E. sativa DNA; however, no intergenomic
translocations could be detected by GISH, although the somatic hybrid progeny
contained one to two complete E. sativa chromosomes. Together, these results empha-
size the fact that chromosome translocations among non-homologous genomes are
more likely in the presence of homeologous chromosome pairing allowing interge-
nomic recombination. Genome homeology at the chromosomal level is expected to
be more extensive between oilseed rape and its closer relatives, and this is confirmed
by the relative ease of transferring agronomic traits to B. napus from B. nigra, B. juncea,
B. carinata and Sinapis species, in comparison with the difficulties observed in
more distant crosses. On the other hand, successful transfer of genes of interest in
intertribal asymmetric hybrids has also been demonstrated on a number of occa-
sions and may indicate unknown or partial genome homologies. Interesting
results in this respect were obtained by Wang et al. (2004), who produced sexual
progenies of asymmetric somatic hybrids between B. napus and Crambe abyssinica
in an effort to improve the fatty-acid composition of oilseed rape seed. Through
meiotic GISH, these authors were able to identify intergenomic chromatin bridges
and detect asynchrony between the B. napus and C. abyssinca meiotic cycles.
Lagging, bridging and late disjunction of univalents derived from C. abyssinica
were observed, whereas analysis of cleaved amplified polymorphic sequence
(CAPS) markers derived from the FAE1 gene showed novel patterns different from
the B. napus recipient in some hybrid offspring. This indicated the existence of
novel allelic variation in the interspecific hybrids that presumably arose from
introgression from crambe chromatin to one or more B. napus chromosomes.
Some of the recombinant offspring contained significantly greater amounts of seed
erucic acid than the B. napus parent, demonstrating that it is possible to transfer
agronomic traits from distantly-related crucifers into elite oilseed rape material. In
another example, Winter et al. (2003) used mitotic GISH to characterize recombi-
nation lines containing genes for blackleg resistance from Moricandia arvensis.
Resistant lines were identified which exhibited a normal B. napus karyotype but
carried the Moricandia resistance genes on putative chromosome introgressions.
Although such crosses can exhibit significant linkage drag and hence must be
viewed as very basic material from a breeding perspective, such pre-breeding is of
enormous interest in terms of broadening the genetic variability for particular
traits where little variation is available within B. napus itself.

Due to its partial allogamy, oilseed rape can be treated both as a self-
pollinating or an outcrossing species. Backcrossing has been used to transfer
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genetically simple traits such as low erucic acid and glucosinolate content
into adapted breeding material. Brassica napus is also one of the crop species
most amenable to the application of biotechnology. For instance, it is possi-
ble to reproducibly obtain haploid and subsequently doubled-haploid (DH)
plants through anther and/or microspore culture (cf. Weber et al. 2005).
Major advantages of haploidy technique are simpler genetic segregations
and the rapid fixation of rare recessive genotypes. Thus, utilization of
microspore culture allows a substantial acceleration of the breeding cycle.
DH production has become common practice in commercial breeding rape-
seed programs and has already resulted in numerous licensed cultivars.
Besides haploid techniques, wide hybridization using embryo rescue or pro-
toplast fusion is also used to create novel genetic variation. However, once a
useful property has been identified in a basic breeding stock, e.g. a mutant
line or germplasm from a wild relative, it still takes many years to develop
cultivars possessing this novel desired trait. Here, marker-assisted selection
has become a significant impact on the efficiency of plant breeding practice.
In cases where conventional approaches have not been sufficient, further
improvements are achievable by genetic engineering.

3.2.4 Exploitation of novel genetic variation for rapeseed breeding

In modern plant breeding, it becomes more and more important to have
suitable and efficient tools for an effective discrimination of genotypes and
breeding lines. Many studies have demonstrated the use of molecular marker
techniques for the analysis of genetic variation in oilseed rape: Becker et al.
(1995) compared cultivars and resynthesized lines (RS; generated from
interspecific hybridization between suitable forms of Brassica rapa L. and
B. oleracea) by isozyme and RFLP markers and concluded that RS rapeseed are
a suitable resource for broadening the genetic base of the species; Song et al.
(1995) described the rapid genome changes in synthetic Brassica polyploids
and discussed the evolutionary implications arising from the ability of poly-
ploid species to generate extensive genetic diversity in a short period of time;
Thormann et al. (1994) used RFLP and RAPD markers to determine genetic
distances in and between cruciferous species; Halldén et al. (1994) charac-
terized B. napus breeding lines by RFLP and RAPD techniques, while Diers
and Osborn (1994) compared RFLP patterns in 61 winter and spring rape-
seed genotypes and concluded that the two forms constitute two genetically
distinct groups. The relationship between genetic distance and heterosis in
oilseed rape was investigated by Diers et al. (1996) using RFLP markers,
and by Riaz et al. (2001) with sequence-related amplified polymorphisms
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(SRAP). Plieske and Struss (2001) were able to clearly differentiate winter
and spring rapeseed in a cluster analysis using SSR markers. Furthermore,
RAPDs were used by Mailer et al. (1994) for discrimination of rapeseed cul-
tivars, and by Demeke et al. (1992) for taxonomic analyses in Brassica
species. Lombard et al. (2000) used AFLPs to genotype winter rapeseed and
to estimate genetic similarities and demonstrated the effectiveness of AFLP
markers for genetic distinction of cultivated rapeseed types.

Many cultivars still represent a kind of (pure) lines (also named “open pollinated”
varieties, OP varieties) derived by breeding schemes designed for self-fertilizing
crops, i.e. pedigree selection or modifications thereof. However, an increasing num-
ber of cultivars nowadays are single cross (F1) hybrids derived from a male-sterile
female and a corresponding fertile male restorer line. For example, the current
German list of winter rapeseed cultivars comprises 56 varieties, 14 of which are
restored hybrids (BSA 2005). Leading cultivars such as Oase and Trabant represent
the line and the hybrid type, respectively, and are both characterized by a very high
oil yield. Both OP and hybrid cultivars show an enormous genetic variability, since
they can give rise to highly diverse progeny due to genetic segregation, particularly
when extremely different parents were used for hybrid production. However, breed-
ing for agronomic and economic value tends to biased exploitation of genetic vari-
ation. Therefore, it is necessary to continuously integrate diverse germplasm into the
breeding process to maintain a high level of genetic diversity. Here, resynthesis of
novel B. napus genotypes through artificial crosses between the diploid parents,
assisted by embryo rescue, has repeatedly been shown to be useful for broadening
the genetic basis of rapeseed. Both progenitor species exhibit an extremely broad
genetic and phenotypic diversity that is the potential for a huge variety of different
RS rapeseed forms (Chen and Heneen 1989, Song et al. 1993, Lühs et al. 2000). The
relatively high extent of intergenomic recombination between A and C genome
chromosomes in early generations of RS rape further increases the potential for cre-
ation of novel genotypes through resynthesis (Song et al. 1993; Lydiate et al. 1995).
In a detailed study, Seyis et al. (2003) have compared RS rapeseed lines originating
from crosses between Yellow Sarson (B. rapa ssp. trilocularis, high erucic acid and
high glucosinolate contents, and different cauliflower (B. oleracea L. convar. botrytis,
BK) varieties using AFLP markers (Fig. 2). Genetic diversity was compared with a
collection of diverse spring oilseed and fodder rape types from different countries
(Australia, Canada, Denmark, France, Germany, Sweden, New Zealand) by PCoA
analysis. A total of 165 RS lines were tested in field trials together with 40 European
spring oilseed and fodder rape cultivars. All RS lines were self-fertile, possessed tra-
ditional high-erucic and high-glucosinolate seed quality, had moderate or no ver-
nalization requirement and week winter hardiness (cf. Seyis et al. 2003). For genetic
analysis, a set of three AFLP primer combinations was used, scoring a total of 467
polymorphic bands in the complete set of B. napus RS lines and spring rapeseed
varieties. The 40 cultivars studied formed a distinct cluster in the PCoA analysis
(Fig. 2). As expected, the RS lines proved to be rather closely related due to their
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common B. rapa parent Yellow Sarson. However, in addition to the molecular data
the phenotypic data from field evaluations of morphologic and agronomic traits
including plant height, leaf morphology, days to flowering, flowering period, time of
maturity, vegetation period and seed yield components showed a clear differentia-
tion between the different RS families (Fig. 2), which in turn could be clearly differ-
entiated from natural spring rapeseed cultivars, fodder types and Canadian oil
types.

Altogether, the results of different studies show that a vast, exploitable
genetic variation exists both in spring and winter rapeseed materials. In
addition, both groups represent clearly differentiated genetic pools which
form the basis for the identification of superior combinations for breeding
of, both, line and hybrid varieties. However, the limited geographic range of
rapeseed and intensive breeding particularly focussing on canola (00) qual-
ity has led to a comparatively narrow genetic basis of current breeding mate-
rials. In this context, RS material can significantly increase the available gene
pool and provide novel basic germplasm for further improvements of agro-
nomic and quality traits, i.e. grain yield, oil and meal composition.
Furthermore, RS rapeseed is potentially of great value for hybrid breeding,
since heterotic effects tend to be higher in crosses of genetically distant ver-
sus more related materials. On the other hand, RS genotypes are generally
not suitable to be used directly for oilseed rape hybrids, because they usually
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Fig. 2. Genotypic and phenotypic relatedness among resynthesized rapeseed lines (dark grey),
their parents (black) and a set of spring rapeseed cultivars (light grey) A PCoA analysis based
on 467 polymorphic AFLP fragments showing the genetic relatedness. B PCA analysis
based on 19 different morphologic and agronomic traits. Both analyses show a clear cut sepa-
ration on the first axis between resynthesized rapeseed lines and the cultivars (Seyis et al. 2003;
modified)



display inferior seed quality traits such as low seed oil content, high erucic
acid and glucosinolate contents as well as other undesirable quality traits.
The large genetic distance between RS lines and rapeseed cultivars is of par-
ticular interest in terms of increasing potential heterosis via hybrid develop-
ment. In order to investigate the heterotic potential for yield components,
selected RS lines from the material described by Seyis et al. (2003) were used
to develop experimental hybrids with male-sterile breeding lines. In field tri-
als at three locations, several hybrids based on RS lines gave a higher yield
potential than check cultivars (cf. Seyis et al. 2002; Spiller et al. 2004).

The enormous potential of resynthesic basic material for rapeseed breeding
will make efforts dealing with germplasm conservation and well-directed use
of the diploid Brassica parents more important in the future. On the other
hand, the initial yield potential of RS rapeseed (usually spring type) is low.
Therefore, the use of such forms and the novel genetic variability thus created
must be directed, particularly with regard to seed quality and yield, to facilitate
its integration into high-yielding winter rapeseed breeding material.
Specifically, this can be achieved by producing semi-synthetic rapeseed forms
via backcrosses to adapted cultivars or by developing high-yielding hybrids.
Obviously, the establishment of new gene pools based on novel B. napus is lim-
ited by its inferior agronomic performance and seed quality (high erucic, high
glucosinolates), hence this approach must be considered under more long-
term perspectives. However, the discovery of low-erucic acid mutants among
B. oleracea accessions and the development of RS rapeseed forms via interspe-
cific crosses with interesting 0- or 00-quality B. rapa genotypes will open the
possibility to use such new rapeseed material as a genetic source for quality
and yield improvement in oilseed rape (Lühs et al. 2000, 2002; Seyis et al.
2002). As demonstrated, molecular markers such as AFLPs and SSRs assist in
the evaluation of RS lines in terms of describing their genetic distance in rela-
tion to existing breeding material, in order to enrich the available gene pool for
breeding of the crop species. Based on the broad genetic diversity in the basic
Brassica materials, including wild species, undomesticated accessions, breed-
ing lines and released varieties, novel rapeseed cultivars representing a great
genetic diversity will continue to be valuable sources for rapeseed breeding.

4 Conclusions

Modern plant breeding methods have enabled rapid breeding progress lead-
ing to a multiplication of product yield of practically all crop plants. Due to
the bottleneck function of domestication and continuous selection for
higher yield along with specific resistance and quality traits genetic diversity
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in modern cultivars has decreased as compared with old varieties, landraces
or wild ancestors of cultivated plants. However, genetic diversity is a prereq-
uisite for breeding progress regarding major characteristics such as adapta-
tion to growing conditions, resistance to biotic and abiotic stresses or quality
requirements. Therefore, the creation of novel genetic variation is a major,
continuous task of plant breeders to build the basis for further improve-
ments in the performance of crop varieties. As shown in this chapter, plant
breeders have many options to widen genetic diversity in respective
plant species, like barley and rapeseed. In particular novel genetic variation
can still be created by sexual hybridisations within and across species, i.e.
(i) intraspecific crosses between distinct genotypes within a species i.e. sub-
species, landraces, varieties, cultivars or inbred lines, (ii) interspecific crosses
between related species within a genus leading to fertile hybrids, e.g. Brassica
sp., Hordeum sp. or Triticum sp., (iii) intergeneric crosses between species
belonging to different but related genera, e.g. Brassica x Orychophragmus,
Brassica×Raphanus, Festuca×Lolium, Triticum×Secale (Triticale).

In addition to that, cell fusion allows the creation of hybrids which would
be extremely difficult to create or not achievable at all by sexual hybridization,
e.g. products of intergeneric somatic hybridisation between distantly related
cereals such as rice (Oryza sativa) and barley (Hordeum vulgare). However, if
the distance is too large, the fusion product may still be sterile, as in the case
of rice–barley hybrids (Kisaka et al. 1998). Again, the results will be more
promising in the case of closer related genera or even hybridisations between
species belonging to the same genus, like in the case of asymmetric fusions
between cells of Helianthus annuus and H. maximiliani, leading to partial
hybrids and selected sunflower lines with enhanced resistance against the
fungal pathogen Sclerotinia sclerotiorum (Rönicke et al. 2004).

In addition, genetic engineering allows the creation of new genetic varia-
tion since useful genes for plant breeding are already abundant (cf. Koornneef
and Stam 2001). Numerous respective examples in the literature include
improvements of important agronomic and quality traits such as fatty acid
composition (e.g. Stoll et al. 2005, 2006) and tocopherol content (e.g. Kumar
et al. 2005; Raclaru et al. 2006). Along with increasing knowledge of plant bio-
chemistry and physiology the options for broadening genetic variation and
plant improvement by breeding are expected to grow substantially.
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Plant Breeding: Antisense ODN Inhibition in in vitro
spike cultures as a powerful Diagnostic Tool in Studies
on Cereal Grain Development

Christer Jansson, Chuanxin Sun, Seedhabadee Ganeshan and 
Ravindra N. Chibbar

1 Introduction

The study of grain development is perhaps one of the most complex and
confounding processes in cereals. In addition to carbon partitioning into the
grain, other plant metabolic processes, tissues, organs and environmental
factors influence the development of the grain. Due to the importance of
cereals as a food/energy source, there has been tremendous effort over the
past several decades to understand the grain development process in order to
enhance productivity and cater to the food requirements of the ever-growing
world population. The significant influence of the environment on grain
development has hindered the proper understanding of the factors that play
key roles in this process. Therefore, development of a system, wherein
the confounding effects of the environment and tissues/organs could be
neutralized would be valuable in understanding grain development/filling.
Furthermore, with the environment being kept constant, the effects of
monitored alterations of physico-chemical factors on grain development can
be studied. Field and growth chamber experiments, although valuable, have
the disadvantage of being governed by uncontrollable variables. Thus, devel-
opment of an in vitro approach that would allow for a coordinated, concerted
and targeted approach to study grain development would be useful. Even
though results from such studies cannot be directly extrapolated to actual
field situations, a basic understanding of the grain developmental process can
be obtained under various treatments and used as a model on which to build
further understanding of grain development under actual growth conditions.
However, even with an in vitro approach, every effort should be made to
tailor the system to be as close as possible to an in vivo situation.

This chapter has the 2-fold purpose of describing the cereal in vitro spike
culture as a model system for cereals, and the antisense ODN technology as
an emerging means for studying cereal grain development.
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2 Antisense ODN inhibition

Antisense oligodeoxynucleotides (ODNs) are naturally occurring in both
prokaryotes and eukaryotes where they partake in gene regulation and
defence against viral infections (Vanhee-Brossollet and Vaquero 1998;
Lehner et al. 2002). Antisense ODNs are short (12–25 nt-long) stretches of
single-stranded ODNs that hybridize to the cognate mRNA in a sequence-
specific manner, thereby inhibiting gene expression. The mechanisms for
antisense ODN inhibition are not fully understood but it is generally con-
sidered that the ODN either sterically interferes with translation or pro-
motes transcript degradation by RNase H activation (Gewirtz et al. 1998; Shi
and Hoekstra 2004; Fig. 1).

The most effective mechanism of antisense ODN inhibition of gene
expression is attributed to RNase H-mediated target-mRNA degradation
(Crooke 2000). The enzyme RNase H (EC 3.1.26.4) is a non-specific ribonu-
clease that cleaves the 3′-O-P-bond of RNA in a DNA:RNA duplex to pro-
duce 3′-hydroxyl and 5′-phosphate-terminated products. In contrast to
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other ribonucleases, such as RNase A or RNase T1, RNase H leaves a 3′-
phosphorylated product. The two fragments generated by the RNase
endonucleolysis are a 5′ product possessing a cap structure but lacking a
poly(A) tail and a 3′ product possessing a poly(A) tail but lacking the cap
structure. It is generally assumed that both resulting mRNA cleavage prod-
ucts are rapidly degraded in the cell, thus resulting in an untranslatable mes-
sage; the lack of the poly(A) tail of the 5′ product leads to subsequent 3′-5′
exonucleolytic attack whereas the 3′ product may be a substrate for 5′-3′
exonucleolysis. Members of the RNase H family are found in most organ-
isms, from (eu)bacteria and archae to eukaryotes. RNase H is present also in
retroviruses, where it is part of the viral reverse transcriptase enzyme.
During DNA replication in eukaryotes, RNase H is responsible for digestion
of the RNA primer, allowing completion of the newly synthesized DNA.

In laboratory work, RNase H is used to specifically degrade RNA in
DNA:RNA hybrids, e.g. to destroy the RNA template after first-strand
complementary DNA (cDNA) synthesis by reverse transcription.

3 Antisense ODN inhibition as a technology for gene silencing

One of the hallmarks in the initiation of the development of antisense ODN
technology for the purposes of molecular biology and medical therapy was
the demonstration in 1978 that synthetic ODNs complementary to Raos sar-
coma virus could inhibit virus replication in tissue cultures of chick embryo
fibroblasts (Zamecnik and Stephenson 1978). Since then, the antisense ODN
technology has been widely used in animal sciences and as an important
emerging therapeutic approach in clinical medicine (Gewirtz et al. 1998;
Dagle and Weeks 2001; Hu et al. 2002; Shi and Hoekstra 2004; Yang et al.
2004).

3.1 Construction of antisense ODNs

To obtain the desirable effects, the ODNs need to meet certain physical
requirements. First, ODNs need to be able to traverse the plasma mem-
brane and then hybridize with the cognate target transcript. Second, the 
ODNs should exert as little non-sequence-related toxicity as possible.
Third, the ODNs should remain stable in the extracelleular and intracellu-
lar environment in which they are located. While natural DNA has been
used in many studies (see Gewirtz et al. 1998 and references therein), it is
becoming increasingly common to use DNA that has been modified to 
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better withstand attacks from endonucleases and exonucleases. Two such
modifications are accomplished by replacing one of the non-bonding 
oxygen atoms in the phosphate group with either a methyl or a sulfur
group, resulting in methylphosphonate or phosphorothioate ODNs,
respectively. Another ODN modification is offered by the peptide nucleic
acid (PNA).

As opposed to natural ODNs, which are negatively charged, methylphos-
phonates are neutral, and therefore lipophilic. Thus, it has been postulated
that these modified ODNs might be more efficiently imported into cells 
as compared to non-modified ODNs. However, utilization of methylphos-
phonates in antisense ODN studies has been hampered by several 
shortcomings (Gewirtz et al. 1998). First, and most importantly,
methylphosphonate ODNs do not allow RNase H-mediated digestion of
the RNA in the ODN:RNA duplex, and their antisense effect is most likely
instead attributed to translational blocking. Second, since they are
lipophilic the methylphosphonates are difficult to get into solution. Third,
these ODNs are chiral with respect to the methylphosphonate bond and
hence exist as racemic mixtures for any given conformation. This probably
lowers their affinity to the target RNA.

In contrast to the methylphosphonates, phosphorothioate ODNs are
successfully employed in both basic biological research and clinical medi-
cine (Gewirtz et al. 1998; Dagle and Weeks 2001; Shi and Hoekstra 2004).
Phosphorothioates are compatible with RNase H attacks of the ODN:RNA
hybrid and they are relatively nuclease resistant. Furthermore, their nega-
tive charge renders them water soluble. However, since the outer surface of
the plasma membrane is usually negatively charged, the polyanionic nature
of the phopshorothioates also impairs cellular uptake. In addition, phos-
phorothioate ODNs have been found to electrostatically interact with pro-
teins, e.g. various growth factors and DNA polymerase (Brown et al. 1994;
Gewirtz et al. 1998; Stein 1999; Shi and Hoekstra 2004). Finally, high con-
centrations of phosphorothioates inhibit RNase H activity (Gewirtz et al.
1998). A great number of strategies have been set up to further improve the
efficacy of the phosphrothioate ODNs. One such attempt is to use end-
capped phosphorothioates, where the 5′ and 3′ linkages are sulfated
(Gewirtz et al. 1998).

In PNAs, the phosphodiester linkage is replaced by a peptide backbone
composed of N-(2-aminoethyl)-glycine units (Gewirtz et al. 1998; Shi and
Hoekstra 2004). PNA-based ODNs are completely nuclease resistant and
retain the RNA-binding capacity. They are also achiral and show minimum
binding to proteins. However, like methylphosphonates, PNAs do not acti-
vate or recruit RNase H (Lomakin and Frank-Kamenetskii 1998; Pitts and
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Corey 1998). Another limitation with PNAs is that they cannot freely per-
meate plasma membranes, but have to be delivered with artificial vectors.

In addition to methylphosphonates, phosphorothioates and PNAs, there
are a great number of other modifications possible to improve the functional
and structural properties of antisense ODNs (Gewirtz et al. 1998; Shi and
Hoekstra 2004).

3.2 Delivery and intracellular trafficking of antisense ODNs

A successful antisense ODN approach requires a convenient carrier system
that transfers ODNs efficiently into the cells and, for RNase H-mediated
antisense effects, a subsequent efficient uptake into the nucleus. In animal
experiments, naked natural and phosphorothioate ODNs are usually not
taken up by the cells, since both the ODNs and the outside of the plasma
membrane carry a net negative charge. In some studies (Shi and Hoekstra
2004), an antisense effect has been obtained with free naked ODNs provided
they were applied at a relatively high concentration (10–20 µM). Methyl-
phosphonate derivatives, on the other hand, are uncharged, and it has been
reported that they enter cells via diffusion (Gewirtz et al. 1998).

Problems with membrane permeability can be circumvented by microin-
jection, electroporation or membrane permeabilization with chemical
agents (Shi and Hoekstra 2004). However, since these methods are either
harmful to cells or laborious, they are rarely used for routine purposes.

Alternative methods for delivery of ODNs to the cell rely on the use of
liposomes, polymers and peptides as vectors (Shi et al. 2001; Hu et al. 2002;
Shi and Hoekstra 2004; Yang et al. 2004). For example, cationic liposomes
readily accommodated DNA via electrostatic interactions in a complex
structure, referred to as lipoplexes (Oberle et al. 2000; Maurer et al. 2001).
Liposome and polymer carriers form complexes with the ODNs and
enhance their absorption to the plasma membrane. The complexed ODNs
are then internalized by endosyctosis. Following endocytosis, the ODNs are
released from the endosomes and can reach the nucleus. The mechanisms of
endosomal release of complexed ODNs are not clear but it seems as if it is
promoted by destabilization of the endosomal membrane.

4 Antisense ODN inhibition in in vitro spike cultures as a
powerful strategy in studies on cereal grain development

With a notion of being able to control supply and composition of assimilates
into developing wheat grains, Donovan and Lee (1977) developed a
detached wheat spike culture approach in liquid medium containing
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sucrose, amino acids and salts. Spikes of about 10 cm in length at 8 or 20
days post-anthesis were cultured for up to 12 days and grain weight, total
nitrogen, starch, DNA content and metabolic and storage nitrogen contents
were determined. Their results indicated that grain weight, nitrogen and
starch were comparable to field-grown plants. In a subsequent study, the
effect of nitrogen source on such detached wheat spikes were studied, with
the result that weight and starch content of the grains were unaffected, but
there was an increase in nitrogen content with increased nitrogen supple-
ment (Donovan and Lee 1978). Further modifications and variations of this
technique have subsequently been reported mostly with regards to carbohy-
drate and nitrogen source supplements to the culture medium (Barlow et al.
1983; Singh and Jenner 1983; Ma et al. 1996). The spike culture approach has
also been used with barley. Giese et al. (1983) used different levels of nitro-
gen for culture of 8 days post-anthesis spikes and after 20 days observed
higher protein contents at higher nitrogen levels compared to controls.
Similarly, protein and carbohydrate accumulation was studied in spike-
cultured grains of normal and high-lysine mutants of barley on media
containing different levels of nitrogen and sucrose levels (Mather and Giese
1984). It was found that the spikes of normal barley in culture accumulated
higher levels of N in response to increasing N levels, but had lower
endosperm dry weight and starch than plants grown under normal condi-
tions. Using a similar approach spike culture of barley has been studied in
relation to endosperm protein synthesis and accumulation in response
different levels of nitrogen supplied as ammonium nitrate to 8 days post-
anthesis spikes (Corke and Atsmon 1988, 1990). In one of these studies,
Corke and Atsmon (1988) showed that cultivated barley (H. vulgare cv Ruth)
endosperm protein could increase to above 30% with nitrogen supplement
compared with endosperm of plants grown under normal conditions, in
which endosperm protein content was 14%. In this situation, it was con-
cluded that it was most likely that nitrogen uptake by the root was the
limiting factor in in vivo grown plants accounting for the low protein con-
tent. The culture of detached wheat spikelets has also been attempted. Trione
et al. (1989) cultured 7 days pre-anthesis wheat spikelets to maturity of the
embryos. Although their study suggested a close correlation between in vivo
and in vitro floret and grain physiology, recourse to embryo rescue for most
of the developing spikelets was necessary for further development and
germination of the embryo. Millet and Jenner (1991) cultured 15–20 days
post-anthesis wheat endosperms on liquid medium supplemented with
(14C)-sucrose and (3H)-glutamine and observed starch and protein accumu-
lation for up to a week, albeit at a lower rate compared to normally
developing grains.
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Although these fundamental studies since the early 1980s have added to
our understanding of carbohydrate and protein accumulation in the grain to
some extent, we are still far from fully elucidating the complex process of
grain development. This has mainly been due to the spike culture having
been started post-anthesis and being stopped before the grain attained full
maturity. There was therefore a need to further refine this culture from a
pre-anthesis stage to full maturity of the grain, so that grain development
could be followed over that duration. Furthermore, with technological
advances over the past 10 years, the spike culture can be viewed with
renewed interest as an ideal in vitro system for studying grain development
employing transcriptomics, metabolomics and proteomics tools. From
using the spike culture only for monitoring carbohydrate and protein accu-
mulation in the developing grain in response to different levels of N or
sucrose, the spike culture can additionally be used as a system to study the
effects of abiotic factors on grain development as well as to dissect the devel-
opmental pathways during grain development in conjunction with the
above mentioned tools. The immature spike culture has successfully been
refined for both wheat and barley for such studies (Chibbar et al. 2005). The
spikes were excised prior to anthesis and deprived of all leaves, including the
flag leaf. Anthesis occurred about 7 days after initiation of culture in a
medium containing sucrose and L-glutamine as defined by Dalal et al.
(1999), and attained maturity in about 30 days, with mature and fertile seed
set. The immature wheat spike cultures have been optimized to study the
effects of salinity, pH and cadmium accumulation on grain development.
Study of these factors is often confounded by the presence of soil solutes in
the rhizosphere. With the influence of the leaves and roots being ruled out,
the extent of the influence of these abiotic factors on grain development
could be assessed. Salinity, for example, decreased seed weight, but had no
effect on the number of seeds per spike and on the ratio of starch to protein.
At low pH there was an increase in seed weight, starch and protein contents.
There was, however, a reduction in the number of seeds. High pH did not
affect grain development. If these studies were conducted in vivo in growth
chambers or field conditions, with the number of uncontrollable variables,
data interpretation would have been more difficult. However, conclusions
drawn from the in vitro experiments should be used cautiously until paral-
lel experiments with the same variables are tested on intact plants, wherein
leaves from hydroponically grown plants at the same stage of spike culture
initiation can be removed and grain development studied.

The in vitro spike cultures of wheat, barley and other cereals potentially
offer an excellent system for the utilization of the powerful antisense ODN.
However, antisense ODN inhibition has been an under-exploited strategy
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for plant tissues, although the prospects for plant cells in suspension cultures
to take up single-stranded ODNs was reported over a decade ago (Tsutsumi
et al. 1992). In 2001, two reports from Malhó and coworkers (Moutinho
et al. 2001a,b) demonstrated the use of cationic-complexed antisense ODNs
to suppress expression of genes encoding pollen-signaling proteins in pollen
tubes from the lilly Agapanthus umbellatus. For the uptake of DNA pollen
tubes represent a unique system, since the growing tip is surrounded by a
loose matrix of hemicellulose and pectins, exposing the plasma membrane
(Moutinho 2001a) and the first uptake of ODNs by pollen tubes was
reported as early as 1994 (Estruch et al. 1994).

Complexed ODNs are unlikely to be efficiently taken up by spike cul-
tures. Therefore, a breakthrough in the employment of antisense ODN
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Fig. 2. A model representing the action of the suisba2 antisense ODN in barley leaves. The
antisense ODN enters the nucleus and binds to the complementary mRNA. The RNA strand
of the duplex region is degraded by RNase H into two fragments. The capped (m7G) 5′ frag-
ment lacking a poly(A) tail is rapidly degraded, whereas the uncapped 3′ fragment is stable
due to its poly(A) tail. The 3′ fragment enters the cytosol but fails to be translated since it lacks
the 5′ cap. Suc sucrose. Modified from Sun et al. (2005)



inhibition as a powerful approach in plant biology was recently presented
by Sun et al. (2005) in their work on intact barley leaves. As was illustrated
by confocal microscopy and fluorescently labelled ODNs, naked ODNs
were taken up through the leaf petiole and efficiently imported into the
plant cell and the nucleus. The work portrayed in that study demonstrate
the applicability of antisense ODN inhibition in plant biology, e.g. as a
rapid antecedent to time-consuming transgenic studies, and that it operates
through RNase H degradation (Fig. 2). Sun et al. used the antisense ODN
strategy to demonstrate the importance of the SUSIBA2 transcription fac-
tor (Sun et al. 2003) in regulation of starch synthesis, and to depict a possi-
ble mechanism for sugar signalling in plants and how it might confer
endosperm-specific gene expression during seed development. The anti-
sense ODN experiments by Sun et al. (2005) also illustrated that transcrip-
tion factor inhibition offers the potential to simultaneously target several
genes for a given pathway, and thus suggests a novel strategy for metabolic
engineering of starch synthesis.
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Fig. 3. Experimental setup with barley spike cultures. Excised immature barley spikes are
placed in tubes with culture medium for 30 days and post-anthesis metabolic changes in the
endosperm of dissected seeds are monitored at regular intervals until maturity. Due to the
simple and defined nature of this system, it offers the opportunity to variously supplement
the medium with factors of interest, such as [1−13C]-glucose for metabolic flux analyses
(MFA), or antisense ODNs



5 Conclusions and perspectives

Combining the antisense ODN technology as reported by Jansson and
coworkers with the in vitro cereal spike cultures developed by Chibbar’s
group should prove an important experimental system in the studies on
cereal grain development (Fig. 3). In preliminary experiments, the uptake of
ODNs into endosperm cells of in vitro spike cultures of barley was illus-
trated by using susiba2 (Sun et al. 2003) antisense ODNs to inhibit starch
branching activities in the grain (Sun et al. unpublished). The mechanisms
by which naked ODNs are able to permeate across plant plasma membranes
remain to be elucidated.
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Characean Algae: Still a Valid Model System to 
Examine Fundamental Principles in Plants

Markus Braun, Ilse Foissner, Hinrich Lühring, Hendrik Schubert 
and Gerhard Thiel

We dedicate this article to the late Geoff Findlay, a pioneer in modern plant electro-
physiology

1 Introduction

The large cells of the Characeae have served for many decades as the model
system par excellence to study basic physiological and cell biological phe-
nomena in plants. One reason for this model character was given by the
many physiological and structural similarities between these highly evolved
green algae and higher plants. More important for the model character, how-
ever, was the unique geometry of the internodal cells. Single Chara cells can
be as long as 10 cm with a diameter of 1 mm. These dimensions favoured the
first use of intracellular microelectrodes in plants. Later, they basically
imposed no limits to experimenters using even multiple microelectrodes
simultaneously in one cell. The geometry of the cells also provided an invi-
tation to perform some of the most incredible kind of microsurgery. Cells
were deprived of their tonoplast in order to study the effect of this organelle
on other cellular functions. Furthermore, chloroplasts could be removed and
re-supplied to individual cells in order to examine the correlation between
ion fluxes across the chloroplast membrane and the regulation of plasma
membrane transport.

Because of the advantageous geometric features, many of the key tech-
niques in modern plant physiology were first developed, tested and calibrated
in characean cells. They were the first to be studied with modern voltage
clamp techniques and were used for recording the first quantitative measure-
ments on cytosolic free Ca2+ with various methods. In addition, the turgor
pressure probe was initially established in Chara. Verification of the
recordings was disburdened by the fact that Chara already represented a 
well-studied model system for the understanding of water relations in plants.
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Thanks to this avant gard development of techniques, many of the funda-
mental concepts in plant physiology, including membrane excitation, the
presence of an H+-ATPase in the plasma membrane, the mechanism of
cyclosis, the importance of statolith-cytoskeleton interactions for gravitro-
pism and many more concepts, were discovered first in characeaen cells.

Technical developments in the last 2 decades seem at first glance to have
made the Chara model system redundant. The discovery of the patch clamp
technique, in which Chara again played a significant role, now allows us to
study the transport features of nearly all higher plant cells of interest directly.
Fluorescent techniques and expression of Ca2+-sensor proteins in higher
plants no longer require large cells. In addition, many of the techniques
developed for Chara are now miniaturized to such a level that they can be
applied with no problem to any plant cell in question. Most of all, however,
the progress in molecular biology and the complete sequencing of the
Arabidopsis and rice genomes have provided the ideal tools to examine the
function and expression of proteins directly in higher plants. These tools are
not available (yet) for Chara.

The critical question, therefore, is whether the Characeae still offer in 
contemporary research any benefits as model system. The present review
summarizes some recent work concerning fundamental principles in plant
biology. The contributions provide new insights in the molecular and cellu-
lar mechanisms of gravity sensing and gravity-oriented growth, wound
response, signal transduction and sex differentiation and will show that the
Characeae are more than ever an indispensable source of information. The
interest in these algae derives not at least from the phylogenetic position of
the Charales as the precursors of land plants (Graham 1993; Kranz et al.
1995; Lewis and McCourt 2004). And, as in the past, the variety of specific
features, like the geometry, the single cell character of the internodes, rhi-
zoids and other characean cell types, the excellent access to plant membranes
and organelles etc., still bears great potential for future research.

2 Chara as a model for pattern formation

The formation of complex structures in multicellular organisms is a key
interest in modern biology. The genetic identity of the cells participating in
the formation of cell patterns alone does not provide an explanation for the
generation of the spatial structures. The question, therefore, is how patterns
can emerge from an initially more or less structureless system, and which
factors influence this pattern formation. Many lessons on this can be learned
from single cell systems, because breaking of the cell symmetry occurs
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within a single cell. A classical example is the formation of alkaline and
acidic bands in the Characeae (Lucas and Smith 1973). This formation is
tightly coupled to the photosynthetic system of the cells. However, also for
stimulus induced pattern formation, Chara offers an interesting model sys-
tem. It is well known that wounding induces a polarization of cellular repair
activity in the area of injury. Also differential growth involved in gravitropic
responses can be seen in the context of pattern formation since a locally per-
ceived stimulus induces differential growth activity within the same cell.

3 Rhizoids and protonemata of the green alga Chara as 
unicellular model systems for gravity sensing and 
polarized growth

Gravity is one of the most important environmental stimuli that plants use to
adapt to their environment. They cannot escape this stimulus, and use it in a
most beneficial way to optimize exploitation of resources. Gravity sensing
mechanisms evolved early in the history of plants; they are already used by
water-living algae and became a conditio sine qua non for the evolution of
higher plants which left the water and conquered the space above and below
the surface of the earth. Knight (1806) was the first to discover that plants use
gravity as a guide for the orientation of their organs and later in the nine-
teenth century, gravity sensing of higher plants roots was found to take place
in a specialized region, the root tip (Ciesielski 1872). In 1900, Nemec and
Haberlandt independently identified specialized cells, so-called statocytes, in
the shoot endodermis and the root cap as the primary gravity-sensing sites,
which contain sedimentable starch-filled amyloplasts that function as sta-
toliths (starch-statolith hypothesis). Gravity-induced sedimentation of
statoliths was proposed to represent the early physical step of gravitropism
(susception) that precedes graviperception and the gravitropic response.

Whereas our knowledge on hormone-dependent gravitropic response
mechanisms is rapidly increasing (Blancaflor 2002; Ottenschläger et al. 2003;
Aloni et al. 2004; Blilou et al. 2005), the cellular and molecular basis of the
decisive early phases of gravity susception and gravity perception is not
understood. So far, only opposite hypotheses exist which to explain how the
vectorial information of a physical displacement of statoliths is perceived by
cellular components which create a physiological signal and elicit the gravit-
ropic signalling pathway. Elements of the cytoskeleton, the highly dynamic
filamentous networks of microtubules and actin microfilaments, have 
been postulated to be involved in gravity sensing, but their role in the grav-
itropic signalling pathways is still enigmatic, since experimental findings are
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contradictory (Sievers et al. 1991a, 2002; Kiss 2000; Blancaflor 2002; Hou
et al. 2004).

Characean algae provide two well established model cell types, rhizoids
and protonemata, which are increasingly used to study cellular mechanisms
and the molecular basis of gravitropism (Sievers et al. 1996; Braun 1997;
Braun and Wasteneys 2000; Braun and Limbach 2006). The tube-like cells of
the rhizoids with diameters of up to 30 µm are produced by nodal cells of
the green thallus and rapidly expand into the surrounding medium by tip
growth. They are more easily accessible for experimental approaches than
the gravity-sensing cells in higher plants. The gravitropic signal-
transduction and response pathways are short and limited to the apical
region of a single cell. Positively gravitropic (downward growing) rhizoids
have a root-like function and anchor the algal thallus in the sediment
(Fig. 1). From the morphological point of view, protonemata are very 
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Fig. 1. Rhizoids and protonemata of characean algae are tip-growing cells which originate
from nodal cells of the green thallus. Rhizoids grow in the direction of gravity (positive grav-
itropism, on the right) to anchor the thallus in the sediment. Protonemata are produced in
the absence of blue light, e.g. when the thallus was buried in the sediment, and grow upward
against the direction of gravity (negative gravitropism, on the left) back into light where they
terminate tip growth, divide and regenerate the green thallus. The arrow denotes the direction
of gravity. (Modified after Braun and Limbach 2006)



similar cells; however, they respond negatively gravitropic (upward grow-
ing). Protonemata are produced only in the absence of light, e.g. when the
thallus is buried in the sediment (Fig. 1). As soon as a protonema cell has
penetrated the substrate and has reached the light, tip growth is arrested and
a complex series of cell divisions are initiated that lead to the regeneration of
the green thallus (Hodick 1993; Braun and Wasteneys 1998a).

The arrangement, function and dynamics of the actin cytoskeleton and
microtubules have been thoroughly investigated in both characean cell
types. Microtubules maintain the prominent polar cytoplasmic zonation
and the subapical organelle distribution, but they are not present in the apex
and are not involved in the primary steps of gravitropic sensing and are not
essential for polarized growth (Braun and Sievers 1994; Braun and
Wasteneys 1998b). The actin cytoskeleton, however, has been recognized as
a key player in the mechanisms of gravity sensing and gravity-oriented
polarized growth (Fig. 2). The multiple functions of the actin microfilament
system are controlled by numerous actin-binding proteins (Braun et al.
2004). By interacting with myosins, actin microfilaments regulate the posi-
tioning of the BaSO4-crystal-filled vesicles which serve as statoliths
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Fig. 2. Illustration of gravity sensing mechanisms in characean rhizoids and protonemata. In
tip-downward growing rhizoids (upper row), the statolith (St) position results from net-
basipetally acting actomyosin forces (Factin) compensating gravity (Fgravity). Upon reorienta-
tion, statoliths sediment onto the lower cell flank. Net-acropetally acting actomyosin forces in
the basal part of the statolith regions and in the subapical region prevent statoliths from leav-
ing the apical region and transport the sedimenting statoliths onto membrane-bound
gravireceptors (GR) which are restricted to a narrow, beltlike area of the plasma membrane
10–35µm from the tip. The Spitzenkörper (Spk) remains arrested at the tip and the calcium
gradient (indicated by darker and lighter grey dotted area) is always highest at the tip.
Statolith sedimentation causes a local reduction of cytosolic Ca2+ that results in differential
extension of the opposite cell flanks (double-headed arrows)



(Hejnowicz and Sievers 1981; Sievers et al. 1991b; Braun and Sievers 1993;
Buchen et al. 1993; Braun 1996a, 2002; Cai et al. 1997). Upon gravistimula-
tion, the actomyosin system directs sedimenting statoliths to the gravisensi-
tive region of the plasma membrane where the gravitropic signalling cascade
is elicited resulting in the reorientation of the growth direction (Fig. 2, see
also Sievers et al. 1996; Braun 2002).

The following sections address recent breakthroughs characean rhizoids
and protonemata have provided as unicellular model cell systems in our
understanding of the cellular and molecular mechanisms of gravitropic
sensing in plants.

3.1 Cytoskeleton dynamics and polarized growth

So-called Spitzenkörper, apical body or “clear zones” describe a vesicle-rich
region in the apex of tip-growing cell types. This is the case in pollen tubes,
root hairs, fungal hyphae, moss chloronemata and caulonemata, protone-
mata of ferns and algae and rhizoids of mosses, ferns and algae. The tip
region is characterized by an accumulation of secretory vesicles and the
exclusion of other organelles such as dictyosomes, mitochondria and in
most cases also endoplasmic reticulum cisternae (Geitmann and Emons
2000; Hepler et al. 2001; Lovy-Wheeler et al. 2005). F-actin has not been
found or shown to be scarce in the extreme tip (for review, see Geitmann
and Emons 2000). In contrast to these actin patterns, in characean rhizoids
and protonemata extensive arrays of distinct actin microfilaments penetrate
all cytoplasmic regions including the extreme apex which accomodates the
tip growth machinery (Braun and Wasteneys 1998b). The actin cytoarchi-
tecture is similar in both cells types, and reflects their polar cytoplasmic
organization. Fine actin bundles focus in a unique spherical actin area in the
centre of the Spitzenkörper (Braun and Wasteneys 1998b). This area con-
tains a dense aggregate of endoplasmic reticulum membranes (Bartnik and
Sievers 1988), and is surrounded by an accumulation of secretory vesicles
which deliver cell wall material into the apex (Fig. 2). The position of the
Spitzenkörper defines the centre of growth, the plasma membrane area
where incorporation of vesicles is maximal (Hejnowicz et al. 1977; Sievers
et al. 1979; Braun 1996b). Myosins mediate the transport of secretory vesi-
cles along actin microfilaments towards the tip, where they accumulate, per-
form shuttle-like movements and eventually incorporate into the plasma
membrane releasing new cell wall material (Braun 1996a).

Recently, the distribution of vesicles in the apical region was reinvesti-
gated in high-pressure frozen and freeze-substituted rhizoids (to be
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published elsewhere). High-pressure freeze fixation yields much better
results than chemical fixation with respect to ultra-structural preservation.
By using the novel innovative technique of dual axis electron tomography
(Mastronarde 1997, Ladinsky et al. 1999) for high resolution ultrastructural
analysis, two different types of secretory vesicles as well as microvesicles were
found evenly distributed in the apical region of rhizoids. In contrast,
clathrin-coated vesicles were exclusively located in close vicinity of the api-
cal plasma membrane. These vesicles are supposedly involved in endocytotic
processes which mediate recycling of excessive membrane material and
turn-over of membrane-bound proteins like ion channels. When the con-
certed action of exocytotic and endocytotic processes was disturbed by
inhibitor-induced disruption of the actin cytoskeleton, the tip-focussed dis-
tribution pattern of calcium channels and the steep, tip-high gradient of
cytoplasmic free calcium dissipated and tip growth stopped (Braun and
Richter 1999). The calcium gradient dictates the incorporation pattern of
secretory vesicles and also spatiotemporally controls the activity of actin-
binding proteins. These signalling mechanisms, which include actin and cal-
cium, contribute to a complex feedback regulation pathway that controls tip
growth, a special type of polarized growth.

The multiple functions and the dynamic nature of the actin cytoskeleton
in rhizoids and protonemata are coordinated by the concerted action of
numerous actin-binding proteins. The actin-binding proteins identified in
rhizoids and protonemata so far are mostly identical to those that have been
shown to regulate cytoarchitecture and function of the actin microfilament
system in other tip-growing cell types (Geitmann and Emons 2000; Hepler
et al. 2001). However, the cytoskeletal arrangement in characean rhizoids
and protonemata is unique and seems to be closely linked to the mecha-
nisms of gravity sensing and gravity-oriented growth. Spectrin-like epitopes,
actin-depolymerizing factor (ADF) and profilin specifically accumulate in
the centre of the Spitzenkörper (Braun et al. 2004). Spectrin-like proteins
most likely participate in the structural integrity of the ER aggregate by
forming crosslinks between ER membranes and actin microfilaments
(Braun 2001). Furthermore, spectrins are known to provide a mechanism
for recruiting specific subsets of membrane proteins and to form functional
microdomains in animal cells and, thus, they might help to create the par-
ticular physiological conditions for the mechanisms of gravity-sensing and
polarized growth (Braun 2001, and references therein). Molecular studies
failed to identify spectrins in Chara and spectrin-like proteins have not been
identified in the Arabidopsis genome (for review, see Drobak et al. 2004).
However, immunolocalization of spectrin-like epitopes in Chara and
immunocytochemical analyses implicate the existence of an actin-binding
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protein that at least shares similar functional domains and an almost identi-
cal molecular mass with spectrins (Braun 2001).

The accumulation of the actin-binding proteins ADF and profilin in the
centre of the Spitzenkörper indicates high actin-turnover rates and an actin
polymerizing function of this central area (Braun et al. 2004). Strong evi-
dence comes from cytochalasin D-induced disruption of the actin cytoskele-
ton, which causes a complete dissociation of the centre of the Spitzenkörper.
Immunolocalization of actin, ADF, profilin and the ER aggregate dissipate
and tip growth terminates. Removal of the inhibitor is followed by the reor-
ganization of the actin cytoskeleton that starts with the reappearance of a
dense actin array in the outermost tip (Braun et al. 2004). As soon as actin
microfilaments radiate out, the actin array rounds up and is repositioned in
the centre of the apical dome. This process is accompanied by the re-
accumulation of ER membranes, the reappearance of ADF and profilin and
followed by the resumption of tip growth (Braun et al. 2004). The results
suggest that the centre of the Spitzenkörper functions as an amazingly local-
ized apical actin polymerization site that has not been found in any other
tip-growing cell type. It is tempting to speculate that the complexly
coordinated, highly dynamic actin architecture in the rapidly extending tip
is functionally related to the fundamental role of the actomyosin system in
the different phases of the gravitropic signalling pathways and the 
gravity-oriented polarized growth.

The actin-crosslinking protein fimbrin has been localized in the apical
and subapical region, suggesting that this actin-binding protein is involved
in the formation of the mainly axially oriented dense actin meshwork
(Braun et al. 2004). Immunolocalization of the actin-bundling protein villin
is restricted to the basal zone, where actin microfilaments are separated
according to their polarities and two populations of thick actin cables are
formed which generate the rotational cytoplasmic streaming around the
large central vacuole (Braun et al. 2004).

3.2 Cytoskeletal basis of the gravity-sensing apparatus

In tip-downward growing rhizoids the statoliths are actively kept at a dis-
tance of 10–35 fm basal to the tip. By exerting net basipetal forces, the acto-
myosin system prevents statoliths from settling into the tip. In tip-upward
growing protonemata, actomyosin prevents statoliths from sedimenting
towards the cell base by acting net acropetally (Hodick et al. 1998; Braun
et al. 2002). Inhibitor studies have shown that disrupting the actin cytoskele-
ton in rhizoids and in protonemata did not only stop tip growth, but also
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caused statoliths to fall into the tip or towards the nucleus, respectively, fol-
lowing the direction of gravity (Hejnowicz and Sievers 1981; Bartnik and
Sievers 1988; Sievers et al. 1996). After removal of the drug, statoliths were
readily repositioned and tip growth continued.

Microgravity and simulated weightlessness represent suitable conditions
for unravelling the role of gravity and the role of actomyosin-based forces in
the complex regulation of statolith positioning (Buchen et al. 1993, 1997; Cai
et al. 1997; Hoson et al. 1997; Braun et al. 2002). When the influence of grav-
ity was abolished during the microgravity phases of parabolic flights of
TEXUS (Technologische Experimente unter Schwerelosigkeit) in sounding
rockets (Buchen et al. 1993) and during rotation on the three-dimensional
and the fast-rotating clinostat (Hoson et al. 1997; Braun et al. 2002), acto-
myosin forces generated a displacement of statoliths against the former
direction of gravity. This observation justified the conclusion that in normal,
vertically-oriented rhizoids and protonemata, the statoliths are kept in a
dynamic equilibrium position by actomyosin forces which exactly compen-
sate the effect of gravity on the statoliths (Fig. 2). Interestingly, during long-
term microgravity conditions of Space-Shuttle missions IML-2 (Second
International Microgravity Laboratory) and S/MM05 (Fifth Shuttle-to-Mir
Mission), the absence of gravity did not result in a random distribution of
statoliths in rhizoids. Instead, after an initial basipetal transport at the begin-
ning of microgravity, the statoliths spread over the entire statolith region,
never leaving this cell area (Braun et al. 2002).

Detailed analysis of the movements of statoliths in microgravity and of
statoliths which were displaced in the different cell regions by optical laser
tweezers (Braun 2002) or by centrifugation revealed the surprising com-
plexity of the transport system by which actomyosin forces control statoliths
positioning (Braun et al. 2002). Individual acropetal and basipetal move-
ments of statoliths were observed in both cell types, indicating that statoliths
interact with the mainly axially oriented actin microfilaments with opposite
polarities. When statoliths were centrifuged into the subapical region, a sta-
tolith transport back to the original position was observed that is not
notably influenced by gravity (Sievers et al. 1991b; Braun and Sievers 1993).
Active transport occurs along actin microfilaments and statoliths do not sed-
iment onto the lower cell flank until they have reached the statolith region
near the tip where statolith sedimentation is not constrained by micro-
tubules (Braun and Sievers 1994).

Taken together, the data reveal that in the cell regions basal and apical
from the statolith region the actomyosin component is always the strongest
that points towards the statolith region. This ensures that statoliths are
always kept in or are retransported to their original position. In the statolith
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region, however, gravity plays a critical role as an additional passive trans-
port component that contributes to the positioning of statoliths. During ver-
tical growth both forces that act on statoliths, i.e. gravity and active
actomyosin transport components, are precisely balanced so that the sta-
toliths are kept in a dynamically stable position without any net-transport
(Braun et al. 2002). Changes in the orientation of the cell with respect to the
direction of gravity or changing the amount of the acceleration must
inevitably result in a displacement of statoliths.

There are indications from experiments in microgravity that statoliths
also interact with actin in higher plant statocytes. Statoliths move in the
direction against the originally acting gravity force (Volkmann et al. 1991)
until they reach a new non-random steady state position (Driss-Ecole et al.
2000). Their sedimentation has also been reported to be modulated by acto-
myosin forces (Perbal et al. 2004). However, consistent evidence for the role
of actin in graviperception is still missing.

3.3 Critical role of actomyosin in gravity susception

The actomyosin forces described above, acting oppositely on statoliths in
rhizoids and protonemata, have important implications on how fast and
where statoliths sediment. This highlights the critical role of actin in the
process of gravisensing (Fig. 2). Upon a change in the orientation of the cell
with respect to the gravity vector sedimenting statoliths are directed to dis-
tinct graviperception sites, which are the only regions of the plasma mem-
brane where gravitropic signalling can be triggered. The graviperception site
is confined to a narrow belt-like region 10-35 fm behind the tip in rhizoids
and to the plasma membrane of the apical dome (5-10 µm behind the tip)
in protonemata. Forcing statoliths to sediment outside these areas by optical
laser tweezers or centrifugation did not result in a gravitropic response
(Braun 2002).

Microgravity experiments (Buchen et al. 1997) and optical laser tweezers
experiments (Leitz et al. 1995) have shown that, in the lateral direction, the
statolith position is only weakly controlled by the actomyosin system in both
cell types; the force needed to move statoliths towards the apex is greater
than the force to move the statoliths towards the flank. Recently, the forces
acting on statoliths in lateral direction were characterized in detail by micro-
gravity experiments during two MAXUS (enlarged version of TEXUS)
sounding rocket flights. It was demonstrated that, in vertically downward
growing rhizoids, lateral acceleration forces in a range of 0.1 g were sufficient
to displace statoliths towards the membrane-bound gravireceptors. In
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conclusion, the molecular forces acting on a single statolith in lateral direc-
tion were determined to be in a range of 2 × 10−14 N (Limbach et al. 2005).
When rhizoids are reoriented by 90°, the sedimenting statoliths mainly fol-
low the gravity vector and settle onto the lower cell flank of the statolith
region where graviperception takes place and the graviresponse is initiated.
However, when cells were rotated in angles different from 90°, statoliths did
not simply follow the gravity vector (Hodick et al. 1998). Instead, even in
inverted cells, statoliths were actively redirected against gravity and were
guided to the confined graviperception site in the statolith region.

Gravistimulation of protonemata causes an actin-mediated acropetal dis-
placement of sedimenting statoliths into the apical dome where they sedi-
ment onto the gravisensitive plasma membrane area close to the tip (Fig. 2,
see also Hodick et al. 1998). During the upward bending of protonemata, the
statoliths periodically sediment along the gravity vector and leave the
graviperception site, which deactivates the gravireceptor and is reflected by
phases of straight growth. Actomyosin-mediated transport of statoliths back
to the gravisensitive membrane area reinitiates gravitropic bending until the
vertical orientation is resumed (Fig. 2).

3.4 How statoliths activate gravireceptors

It was shown that statoliths have to be fully settled on membrane-bound
gravireceptors in order to trigger graviperception and to induce the gravit-
ropic signalling cascade (Braun 2002). Lateral movements of statoliths
which do not lead to a contact with the plasma membrane do not induce a
curvature response. Most recently, experiments have been performed during
parabolic flights on board of the A300 Zero-G aircraft to elucidate the mode
of gravireceptor activation in characean rhizoids (Limbach et al. 2005).
Statoliths, which were weightless but still in contact with the plasma mem-
brane, were able to activate the membrane-bound gravireceptor. In conclu-
sion, it could be ruled out that the pressure exerted by the weight of
statoliths is required for gravireceptor activation. This finding was sup-
ported by control experiments on ground which demonstrated that increas-
ing the weight of sedimented statoliths by lateral centrifugation did not
enhance the gravitropic response. However, graviperception was terminated
within seconds when the contact of statoliths with the plasma membrane
was interrupted by inverting gravistimulated cells. These results provide evi-
dence that graviperception in characean rhizoids relies on direct contact,
allowing yet unknown components on the surface of the statoliths to inter-
act with membrane-bound receptors rather than on pressure or tension
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exerted by the weight of statoliths (Limbach et al. 2005). A mechanoreceptor
was postulated basically because the gravitropic responses of many plant
organs seem to obey the sine law of gravitropism (Galland 2002). The pres-
sure statoliths exert on receptors at different gravistimulation angles would
explain the sinusoidal dependency, but the observation that the number of
statoliths which settle on the receptor area of the plasma membrane and
activate receptors in characean rhizoids increases with the steepness of the
angle can equally well account for this dependency. At the moment, however,
this picture does only apply for the rhizoids of characean algae.
Experimental results giving insight in the mode of gravireceptor activation
are still missing to date.

3.5 Calcium, cytoskeleton and gravitropic responses

The nature of the receptor and the immediate downstream physiological
steps of graviperception in rhizoids and protonemata remain to be clarified,
but there is an increasing amount of data illuminating the physiological
mechanisms by which the direction of the growth is reoriented.

The smooth downward curvature response of a rhizoid is best described
as “bending by bowing”, whereas the response of a protonema was described
as “bending by bulging” (Braun 1996b), referring to the bulge that appears
on the upper cell flank indicating the drastic upward shift of cell growth. The
Spitzenkörper and, in consequence, also the centre of maximal growth is
displaced upon gravistimulation of protonemata by intruding statoliths
(Fig. 2). Rhizoids can be forced to respond to some extent like protonemata,
but only by pushing statoliths aymmetrically into the apical dome with opti-
cal tweezers or by centrifugal forces >50 g (Braun 2002). There is evidence
from centrifugation experiments (Braun 1996b; Hodick and Sievers 1998)
and from attaching particles to the surface of gravitropically responding rhi-
zoids (Sievers et al. 1979) that the position of the growth center at the cell tip
is relatively stable and that the Spitzenkörper is more tightly anchored by
cytoskeletal forces in rhizoids than in protonemata.

The idea that the specific properties of the actin cytoskeleton which are
responsible for Spitzenkörper anchorage are depending on calcium is
strongly supported by calcium imaging demonstrating a drastic shift of the
steep tip-high calcium gradient towards the upper flank during initiation of
the graviresponse in protonemata, but not in rhizoids (Braun and Richter
1999). In accordance with this observation, dihydropyridine fluorescence
indicating the tip-focussed distribution of putative calcium channels was
also found to be displaced towards the upper flank in graviresponding
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protonemata (Braun and Richter 1999) which was also not found in rhi-
zoids. The results suggest that the early asymmetric distribution of the cal-
cium gradient in protonemata results either from statolith-induced
repositioning of calcium channels or, more likely, might be caused by differ-
ential activation and/or inhibition of apical calcium channels. This leads to
an asymmetric influx of calcium and, thus, alters the exocytosis pattern and
causes an asymmetric incorporation of calcium channels which then estab-
lishes the new polarity and the new growth direction. The asymmetric influx
of calcium could also mediate the repositioning of the Spitzenkörper and the
growth centre by differentially regulating the actin-anchorage or the activity
of actin-associated proteins along the shifting calcium gradient (Braun and
Richter 1999).

Support for the proposed gravitropic response mechanisms in protone-
mata comes from immunofluorescence labelling of spectrin-like proteins in
the actin-rich area which contains the ER aggregate in the center of the
Spitzenkörper. The labelling, which localizes to the median cell axis during
vertical growth, is drastically displaced towards the upper flank, the site of
future outgrowth, during initiation of the graviresponse in protonemata,
clearly before curvature is recognizable (Braun 2001). In contrast, the same
labelling in rhizoids remains symmetrically positioned in the apical dome
throughout the graviresponse. The findings confirm that a repositioning of
the Spitzenkörper is involved in the negative graviresponse of protonemata
but not in the positive graviresponse of rhizoids (Fig. 2; Braun 2001). The
tendency of protonemata to reorient towards the former growth axis after
only short gravistimulation indicates that the new growth axis induced by
the upward shift of the Ca2+ gradient is rather labile and may require actin
cytoskeletal anchorage to stabilize the new growth direction (Braun and
Richter 1999; Braun 2001).

Recently, calcium imaging indicated that the impact of statolith sedimen-
tation in rhizoids seems to be limited to a local decrease in the concentration
of cytosolic Ca2+ at the lower subapical cell flank (personal communication,
S. Gilroy, Penn State University, USA), which most likely results from the
local inhibition of calcium channels in the area of statolith sedimentation.
The subsequent reduction of the rate of exocytosis of secretory vesicles
causes differential growth of the opposite cell flanks resulting in the posi-
tively gravitropic curvature (Fig. 2; Sievers et al. 1979).

Although calcium is likely to play a role also in gravity sensing of higher
plants, several studies failed to show gravity-induced changes in cytosolic
Ca2+ in higher plant statocytes (Legué et al. 1997). This result may be due to
the limited accessibility of the cells and/or the techniques that are unable to
show very small or highly localized changes (Boonsirichai et al. 2002).
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4 Photosynthesis-dependent interactions of cortical organelles

Photosynthesis requires the interaction of chloroplasts, mitochondria 
and peroxisomes for regeneration of metabolites and detoxification
(Padmasree et al. 2002). The optical conditions in photosynthetically 
active tissues and organs often do not allow detailed investigation of
organelle interaction in higher plant cells. In the characean internode
chloroplasts are firmly anchored in the stationary cortex. Cortical mito-
chondria and peroxisomes are motile but sandwiched between the plasma
membrane and the chloroplast layer. This cytoplasmic organization and 
the presence of plasma membrane microdomains provide excellent condi-
tions for the study of organelle dynamics, distribution, interaction and 
signalling.

The characean internodes are characterized by alternating bands of acid
and alkaline pH, which differ in photosynthetic activity in spite of a homog-
enous distribution of chloroplasts (Lucas and Smith 1973; Bulychev and
Vredenberg 2003). This pattern has long been explained as a pure membrane
phenomenon. Recent data, however, highlight the importance of the three
dimensional organisation of the cells for pattern formation. It occurs that
the pH-banding pattern is reflected by spatio-temporal variations in the
subcellular distribution of cortical mitochondria (and probably also peroxi-
somes). Acid regions, which have a high photosynthetic activity, contain sig-
nificantly more cortical mitochondria than alkaline regions where the rate of
photosynthesis is low. The accumulation of mitochondria at the acid bands
requires interaction with both cortical actin filaments and microtubules
indicating signalling between chloroplasts and the cortical cytoskeleton
(Foissner 2004).

Recent findings also uncovered an intimate interplay between trans-
port phenomena in the plasma membrane and photosynthetic activity 
(Bulychev et al. 2004). Combined microscopic recordings of pH and pho-
tosynthesis revealed that a propagated action potential along the axis of a
Chara internode modulated the periodic pH pattern along the cell axis.
This suggests that the mechanism underlying pattern formation is inter-
acting with the processes involved in excitation. A model has been
proposed according to which excitation in the alkaline cell regions may
initiate a pathway which modulates membrane processes at the thylakoid
membrane (Bulychev et al. 2004). The excursions in the concentration
of free Ca2+ in the cytoplasm during excitation and their interplay
with cation fluxes at chloroplast membrane could be relevant for this
communication.
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5 Wound-induced cell polarization

The characean internodes are diffusely elongating cells where exocytosis of
wall forming vesicles occurs over the whole surface. Local wounding causes
reorganization of the cytoplasm and, eventually, local deposition of a wound
wall (Foissner and Wasteneys 2000). Such experiments help to identify fun-
damental processes involved in the establishment of transient polarity,
membrane differentiation, exocytosis and endocytosis, organization and
dynamics of the cytoskeleton.

In characean internodes, wounds can be induced by local UV illumina-
tion, by puncturing and chemical treatment. Chemically induced deposition
of wound walls requires high external pH and therefore occurs at the alka-
line regions of the internodal cells (Foissner 1989).

UV illumination for up to 10 min causes the detachment of cortical
chloroplasts without deposition of a wound wall. The resulting “window”
allows better observation of the subcortical actin bundles and the streaming
endoplasm (Kamitsubo 1972).

Puncture wounds are sealed by solid vacuolar inclusions which prevent
further loss of cytoplasm (Foissner 1988a). Onto this wound plug, a wound
wall is secreted by exocytosis of Golgi-derived vesicles. The large size of these
vesicles with diameters up to 500 nm allows the visualization of single exo-
cytotic events by high resolution video microscopy (Foissner et al. 1996).
Surplus membrane is recycled via endocytotic coated vesicles. Formation,
fine structure and chemistry of these “fibrillar wound walls” are similar to
the normal secondary cell wall where cellulose microfibrils are embedded in
an amorphous, pectin-containing matrix (Foissner 1992). In Nitella flexilis,
formation of fibrillar wound walls can also be induced by treatment of
internodal cells with high concentrations of CaCl2 (Foissner 1990).

When internodal cells are treated with substances which act as calcium
ionophores (chlorotetracycline or A 23187), secretory vesicles fuse not only
with the plasma membrane but also with each other and with cisternae of
the endoplasmic reticulum (Foissner 1988b, 1990). Endocytosis via coated
vesicles is inhibited, and the resulting “amorphous wound walls” therefore
contain not only the contents of the fusing organelles, but also their mem-
branes. Cellulose microfibrils are not formed but callose, a polysaccharide
typical for wounds of higher plants, is present. The amorphous wound walls
are further characterized by a high concentration of calcium delivered by the
endoplasmic reticulum (Foissner 1998). The secretion of calcium sequester-
ing cisternae of the endoplasmic reticulum could be an effective mechanism
to lower the concentration of free Ca2+ in the cytoplasm.
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The actin cytoskeleton plays an important role during wound healing
(Foissner and Wasteneys 2000). After injury, subcortical actin bundles which
are attached to the inner side of the stationary cortical chloroplasts and
which provide the tracks for myosin-generated endoplasmic streaming
(review by Grolig and Pierson 2000) are replaced by a meshwork of ran-
domly organized actin filaments that guarantees the delivery of secretory
vesicles towards the wound. After wound wall secretion is complete, contin-
uous actin bundles and active cytoplasmic streaming are regenerated
(Foissner et al. 1996; see also Kamitsubo 1972 and Williamson and Hurley
1986 for reorganization of the actin cytoskeleton at windows). Since chloro-
plasts are absent at wounds these actin bundles are able to interact with the
regenerated cortical microtubules (Foissner and Wasteneys 1994, 1999).

6 Chara as model for Ca2+-mediated signal-response coupling

Transient excursions in the concentration of free Ca2+ in the cytoplasm
[Ca2+]cyt are without doubt a major component of many signal response
coupling mechanisms in plants (Reddy 2001). Physiologically relevant sig-
nals trigger an elevation of [Ca2+]cyt from the low resting level in order to
control cellular responses ranging from the control of ion channel activity to
the regulation of gene expression. Two prominent examples for such
[Ca2+]cyt mediated signal response coupling in Chara, i.e. gravitropism and
wound response, have been mentioned above.

In many cases, however, it is still difficult to understand the full role of
[Ca2+]cyt in most of these signal cascades, because this second messenger is
stimulated by a multitude of physiological signals. However, the output of
each individual signalling cascade is still specific. A proposed solution to this
puzzling situation is that each signal may lead to a specific “signature” of
the [Ca2+]cyt response (McAinsh and Hetherington 1998). Such a “signature”
may be determined by the amplitude of the [Ca2+]cyt response and/or its
kinetics. Indeed monitoring of [Ca2+]cyt in different plant cells in response to
relevant physiological signals has shown that the concentration of the
second messenger can exhibit sustained elevation. Alternatively, it may
oscillate with defined periods (Allen et al. 2001) where both amplitude and
oscillation frequency may encode the information for specifics 
physiological responses (McAinsh and Hetherington 1998; Allen et al.
2001).

The mechanisms underlying these complex [Ca2+]cyt responses in plants
are not known. This ignorance is mostly due to the fact that the molecular
reactions underlying Ca2+ mediated signal response coupling in plants are
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not well understood. There is evidence that Ca2+ influx via plasma mem-
brane channels is involved and that also Ca2+ release from internal stores is
relevant (Reddy 2001). The coupling of the two processes may cause, via the
so-called calcium-induced calcium release, the complex [Ca2+]cyt oscillations
observed in plants (Reddy 2001).

A source of quantitative understanding of Ca2+ signalling comes form
investigations on voltage stimulated [Ca2+]cyt signalling in Chara as a model
system for Ca2+ mediated stimulus response coupling in plants (Thiel et al.
2002).

Chara cells are electrically excitable. This electrical excitation in Chara is
intimately associated with a rise in [Ca2+]cyt (Thiel et al. 2002). The latter step
is essential for the activation of the Cl− channels, e.g the conductance, which
depolarize the membrane. It has been a matter of debate whether the tran-
sient rise in [Ca2+]cyt during excitation originates from influx via channels in
the plasma membrane or whether this rise in [Ca2+]cyt is the result of release
from internal stores (Thiel et al. 2002; Tazawa and Kikuyama 2003).
There are still good reasons to believe that a channel mediated minute influx
of Ca2+ is involved in the very early phase of excitation (Thiel et al. 1993,
2002; Tazawa andKikuyama, 2003), but experimental results clearly show
that the bulk rise in [Ca2+]cyt during excitation is due to a release of Ca2+

from internal stores (Wacke and Thiel 2001). The result of these measure-
ments reveal that the electrically stimulated elevation of [Ca2+]cyt in Chara
has all the hallmarks of an excitable system: stimuli below a defined thresh-
old result in no measurable increase in [Ca2+]cyt; only after passing this
narrow threshold will any stimulation evoke the full extend of the [Ca2+]cyt
response (Wacke and Thiel 2001). Such an excitable system of a
[Ca2+]cyt response can no longer be explained by simple voltage dependent
Ca2+ inf lux across channels in the plasma membrane.

Recent experiments using the well-defined Chara system foster the
hypothesis that the process of Ca2+-excitation is based on a voltage depend-
ent production of a long lived second messenger (Wacke and Thiel 
2001; Wacke et al. 2003). This yet unknown second messenger, which might
be inositol (1,4,5) tris phosphate (IP3) (Biskup et al. 1999), triggers the
release of Ca2+ from the internal stores; in this way, it initiates the excitation
process. The key dynamic features of the second messenger and its relation
to voltage stimulation can be obtained from experiments in which Ca2+

mobilization in Chara is examined under the influence of defined graded
electrical stimuli. Based on these experimental data a kinetic model was
developed, which was able to simulate the experimental observations with
respect to triggering excitation with electrical stimuli (Wacke and Thiel
2001).
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A further step towards understanding the dynamics of the whole process
was obtained by combining the aforementioned model on voltage depend-
ent IP3 production with a well-established model from animal cells. This
animal cell model describes the release of Ca2+ from internal stores in rela-
tion to the gating of the IP3 receptor channel, i.e. the channel which allows
Ca2+ release from the internal stores into the cytoplasm. A kinetic four-state
model worked out by Tang and coworkers (1996) is sufficient to explain the
bulk of the experimental observations on IP3 generated Ca2+ mobilization in
animal cells including complex dynamic processes and [Ca2+]cyt oscillations.
The minimal model (Fig. 3) developed by Tang et al. (1996) reflects the fact
that the receptor has three distinct binding sites. These sites can either be
empty (R), occupied by one IP3 molecule (RI), by one IP3 molecule plus one
Ca2+-ion (RIC+) and finally by an additional Ca2+ ion (RIC+C−). The binding
order of the ions and molecules to the receptor is not free but proceeds
sequentially from R over RI, RIC+ to RIC+C− and back. The channel is only
active in the state RIC+ which accounts for the observation that low concen-
trations of Ca2+ stimulate and high concentrations inhibit an IP3 generated
Ca2+ release from internal stores.

The validity of such a model for the explanation of Ca2+-excitation in
Chara can be tested on the basis of the predictions derived from this partic-
ular model. It predicts a complex behaviour of [Ca2+]cyt mobilization under
periodic stimulation. A testable prediction is that [Ca2+]cyt response includes
higher-order phase locking and irregular responses upon increased stimula-
tion frequency. When the electrically stimulated transient increase in
[Ca2+]cyt was monitored the [Ca2+]cyt excursions behaved as predicted from
the model (Wacke et al. 2003a,b). Furthermore, since the elevation of
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Fig. 3. A schematic view of the voltage stimulated IP3 production and activation of the IP3
receptor channel. The receptor has three distinct binding sites which can be empty (R), occu-
pied in a sequential order by one IP3 molecule (RIP3), plus one Ca2+ ion (RIP3Ca) or two Ca2+

ions (RIP3CaCa). Ca2+ release from internal stores occurs only in the state PIP3Ca. IP3 and
Ca2+ are represented by grey circles and black squares respectively



[Ca2+]cyt underlies membrane excitation, the model predicts that also action
potentials are triggered under periodic stimulation in a frequency depend-
ent manner. Again the experimental tests were in accordance with the model
predictions. Figure 4 shows the results of recordings of the membrane
potential in a Chara cell under periodic stimulation. As predicted from the
model a rise in stimulation frequency resulted in an increasing order of
phase locking. At very high frequencies the response became irregular.

The examination of the robustness of the model also successfully passed
another test. The simulations predict that the kinetics of [Ca2+]cyt elevation
is depending on the magnitude of the resting [Ca2+]cyt concentration. The
lower the resting concentration prior to stimulation, the more immediate
the [Ca2+]cyt response to stimulation. This assumption can be tested by
recording the kinetics of electrical membrane excitation in light versus dark
adapted Chara cells. It is known that a transfer of Chara from light into dark
results in a slowly progressing elevation of the [Ca2+]cyt resting concentration
(Plieth 1995; Miller and Sanders 1987). On the basis of this rise in [Ca2+]cyt,
the model on membrane excitation predicts that the depolarization of the
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lines respectively. Experimental details and simulation parameters as given in Wacke et al.
(2003)



action potential occurs faster in dark than in light adapted cells
(Baudenbacher et al. 2005). Measurements of the kinetics of membrane
excitation by means of electrical or magnetic recordings show that the cells
behave exactly as predicted (Baudenbacher et al. 2005). A transfer of cells
from the light into the dark resulted in a progressive shortening of a delay
time prior to the steep depolarization. The same shortening of a delay time
is predicted from the model simulations.

Collectively, these data support the good quality of the model for the
explanation of Ca2+ mediated excitation in Chara. It can be anticipated that
the same quantitative model also presents an excellent basis for the under-
standing of even more complex Ca2+ signatures in Chara and higher plants.
Spontaneous or triggered oscillatory changes in [Ca2+]cyt can be induced in
this model by tuning some of the parameters. In the most simple scenario,
the model can be altered such that the steady state solution is unstable and a
stable periodic solution occurs (Othmer 1997).

7 The genus Chara as a model for sex differentiation

Most of the angiosperms develop hermaphroditic (“perfect”) flowers, only a
few of them separate the sexes of their reproductive organs (Juarez and
Banks 1998). Ainsworth et al. (1998) estimated that 4% of higher plants are
dioecious, representing male and female individuals, carrying male or
female flowers only. Another estimated 7% are monoecious plants, exhibit-
ing a spatial separation of the male and female flowers carried by the same
individual (Ainsworth et al. 1998). This large variation in sex expression
with respect to where, when and how the decision about the sex differentia-
tion occurs indicates that there are several different sex determining mecha-
nisms in plants (Juarez and Banks, 1998).

Until recently, only a few examples of dioecious plants with sex-chromo-
some systems of both types, active Y-chromosome (e.g. Silene latifolia,
Lardon et al. 1999) or X-autosome dosage (e.g. Rumex acetosa, Ainsworth
et al. 1999) have been described. In the majority of dioecious plants regula-
tion of gene activity (e.g. by hormonal regulation as in Mercurialis annua,
Durand and Durand 1991a,b; for review, see Chailakhyan, 1979) rather than
the presence of sex chromosomes determines the development of reproduc-
tive structures (Ainsworth et al. 1998).

The genus Chara consists of both dioecious as well as monoecious
species. Irrespective of the fact that some of the Chara species are able to
propagate vegetatively by means of specialized cells rich in reserve com-
pounds like bulbils, or by thallus fragments containing omnipotent nodal
cells, all recent species of the order Charales lack, in contrast to most of the
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other algae, asexual reproduction systems by means of zoo- or autospores
(Krause, 1997).

The sexual reproduction system of the Charales is highly developed and
unique for plants. It consists of the female archegonia and the male
antheridia, the latter ones representing the highest level of organization of
male gametangia in autotrophs (Schussnig 1954).

All Charales lack any kind of generation cycle. In general, the plants are
haploid; the zygote is the only diploid phase. Before propagation, meiosis
occurs resulting in an oospore containing four nuclei. Three of the nuclei are
left in a large cell which stays in the oospore, these nuclei degenerate and do
not contribute to the further development of the plant. The remaining unin-
uclear cell becomes the initial cell and leaves the oospore at the apical end.
The next division of this initial cell is already accompanied by a differentia-
tion, one of these cells representing the first cell of the rhizoid and the other
one the first cell of the thallus. Both cells are haploid. These first divisions
and all following ones are mitotic. In addition, amitotic development of
“polyenergide? internodal cells, containing up to 2000 nuclei, has been
described as a unique phenomenon in the order Charales (Shen 1967). The
development of the sexual reproduction organs, however, starts from unin-
uclear cells remained in an omnipotent status which are located in the nodi.

Compared with higher plants or animals, very little is known about the
mechanism of sex determination in the order Charales. Being haploid, the
presence of sex chromosomes can be excluded for monoecious species. But
also in the dioecious Chara tomentosa no karyotypic differences between
male and female individuals could be found (Kunachowicz et al. 2001).
These authors explicitly point to the fact that this does not exclude the pres-
ence of sex chromosomes per se. Sex chromosomes can be homomorphic as
in Asparagus officinalis (Marziani et al. 1999), or the genes involved in sex
determination might be dispersed on several chromosomes. On the other
hand, since Ernst (1901) first reported cases of pseudo-hermaphrodity of
Nitella syncarpa, in which spermatogenesis occurred in the archegonia of
female individuals of this dioecious species, it can be assumed that the
genetic information leading to antheridia formation is present in female
individuals of this species as well.

In addition, a striking difference in the DNA methylation level between
male (9.1%) and female (5.9%) Chara tomentosa reported by Kunachowicz
et al. (2001) as well as the results of Olszewska et al. (1997), showing pro-
nounced changes in the DNA methylation level during spermatogenesis in
the monoecious Chara vulgaris, suggest that an epigenetic control mecha-
nism is involved in sex determination of Chara.

An analysis of the effects of hypomethylation, as done for, e.g.
Melandrium album (Vyskot 1999), might help to gain further insight in the
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regulation mechanisms leading to the formation of antheridia and
archegonia of monoecious Chara species.

A special case with respect to sex determination is Chara canescens which,
according to Wood and Imahori (1964), consists of a monoecious and a
dioecious sub-species. The latter one can be further split into an apomictic
(parthenogenetic) and a bisexual reproducing race (Krause 1997). The first
detailed investigations about the mechanism of parthenogenesis of Chara
canescens by Ernst (1916) already revealed that the apomictic race consists of
diploid individuals which do not need fertilization by spermatids. Moreover,
in several experiments Ernst (1916) could show that these apomictic indi-
viduals are unable to get fertilized and consist of female individuals only.
Two hypotheses about the origin of the apomictic form of Chara canescens
were formulated by Ernst (1918): (i) apomictic Chara canescens are the result
of interspecific hybridisation or (ii) osmotic shock suppresses meiosis dur-
ing propagation of the zygospore and results in diploid apomictic Chara
canescens individuals. Neither the interspecific cross-fertilization experi-
ments of Ernst (1918) nor AFLP-based genetic analysis showing strong sim-
ilarity of parthenogenetic and bisexual populations (own unpublished
results) support the first hypothesis. With respect to the second hypothesis
Ernst (1918) stated that he was able to produce parthenospores by hyper-
and hypoosmotic shock in preliminary experiments. However, no detailed
description of the experimental procedure as well as their results could be
found and thus the experiment should be repeated.

Unfortunately, no recent occurrence of the monoecious subspecies can be
traced. The site where the herbarium specimens originate from is destroyed
and it might be that this subspecies is extinct. However, a comparison of the
apomictic and the bisexual race might allow further insight in the processes
leading to the development of parthenogenesis as well as the sex differentia-
tion mechanisms in the order Charales since the sex of the apomictic
individuals is locked in the female state.

8 Outlook

Complex systems such as pattern formation and development in higher
plants can only be understood if the function and integration of individual
components of these processes are fully known. This requires well-defined
and simple model systems to start with. The present review has presented
recent examples on how some basic signal transduction cascades,
mechanisms of pattern formation and sex determination can be studied in
great depth in the unicellular algae of the Characeae. Together with molecu-
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lar tools, which are currently developed in some laboratories, these algae will
also in the future present an excellent model system to uncover some of the
basic principles in plant biology.
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Receptors for the Five Classical Plant Hormones

Hartwig Lüthen, Michael Böttger and Daniel Schenck

1 35 years of hunting receptors: we never got what we expected

Textbooks suggest that plant growth and development is controlled by a set
of five major groups of plant hormones. These classical hormones (Kende
and Zevaart 1997), auxins, gibberellins, cytokinins, ethylene and abscisic
acid (ABA), have been discovered in within half a century (auxins: 1928, gib-
berellins: 1935, cytokinins 1955, ethylene: 1959, ABA: 1970). In the last
3 decades, the mode of action of these substances became a thrilling target
for biochemical, physiological and molecular research. Hormone signalling
was much better understood in animals than in plants, so plant physiologists
tried their hand at using the strategies proven in the success stories of ani-
mal signalling research. Since any signalling chain starts with a receptor,
identifying these proteins appeared to be a good starting point. This track
was, however, unexpectedly stony. Looking back, most of the problems in the
early work were due to the fact that plants were not animals at all!

Serious hormone receptor research began when Rainer Hertel character-
ized the first membrane-associated auxin binding activities (Hertel et al.
1970; Dohrmann et al. 1978). In the 1980s and early 1990s, the search was
inspired by the discovery of signalling chains in animals involving 
G-protein-coupled 7-transmembrane receptors (e.g. Millner et al. 1996). It
was generally assumed that such receptors were also involved in plant sig-
nalling. Hormones would bind to the plant analogues of the receptor, G pro-
tein dissociation and activation would occur, followed by the formation of
2nd and 3rd messengers. Inositol triphosphate (IP3) and calcium ions, some-
times even cAMP, were suggested. Today, we know that while human
genomes contain thousands of 7-transmembrane receptors, only one gene
coding for such a protein has been found in the Arabidopsis genome.
Although this receptor may be important for ABA signalling, the sheer num-
bers indicate that signalling through heterotrimeric G proteins, although
being widespread in animals is quite exotic in plants.
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The 1990s saw a first result: the identification of two-component recep-
tors for both ethylene and cytokinin. But what a surprise! Genes for these
receptors are not found in the human and animal genomes, but are com-
monplace in bacteria. Suddenly “plant lifestyle appeared to be much more
prokaryotic than expected” (Lohrmann and Harter 2002).

In the 1980s and 1990s, most workers in the field postulated plant hor-
mone receptors to be integral plasma membrane proteins. Then the stun-
ning news broke that the two-component ethylene receptors were located at
the endoplasmic reticulum membrane. Very recently, in 2005, a number of
breakthrough papers were published identifying intracellular receptors for
auxin and gibberellic acid. These nuclear receptors are directly involved in
regulating expression of hormone-induced genes at the promoter level.

We will restrict the present review to those receptors involved in percep-
tion of the five classical plant hormones. A vast number of other receptor
proteins discovered in the plant genome will not be covered here.

2 Intracellular hormone receptors acting at the level 
of gene expression

2.1 Intracellular auxin perception by TIR1 and other F-box proteins

In the 1980s and 1990s, auxin perception was generally regarded as a process
localized at the cell surface. A putative auxin receptor, auxin binding protein
1 (ABP1), had been identified. Details on ABP1 have been covered in depth in
our earlier reviews (Lüthen et al. 1999; Christian et al. 2006). Briefly, ABP1 is
a 22 kDa auxin binding protein with a KDEL-ER retention signal at the 
C-terminus (Löbler and Klämbt 1985; Hesse et al. 1989; for an overview on the
history of ABP1 research, see Napier and Perrot-Rechenmann 2002). There is
evidence that some ABP1 is nevertheless excreted to the cellular surface
(Diekmann et al. 1995). After binding auxin, ABP1 is supposed to interact with
an unidentified transmembrane docking protein which transduces the signal
to the cell (Klämbt 1990). Structural data have meanwhile been obtained, and
the physiological significance of extracellular ABP1 as an auxin receptor is
clearly indicated by several recent publications (e.g. Chen et al. 2001, 2003;
Steffens et al. 2001; Christian et al. 2003; Yamagami et al. 2004).

Already back in the 1990s, there was some physiological evidence point-
ing to an additional intracellular auxin receptor. It was shown that coleop-
tiles grew in the absence of extracellular auxin if enough auxin was
accumulated inside the cell and auxin efflux was blocked (Vesper and Kuss
1990; Claussen et al. 1996). These data suggested that extracellular auxin
perception was insufficient for triggering auxin-induced elongation growth.

222 Physiology



In 2005, two groups independently identified Transport Inhibitor
Response1 (TIR1) as an intracellular auxin receptor (Dharmasiri et al.
2005a; Kepinski and Leyser 2005). The discovery came from the analysis of
auxin-induced gene expression. Promotors of auxin-induced genes harbour
auxin response elements (AuxREs) with the recognition sequence TGTCTC
(Ballas et al. 1993). A class of transcription factors, the auxin response fac-
tors (ARFs), binds to this sequence. ARFs can either form dimers or interact
with so-called Aux/IAA proteins. The transcription of an auxin-induced
gene is blocked if a complex of an ARF and an Aux/IAA is bound to an
AuxRE in the promoter region. Expression of auxin-induced genes is trig-
gered by a rapid degradation of Aux/IAA proteins.

The analysis of the mechanism of Aux/IAA degradation resulted in the
discovery of the Seventeen Kilodalton Protein (SKP1) Cullin F-Boxtir

(SCFTIR) protein complex, an E3 ubiquitin ligase containing a cullin and the
F box protein TIR1. Very recently, it was independently shown by two groups
that TIR1 binds auxin directly (Dharmasiri et al. 2005a; Kepinski and Leyser
2005). Obviously, auxin binding to TIR1 directly affects the activity of the
SCFTIR complex. The substrate Aux/IAA is ubiquitinylated and labelled for
degradation by the proteasome. This rapidly eliminates Aux/IAA and leads
to a removal of the transcriptional block of auxin-induced genes (Fig. 1).
TIR1 is a member of a family of Arabidopsis auxin binding F-box proteins
(AFB1 to AFB3). Quadruple knockouts have been recently generated and
analysed. They do not show auxin-induced gene expression and displayed
abnormal phenotypes in embryogenesis (Dharmasiri et al. 2005b). This
proves that the intracellular auxin receptors control expression of auxin-
induced genes and have a major function in controlling plant development.

2.2 ABP1 or TIR1?

It appears that TIR1 and the AFBs are identical to the intracellular auxin
receptor auxin that physiologists were seeking. On the other hand, ABP1
seems directly to modulate ATPase (Rück et al. 1993) and perhaps other
membrane transporters important for growth control. Stimulation of elon-
gation growth clearly requires such rapid effects and expression of genes. It
has been recently shown in maize coleoptiles that K+ channel activity con-
trols growth (Claussen et al. 1997) and that expression of ZMK1, a potas-
sium channel gene in the maize coleoptile, is induced by auxin (Philippar
et al. 1999). ABP1 may also be relevant for the redistribution and cycling of
auxin efflux carrier molecules. At that level, there is obvious cross-talk
between the TIR/AFB pathway and ABP1 signalling. It is also possible that

Receptors for the Five Classical Plant Hormones 223



ABP1 also influences TIR1-based expression of auxin-induced genes in
some way, but this mode of interaction has not yet been clarified. In the
appreciation of the breakthrough discovery, TIR1 was sometimes called the
(one and only) auxin receptor. We do not feel that this is justified now. With
both extracellular and intracellular auxin receptor being identified, it is time
to address their function in control of the numerous auxin responses.

2.3 GID1, an intracellular receptor for the gibberellins

Gibberellins (GA) constitute another class of plant hormones involved in
stem elongation. Their second major role is the mobilization of storage sub-
stances like carbohydrates during the germination of seeds. When a caryopse
germinates, a gibberellin signal diffuses from the embryo across the
endosperm to the aleuron layer. The aleuron cells respond to that signal by
the induction of gibberellin responsive α-amylase genes. α-Amylase protein
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Fig. 1. The F-box protein TIR1 as an intracellular auxin receptor controlling the expression
of auxin response genes. In the absence of auxin Aux/IAA and ARFs bind to auxin response
elements in the promotors of auxin-induced genes, blocking their expression. A TIR1 is a part
of the nuclear SCFTIR complex and binds auxin B. The SCFTIR complex catalyses and controls
the ubiquitinylation of Aux/IAA proteins, labelling them for degradation by the proteasome
C. In the absence of free Aux/IAA the equilibrium will be shifted to a situation where ARFs
dimerize at the DNA D. This will remove the block of gene expression



is formed in vast amounts and excreted to the endosperm, where it catalyses
the breakdown of starch to smaller saccharides.

In recent years, it has become clear that gibberellin responsive genes are
induced by a similar mechanism to auxin-induced genes. This insight came
from the discovery of a class of regulatory proteins used in GA signalling that
have been identified in several plant species. It was termed the DELLA sub-
family, after a consensus motif called DELLA. Typical members are SLR1 in
rice (Ikeda et al. 2001) and GAI, RGA, RGL1, RGL2, RGL3 in Arabidopsis
(Peng et al. 1997; Fleck and Harberd 2002), and D8 in maize (Harberd and
Freeling 1989; Peng et al. 1999; Peng and Harberd 2002). Mutants of these
genes are either GA-insensitive, or display a constitutive response phenotype.
It has been shown that at least some DELLA proteins are rapidly degraded in
response to GA, suggesting that they are blockers of transcription of GA reg-
ulated genes (Itoh et al. 2002). As in the case of SCFTIR, there exists a protein
complex involved in ubiquitinylation, including an F-box protein called
GID2. A mutation in the Gid2 gene yields GA-insensitive phenotypes.

Very recently, a GA-insensitive mutant has been isolated from rice, the gid1
mutant, displaying a severe dwarf phenotype and lacking GA-dependent
induction of α-amylase (Ueguchi-Tanaka et al. 2005). In contrast, overexpres-
sion of GID1 yields gibberellic acid hypersensitive plants. GID1 shows sequence
homologies to animal hormone sensitive lipases (HSL), but is lacking amino
acids critical for enzyme activity. GST-GID interacts with biologically active
gibberellins, but not with inactive GAs, with a dissociation constant in a micro-
molar range. GST-GID with mutated amino acid sequence corresponding to
the three gid1-alleles did not bind gibberellins. In a yeast-two-hybrid assay, it
could be shown that GID1 interacts with the rice DELLA protein SLR1, and
that this interaction is GA-dependent. These data are in line with the idea that
GID1 is an intracellular gibberellin receptor. After binding a gibberellin mole-
cule GID1 interacts with SLR1, which then becomes degradable by the SCFGID2

proteasome pathway (Fig. 2). SLR1 functions (much like the Aux/IAA proteins
in the case of auxin signalling) as a transcriptional blocker for GA-dependent
genes. The precise mechanism of this process is still under investigation.

3 Membrane-bound receptors

3.1 Two-component receptors in ethylene signalling

During the 1990s, a new strategy was applied for hunting genes relevant for
ethylene signalling. For these screens, a well-known ethylene response was
used, the ethylene triple response. When seedlings are grown in the dark in
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an atmosphere containing ethylene, it is observed that the elongation growth
is reduced, the epicotyl becomes thicker than in untreated controls, and the
hypocotyl hook remains closed. This striking effect made it easy to screen for
plants responding abnormally to ethylene. A number of ethylene-insensitive
mutants (lacking the ethylene phenotype when treated with the hormone)
were isolated, as well as mutants showing a constitutive triple response in the
absence of ethylene. Some of these mutants were linked to ethylene biosyn-
thesis, while others were ethylene signal transduction mutants. From the
analysis of the latter, a number of genes coding for ethylene receptors and for
downstream elements of the signalling chain were identified.

3.1.1 ETR1 as a prototype ethylene receptor

The ethylene resistant 1 (etr1) mutants showed dominant ethylene insensi-
tivity not only in the triple response, but also in a number of other ethylene
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Fig. 2. Model of gibberellin perception. GA binds to GID1. The GA-GID1 attaches to a
DELLA protein, a transcription factor bound to the promotor region of a GA-response gene.
This will inactivate the DELLA-protein and promote its ubiquitinylation by the SCFGID2 com-
plex, finally resulting in its degradation



effects as well as in the expression of ethylene response genes (Bleecker et al.
1988). The ETR1 gene was soon speculated to encode for a receptor, since
leaves of etr1 plants showed a strongly reduced ethylene binding compared
to wild type leaves.

Positional cloning was used to isolate the gene (Chang et al. 1993; Chang
and Meyerowitz 1995). It was soon found that ETR1 occurred as a dimer
(Schaller et al. 1995), linked by disulfide bridges. Expressing wild type 
ETR1 generated ethylene binding in yeast cells, this was not observed when
mutant ETR1 was expressed (Schaller and Bleecker 1995), pointing at ETR1
as an ethylene receptor. There was a strong relationship between ethylene
binding and ethylene insensitivity by mutant forms of the ETR1 receptor
when expressed in plants (Hall et al. 1999). Analyses of the sequence soon
revealed homologies to proteins involved in the prokaryotic two-component
signalling systems.

3.1.2 ETR1 is reminiscent to bacterial two component signalling systems

Two-component signalling is a widespread mechanism controlling various
responses in bacteria, among them chemotaxis to attractants and repellants
and the induction of porin genes triggered by changes in medium osmolar-
ity (for review, see Stock et al. 1990). Briefly, transmembrane sensor proteins,
normally integrated in the outer membrane, perceive the signal (Fig. 3A).
They are often arranged as dimers. Their cytosolic part includes a histidine
kinase domain. After autophosphorylation, they are able to transfer a phos-
phoryl group to a second protein containing an aspartic acid side chain, the
so-called response regulator. In the simplest cases, the phosphorylated
response regulator protein can bind to the promotors of response genes and
control their expression (Fig. 3B). More complex modes of two-component
signalling have been found. Some bacterial response regulators are directly
fused to the sensor protein (Fig. 3B). In these cases, phospho-relay systems
as well as competitive regulation modes have been suggested (Stock et al.
1990).

ETR1 is a typical two component sensor protein (Fig. 3C). Ethylene
binding is located in the transmembrane domains and involves the partici-
pation of a copper ion (Rodríguez et al. 1999). The copper ion can be eas-
ily replaced by a silver ion, which eliminates ethylene binding (Zhao et al.
2002). This is consistent with the well established function of Ag+ as
inhibitor of ethylene action. The etr1-1 mutant gene product binds neither
copper nor ethylene. Taken together with the recently established localiza-
tion of ETR1 at the endoplasmic reticulum, and not at the plasma
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membrane (Chen et al. 2002), the requirement of copper for ethylene bind-
ing to ETR1 easily explains that mutants of the putative copper transporter
RAN1 (Responsive to ANtagonist1) display altered ethylene sensitivity
(Woeste and Klieber 2000).

ETR1 contains a putative histidine kinase domain with a high degree of
homology to bacterial two component sensor kinases. The histidine 353 is
the putative phosphorylation site. Gamble et al. (1998) could demonstrate
that ETR1, when expressed in yeast, was autophosphorylated. Versions of
ETR1 not containing the putative kinase domain or lacking the histidine 353
lacked autophosphorylation activity.
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Fig. 3. A Simple two-component signal transduction as it is found in bacterial systems. After
autophosphorylation, an aspartate-containing response regulator protein is phosphorylated
triggering downstream effects (e.g. by serving as a transcription factor). B A phospho-relay
system can complicate this scheme. A response regulator directly fused to the sensor kinase
(as it is the case in the ethylene receptor ETR1) transmits the phosphate to a histidine-
containing phospho-transfer protein, which relays it to an aspartate-containing response
regulator protein. Variations of these schemes are operating in bacterial signal transduction,
osmotic sensing in yeasts and in ethylene and cytokinin signalling in plants. C The plant
ethylene receptor ETR 1 is a two-component sensor histidine kinase. It forms dimers linked
by disulfide bridging. Ethylene binding involves a copper ion. Autophosphorylation occurs at
a histidine (H) residue, but is probably not essential for signalling. The protein also contains
a fused response regulator harbouring an aspartate residue (labelled as D)



3.1.3 A further two component ethylene receptors have been identified

In Arabidopsis four other two-component ethylene receptors have been iden-
tified: ETR2, ERS1, ERS2 and EIN4. They all bind ethylene with similar
affinity, and mutation of any of them confers dominant ethylene insensitiv-
ity. ETR1, ETR2 and EIN4 possess a response regulator directly fused to the
protein, ERS1 and ERS2 do not. Generally, two subfamilies have been
defined, with ETR1 and ERS1 belonging to subfamily 1, and EIN4, ETR2
and ERS2 to subfamily 2 (Hua et al. 1998). There is a high degree of homol-
ogy in the region of ethylene binding in the N-terminal transmembrane
domains. In family 1 proteins, the histidine kinase domains display a strong
homology to those of bacterial two-component sensors. This is not the case
in family 2 receptors. The histidines are not at the predicted position. In
ERS2, the misplaced histidine is even replaced by an arginine residue. The
family 2 kinase appears to be degenerated and possibly not functional (Hua
et al. 1998; Sakai et al. 1998).

Data from Wang et al. (2003) confirm that histidine kinase is not required
for ethylene signalling even in family 1 receptors. They generated an etr1;ers1
loss-of-function double mutant (containing only functional family 2 recep-
tors), which exhibits a strong constitutive ethylene response phenotype.
They could be rescued by expressing wild type ETR1. However, transform-
ing the double mutant with a kinase-inactivated genomic clone of ETR1
resulted in the same effect. It can be speculated if kinase activity other than
histidine kinase has taken over (as is the case in the phytochrome, where bac-
terial histidine kinase has been evolutionary replaced by serine-threonine
kinase activity) or that ethylene signalling does not require receptor kinase
activity at all.

In a number of plants, especially in tomato, several ethylene receptors
(LeETR1 to 6) have been identified (for reviews, see Klee and Tieman 2002
and Klee 2004). They are very similar to the Arabidopsis family of ethylene
receptors. LeETR3 is also referred to as NR (Never Ripe), clearly 
demonstrating the importance of ethylene receptors for the control of fruit
ripening.

3.1.4 How do two-component receptors transduce the ethylene signal?

A central downstream element of the ethylene signalling chain is the protein
kinase CTR1 (Constitutive Triple Response). The mutant ctr1 has a consti-
tutive ethylene phenotype. CTR1 is a mitogen-activated protein kinase
kinase kinase (MAPKKK), suggesting the involvement of a MAP-kinase
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cascade in ethylene signalling. In 2003, Ouaked et al. showed that the
MAPKK associated to ethylene signalling is SIMKK, and the MAPKs are
MPK6 and MPK13.

Recently, it was demonstrated that CTR1 is localized at the endoplasmic
reticulum (Gao et al. 2003), as are the ethylene receptors. Since MAKKK are
generally cytoplasmic enzymes, it appears that CTR1 and the ethylene recep-
tors form complexes and that ETR1 transmits the signal to CTR1 by direct
interaction. Direct evidence that CTR1 is part of an ethylene receptor sig-
nalling complex was obtained by co-purification of the ethylene receptor
ETR1 with a tagged version of CTR1 from an Arabidopsis membrane extract.
The histidine kinase activity of ETR1 is not required for its association (Gao
et al. 2003).

An astonishing fact in ethylene signalling is that single ethylene binding
mutations in one receptor are dominant insensitive (even though the other
family members are functional), while loss-of-function mutations cause a
constitutive ethylene response. This can be explained by the following
model: In the absence of ethylene, the ethylene receptors activate CTR1. The
downstream signalling chain represses the induction of ethylene responses
(Fig. 4A). Ethylene operates an OFF-switch in this system (Fig. 4B). The
activity of CTR1 will be abolished, and the block will be removed, resulting
in an induction of ethylene response genes. This model also explains that the
etr1 mutant is ethylene insensitive (Fig. 4C), and that this cannot be over-
come by the simultaneous presence of other wild type receptors. A defective
CTR1 kinase in the ctr1 mutant will cause a constitutive ethylene response
phenotype, since the ethylene responses can no longer be repressed, even in
the absence of the hormone (Fig. 4D).

The CTR1-MAP-kinase cascade may not be the only pathway relevant for
ethylene signalling. There are several response regulator genes in plants (to
be discussed further in the cytokinin section of this review). Recently the
Harter group linked one of these regulators, ARR2 to ethylene signalling
(Hass et al. 2004). Since the same response regulator is also involved in
cytokinin signalling, it may be suggested that it integrates signalling
pathways originating from various hormones.

3.2 Cytokinins are also perceived by two-component type receptors

Cytokinins regulate cell proliferation and tissue differentiation in concert
with auxin. In 2005, the 50 year anniversary of the discovery of the first
cytokinin was celebrated (Miller et al. 1955, Amasino 2005), as plant scien-
tists were finishing up their search for cytokinin receptors. The first line of
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evidence linking two-component signalling to cytokinins was the discovery
of the sensor histidine kinase CKI1 in a screen of activation-tagged
Arabidopsis mutants. When this histidine kinase gene was overexpressed in
Arabidopsis, cytokinin independent callus growth was observed (Kakimoto
1996). Activation of cytokinin primary response gene promoters was
observed when CKI1 was transiently expressed in Arabidopsis protoplasts,
but the response was independent of cytokinins (Hwang and Sheen 2001).
Today, the general view seems to be that CKI1 is somehow linked to
cytokinin signalling, but no primary cytokinin receptor.

CRE1, another two-component sensor kinase in Arabidopsis, has been
shown to be a genuine cytokinin receptor (Fig. 5A). The CRE1 gene was
identified in a screen of mutagenized plants for mutants with reduced
cytokinin sensitivity in tissue culture (Inoue et al. 2001; Suzuki et al.
2001). CRE1 is a classical two-component receptor. Cytokinin binding
occurs in the N-terminal CHASE domain, which consists of two predicted
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Fig. 4. Mode of action of ETR1, a two-component receptor for the ethylene signal. In the
absence of ethylene, A ETR1 activates the MAP-kinase kinase kinase CTR1. The resulting sig-
nalling chain blocks downstream ethylene responses. Binding of ethylene involves a copper
ion in ETR1 and inactivates CTR1, which will unleash ethylene responses B. In the etr1-1
mutant C copper binding is impaired which results in an inability of binding ethylene and in
dominant ethylene insensitivity. The ctr1 mutant D displays a constitutive ethylene response
phenotype, since ethylene responses cannot be repressed even in the absence of
ethylene



transmembrane helices linked by a predicted extracellular domain. There is
a canonical histine kinase domain and a histidine phosphorylation site. As in
ETR1 a response regulator complete with the telltale aspartate residue is
fused directly to the kinase. Between the kinase domain and the terminal
response regulator there is a second (probably non-functional) response reg-
ulator-like domain.

The cytokinin receptor nature of CRE1 could be elegantly proven by hetero-
logous expression of CRE1 in yeasts (Fig. 6, Inoue et al. 2001). Yeasts possess a
two-component receptor SLN1 (Synthetic Lethal OF N-end Rule 1) which is
required for osmoregulation. It transfers its signal by phospho-relay through a
protein called YPD1 (Tyrosine Phosphatase Dependent 1) and a response regu-
lator SSK1 (SSK stands for Suppressor of Sensor Kinase). SSK1 then suppresses
SSK2, a MAPKKK. Deletions in SLN1 are lethal. If CRE1 is expressed in the
background of this SLN1 deletion mutant, viability can be restored, but only in
the presence of active cytokinins. In short, the plant cytokinin receptor can feed
a signal into the signal transduction chain for osmoregulation in yeasts—a stun-
ning achievement! Similar experiments were done using E. coli sensor kinases by
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Fig. 5. The two-component receptor CRE1 as a prototype cytokinin receptor. A CRE1 is an
integral (plasma?) membrane protein. Histidine kinase and two receiver domains are indi-
cated. B Mode of action of the CRE1 receptor. The phospho-transfer protein AHP is involved
in a phospho-relay and shuttles a phosphate ion to a type 1 response regulator, triggering
downstream cytokinin responses



Suzuki et al. (2001) and in S. pombe (Yamada et al. 2001). Membranes from
S. pombe expressing CRE1 displayed cytokinin binding.

A mutant of CRE1 in Arabidopsis is wooden leg (wol). This mutant dis-
plays a reduction in the number of vascular initials due to the lack of asym-
metric cell divisions that normally occur in the late torpedo stage of
embryogenesis (Mähönen et al. 2000). CRE1 expression occurs primarily in
roots. There is no shoot phenotype in intact plants, although shoot regener-
ation in vitro in response to cytokinin treatment is strongly reduced.

3.2.1 More two-component cytokinin receptors for Arabidopsis and 
the rest of the plant world

AHK2 and AHK3 (AHK stands for Arabidopsis Histidine Kinase, CRE1 is
sometimes referred to as AHK4) are additional two-component receptors
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Fig. 6. Experimental demonstration of the cytokinin receptor role of CRE1 by heterolog
expression in a yeast system. A Yeast two-component signalling system for osmotic responses,
the receptor kinsase SLN1 serving as an osmo-sensor. B The sln1 mutant is not viable, even if
the plant cytokinin receptor is expressed in the yeast. C Treatment with cytokinin rescues the
mutant, demonstrating that the yeast signalling system can accept signals from the plant
cytokinin receptor and that the receptor function of CRE1 is specific for cytokinins. Similar
experiments have also been successfully performed using bacterial two component signalling
systems



which appear to be active cytokinin receptors (Nishimura et al. 2004).
Suzuki et al. (2001) could show that AHK3 responds to cytokinin in the
heterologous E. coli system. Addressing the in planta role, Nishimura et al.
(2004) and Higuchi et al. (2004) studied expression and knockout
phenotypes. AHK2 and AHK3 are ubiquitously expressed in various plant
tissues, also in the shoot. While CRE1 knockout plants show no marked phe-
notype on shoot and leave development, cre1 ahk3 and ahk2 ahk3 plants dis-
play a semi-dwarf phenotype as to shoots, such as a reduced leaf size and a
reduced inflorescence stem length. A dramatic reduction in growth, proba-
bly due to a loss in meristematic activity, was shown for cre1 ahk2 ahk3 triple
mutants. This suggests that all three histidine kinase sensors are active
cytokinin receptors in planta. Higuchi et al. (2004) investigated several
single, double and triple mutants in various cytokinin assays (root growth
inhibition, root formation inhibition, cell division, callus greening and
induction of cytokinin primary response genes). They were small in size,
infertile, and meristem size and activity was greatly reduced. Analysis of
double and single mutants reveals significant redundancy of receptor
function. A similar very thorough study of cytokinin receptor mutants con-
firming and extending this view was recently published by the Schmülling
group (Riefler et al. 2006).

Similar cytokinin receptors have been isolated from maize (ZmHK1,
ZmHK2, ZmHK3a and ZmHK3b). Their overall structure is similar to the
Arabidopsis proteins. Cytokinin responsiveness has been verified in the E.coli
system (Yonekura-Sakakibara et al. 2004). Interestingly, in contrast to the
Arabidopsis receptors, the maize counterparts responded to cis-zeatin, which
is generally not considered an active cytokinin.

3.2.2 How do two-component receptors transduce the cytokinin signal?

The downstream cytokinin signalling chain is meanwhile quite well under-
stood (Fig. 4B). The fact that the cytokinin receptors can feed a signal into
bacterial and yeast signal transduction chains was a clue that the architecture
must be similar. In both systems, the signal is transferred by a histidine phos-
photransfer protein to the aspartate residue of a response regulator in a
phospho-relay mechanism. Similar phosphotransfer proteins could be iden-
tified in Arabidopsis, coded by the AHP (Arabidopsis histidine containing
phosphotransmitter) genes. In the heterologous E. coli system, it could be
shown that coexpression of the AHPs inhibited reporter gene expression,
suggesting that the plant AHPs can compete with the bacterial histidine
phosphotransfer protein. Two of these AHPs have been shown to be
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translocated to the nucleus in response to cytokinin (Hwang and Sheen
2001). Interaction of AHPs and cytokinin receptors has also been detected in
yeast two hybrid studies. All data support the view that the AHPs take up the
signal from the receptors and transmit it to a nuclear response regulator.

Two types of response regulators (RRs) have been found: type B RRs con-
tain an output domain whereas type A RRs do not. Type B RRs have been
shown to be activated by AHP interaction and can directly control expres-
sion of cytokinin response genes, among them type A RRs (for review see
Hutchinson and Kieber 2002, Lohrmann and Harter 2002; Kakimoto 2003;
Schmülling 2004). It appears that type A RRs can downregulate the primary
cytokinin response in a feedback loop or otherwise modulate downstream
cytokinin effects.

3.3 Candidates for the ABA receptor

At present (January 2006), the perception of ABA is the least understood of
all classical plant hormones, in spite of the fact that one of the classical ABA
responses, the closure of guard cells, offers an ideal target for all methods of
electrophysiology and cellular biology. Downstream ABA signalling has been
successfully explored with these techniques. However, the receptor question
is just beginning to be addressed. Up to now, two receptor proteins have
been found that appear to be linked to ABA signalling, but their nature as an
ABA receptor has not been demonstrated up to now.

3.3.1 A receptor-like kinase as a possible ABA receptor

Receptor tyrosine kinases (RTKs) play a pivotal role in animal and human
signal transduction, especially as receptors for growth factors (epidermal
growth factor, platelet derived growth factor, for review, see Frantl et al.
1993). The insulin receptor is an RTK. Upon perceiving a signal, they
autophosphorylate, and specific proteins bind to the resulting phosphotyro-
sine residues (e.g. through SH2 domains). Complex adaptors are assembled
linking the receptors to downstream signalling elements, for instance Rous
Abdominal Sarcoma (RAS)-like small G proteins (Sprang 1997) or to
protein kinase B (Nicholson and Anderson 2002).

Based on sequence homology the so-called receptor-like-kinases (RLKs)
have been discovered. In plant genomes they are widespread (600 or 1200
members in the Arabidopsis and rice genomes, respectively, but only
1–6 members in animals). It has been shown that RLK do possess 
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serine-threonine kinase rather than tyrosine kinase activity (Zhang 1998,
Shui and Bleecker 2001, for a recent review see Shui et al. 2004). They appear
to regulate cell division, differentiation, organ polarity and are involved in a
variety of responses to pathogen attack.

One such Receptor Protein Kinase, RPK1 in Arabidopsis, has been recently
related to ABA signalling (Osakabe et al. 2005). RPK1 knockout and anti-
sense plants display various phenotypes linked to ABA, especially strongly
reduced ABA sensitivity during germination, growth and stomatal closure.
The expression of several ABA response genes is much reduced in the
mutants. However, ABA binding has not yet been reported. Therefore, we do
not yet know of RPK1 is an ABA receptor or rather linked to ABA signalling
in a more indirect way.

3.3.2 At last: A plant G protein coupled receptor may be involved 
in ABA signalling

G protein coupled receptors have been linked to ABA signalling for more
than a decade. It is known that potassium and chloride channels modulated
by ABA in guard cells are also subject to known effectors of G proteins like
GTP-γ-S, pertussis toxin and cholera toxin. Knowing the fact that at least the
latter two only function with heterotrimeric G proteins and that het-
erotrimeric G proteins only function with 7-transmembrane receptors
(G protein coupled receptors, GPCR) the involvement of GPCR in ABA sig-
nalling appears to be a realistic possibility. However, circumstantial evidence
was also brought up for the involvement of GPCR in the signalling chains of
nearly every other hormone throughout the 1980s.

The complete elucidation of the Arabidopsis genome was a serious blow
to all these speculations. It was shown that both GPCRs and heterotrimeric
G proteins are extremely rare in plants. Up to now, there is only one candi-
date GPCR in the complete Arabidopsis genome, the gene GCR1 (Plakidou-
Dymock et al. 1998). There is only one single G protein alpha subunit
(GPA1), one single G protein beta subunit (AGB1) and two G protein 
γ-subunits in the Arabidopsis genome (AGG1 and AGG2). This illustrates
that G protein coupled signalling, besides the fact that it is a commonplace
in animals, is a quite exotic signalling mode in plants.

It was recently shown in a ubiquitin split study by Pandey and Assmann
(2004) that the one and only Arabidopsis 7-transmembrane receptor GCR1
and the one and only alpha subunit GPA are interaction partners. In the
same study, it was demonstrated that gcr1 mutants displayed a slight ABA
hypersensitivity in a number of ABA responses (root growth inhibition,
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stomatal closure, inhibition of stomatal opening) and an increased ABA-
induced expression of some ABA related genes. Water loss and water stress
symptoms were less severe in the mutants compared to the wild type. All this
suggests that GCR1 is somehow linked to ABA signalling. However, the ABA
hypersensitivity and the quite mild phenotypes may indicate that this is not
a primary ABA receptor, although it appears to be somehow linked to ABA
signalling. The real substrate for the GCR receptor remains unknown.

4 Perspective

By 2006, receptors for all but one of the classical plant hormones have been
identified. In many cases, there are several receptor genes, indicating redun-
dancy and the involvement of several signal transduction pathways. Thus,
the identification of downstream signalling elements will not be sufficient.
Like in animal systems there will be a intricate network and a lot of crosstalk
that remains to be elucidated. In the case of auxin perception there are two
very different receptors (ABP1 and the TIR1 family), and it remains to be
clarified which responses are triggered by which receptor.
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Spatiotemporal Patterns and Distributed
Computation—A Formal Link between CO2
Signalling, Diffusion and Stomatal Regulation

Ulrich Lüttge and Marc-Thorsten Hütt

1 Inorganic carbon themes and perspectives for signalling

The global change debate on the background of continuously increasing
atmospheric CO2 concentrations (Ca)*) has placed a wealth of botanical
inorganic carbon (C)*) themes in the limelight of international research
interest. What is the response of photosynthesis? Is it enhanced or down reg-
ulated? What is less frequently and broadly considered is the role of pedos-
pheric Ca (e.g. Cramer et al. 1999). Recently, Warren (2004) has listed a
number of points that must be born in mind when C-signalling is consid-
ered. This is first of all the old diffusion story of Ca–Ci–Cc*), where various
resistances in series determine the vertical flow of carbon from the atmos-
phere (Ca) into the internal leaf air spaces (Ci) and to the carboxylation sites
of photosynthesis (Cc) (Parkhurst 1994). The limitations posed by conduc-
tance at the various levels to CO2 movement involve diffusion in the gas
phase as well as in the liquid phase, and facilitated or active transport across
membranes of both CO2 and bicarbonate, HCO3

− (e.g. Mimura et al. 1993;
Price et al. 2002). An HCO3

– -transporter might even be related to the well
known red blood cell anion transporter (Drechsler et al. 1993, 1994; Sharkia
et al. 1994). Aquaporins facilitate transmembrane transport of CO2 (Uehlein
et al. 2003; Hanba et al. 2004; Progress in Botany, review: Kaldenhoff 2005).
Such transport processes are heavily involved in internal CO2-concentrating
mechanisms in cyanobacteria (Badger et al. 2002) and algae. Where such
CO2-concentrating mechanisms are absent, e.g. in chloroplasts of higher
plants (Price et al. 1994) and other algae, a particularly high activity of the
carboxylating enzyme ribulose-bis-phosphate carboxylase/oxygenase
(RubisCO) may be an alternative (Palmquist et al. 1994). The biochemical
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*)Throughout this review we use C to refer to inorganic carbon and Ca and Ci, respectively, for external
and internal inorganic carbon.



pathways of C4-photosynthesis (Leegood 2002) and crassulacean acid
metabolism (CAM) (Lüttge 2002) provide different ways of maintaining the
internal CO2 concentrating.

In this review, it cannot be our aim to cover these various issues in detail
and the vast relevant literature systematically. Mentioning these points above
with some admittedly arbitrarily chosen references may serve as kind of a
background for our attempt to cover the much more restricted perception we
have of Ci signalling. It is clear that stomata are not the only target for Ci sig-
nalling, but even for stomatal Ci responses our knowledge is astonishingly
limited. We will show the structural and physiological basis for Ci signalling,
which becomes overt in the spatiotemporal performance of leaves of higher
plants and is a currently emerging new field. Along the lines of Peak et al.
(2004), we will interpret spatiotemporal patterns (e.g. in stomatal dynamics)
as the result of a distributed computation of an optimal metabolic state. We
will briefly summarize how data analysis tools motivated by non-linear
dynamics and complexity theory may help understand such processes, where
spatiotemporal degrees of freedom are exploited for a system-wide opti-
mization. Furthermore, we will comment on how properties of spatiotem-
poral patterns (in stomatal conductance, photosynthetic activity or internal
CO2 concentrations) can be related to cellular properties and, consequently,
may provide indirect support, e.g., for certain regulatory pathways.

2 Ci signalling to stomatal guard cells

According to a long established consensus stomatal guard cells sense Ci and
not Ca (Mott 1990), where high Ci concentrations elicit stomatal closure.
This has also been reviewed recently (Schroeder et al. 2001; Vavasseur and
Raghavendra 2005). However, we do not even know the exact relevant criti-
cal concentrations. Generally, it is taken that Ci >Ca causes stomatal closure
and Ci<Ca stomatal opening (Assmann 1999).The guard cells of C4 plants
appear to be more sensitive to Ci than those of C3 plants (Huxman and
Monson 2003). Ci responses are very variable between species and there are
even differences due to acclimation within given species (Mansfield et al.
1990; Frechilla et al. 2002). Apparently stomata of C3 and CAM plants have
a similar CO2 sensitivity particularly in the range of 0–36 Pa, and a half sat-
uration constant of 19.6 Pa was observed in both C3 and CAM plants (Jewer
et al. 1985). The phytohormone ABA, which is an elicitor of stomatal clo-
sure, cytoplastic Ca2+, and blue and red light are major factors modulating
Ci sensitivity (Vavasseur and Raghavendra 2005). ABA increases the sensi-
tivity of guard cells to Ci in C3 plants (Leymarie et al. 1998; Huxman and
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Monson 2003) and is involved in the signalling, where the photosynthetic
modulation of the availability of NADPH which is necessary for ABA syn-
thesis using the xanthophyll violoxanthin as a precursor is also involved
(Tallman 2004).

The guard cell chloroplasts are considered to be at least one possible loca-
tion for Ci sensing mediated by the xanthophyll zeaxanthin (Zeiger et al.
2002). The levels of zeaxanthin are reciprocal to CO2 concentration and may
modulate CO2 dependent changes of stomatal apertures in the light (Zhu
et al. 1998). Carboxylating enzymes could be Ci sensors in stomatal guard
cells. There is a long lasting argument whether (Gotov et al. 1988; Rother
et al. 1988; Vaughn and Vaughn 1988; Reckmann et al. 1990; Cardon and
Berry 1992; Lawson et al. 2003) or not (Schnabl 1981; Shimazaki and Zeiger
1985; Birkenhead and Willmer 1986; Outlaw 1989) RubisCO is present in
guard cells. RubisCO could be a Ci sensor, not only via CO2 as its substrate,
but also via activation by carboxylation of the RubisCO protein (RubisCO-
activase) (Portis 1992). Phosphoenolpyruvate carboxylase (PEPC) is present
in guard cells and known to contribute to stomatal osmoregulation via
production of malate (Schulz et al. 1992; Klockenbring et al. 1998).

Perhaps ion channel activation is also involved in Ci sensing (Brearley
et al. 1997; Hanstein 2002; Hanstein and Felle 2002). In Vicia guard cells, the
chloroplasts transduce lowered Ci to an activation of stomatal opening via
an ion uptake mechanism that depends on chloroplastic photosynthetic
electron transport and shares downstream components of the blue light sig-
nal transduction cascade (Olsen et al. 2002). Hedrich and Marten (1993)
and Hedrich et al. (1994) have proposed a malate hypothesis for stomatal Ci
sensing, where CO2 is fixed by dark reactions via PEPC producing malate via
NAD(P)H dependent reduction of the oxaloacetate formed and malate then
acts on anion channels in the plasma membrane, mediating stomatal move-
ments. However, this hypothesis has several shortcomings and is not gener-
ally accepted (Assmann 1999; Schroeder et al. 2001; Vavasseur and
Raghavendra 2005). Hedrich and coworkers used 1% CO2 in their experi-
ments, a much too high non-physiological concentration. Internal CO2 con-
centrations in the percent range are only observed in CAM plants during the
day when nocturnally stored vacuolar malate is remobilized and decarboxy-
lated. This causes stomatal closure (phase III of CAM; Osmond 1978) but 
as noted above, we do not know the actual Ci levels required for stomatal
closure and CAM plants even appear to have the same Ci sensitivity as 
C3 plants.

Hanstein (2002) underlines how little we know about the signalling path-
way from Ci to stomatal guard cell movements. Indeed, having read the lat-
est review on the topic (Vavasseur and Raghavendra 2005), one is left with
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the strong disappointment that we know practically nothing about the
molecular identity of the primary Ci sensor.

3 Lateral CO2-diffusion in leaves

The traditional Ca–Ci–Cc diffusion story (see section 1 above) focuses on
vertical transport (Parkhurst 1994) and relates to leaf anatomy and thickness
(Hanba et al. 1999; Terashima et al. 2001). Lateral diffusion is also consid-
ered in the context, but only over very limited short distances, i.e. between
neighbouring substomatal cavities (Terashima 1992; Parkhurst 1994).
However, lateral CO2-diffusion in leaves over larger distances is a newly
developing field of interest for various reasons, and it is the basis of intra-
leaf Ci signalling.

3.1 The heterobaric/homobaric leaf concept

The interest in lateral diffusion currently revives the heterobaric/homobaric
leaf concept (Neger 1912, 1918), i.e. whether gas partial pressures in a leaf
are heterogeneous or homogeneous. This depends on the relative size of air
spaces of leaf aerenchyma but especially on leaf vein anatomy. Heterobaric
leaves are characterized by bundle sheath extensions which span the distance
between the upper and the lower epidermis. This creates physical barriers for
lateral gas diffusion because bundle sheaths mostly lack intercellular air
spaces (Neger 1912, 1918). Thus, the mesophyll air space is compartmental-
ized allowing a spatiotemporal heterogeneity of gas partial pressures within
a leaf. Conversely, in the homobaric leaves such restrictions are absent.

Situations can be more complex, however. In a generally homobaric leaf
like that of tobacco (Nicotiana tabacum), it was found recently that the
major lateral veins separate the mesophyll into larger patches between which
there are diffusion barriers, while the mesophyll between the large lateral
veins is homobaric (Jahnke and Krewitt 2002). The leaves of the C3/CAM-
intermediate species Clusia minor have a large intracellular air space of 9.3%
of total leaf volume and look like homobaric leaves. However, the large pho-
tosynthetically active chlorenchyma at the adaxial side of the central leaf vein
has very densely packed cells with very little intracellular air space in
between, and is isolated from the rest of the leaf to the extent that even the
interveinal leaf parenchyma and the central vein chlorenchyma, respectively,
can simultaneously perform different modes of photosynthesis, i.e. C3-
photosynthesis and CAM, respectively (Duarte and Lüttge 2006a). Based 
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on venation anatomy the leaves of Kalanchoë are homobaric. However, their
mesophyll cells are all almost spherical and isodiametric and so densely
packed that the intercellular air space is only 3% of total leaf volume (Duarte
et al. 2005) and diffusion resistance is so large that the leaves must be con-
sidered as functionally heterobaric (Maxwell et al. 1997).

3.2 Stomatal patchiness

Stomatal patchiness is due to heterogeneous distribution of CO2 partial
pressure in heterobaric leaves (Terashima 1992) and is based on the Ci sig-
nalling on stomatal guard cell movements (section 2). It has been reviewed
in this series by Beyschlag and Eckstein (1997). One of the consequences of
stomatal patchiness is heterogeneity of photosynthetic activity over the leaf.

3.3 Lateral gas diffusion over large distances within leaves

It appears that initially lateral diffusion of CO2 over larger distances within
leaves has been studied out of concerns about artefacts in gas exchange
measurements where the leaves are clipped on a gas exchange cuvette
(Jahnke and Krewitt 2002; Pieruschka et al. 2005; Jahnke and Pieruschka
2006). Lateral diffusion can occur over distances of at least 8 mm in leaves
and when it is substantial, this leads to errors in such measurements due to
partial darkening of the leaves by the ring of the leaf clip causing artificial
heterogeneity and lateral flow of gas into and out of the clamped part of the
leaves.

However, from such technical considerations also highly interesting phys-
iological studies evolved. Pieruschka et al. (2006) darkened parts of homo-
baric and heterobaric leaves by attaching adhesive non-transparent and
gas-impermeable tape which at the same time also blocked stomatal gas
exchange. Using chlorophyll fluorescence imaging, they could show that in
homobaric leaves respiratory CO2 can diffuse from the darkened parts into
the illuminated parts and stimulate photosynthesis there, which was most
active at the border between the darkened and the illuminated parts. The
ecophysiological implications of this effect in larger leaves, especially in trop-
ical forests with an important light fleck regime, are obvious. Morison et al.
(2005) used silicon grease to prevent stomatal gas exchange on patches of
leaves. By chlorophyll fluorescence imaging, they found that CO2 could not
diffuse laterally into the greased areas by more than ca. 0.3 mm. However,
they had illuminated the entire leaves and the silicon grease is transparent,
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so that CO2 diffusing towards the areas where atmospheric CO2 supply was
blocked was fixed photosynthetically en route. Duarte et al. (2005) have per-
formed a similar experiment, but they used the obligate CAM species
Kalanchoë daigremontiana, where in the daytime phase III of CAM stomata
are closed and the decarboxylation of nocturnally accumulated malate leads
to very high internal CO2 partial pressures, e.g. up to 0.5% (see Lüttge 2002).
In this case, also using chlorophyll fluorescence imaging they could clearly
demonstrate lateral CO2 diffusion from non-greased into greased parts
of the leaves. Evidently, of course, not only conductance but also concen-
tration gradients are relevant parameters in the resulting event of diffusion.
K. daigremontiana has functionally heterobaric leaves (section 3.1).

4 Lateral diffusion and Ci signalling for
synchronization/desynchronization of photosynthetic 
activity within leaves

As noted above (section 3.3), chlorophyll fluorescence imaging (CFI) has
been used to study heterogeneity of photosynthetic activity over entire leaves
produced experimentally using tape or silicon grease. CFI is also used effec-
tively in studying natural patchiness of photosynthetic activity over leaves
and the spatiotemporal heterogeneities and dynamics (Raschke et al. 1990;
West et al. 2005). An approach based on a nearest neighbour matrix algo-
rithm allows to obtain a quantitative measure of heterogeneity (Hütt and
Neff 2001). This provides a wealth of new insights into the spatiotemporal
dynamics of photosynthesis in leaves and the role of lateral gas diffusion in
signalling.

4.1 Heterogeneity and the role of photorespiration in leaves 
performing C3 photosynthesis

Clusia minor is a C3/CAM intermediate plant where the modes of photosyn-
thesis actually performed depend on environmental cues and can also be
induced experimentally (Lüttge 2006). The relative quantum use efficiency of
photosystem II (PS II), ΦPSII, as revealed by CFI, is a measure of the use of irra-
diance and excitation energy of photosynthesis. It was observed that in the
C3 state of C. minor it was rather homogenous over the entire leaf throughout
the light period (Duarte 2006, Duarte and Lüttge 2006a). In these experi-
ments, photorespiration was also assessed by supplying 20 min pulses of air
with only 1% O2 at intervals while photosynthesis parameters were recorded.
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This caused non-photorespiratory conditions so that the difference between
CO2 uptake under 21% O2 and 1% O2 indicated the rate of photorespiration.
During the 1% O2 pulses internal CO2 partial pressure, Ci, as well as ΦPSII
decreased, which is explained by the increased use of CO2 due to increased car-
boxylation activity of RubisCO at low O2 and the fact that photorespiration is
known to have a particularly high energy demand (Osmond and Grace 1995;
Heber et al. 2001; Heber 2002). During the 1% O2 pulses heterogeneity of ΦPSII
over the leaves showed a drastic increase. It has been noted above (section 3.1)
that C. minor has large intercellular air spaces and basically is a homobaric leaf.
The results of Duarte (2006; Duarte and Lüttge 2006a) show, however, that
patchiness develops at lowered Ci and in the absence of photorespiration.
Hence, quite obviously photorespiration stabilizes photosynthetic energy use
over the leaves. The high heterogeneity observed under these conditions
demonstrates that both CO2 and O2, i.e. most likely the CO2/O2 ratio,
are involved in lateral signalling and synchronization/desynchronization of
photosynthetic energy use in different parts (patches) of the leaf.

4.2 Heterogeneity in leaves performing CAM

Heterogeneity of photosynthetic energy use was also studied in leaves per-
forming CAM using the obligate CAM-species K. daigremontiana and the
C3/CAM intermediate C. minor in the CAM state. In both species hetero-
geneity of ΦPSII was strongly related to the CAM phases (Rascher et al. 2001;
Rascher and Lüttge 2002; Duarte and Lüttge 2006a). It was high in the tran-
sition phase between the dark period and the light period (phase II) and
strongly increased at the end of phase III and in phase IV in the afternoon
when closed stomata opened again and Ci changed from being determined
by internal mobilization of organic acids and became dependent on stom-
atal CO2 diffusion again. In phase II Ci is kept low by both PEPC and
RubisCO being active in CO2 fixation. In phase IV, Ci is low due to carboxy-
lation activity of RubisCO. In phase III, Ci is very high due to internal CO2
supply from organic acids (Lüttge 2002; Duarte et al. 2005). Thus, both in
the functionally heterobaric K. daigremontiana and in the anatomically
more homobaric C. minor ΦPSII heterogeneity strongly reflects Ci and is
determined by the changing metabolic states with competitive energy
demand of CO2 fixation for organic acid synthesis and vacuolar compart-
mentation and of RubisCO. This is underlined by the absence of hetero-
geneity in the C3-state of C. minor under photorespiratory conditions at
21% O2 (section 3.1). In both the C3 and the CAM state heterogeneity is low
at high Ci and high ΦPSII (Duarte and Lüttge 2006a).
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These observations provide clear evidence for lateral Ci signalling
involved in synchronization/desynchronization of photosynthetic activity
over the leaves and its dependence on both structural traits determining
resistance (or conductance) and concentration gradients, i.e. the essential
elements of diffusion equations. Indeed, as soon as one formulates a (gen-
eral) mathematical model of the essential metabolic processes, one can in
principle apply the general framework of reaction-diffusion equations
(Turing 1952) with different diffusion terms in order to test hypotheses
about the signalling substance and to estimate diffusion constants. The
involvement of Ci and C diffusion in these phenomena is underlined by the
observation of wave fronts running within minutes to hours over the leaves
of K. daigremontiana during the change from phase III to phase IV of CAM,
which can proceed in opposite directions, and when they meet extinguish
rather than superimpose upon each other (Rascher and Lüttge 2002).
Chlorophyll fluorescence imaging has also shown waves running over the
leaves in short ultradian oscillations in C3-leaves (West et al. 2005).

4.3 Heterogeneity during endogenous circadian rhythmicity 
of photosynthesis

In the obligate CAM species K. daigremontiana there are long lasting
endogenous circadian oscillations of gas exchange under constant external
conditions (e.g. Lüttge and Beck 1992). In the C3/CAM-intermediate species
C. minor both in the C3 and in the CAM state endogenous rhythmicity is also
observed, which is strongly dampened out, however, after a small number of
periods in both modes of photosynthesis (Duarte 2006; Duarte and Lüttge
2006b). In K. daigremontiana it was found that rhythmicity was lost above
an upper temperature threshold and that this effect was reversible when
temperature was lowered again into the rhythmic domain. However, this
reversibility was only observed when the reduction of temperature was
rapid. When temperature was reduced by the same degree but rather slowly
in time reversibility was not obtained (Rascher et al. 1998). This indicated
that many individual oscillators were involved in different parts of the leaves
possibly even in each cell of K. daigremontiana and that a strong signal was
needed to synchronize them. Temperature is thought here to affect tonoplast
permeability and malate compartmentation, and thus indirectly Ci, and
drastic temperature changes will elicit strong Ci signals.

In K. daigremontiana, heterogeneity of ΦPSII was low in the first three peri-
ods of endogeous oscillations and then strongly increased and began to oscil-
late. Individual patches were desynchronized as ΦPSII declined, i.e. during
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putative decline of Ci and resynchronized as ΦPSII rose again (Rascher et al.
2001). In C. minor in both modes of photosynthesis heterogeneity under
constant conditions and irradiance was low at 21% O2 and did not oscillate
(Duarte 2006). With 1% O2 endogenous oscillations were revealed where
heterogeneity was quite high in their peaks. In K. daigremontiana the max-
ima of heterogeneity were reached at maximum CO2 uptake, JCO2, from the
atmosphere, and in C. minor with 1% O2 maximum heterogeneity was seen
during the rise of JCO2, i.e. when Ci was most likely low due to limitation by
stomatal diffusion. These dynamics were not primarily due to endogenous
stomatal rhythmicity but to metabolism dependent shifts in Ci. In K. dai-
gremontiana, detailed correlation analysis showed that oscillations of leaf
conductance for water vapour in the oscillations lagged behind oscillations
of Ci by about 15 min, i.e. they were regulated downstream from Ci (Bohn
et al. 2001).

4.4 Interpreting spatiotemporal patterns beyond explicit models

In spite of its intrinsic lack of quantitative comparison with a precise math-
ematical model from our point of view the study by Peak et al. (2004) con-
stitutes a huge progress in conceptually understanding the spatiotemporal
behaviour of stomatal guard cells. By observing that stomata, basically,
have to compute an opening state optimal on the global (leaf-wide) level
using only local (cell-cell) communication the authors compare stomatal
dynamics with a model system from complexity theory, namely cellular
automata (CA).

Let us look at this type of modelling in more detail. A cellular automaton
is a framework for simulating spatiotemporal patterns arising from local
interactions. Figure 1 summarizes this concept. In the case of one spatial
dimension (1D CA) one has a chain of elements, each of which can be in a
particular state out of a state space Σ. Update rules translate neighbourhood
constellations at time t into the state of the central element at the next time
step t +1 (see Fig. 1A). By consecutively applying the update rules one can
simulate the time evolution of such a chain of elements corresponding to
this particular selection of update rules. The strength of cellular automata
lies in the simplicity of both the concept and the state space of a specific
model, which usually contains only few distinct states. Consequently, the
idea of cellular automata is not to describe a biological phenomenon as
accurately as possible, but to grasp the essence of a system in terms of few
degrees of freedom. In this sense, cellular automata represent an extreme
case of minimal model for biological situations.
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As this brief summary of cellular automata already shows, this model
operates on a discrete space, a discrete time and on a finite and discrete state
space. Figure 1B gives an example of a simple cellular automaton. This
example considers three-element neighbourhoods (N=3) and a binary (two-
element) state space (K=2), e.g. containing only 0 and 1. In this case 23=8
neighbourhood constellations have to be specified. The example given in
Fig. 1B after a short transient leads to a steady-state pattern.

This general framework of cellular automata has received a lot of scientific
attention as a laboratory for studying complex systems (see, e.g. Wolfram
2002). At the same time, specific cellular automata have proven useful as min-
imal models for aspects of biological pattern formation ranging from sim-
plest Turing patterns to the characteristic spiral wave patterns observed in
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example of a CA simulation for a binary state space and a three-element neighbourhood B.
For this selection of update rules, one obtains fixed-point dynamics after a short transient



excitable media. But even against this background, it is not readily under-
stood, how this CA-type of models could mimic the behaviour of stomatal
dynamics. The interesting approach by Peak et al. (2004) has been to analyse
the statistical features of a rather famous cellular automaton designed to per-
form a specific computational task and compare these features with the com-
putational task they record in stomatal spatiotemporal dynamics.

The cellular automaton they consider is a so-called density classifier. In its
simplest form the computational task of density classification starts from a
random distribution of zeroes and ones and then uses local rules to deter-
mine the state with the highest global density. Note that with the help of an
external agent this would be a trivial computational task requiring only to
count, e.g. the number of 1s in the initial state. With no external agent using
only local interactions between the elements the computation of the state
with the highest initial density is far from trivial. This situation has been
studied intensely in complexity theory (see, e.g. Mitchell et al. 1994;
Crutchfield and Mitchell 1995; Wolfram 2002). A simple example of such a
density classification is the majority rule, where the update rule maps an ele-
ment to the state, which holds the majority in the neighbourhood under
consideration. In order to get one step closer to the biological phenomenon
we consider the case of two spatial dimensions. Figure 2 summarizes the
update rule, which retains some features of the majority rule with the addi-
tional condition of shuffling undecided neighbourhoods. There, the update
rule operates on the number of 1s in the nine-element neighbourhood for
this automaton in two spatial dimensions. Update rules involving only the
number of, e.g. 1s and not their distribution in the neighbourhood are called
totalistic cellular automata in CA theory. Figure 3 shows spatial snapshots at
different time points starting from an initial density of 1s, p1, close to 0.5.
The corresponding time course of the density is displayed in the bottom part
of Fig. 3. The capacity of this automaton to classify initial densities by con-
verging to a specific state is summarized in Fig. 4. There, densities ρ(t) for
different initial densities, p1, are compared. It is seen that, while highly biased
densities are rapidly classified by this automaton, the difficult cases, where
p1≈0.5, can lead to long transients (and also to an occasional mis-classifica-
tion). Peak et al. (2004) evaluate such cellular automata in terms of the event
size distributions and other statistical parameters, and compare these quan-
tities with the stomatal patterns. Both, in theory and experiment, they focus
on the long transients.

This approach is conceptually different from the usual framework of the-
oretical biology, where specific mathematical models are formulated and
then analyzed with methods from nonlinear dynamics. Here the mathemat-
ical description focuses on analogies. A quantitative analysis then relies on
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comparing statistical properties of the real-life data with those from the the-
oretical counterpart. For stomatal dynamics, Peak et al. (2004) analyse event
sizes, the scaling of transients and the distribution of inter-peak intervals in
the average opening state (see also West et al. 2005). One can view this study
as an example of a new trend in theoretical biology on its way to an under-
standing at a system-wide level: Ever larger systems and, on the other hand,
an increasing importance of stochastic contributions (usually coming from
few-molecule configurations beyond the usual average concentrations far
beyond the molecular level) require models with abstract, discrete dynamics
and the use of stochastic processes to implement the effect of stochasticity
on this abstract level (see also Bornholdt, 2005).

5 Ci signalling network

Lateral diffusion of CO2 is clearly demonstrated in homobaric leaves and,
depending on the magnitude of concentration gradients for diffusion, also
in functionally heterobaric leaves. Observations of the spatiotemporal
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dynamics of synchronization/desynchronization of heterogeneous photo-
synthetic activity in leaves can be explained by Ci signalling. Summarizing
Ci signalling (Fig. 5), we can consider Ci as a central pool and in addition a
carbohydrate pool, and when we deal with CAM plants also an organic acid
pool. The Ci pool is emptied by CO2 fixation via the carboxylase activity of
RubisCO and via PEPC and by loss of CO2 via open stomata in respiration,
and there is also sometimes a minimal loss of CO2 to the atmosphere during
phase III of CAM notwithstanding closed stomata because the inward-out-
ward directed concentration gradient is so large in phase III. The Ci pool is
filled by CO2 uptake from the atmosphere via the stomata, by respiration, by
photorespiration, and in CAM by organic acid decarboxylation. The mech-
anisms of Ci signalling to the other two pools can be standard based on 
substrate kinetics of the carboxylating enzymes. Ci affects the oxygenation
activity of RubisCO via the CO2/O2 ratio and the respective substrate 
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Fig. 5. Scheme of a Ci-signalling network. Pools are in quadratic boxes, i.e. Ci, carbohydrate
([CH2O]n) and organic acid. (We are writing organic acid and not just malate because
although K. daigremontiana is only accumulating malate during the dark period of CAM,
C. minor is accumulating both malate and citrate (Lüttge 2006). Thin black arrows show
influx and efflux of the pools. Broad grey arrows indicate signalling pathways. RubisCO =
oxygenase and RubisCO = carboxylase activity of ribulose-bis-phosphate carboxylase/
oxygenase, PEPC = phosphoenolpyruvate carboxylase



affinities. The mechanism of Ci signalling to the stomata is unexplained, as
outlined in section 2.

Clearly, there is a substantial feedback between the spatiotemporal pat-
terning of photosynthetic activity and stomatal dynamics. The successful
analysis by Peak et al. (2004), however, suggests that one should theoreti-
cally approach these entangled spatiotemporal dynamics with similar
mathematical tools. Thus, in the vein of their study novel mathematical
modelling approaches are required for further progress of understanding
these networks.
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Plant Haemoglobins, Nitrate and Nitric Oxide:
Old Players, New Games

Yoshinari Ohwaki and Werner M. Kaiser

1 Introduction

In higher plants, three distinct classes of haemoglobins have been found
which are denominated as symbiotic (symHb), non-symbiotic (nsHb) and
truncated haemoglobins (trHb). Symbiotic haemoglobin has a well charac-
terized function in nitrogen fixation, in providing an adequate supply of
oxygen to the terminal oxidases of the symbiotic bacteria in the nodule, and
at the same time preventing inactivation of the nitrogenase enzyme which is
sensitive to oxygen. Much less is so far known about two other plant haemo-
globin forms, the so-called “non-symbiotic haemoglobin” and “truncated
haemoglobin”, which will be considered in more detail below.

Expression of haemoglobin in non-nodulated plants was first reported in
Trema tomentosa (Bogusz et al. 1988), and root-specific expression of the
promoters of Trema haemoglobin was achieved in transgenic tobacco
(Bogusz et al. 1990). The finding of functional haemoglobin in non-nodu-
lating plants suggests that all plants may have haemoglobin genes, and
implies that haemoglobins have a function in normal cells. Meanwhile,
nsHbs have been reported to exist in a range of plants, including monocots
(Taylor et al. 1994) and dicots (Hunt et al. 2001), and are now considered
ubiquitous in the plant kingdom. The function of nsHb was first suggested
to be related to oxygen transport (Bogusz et al. 1988; Andersson et al. 1996)
or to represent an oxygen sensor to change metabolism from the oxidative to
the fermentative pathway (Appleby et al. 1998). Recent work on the proper-
ties of haemoglobin and functional analysis of transgenic plants, however,
has opened new aspects. One that will be considered in some detail here is
that nsHb may have physiological relevance with respect to nitric oxide
(NO) metabolism. NO is a small, gaseous free radical molecule that has been
extensively studied as an important signalling compound in mammals, cov-
ering a wide range of regulatory functions in the cardiovascular, nervous and
immunological system (Alderton et al. 2001). Accumulated knowledge on
NO in plants suggests that it plays also important roles in the control of
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growth and development including germination, cell differentiation, flower-
ing and senescence (Beligni and Lamattina 2000; Corpas et al. 2004; He et al.
2004; Guo and Crawford 2005) as well as in defence responses to biotic and
abiotic stresses (Neill et al. 2002; Romero-Puertas et al. 2004). Thus it is
extremely important to find out how the activity of NO is controlled in vivo.

Basically, control may be exerted by modulation of production or modu-
lation of consumption, or both. In plants, NO may be formed either by
nitrite- or by L-arginine-dependent reactions (Fig. 1). To date, the larger
group of the nitrite-dependent NO sources includes nitrate reductase (NR),
plasma-membrane bound nitrite:NO-reductase (NI-NOR) and mitochon-
drial electron transport. The L-arginine-dependent group presently consists
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Fig. 1. Schematic presentation of the NO generating reactions, and putative haemoglo-
bin(Hb)-mediated NO scavenging in plant cells (abbreviations used in the figure are
explained in this legend): In the root apoplast, nitrate-dependent NO production is catalysed
by plasmalemma-bound nitrate reductase (PM-NR) and a closely associated nitrite:NO
reductase (NI-NOR). NO might be also produced at physiological nitrite concentrations via
non-enzymatic reduction of nitrite, but only if the pH in the apoplast would drop signifi-
cantly below pH 5. NO synthesis in the cytosol is catalysed by either nitrate reductase (NR),
which reduces nitrite to NO, or by NO synthase (NOS; AtNOS1) in the mitochondria, which
uses L-arginine (Arg) as substrate. Mitochondrial electron transport also reduces nitrite to
NO but only under hypoxia/anoxia. The reaction catalysed by non-symbiotic haemoglobin
(nsHb) may convert NO into nitrate at the expense of O2 and NAD(P)H. The mechanism for
this nsHb-mediated reaction has not been fully established yet. One possible route is the
dioxygenase reaction, where haem-bound oxygen (O2-Hb2+) reacts with NO to yield nitrate.
S-nitrosylation of haemoglobin (cys-SNO) is proposed to be involved in this reaction.
Another possible route might be a denitrosylase reaction, where haem-bound NO (NO-Hb2+)
reacts with oxygen to form nitrate. The methaemoglobin (Hb3+) produced by this reaction
can be reduced by NAD(P)H to haemoglobin (Hb2+)



of only one enzyme, NO synthase (NOS). A gene for NOS has been recently
identified in Arabidopsis (AtNOS1), which has no sequence similarity to any
mammalian isoform. Nevertheless, it appears to oxidize L-arginine to L-
citrulline and NO by using O2 and NADPH, in a way similar to mammalian
eNOS and nNOS (Guo et al. 2003).

As pointed out recently, NO production through the nitrite-dependent
pathways can be regulated by variety of environmental and developmental
cues (Meyer and Stöhr 2002; Tischner et al. 2004; Gupta et al. 2005; Planchet
et al. 2005, 2006). The biological half life of NO is probably short, and there
are many potential NO quenchers, e.g. thiols or tocopherols and haem pro-
teins such as nsHbs. This rapid NO scavenging may be as important for its
signalling function as its production.

Here, we describe the main physiological and biochemical functions
reported for nsHb in plants, but with a strong focus on its interaction with
NO in nitrate assimilation, flooding (or anoxia-) tolerance and in plant-
microbe interactions.

2 Properties of nsHbs

2.1 Gene and protein expression

A number of nsHb genes have been isolated from a variety of plants. Their
coding sequences are highly similar and are interrupted by three introns
located at identical positions (Arredondo-Peter et al. 1997; Aréchaga-
Ocampo et al. 2001; Hunt et al. 2001). For example, the deduced amino acid
sequence of barley nsHb shares 71% identity with a non-legume haemoglo-
bin gene, a further 16% of the residues being conservative replacements
(Taylor et al. 1994). The sequence of nsHb is clearly distinct from the sym-
biotic class of proteins, e.g. the predicted amino acid sequence of nsHb in
soybean is only 57–58% identical to symHb (Andersson et al. 1996).

The molecular phylogenetic analysis of nsHb revealed that two distinct
classes of nsHb exist in dicots, namely class 1 and class 2 nsHb. Monocots
appear to have only class 1 nsHb (Hunt et al. 2001). Although class 1 and
class 2 nsHb genes contain the conserved distal histidine (E7), proximal his-
tidine (F8), proline (C2) and phenylalanine (cd1) residues (Hunt et al.
2001), they share only limited sequence similarities and showed distinct
expression profiles. AHB1 (class 1) and AHB2 (class 2) nsHb genes from
Arabidopsis share only 69% identity at the nucleotide level (Trevaskis et al.
1997), and the class 2 nsHb gene sequences in canola (Brassica napus) and
cotton (Gossypium hirsutum) are only 55–60% identical to a class 1 nsHb
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gene in Arabidopsis and 60–70% identical to the symHbs of legumes and
Casuarina (Hunt et al. 2001). The class 1 nsHb gene is induced by low oxy-
gen condition, by nitrate treatment (see below) and by high sucrose levels
(Trevaskis et al. 1997). In contrast, class 2 nsHb gene expression is not
affected by hypoxia, but is induced by low temperature (Trevaskis et al. 1997)
and cytokinin treatment (Hunt et al. 2001). More recently, it has been
reported that the expression of class 1 nsHb from Lotus japonicus is induced
by low temperature and by the plant hormones ABA and cytokinin, as well
as by anoxia (Shimoda et al. 2005). The promoter of class 1 nsHb
(OsNSHB2) in rice is significantly up-regulated by cytokinin (Ross et al.
2004). These results suggest that the functions of the two classes of nsHbs
may overlap (Ross et al. 2004).

2.2 Cellular and subcellular localization of Hbs

Expression of class 1 nsHb has been frequently observed in germinating
seedlings (Duff et al. 1998; Hunt et al. 2001; Lira-Ruan et al. 2001; Ross et al.
2001), but that was not obvious in teosinte (Zea mays ssp. parviglumis;
Aréchaga-Ocampo et al. 2001). NsHbs exist in different cell types of devel-
oping seedlings including the aleurone, scutellum, root cap cells and differ-
entiating sclerenchyma and tracheary elements. The specific cellular
localization of the nsHb protein indicates specific developmental functions
in plants (Ross et al. 2001). In contrast to class 1 nsHbs, expression of class
2 nsHbs has been found in the bolt stem, rosette leaves and roots of mature
flowering plants, but not in young plants (Hunt et al. 2001). In Arabidopsis,
class 2 nsHb is activated during embryogenesis and seed maturation, sug-
gesting a function in seed development (Hunt et al. 2001). This agrees with
the finding that a class 2 nsHb gene is specifically expressed under condi-
tions inducing somatic embryogenesis in Cichorium (Hendriks et al. 1998).
NsHbs appear to be located in the cytosol, because the DNA sequence of
nsHbs does not have a transit signal peptide (Taylor et al. 1994; Arredondo-
Peter et al. 1997; Trevaskis et al. 1997). However, the alfalfa MHb1 protein
(Seregélyes et al. 2000) and the cotton GhHb1 protein (Qu et al. 2005) were
predominantly present in the nucleus, and only a small amount appeared in
the cytoplasm. In yeast (Saccharomyces cerevisiae), a flavohaemoglobin
(flavoHb) encoded by a single nuclear gene YHB1 lacking a predicted mito-
chondrial signal peptide was localized in both, the mitochondrial matrix and
the cytosol (Cassanova et al. 2005).

A new haemoglobin having a central domain similar to trHb of micro-
organisms was isolated from Arabidopsis (Watts et al. 2001), wheat (Larsen
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2003) and Medicago truncatula (Vieweg et al. 2005). Many trHbs display
amino acid sequences 20–40 residues shorter than non-vertebrate haemo-
globin, and possess an alternative folding pattern with a 2-on-2 sandwich of
α-helices, distinct from other haemoglobins having 3-on-3 structures
(Wittenberg et al. 2002). TrHbs are distributed in eubacteria, cyanobacteria,
unicellular eukaryotes and in higher plants, and form a phylogenetically dis-
tinct family separate from other haemoglobins (Wittenberg et al. 2002;
Milani et al. 2005). In plants, trHbs are constitutively expressed throughout
the plant (Watts et al. 2001; Larsen 2003), but expression in the roots appears
to be about four times higher than in shoots (Watts et al. 2001). These pat-
terns are similar to class 1 nsHb, but trHb showed no induction by hypoxia
(Watts et al. 2001; Larsen 2003).

2.3 Oxygen affinity

Recombinant class 1 nsHb protein has a remarkably high affinity for O2,
which is mainly due to an extraordinary low oxygen dissociation constant
(Arredondo-Peter et al. 1997; Duff et al. 1997; Trevaskis et al. 1997; Hargrove
et al. 2000). This much lower O2 dissociation constant of nsHbs compared
to cytochrome oxidase makes it unlikely that these proteins supply O2 for the
terminal oxidases in mitochondria (Trevaskis et al. 1997). Moreover, the
extraordinary slow dissociation of oxygen would suggest that nsHb is not
involved in oxygen transport (Arredondo-Peter et al. 1997; Trevaskis et al.
1997). Class 2 nsHb proteins have a much lower affinity for O2 than class
1 nsHbs, which are similar to symbiotic haemoglobin (Trevaskis et al. 1997).
It was proposed that symbiotic haemoglobin genes in legumes and
Casuarina in evolution arose from class 2 genes (Trevaskis et al. 1997; Hunt
et al. 2001). The affinity of trHbs for O2 is higher than that of vertebrate
haemoglobin and myoglobins but lower than that of cytochrome oxidase
from plants (Watts et al. 2001).

2.4 Structural aspects

In any haem protein, the structure of the haem pocket plays a crucial role in
controlling protein function (for review, see Gow et al. 2005). The haem of
ferrous and ferric forms of the nsHb is a low spin 6-coordinate, which dif-
fers markedly from traditional pentacoordinate haemoglobins (Arredondo-
Peter et al. 1997; Duff et al. 1997; Goodman and Hargrove 2001; Perazzolli
et al. 2004; Sáenz-Rivera et al. 2004). Hexacoordinate haemoglobins have
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been found in bacteria, protozoa and animals as well as in plants, suggesting
that 6-coordinate haemoglobins are ubiquitous in living organism (Kundu
et al. 2003). The distal histidine in the haem pocket forms a strong hydrogen
bonding with bound O2, which contributes to the slow dissociation constant
(Arredondo-Peter et al. 1997; Duff et al. 1997; Das et al. 1999). The 6-
coordinate conformation of nsHb may suggest a role in electron transfer to
haem iron and bound ligand (Duff et al. 1997; Weiland et al. 2004).

2.5 Reaction of nsHbs with NO

It has been well documented that haemoglobins react with NO. FlavoHbs
that are found in a variety of prokaryotic and eukaryotic microorganisms
possess NO dioxygenase (Gardner et al. 1998; Hausladen et al. 1998) or den-
itrosylase activities (Hausladen et al. 2001) to generate nitrate aerobically,
and a slower NO reductase activity to produce nitrous oxide (N2O) under
anaerobic conditions (Hausladen et al. 1998; Kim et al. 1999). The flavoHb
consist of a haemoglobin domain and a flavin-containing reductase domain,
which is distinct from nsHb which does not posses a flavin domain (Gardner
2005). The reduction of ferric haem iron back to the ferrous form is critical
for maximal catalytic turnover of the enzyme. The C-terminal reductase
domain binds NAD(P)H and transfers electrons to ferric haem iron via
bound FAD. By metabolizing NO, flavoHbs may prevent NO-mediated
modification of thiol and metal centres of other critical enzymes and regu-
latory proteins. In addition, it may decrease the formation of the highly reac-
tive peroxynitrite, thereby preventing the irreversible oxidation and
nitration of proteins or lipids (for review, see Frey and Kallio 2003; Gardner
2005). When the haem and flavin domains were separately expressed in
Escherichia coli, that haem domain in flavoHb could confer resistance to
growing cells from NO donors, but failed to provide protection from NO to
the respiratory chain (Hernández-Urzúa et al. 2003).

While most bacteria species express flavoHbs, some bacteria such as
Viteroscilla sp. and Campylobacter jejuni express single-domain haemoglo-
bins, which do not possess flavin domains (Frey and Kallio 2003). Expression
of these single-domain haemoglobins also conferred resistance to the toxicity
of NO, indicating that the C-terminal reductase domain is not obligatory for
a NO degrading activity in vivo (Frey et al. 2002; Elvers et al. 2004). It was
suggested that an external reductase system may reduce the haem iron to the
biochemically active ferrous form in single-domain haemoglobins.

An NO metabolizing activity has also been described for class 
1 nsHb (Fig. 1). NO consumption by class 1 nsHb exhibits characteristics 
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of NO dioxygenase activity. The reaction proceeds aerobically (Igamberdiev
et al. 2004) and either NADH or NADPH can be used as electron donors,
with the NADH dependent rate being about 2–2.5 times faster than the
NADPH rate (Igamberdiev et al. 2004; Perazzolli et al. 2004; Seregélyes 
et al. 2004). The activity was sensitive to diphenylene iodonium, an inhibitor
of flavoproteins (Igamberdiev et al. 2004; Seregélyes et al. 2004), and 
nitrate was a reaction product (Igamberdiev et al. 2004; Perazzolli et al.
2004).

In Arabidopsis, AHb1 possesses a redox-active cysteine residue within the
distal haem pocket, which is not present in flavoHbs (Gow et al. 2005). A 
cysteine-dependent mechanism of haemoglobin to metabolize NO has been
reported for the parasitic nematode Ascaris (Minning et al. 1999). The cys-
teine residue near the ligand-binding site in Ascaris haemoglobin binds NO
to give S-nitrosocysteine, which interacts with dioxygen bound to haem to
form nitrate. Perazzolli et al. (2004) found that S-nitrosylated AHb1 is
endogenously produced during the course of NO consumption, and sug-
gested that AHb1 can scavenge NO through a similar cysteine-dependent
mechanism as in Ascaris. On the other hand, Igamberdiev et al. (2005b)
demonstrated that the mutation of the single cystein residue in barley nsHb
has no effects on the NO metabolizing activity.

As for the single-domain haemoglobin in bacteria, NO consumption by
nsHbs requires interaction with other molecules possessing methaemoglobin
reduction activity (Seregélyes et al. 2004), and methaemoglobin reductase
activity has indeed been reported in alfalfa root extracts (Igamberdiev et al.
2004). It was also suggested that ascorbate can accomplish this reduction
(Igamberdiev et al. 2005b, c).

3 NsHb and NO in nitrate assimilation

3.1 Nitrate assimilation as a source for NO

NO emission from plants and cell suspensions is common when nitrate is
the N-source, but not with ammonium (Wildt et al. 1997; Planchet et al.
2005). NO emission from cells or leaves during nitrate reduction is usually
much higher under anoxia than in air (see below). This is at least partly due
to a limitation by the tissue nitrite concentration (Morot-Gaudry-Talarmain
et al. 2002; Rockel et al. 2002; Planchet et al. 2005), and because nitrate is a
competitive inhibitor for NO formation, the nitrate/nitrite ratio has been
suggested to be an important factor determining the rate of NO production
in plants (Rockel et al. 2002; Vanin et al. 2004).
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Originally, it was thought that nitrite- and NAD(P)H-dependent NO for-
mation is exclusively catalysed by nitrate reductase (NR) itself (Dean and
Harper 1988; Yamasaki and Sakihama 2000; Rockel et al. 2002). NO emission
from tobacco leaves was completely suppressed by the application of
tungstate, which, when replacing molybdate, blocks NR activity (Planchet
et al. 2005). As NR-dependent NO formation was competitively inhibited by
nitrate (Ki=50 µM), nitrite and nitrate appear reduced on NR at the same
site (Kaiser et al. 2002). The posttranslational modulation of NR activity
affected the NO production from nitrite in vitro and in vivo (Rockel et al.
2002), and tobacco plants with NR mutated in the regulatory Ser 521 had a
light-dark-pattern of NO emission opposite to the wild type (Lea et al.
2004). However, NR (soluble or PM-bound) is not the only source for
nitrite-derived NO. Even completely NR-free tobacco suspension cells pro-
duced NO when nitrite was added externally (Planchet et al. 2005).
Inhibitors of mitochondrial electron transport blocked this NO formation
(Modolo et al. 2005; Planchet et al. 2005), and it is now clear that purified
mitochondria from roots, but probably not from leaves, are able to reduce
nitrite to NO (Gupta et al. 2005). Other MoCo enzymes such as xanthine
oxidase or aldehyde oxidase probably do not contribute to NO production
from nitrite in plants (Modolo et al. 2005; Planchet et al. 2005), although
these proteins can potentially produce NO from nitrate and nitrite
(Harrisson 2002). In tobacco roots, NI-NOR-catalysed NO formation was
described (Stöhr et al. 2001). This root-specific protein is associated with a
root-specific, succinate-dependent PM-bound nitrate reductase (PM-NR),
and reduces nitrite to NO with reduced cytochrome c as an electron donor,
but not with NADH. NO produced by this enzyme in the apoplast may enter
the cell, and was suggested to be involved in regulating nitrate assimilation
(Stöhr and Ullrich 2002).

As mentioned above, plants may also produce NO independent of nitrite
by NO-synthase. However, under normal conditions, the frequently used
NOS inhibitors had no effect on NO production (Rockel et al. 2002;
Sakihama et al. 2002; Vanin et al. 2004; Planchet et al. 2005).

3.2 A matter of speculation: Effects of NO on nitrate assimilation 
and related processes

While NO is undoubtedly a by-product of nitrate assimilation in higher
plants, it is not clear whether it has a function in that overall process. We will
only briefly discuss some (rather speculative) ideas on this aspect. Nitrite has
been suggested to be involved in the nitrate assimilation as a regulatory
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signal (Loqué et al. 2003), and NO could act as an additional signal to con-
trol nitrate uptake and assimilation (Meyer and Stöhr 2002). In analogy to
protein phosphorylation/dephosphorylation, NO may influence the nitrate
assimilation pathway by transcriptional and post-transcriptional modula-
tion of enzymes. Nitrite reductase-deficient transgenic tobacco with a con-
tinuous overproduction of NO showed increased protein tyrosine nitration,
suggesting that high NO production resulted in increased peroxynitrite pro-
duction (Morot-Gaudry-Talarmain et al. 2002). Peroxynitrite is known to be
produced by the reaction of NO with superoxide (Arteel et al. 1999), and it
was suggested that NR produces both NO and superoxide which subse-
quently generate peroxynitrite (Yamasaki and Sakihama 2000). The forma-
tion of peroxynitrite may contribute to the toxic effects of NO, possibly
through inhibition of signal transduction by tyrosine nitration (Morot-
Gaudry-Talarmain et al. 2002).

Enzyme activity may be regulated by NO through S-nitrosylation of cys-
teine residues. In animals, S-nitrosylation of cysteine appears involved in sig-
nal transduction (Stamler et al. 2001; Foster and Stamler 2004) and the level
of S-nitrosylation is also regulated by enzymatic denitrosylation (Liu et al.
2001), which is analogous to regulation by protein phosphorylation/dephos-
phorylation. Denitrosylation activity has been reported for peroxidases
(Abu-Soud and Hazen 2000) and glutathion-dependent formaldehyde dehy-
drogenases (Liu et al. 2001). These enzymes were also found in plants
(Sakamoto et al. 2002; Díaz et al. 2003), suggesting that similar reactions are
involved in signal transduction of plants. NO-mediated S-nitrosylation was
suggested to regulate K+ channels in guard cells of Vicia faba (Sokolovski and
Blatt 2004). Glutamine synthetase (GS) was also found to be a target for 
S-nitrosylation when Arabidopsis leaves were exposed to NO gas
(Lindermayr et al. 2005). GS catalyses the ATP-dependent condensation of
ammonium ions with glutamate to produce glutamine (Hodges 2002).
Glutamine itself is involved in the regulation of nitrate assimilatory
enzymes, including nitrate reductase, nitrite reductase and GS (Sivasankar
et al. 1997; Oliveira and Coruzzi 1999). Although the consequence of
S-nitrosylation of GS on its activity has not been examined to date, this
might represent an interesting feed-back loop in nitrate reduction and
nitrogen assimilation.

Mammalian cytosolic and mitchondrial aconitase are sensitive to inacti-
vation by NO (Gardner et al. 1997). Aconitase contains an Fe-S cluster which
catalyses the reversible isomerization of citrate to isocitrate. In addition, the
cytosolic isoform of aconitase functions as RNA binding protein that regu-
lates uptake, sequestration, and utilization of iron in animals (for review, see
Hentze and Kühn 1996). The RNA-binding property of cytosolic aconitase

Plant Haemoglobins, Nitrate and Nitric Oxide: Old Players, New Games 269



can be enhanced by NO with a concomitant loss of aconitase activity. In
tobacco, it was demonstrated that the activity of both, cytosolic and mito-
chondrial aconitase was inhibited by NO (Navarre et al. 2000).
Mitochondrial aconitase is part of the Krebs cycle, but the role of cytosolic
aconitase is not well understood in plants. Isocitrate produced by catalytic
reaction of aconitase is further converted by isocitrate dehydrogenase to 
2-oxoglutarate, which is the substrate for the GS-GOGAT pathway (Hodges
2002). Both mitochondrial and cytosolic aconitases have been suggested to
produce isocitrate (Gálvez et al. 1999; Abiko et al. 2005). In a tomato mutant
having reduced levels of cytosolic and mitochondrial aconitase protein and
activity, the levels of 2-oxoglutarate and glutamine were markedly reduced
(Carrari et al. 2003). Thus, the inhibition of aconitase activity by NO may
influence amino acid metabolism by limiting the supply of carbon skeletons
for GS-GOGAT pathway as well as suppressing ATP production in mito-
chondria.

NO produced during nitrate reduction may not only affect the Krebs cycle,
but may also inhibit mitochondrial electron transport and oxidative phos-
phorylation. There is evidence that NO inhibits the activity of the
cytochrome pathway but not of the alternative oxidase (AOX) (Millar and
Day 1996; Yamasaki et al. 2001; Huang et al. 2002; Zottini et al. 2002).
Expression of the AOX gene is induced by NO (Huang et al. 2002). These
changes in electron flow may reduce generation of reactive oxygen species
(ROS), but result in lower ATP synthesis rates (Yamasaki et al. 2001). Thus
NO-derived modification of mitochondrial functions may represent another
feed-back loop to nitrate assimilation and the GS/GOGAT reactions.

3.3 Role of nsHbs in nitrate assimilation

Many genes, not only of the nitrate assimilation pathway, are rapidly
induced by nitrate (Wang R et al. 2000, 2003; Wang YH et al. 2001). The
coordinated changes of gene expression triggered by nitrate probably serve
to prevent energy loss and accumulation of toxic metabolites. The most
nitrate-responsive genes are those involved in nitrite reduction, but in addi-
tion class 1 nsHbs (AHB1) were among the most strongly nitrate-induced
genes in Arabidopsis found by microarray analysis (Wang R et al. 2000).
Using a nitrate reductase-null Arabidopsis mutant, Wang R et al. (2004) fur-
ther demonstrated that the nitrate response of AHB1 as well as of other key
nitrate assimilatory genes is independent of nitrate reduction, and that
nitrate itself is a signal. In rice cell cultures, the class 1 nsHb gene (ORYsa
GLB1a) was rapidly induced by nitrate, nitrite and by NO without de novo
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protein synthesis in the cytoplasm (Ohwaki et al. 2005). In bacteria, flavoHb
and a single-domain haemoglobin possessing NO detoxification activity
were induced by nitrite or NO (Elvers et al. 2004; LaCelle et al. 1996; Poole
et al. 1996). In addition to nitrate, nitrite and NO, plants may use cytokinin
to induce nsHbs. Ross et al. (2004) found that a cytokinin-regulated tran-
scription factor, ARR1, activates the OsNSHB2 encoding class 1 nsHb in rice,
and cytokinin significantly activates the rice OsNSHB2 promoter. Cytokinin
has also been reported to be involved in long distance communication of the
nitrogen status in plants (for review, see Forde 2002; Sakakibara 2003).
Cytokinin treatment rapidly stimulates NO release in tobacco cell cultures
(Tun et al. 2001).

The rapid, nitrate-dependent induction of class-1 nsHb genes suggests a
general role of nsHbs in nitrate assimilation and related processes.
Moreover, the fact that nsHbs can be induced by nitrite and NO as well
(Fig. 2; Sakamoto et al. 2004; Ohwaki et al. 2005; Shimoda et al. 2005)
implies that nsHbs are involved in nitrite and NO detoxification
(Igamberdiev et al. 2004; Perazzolli et al. 2004; Sregélyes et al. 2004). Our
own work has shown that leaves of rice plants overproducing class 1 nsHb
emitted less NO than WT when they were grown with nitrate (Ohwaki and
Kaiser, unpublished). On the other hand, in a nsHb underexpressing line,
aconitase activity was lower than in a nsHb overexpressing line (Igamberdiev
et al. 2005c).

A catalytic activity of nsHbs in nitrite metabolism has also been
described. In Arabidopsis, recombinant class 1 nsHb (AtGLB1), class 2 nsHb
(AtGLB2) and trHb (AtGLB3) exhibited peroxidase-like activity to oxidize
NO2

− (Sakamoto et al. 2004). Among the three types of haemoglobins, class
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Fig. 2. Synthesis and accumulation of the class 1 nsHb protein in rice cells are induced by
nitrate (NO3

−), nitrite (NO2
−) and nitric oxide (NO). Total cellular proteins, extracted from

the cells treated at various concentrations of NO3
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−, or with an NO donor (SNAP) were
subjected to SDS-PAGE for Western blotting. The antibody for rice Hb1 was a gift from Dr.
G. Sarath, University of Nebraska, Lincoln



1 nsHb was most effective in utilizing NO2
− to generate reactive nitrogen

species (RNS). Although the physiological relevance of these reactions is not
yet clear, cellular detoxification of NO2

− or involvement in cellular signalling
via tyrosine nitration has been suggested. It was postulated that the peroxi-
dase-like activity of nsHbs may be involved in the conversion of nitrite to
nitrogen oxide (NO2) and in the formation of a presently unidentified form
of nitrogen in plants (Morikawa et al. 2005). Obviously, more intense
transgenic approaches are required to unravel the consequences of nsHb
expression on the entire process of nitrate assimilation.

4 NsHb and NO in anoxia tolerance

4.1 NO production under anoxia

As mentioned above, NO production by plant cells is much higher under
anoxia than in air. For example, in tobacco or maize suspension cells or in
alfalfa root cultures, NO production was hardly detectable under aerobic
conditions, whereas rates were at least 2 orders of magnitude higher under
hypoxic or anoxic conditions (Dordas et al. 2003, 2004; Planchet et al. 2005).
In tobacco leaves grown with nitrate, NO emission under anoxia increased
up to 1000-fold over air-levels, reaching 100 nmol g−1 FW h−1 (Planchet et al.
2005). As in air, NO formation under anoxia was directly or indirectly NR
dependent (Planchet et al. 2005). Enhanced emission of NO under anoxia
was associated with nitrite accumulation in leaves (Planchet et al. 2005),
which is apparently due to two effects: i) activation of NR triggered by cel-
lular acidification (Kaiser and Brendle-Behnisch 1995), and ii) inhibition
(probably also by cytosolic acidification) of plastidic nitrite reduction
(Botrel et al. 1996). While NR is undoubtedly able to reduce nitrite to NO,
in air as well as under anoxia, mitochondrial electron transport is able to
reduce nitrite to NO only under anoxia, but not in air (Gupta et al. 2005).
This is apparently due to a competition of nitrite with O2. Interestingly, only
root mitochondria or mitochondria from suspension cells were able to pro-
duce NO, not leaf mitochondria. The reasons are as yet unknown. Based on
inhibitor studies it was shown that both terminal oxidases participate in NO
production (Gupta et al. 2005). Reduction of nitrite to NO by mitochondr-
ial electron transport has also been reported for green algae (Tischner et al.
2004) and animals (Kozlov et al. 1999). In a recent report, it was indicated
that plant mitochondria also contain NOS (AtNOS1) activity (Guo and
Crawford 2005). However, involvement of NOS in NO formation under
anoxia is improbable, because the reaction requires molecular oxygen.
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4.2 Role of nsHbs in anoxia tolerance

One feature common to all class 1 nsHbs is their enhanced expression under
anoxia. The induction of class 1 nsHb genes under anaerobic condition in
plants was first reported for isolated barley aleurone layers and roots (Taylor
et al. 1994). NsHb mRNA was not detectable in aleurone layers of barley at
20% and 10% O2, was hardly visible at 5% O2 and became easily detectable
at 2% and 0% O2. In roots of Arabidopsis, accumulation of the GLB1
(AHB1) protein was induced below 5% O2, and was further increased in
0.1% O2 (Hunt et al. 2002). The response of nsHb expression to oxygen lim-
itation was observed after 1h of incubation under N2, and required lower O2
concentration than alcohol dehydrogenase (ADH) or lactate dehydrogenase
(LDH) induction (Taylor et al. 1994). The induction of class 1 nsHbs under
anoxia has also been reported in cotton GhHb1 (Qu et al. 2005), Lotus japon-
icus LjHb1 (Shimoda et al. 2005), wheat TaHb1 (Larsen 2003), Arabidopsis
AtGLB1 (Yang et al. 2005) and alfalfa Mhb1 (Seregélyes et al. 2000). The level
of nsHb protein was increased under flooded conditions in roots of barley
(Taylor et al. 1994) and in rice (Lira-Ruan et al. 2001). This pattern suggests
a role for nsHb in hypoxia tolerance, and indeed enhanced nsHb expression
improved the survival of hypoxia of Arabidopsis (Hunt et al. 2002).

In the aleuron layer of barley, not only anoxia, but also respiratory
inhibitors including CO, cyanide, and antimycine A, as well as uncouplers of
oxidative phosphorylation and ATP synthesis strongly elevated mRNA levels
of nsHb (Nie and Hill 1997). The conclusion was that the expression of
nsHb is not directly influenced by O2 but by the availability of ATP. It was
suggested that cytosolic Ca2+ is involved in anoxia-induced nsHb gene
expression (Nie et al. 2005). Recently, it was demonstrated that expression of
class 1 nsHb genes is also rapidly up-regulated by NO in L. japonicus plants
(Shimoda et al. 2005) and in rice cells (Ohwaki et al. 2005). In bacteria,
flavoHbs are also induced by anoxia, and this appears directly mediated by
NO, involving nitrosylation of the O2-response regulator FNR (Cruz-Ramos
et al. 2002).

The role of nsHb in hypoxia tolerance has been examined with transgenic
plants over- or underexpressing haemoglobin (Table 1). Maize cells over-
expressing barley nsHb showed hardly any change of the energy status when
they were grown under nitrogen for 12 h. In contrast, WT cells and cells
underexpressing nsHb had much lower ATP levels (Sowa et al. 1998).
Similarly, alfalfa root cultures overexpressing barley haemoglobin main-
tained root growth and ATP levels when incubated in 3% O2, whereas
growth and ATP levels of WT and underexpressing cultures were impaired
(Dordas et al. 2003). High-affinity ligand binding is essential for class 1 nsHb

Plant Haemoglobins, Nitrate and Nitric Oxide: Old Players, New Games 273



274 Physiology

Ta
b

le
 1

.
G

ro
w

th
 a

n
d 

st
re

ss
 r

es
po

n
se

 o
f

tr
an

sg
en

ic
s 

to
 h

ae
m

og
lo

bi
n

 o
ve

r-
or

-u
n

de
re

xp
re

ss
io

n
. O

E
ov

er
ex

pr
es

si
on

,U
E

u
n

de
re

xp
re

ss
io

n

P
la

n
ts

Tr
an

sg
en

e
Ty

pe
E

ff
ec

ts
R

ef
er

en
ce

s

A
lf

al
fa

 r
oo

t 
cu

lt
u

re
B

ar
le

y 
cl

as
s 

1 
n

sH
b

O
E

H
yp

ox
ia

:h
ig

h
 r

oo
t 

gr
ow

th
,u

n
al

te
re

d 
D

or
da

s 
et

al
.(

20
03

),
Ig

am
be

rd
ie

v 
et

al
.

A
T

P
 le

ve
ls

,h
ig

h
 a

sc
or

ba
te

 le
ve

ls
,l

ow
 

(2
00

4,
20

05
c)

N
O

 e
m

is
si

on
,h

ig
h

 N
O

 d
eg

ra
da

ti
on

 
ac

ti
vi

ty
,o

n
ly

 li
tt

le
 c

el
l d

is
in

te
gr

at
io

n
H

ig
h

 a
ct

iv
it

y 
of

ac
on

it
as

e 
u

n
de

r 
n

or
m

ox
ic

 a
n

d 
hy

po
xi

c 
co

n
di

ti
on

U
E

H
yp

ox
ia

:l
ow

 r
oo

t 
gr

ow
th

,d
ec

lin
ed

 
A

T
P

 le
ve

ls
,h

ig
h

 N
O

 e
m

is
si

on
,

lo
w

 N
O

 d
eg

ra
da

ti
on

 a
ct

iv
it

y,
st

ro
n

g 
ce

ll 
di

si
n

te
gr

at
io

n

A
ra

bi
do

ps
is

A
ra

bi
do

ps
is

cl
as

s 
O

E
H

yp
ox

ia
:h

ig
h

 s
u

rv
iv

al
 a

n
d 

gr
ow

th
 r

at
e,

H
u

n
t 

et
al

.(
20

02
)

1 
n

sH
b

n
o 

en
h

an
ce

d 
ex

pr
es

si
on

 o
f

gl
yc

ol
yt

ic
 

en
zy

m
es

N
or

m
ox

ia
:e

ar
ly

 e
n

h
an

ce
d 

gr
ow

th

A
ra

bi
do

ps
is

A
ra

bi
do

ps
is

cl
as

s 
O

E
H

yp
ox

ia
:h

ig
h

 g
ro

w
th

,l
ow

 N
O

 e
m

is
si

on
Pe

ra
zz

ol
li 

et
al

.(
20

04
)

1 
n

sH
b

Pa
th

og
en

 in
fe

ct
io

n
:u

n
al

te
re

d 
N

O
 

ac
cu

m
u

la
ti

on
 a

n
d 

hy
pe

rs
en

si
ti

ve
 

ce
ll 

de
at

h
U

E
H

yp
ox

ia
:l

ow
 g

ro
w

th
 a

n
d 

h
ig

h
 N

O
 

em
is

si
on



Plant Haemoglobins, Nitrate and Nitric Oxide: Old Players, New Games 275
A

ra
bi

do
ps

is
A

ra
bi

do
ps

is
cl

as
s 

O
E

H
yp

ox
ia

:h
ig

h
 s

u
rv

iv
al

 r
at

e,
lo

w
 H

2O
2

Ya
n

g 
et

al
.(

20
05

)
1 

n
sH

b
le

ve
ls

 a
n

d 
A

D
H

 a
ct

iv
it

y.
To

le
ra

n
ce

 t
o 

H
2O

2
tr

ea
tm

en
t

U
E

H
yp

ox
ia

:l
ow

 s
u

rv
iv

al
 r

at
e,

h
ig

h
 H

2O
2

le
ve

ls
 a

n
d 

A
D

H
 a

ct
iv

it
y.

Su
sc

ep
ti

bl
e 

to
 H

2O
2

tr
ea

tm
en

t

A
ra

bi
do

ps
is

E
.c

ol
if

la
vo

H
b 

(h
m

p)
O

E
Pa

th
og

en
 in

fe
ct

io
n

:L
ow

 N
O

 e
m

is
si

on
,

Z
ei

er
 e

t
al

.(
20

04
)

H
2O

2
an

d 
SA

 le
ve

ls
,a

n
d 

Pa
l

ex
pr

es
si

on
,a

n
d 

di
m

in
is

h
ed

 
hy

pe
rs

en
si

ti
ve

 r
es

po
n

se
 (

H
R

)

M
ai

ze
 c

el
ls

B
ar

le
y 

cl
as

s 
1 

n
sH

b
O

E
H

yp
ox

ia
:u

n
al

te
re

d 
A

T
P

 le
ve

ls
,l

ow
 

So
w

a 
et

al
.(

19
98

),
D

or
da

s 
et

al
.(

20
04

),
A

D
H

 a
ct

iv
it

y,
lo

w
 N

O
 e

m
is

si
on

M
an

ac
’h

-L
it

tl
e 

et
al

.(
20

05
)

U
E

H
yp

ox
ia

:l
ow

 A
T

P
 le

ve
ls

,h
ig

h
 N

O
 

em
is

si
on

H
ig

h
 e

th
yl

en
e 

fo
rm

at
io

n
 u

n
de

r 
n

or
m

ox
ic

 a
n

d 
hy

po
xi

c 
co

n
di

ti
on

To
ba

cc
o 

pl
an

ts
A

lf
al

fa
 c

la
ss

 1
 n

sH
b

O
E

Pa
th

og
en

 in
fe

ct
io

n
:h

ig
h

 N
O

 
Se

re
gé

ly
es

 e
t

al
.(

20
03

,2
00

4)
de

gr
ad

at
io

n
 a

ct
iv

it
y.

Le
ss

 n
ec

ro
si

s,
h

ig
h

 R
O

S 
an

d 
SA

 p
ro

du
ct

io
n

,
el

ev
at

ed
 P

R
-1

a
ex

pr
es

si
on



to improve survival of hypoxia. Replacement of a histidine residue at posi-
tion E7 with leucine resulted in a lower affinity for oxygen than the WT pro-
tein, and transgenic Arabidopsis plants overexpressing leucine-substituted
nsHb protein did not show improved survival under anoxia (Hunt et al.
2002). It was suggested that haemoglobin helps to maintain the energy sta-
tus of cells in a low oxygen environment by promoting the glycolytic flux
through NADH re-oxidation (Sowa et al. 1998). NADH re-oxidation
appeared correlated with NO degradation by nsHb, and the overall rate was
comparable to ADH activity. Thus, it was suggested that the NADH oxida-
tion by nsHb could substitute for ADH activity and prevent formation of
ethanol (Igamberdiev et al. 2004). Positive effects on hypoxia tolerance of
Arabidopsis were observed when the GLB1 (AtGLB1) gene was overexpressed
(Hunt et al. 2002; Perazzolli et al. 2004; Yang et al. 2005). Effects on glycoly-
sis were less clear. An Arabidopsis line overexpressing nsHb had lower ADH
activity than the WT or than an underexpressing line under hypoxia (Yang
et al. 2005), which is consistent with other findings (Sowa et al. 1998; Dordas
et al. 2003). On the other hand, it was postulated that changes in glycolytic
flux may not be a direct consequence of nsHb overexpression, because
expression of genes for glycolytic enzymes was not changed in nsHb over-
expressing lines (Hunt et al. 2002).

A function of haemoglobin in hypoxia tolerance has been recently corre-
lated with its NO consuming activity. The amount of NO accumulating in
nsHb underexpressing alfalfa root cultures was 2.5-fold higher than that in
the nsHb overexpressing line (Dordas et al. 2003), and NO levels under
anoxia were inversely related to the nsHbs content of maize cell lines
(Dordas et al. 2004). In Arabidopsis, overexpression of nsHb reduced NO
emission from plants under hypoxic stress, whereas lines underexpressing
nsHb showed enhanced emission of NO (Perazzolli et al. 2004). Extracts
from nsHb overexpressing root cultures possessed twice the NO conversion
rate than the extracts from WT or from lines underexpressing nsHb
(Igamberdiev et al. 2004). All this is good evidence that nsHbs modulate the
NO level in plant cells and contribute to survival under anoxia. Igamberdiev
et al. (2005a) therefore proposed the “Hb/NO cycle” as a NAD(P)H- and
Hb-dependent NO scavenging system, operative under hypoxic conditions,
that would contribute to maintain cellular ATP levels. It is important to be
aware, however, that this Hb/NO cycle will work only under hypoxic condi-
tion but not under anoxia, since NO scavenging by the Hb/NO cycle requires
at least low levels of oxygen (Fig. 1).

Another function for nsHbs might be protection of plants from oxidative
stress (Table 1). Overexpression of nsHbs improved the antioxidant system
(Igamberdiev et al. 2005c, Yang et al. 2005). In nsHb underexpressing
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Arabidopsis, the H2O2 content after hypoxic stress was higher than in WT
plants, and the survival rate upon re-oxygenation after hypoxia was lower. In
contrast, nsHb overexpressing lines had lower H2O2 content and higher sur-
vival rate than WT (Yang et al. 2005). These results are consistent with the
finding that in plants challenged with avirulent Pseudomonas syringae, levels
of H2O2 at the infection site were lower in plants overexpressing bacterial
NO dioxygenase than in WT (Zeier et al. 2004). Biochemical studies indi-
cated that class 1 nsHb possesses a peroxidase-like activity (Sakamoto et al.
2004). On the other hand, no effect of nsHb expression was found on H2O2
levels in alfalfa root cultures (Igamberdiev et al. 2005c).

Lysigenous aerenchyma formation in stems and roots is one form of pro-
grammed cell death (PCD) and represents an important adaptation to
hypoxia. It provides an internal pathway facilitating gas diffusion between
shoots and roots and improves oxygen supply to the roots (for review, see
Drew et al. 2000). It is usually related to higher ethylene production,
increased activity of 1-amino-cyclopropane-1-carboxylic acid (ACC) syn-
thase, ACC oxidase, and cellulase (He et al. 1996). Nitric oxide and ethylene
are thought to act antagonistically. Indeed, roots of nsHb-underexpressing
alfalfa (which have higher NO levels) showed symptoms of cellular digration
characteristic of PCD (Dordas et al. 2003). Maize cells underexpressing
nsHb produced more ethylene than WT or nsHb overexpressors, which was
associated with higher ACC oxidase activity than in WT cells or nsHb over-
expressing cells (Manac’h-Little et al. 2005). These observations are certainly
suggestive for an interaction of NO with ethylene formation and with ethyl-
ene controlled processes in plants.

5 NsHb and NO in plant-microbe interactions

A wealth of evidence supports the notion that plants produce NO upon
challenge by pathogens, and that NO acts as a signal triggering defence reac-
tions. Nevertheless, the sources of NO and the factors controlling NO levels
upon infection are far from being understood, and even the above basic role
of NO as such is not absolutely sure (Planchet et al. 2006). NOS-like activity
was enhanced in resistant tobacco after infection with tobacco mosaic virus
(Durner et al. 1998). NO production was drastically enhanced in soybean
cells (Delledonne et al. 1998) or in tobacco plants (Mur et al. 2005) inocu-
lated with an avirulent strain of P. syringae, and as this increase was inhib-
ited by NOS inhibitors, NOS appeared to be the major NO source. Similarly,
a transient NO production by epidermal tobacco cells was triggered by the
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fungal elicitor cryptogein, and this NO production was sensitive to NOS
inhibitors (Foissner et al. 2000). More recently, it was demonstrated that
lipopolysaccharides (LPS) as cell-surface components of Gram-negative
bacteria could induce a NO burst in Arabidopsis suspension cells (Zeidler
et al. 2004), which was again suppressed by NOS inhibitors. Using AtNOS1
mutants, the LPS-induced NO burst was shown to originate from AtNOS1
(Zeidler et al. 2004). On the other hand, Clarke et al. (2000) demonstrated
that the stimulation of NO formation from Arabidopsis suspension cultures
in response to an avirulent strain of P. syringae was insensitive to the appli-
cation of NOS inhibitors. Modolo et al. (2005) indicated that although NOS
activity increased substantially in Arabidopsis leaves inoculated with
P. syringae, NO formation was dependent on nitrite and on mitochondrial
electron transport rather than on L-arginine.

Cell death associated with the hypersensitive response (HR) is a typical
reaction against infection by avirulent pathogens. Exogenously applied NO
donors induced cell death in Arabidopsis cell suspensions (Clarke et al.
2000), and NO appeared integral to elicitation of cell death in tobacco
infected by an avirulent strain of P. syringae (Mur et al. 2005). Delledonne
et al. (1998) reported that NO donors potentiated the induction of cell death
by ROS in soybean cell suspensions, and NOS inhibitors suppressed the HR
caused by avirulent P. syringae. The HR was activated by interaction of NO
with H2O2 generated from O2

− by superoxide dismutase, and it was sug-
gested that the HR requires a balance between NO and ROS (Delledonne
et al. 2001). However, using an NO overproducing tobacco transformant a
balanced coproduction of NO and ROS was not confirmed as being obliga-
tory for the HR (Planchet et al. 2006), and other work suggested that NO
itself is a sufficient signal to induce cell death via cGMP mediated pathway
in Arabidopsis cell suspensions (Clarke et al. 2000). But occasionally it has
been questioned that NO in general is an obligatory part of the signalling
chain leading to the HR (Planchet et al. 2006).

Like NO production, haemoglobin expression is also responsive to
pathogens. A rapid and transient induction of GhHb1, a class 1 nsHb gene
in roots of cotton was observed following infection of Verticillium dahliae,
a soil-borne fungus causing Verticillium wilt of cotton (Qu et al. 2005).
Although the signals involved in the induction of nsHb in response to
pathogen infection have not been examined to date, Ross et al. (2004)
found a W-box seemingly involved in plant defence signalling, in the pro-
moters of rice and Arabidopsis nsHbs. It might well be that NO or H2O2
produced by plants upon infection with pathogens are actually the triggers
of nsHb expression (Ohwaki et al. 2005; Qu et al. 2005; Shimoda et al.
2005).
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Transgenic tobacco overexpressing alfalfa nsHbs produced less necroses
than WT plants when an NO donor, or avirulent P. syringae, or Tobacco
Necrosis Virus were infiltrated into the leaves (Seregélyes et al. 2003, 2004).
These results suggest that the above described NO-scavenging activity of
nsHb can affect the HR in response to pathogen attack. Moreover, Yang et al.
(2005) showed that leaves or protoplasts isolated from nsHb overexpressing
Arabidopsis had lower rates of cell death when treated with H2O2 than leaves
or protoplasts from WT or lines underexpressing nsHbs. However, as for NO
(see above), the role of nsHbs in the HR is not unequivocal (Table 1).
Overexpression of nsHb (AHb1) in Arabidopsis did not affect the NO-medi-
ated HR in response to avirulent P. syringae, which may perhaps be attrib-
uted to the slow kinetics of NO detoxification by nsHbs (Perazzolli et al.
2004). These authors also suggested that AHb1 does not interfere with the
above described “NO burst” in the HR. Arabidopsis plants overexpressing the
E. coli hmp gene encoding a NO dioxygenase showed reduced NO emission
at the site of infection with avirulent P. syringae compared with WT, and
development of the HR was diminished (Zeier et al. 2004). Tobacco over-
producing nsHb had elevated concentrations of ROS and SA and higher
expression of PR-1a than WT after inoculation with avirulent P. syringae
(Seregélyes et al. 2003, 2004). In contrast, levels of H2O2 and SA in plants
expressing bacterial hmp genes after infection with avirulent P. syringae were
lower than in WT, and induction of Pal and PR-1 genes was suppressed in
hmp plants (Zeier et al. 2004).

NsHbs may also be involved in symbiotic interactions between plants and
microbes. Shimoda et al. (2005) showed that the expression of class 1 nsHb
(LjHb1) in L. japonicus was enhanced at an early stage of infection with sym-
biotic rhizobium (Mesorhizobium loti), and it was suggested that nsHb are
involved in controlling the early stage of the legume-rhizobium symbiosis by
modulating NO levels. It was also indicated that LjHb1 from L. japonicus
(Shimoda et al. 2005; Uchiumi et al. 2002), and MtTrHb1 and MtTrHb2
encoding proteins homologous to trHbs from Medicago truncatula were
expressed in root nodules (Vieweg et al. 2005). They suggested that these
haemoglobins might be involved in the detoxification of NO produced in
the nodules in order to maintain the activity of nitrogen fixation. In
plant–mycorrhiza interactions, the expression of haemoglobin was repressed
in the roots of L. japonicus and Medicago sativa colonized by Glomus sp., sug-
gesting that mycorrhizal fungi control the expression of the nsHb genes dur-
ing the establishment of symbiosis with plants (Uchiumi et al. 2002). Also,
MtTrHb2 was expressed in mycorrhizal roots of M. truncatula colonized by
the mycorrhizal fungus G. intraradices, and may act as a scavenger for NO in
arbusculated cells (Vieweg et al. 2005).
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6 Conclusions

Enhanced NO emission from nsHb-underexpressing lines of various trans-
genic plants (Table 1) points to a potentially important role of nsHbs in NO
scavenging, thereby contributing to a control of NO levels in vivo. High NO
production affects many processes including energy production, antioxidant
metabolism and biosynthesis of hormones (Table 1). The finding that nsHb
proteins possess NO dioxygenase activity similar to bacterial flavoHbs sup-
ports the idea of an NO scavenging function of nsHbs. Most of the catalytic
activity presented in nsHbs has been examined with recombinant protein.
The native protein in vivo, however, can interact with other molecules
(Goodman and Hargrove 2001), and these interactions may be important
for the function of nsHbs. To date, no organism appears to posses both,
hexacoordinate haemoglobin and flavoHbs, which may indicate that the two
Hb types have a similar function in NO scavenging (Kundu et al. 2003).

Whether the reaction of nsHb with NO fulfils as yet other purposes than
simply scavenging a toxic by-product is not clear yet. It seems likely that the
NO deoxygenase reaction of nsHbs at the same time enhances O2 and
NAD(P)H consumption. This may serve as an alternate pathway for fer-
mentation under hypoxic stress (Igamberdiev and Hill 2004). Although it
has not yet been demonstrated in plants, the O2 consumption associated
with NO degradation of nsHbs might also help to avoid oxygen toxicity, as
suggested for the parasitic nematode Ascaris (Minning et al. 1999). These
reactions may be specifically important during transients from
hypoxia/anoxia back to normoxia. Indeed, one of the key features of nsHb-
overexpressing plants is that they have an enhanced tolerance to hypoxic
stresses (Table 1). It seems likely that this tolerance is not only important for
flooding survival, but also critical for germination. NsHb expression is
increased during seed germination, and overexpression of nsHb improved
early growth in normal atmospheric conditions, possibly through enhanced
tolerance of a localized, transient hypoxia during germination (Duff et al.
1998; Hunt et al. 2001, 2002; Lira-Ruan et al. 2001; Ross et al. 2001).

In plant/pathogen interactions, regulation of NO levels through interac-
tion with nsHbs may affect NO toxicity for both, pathogens and hosts cells,
and may also interact with NO signalling during the HR. If a basic action of
nsHbs is to decrease NO levels, anti-pathogenic effects including induction
of the HR should be weakened. Available data (see Table 1) are partly con-
troversial, probably due to insufficient methods for determining rates of NO
production and NO concentrations in tissues and cells. Obviously, more
quantitative approaches for NO determination are required to fully elucidate
the concerted action of nsHb and NO in plants.

280 Physiology



Acknowledgements

Y.O. was recipient of fellowships by OECD Co-operative Research
Programme: Biological Resource Management for Sustainable Agriculture
Systems. W.K. was supported by the DFG, SFB 567 and Ka 456-15/1-3.

References

Abiko T, Obara M, Ushioda A, Hayakawa T, Hodges M, Yamaya T (2005) Localization of
NAD-isocitrate dehydrogenase and glutamate dehydrogenase in rice roots: candidates for
providing carbon skeletons to NADH-glutamate synthase. Plant Cell Physiol
46:1724–1734

Abu-Soud HM, Hazen SL (2000) Nitric oxide is a physiological substrate for mammalian per-
oxidases. J Biol Chem 275:37524–37532

Alderton WK, Cooper CE, Knowles RG (2001) Nitric oxide synthase: structure, function and
inhibition. Biochem. J. 357:593–615

Andersson CR, Jensen EO, Llewellyn DJ, Dennis ES, Peacock WJ (1996) A new hemoglobin
gene from soybean: a role for hemoglobin in all plants. Proc Natl Acad Sci USA
93:5682–5687

Appleby CA, Bogusz D, Dennis ES, Peacock WJ (1998) A role for haemoglobin in all plant
roots? Plant Cell Environment 11:359–367

Aréchaga-Ocampo E, Saenz-Rivera J, Sarath G, Klucas RV, Arredondo-Peter R (2001) Cloning
and expression analysis of hemoglobin genes from maize (Zea mays ssp. mays) and
teosinte (Zea mays ssp. parviglumis). Biochim Biophys Acta 1522:1–8

Arredondo-Peter R, Hargrove MS, Sarath G, Moran JF, Lohrman J, Olson JS, Klucas RV
(1997) Rice hemoglobins. Gene cloning, analysis, and O2-binding kinetics of a recombi-
nant protein synthesized in Escherichia coli. Plant Physiol 15:1259–1266

Arteel GE, Briviba K, Sies H (1999) Protection against peroxynitrite. FEBS Lett 445:226-230
Beligni MV, Lamattina L (2000) Nitric oxide stimulates seed germination and de-etiolation,

and inhibits hypocotyl elongation, three light-inducible responses in plants. Planta
210:215–221

Bogusz D, Appleby CA, Landsmann J, Dennis ES, Trinick MJ, Peacock WJ (1988) Functioning
haemoglobin genes in non-nodulating plants. Nature 331:178–180

Bogusz D, Llewellyn DJ, Craig S, Dennis ES, Appleby CA, Peacock WJ (1990) Nonlegume
hemoglobin genes retain organ-specific expression in heterologous transgenic plants.
Plant Cell 2:633–641

Botrel A, Magné C, Kaiser WM (1996) Nitrate reduction, nitrite reduction and ammonium
assimilation in barley roots in response to anoxia. Plant Physiol Biochem 34:645–652

Carrari F, Nunes-Nesi A, Gibon Y, Lytovchenko A, Loureiro ME, Fernie AR (2003) Reduced
expression of aconitase results in an enhanced rate of photosynthesis and marked shifts in
carbon partitioning in illuminated leaves of wild species tomato. Plant Physiol
133:1322–1335

Cassanova N, O’Brien KM, Stahl BT, McClure T, Poyton RO (2005) Yeast flavohemoglobin, a
nitric oxide oxidoreductase, is located in both the cytosol and the mitochondrial matrix:
effects of respiration, anoxia, and the mitochondrial genome on its intracellular level and
distribution. J Biol Chem 280:7645–7653

Clarke A, Desikan R, Hurst RD, Hancock JT, Neill SJ (2000) NO way back: nitric oxide and
programmed cell death in Arabidopsis thaliana suspension cultures. Plant J 24:667–677

Corpas FJ, Barroso JB, Carreras A, Quirós M, León AM, Romero-Puertas MC, Esteban FJ,
Valderrama R, Palma JM, Sandalio LM, Gómez M, del Río LA (2004) Cellular and

Plant Haemoglobins, Nitrate and Nitric Oxide: Old Players, New Games 281



subcellular localization of endogenous nitric oxide in young and senescent pea plants.
Plant Physiol 136:2722–2733

Cruz-Ramos H, Crack J, Wu G, Hughes MN, Scott C, Thomson AJ, Green J, Poole RK (2002)
NO sensing by FNR: regulation of the Escherichia coli NO-detoxifying flavohaemoglobin,
Hmp. EMBO J 21:3235–3244

Das TK, Lee HC, Duff SMG, Hill RD, Peisach J, Rousseau DL, Wittenberg BA, Wittenberg JB
(1999) The heme environment in barley hemoglobin. J Biol Chem 274:4207–4212

Dean JV, Harper JE (1988) The conversion of nitrite to nitrogen oxide(s) by the constitutive
NAD(P)H-nitrate reductase enzyme from soybean. Plant Physiol 88:389–395

Delledonne M, Xia Y, Dixon RA, Lamb C (1998) Nitric oxide functions as a signal in plant dis-
ease resistance. Nature 394:585–588

Delledonne M, Zeier J, Marocco A, Lamb C (2001) Signal interactions between nitric oxide
and reactive oxygen intermediates in the plant hypersensitive disease resistance response.
Proc Natl Acad Sci USA 98:13454–13459

Díaz M, Achkor H, Titarenko E, Martínez MC (2003) The gene encoding glutathione-
dependent formaldehyde dehydrogenase/GSNO reductase is responsive to wounding, jas-
monic acid and salicylic acid. FEBS Lett 543:136–139

Dordas C, Hasinoff BB, Igamberdiev AU, Manac’h N, Rivoal J, Hill RD (2003) Expression of
a stress-induced hemoglobin affects NO levels produced by alfalfa root cultures under
hypoxic stress. Plant J 35:763–770

Dordas C, Hasinoff BB, Rivoal J, Hill RD (2004) Class-1 hemoglobins, nitrate and NO levels
in anoxic maize cell-suspension cultures. Planta 219:66–72

Drew MC, He CJ, Morgan PW (2000) Programmed cell death and aerenchyma formation in
roots. Trends Plant Sci 5:123–127

Duff SMG, Guy PA, Nie X, Durnin DC, Hill RD (1998) Haemoglobin expression in germi-
nating barley. Seed Sci Res 8:431–436

Duff SMG, Wittenberg JB, Hill RD (1997) Expression, purification, and properties of recom-
binant barley (Hordeum sp.) hemoglobin. Optical spectra and reactions with gaseous lig-
ands. J Biol Chem 272:16746–16752

Durner J, Wendehenne D, Klessig DF (1998) Defense gene induction in tobacco by nitric
oxide, cyclic GMP, and cyclic ADP-ribose. Proc Natl Acad Sci USA 95:10328–10333

Elvers KT, Wu G, Gilberthorpe NJ, Poole RK, Park SF (2004) Role of an inducible single-
domain hemoglobin in mediating resistance to nitric oxide and nitrosative stress in
Campylobacter jejuni and Campylobacter coli. J Bacteriol 186:5332–5341

Foissner I, Wendehenne D, Langebartels C, Durner J (2000) In vivo imaging of an elicitor-
induced nitric oxide burst in tobacco. Plant J 23:817–824

Forde BG (2002) The role of long-distance signalling in plant responses to nitrate and other
nutrients. J Exp Bot 53:39–43

Foster MW, Stamler JS (2004) New insights into protein S-nitrosylation. Mitochondria as a
model system. J Biol Chem 279:25891–25897

Frey AD, Kallio PT (2003) Bacterial hemoglobins and flavohemoglobins: versatile proteins
and their impact on microbiology and biotechnology. FEMS Microbiol Rev 27:525–545

Frey AD, Farrés J, Bollinger CJ, Kallio PT (2002) Bacterial hemoglobins and flavohemoglobins
for alleviation of nitrosative stress in Escherichia coli. Appl Environ Microbiol
68:4835–4840

Gálvez S, Lancien M, Hodges M (1999) Are isocitrate dehydrogenases and 2-oxoglutarate
involved in the regulation of glutamate synthesis? Trends Plant Sci 4:484–490

Gardner PR (2005) Nitric oxide dioxygenase function and mechanism of flavohemoglobin,
hemoglobin, myoglobin and their associated reductases. J Inorg Biochem 99:247–266

Gardner PR, Costantino G, Szabó C, Salzman AL (1997) Nitric oxide sensitivity of the aconi-
tases. J Biol Chem 272:25071–25076

Gardner PR, Gardner AM, Martin LA, Salzman AL (1998) Nitric oxide dioxygenase: an
enzymic function for flavohemoglobin. Proc Natl Acad Sci USA 95:10378–10383

282 Physiology



Goodman MD, Hargrove MS (2001) Quaternary structure of rice nonsymbiotic hemoglobin.
J Biol Chem 276:6834–6839

Gow AJ, Payson AP, Bonaventura J (2005) Invertebrate hemoglobins and nitric oxide: how
heme pocket structure controls reactivity. J Inorg Biochem 99:903–911

Guo FQ, Crawford NM (2005) Arabidopsis nitric oxide synthase1 is targeted to mitochondria
and protects against oxidative damage and dark-induced senescence. Plant Cell
17:3436–3450

Guo FQ, Okamoto M, Crawford NM (2003) Identification of a plant nitric oxide synthase
gene involved in hormonal signaling. Science 302:100–103

Gupta KJ, Stoimenova M, Kaiser WM (2005) In higher plants, only root mitochondria, but
not leaf mitochondria reduce nitrite to NO, in vitro and in situ. J Exp Bot 56:2601–2609

Hargrove MS, Brucker EA, Stec B, Sarath G, Arredondo-Peter R, Klucas RV, Olson JS, Phillips
GN, Jr. (2000) Crystal structure of a nonsymbiotic plant hemoglobin. Structure 8:1005–1014

Harrison R (2002) Structure and function of xanthine oxidoreductase: where are we now?
Free Radic Biol Med 33:774–797

Hausladen A, Gow AJ, Stamler JS (1998) Nitrosative stress: metabolic pathway involving the
flavohemoglobin. Proc Natl Acad Sci USA 95:14100–14105

Hausladen A, Gow A, Stamler JS (2001) Flavohemoglobin denitrosylase catalyzes the reaction
of a nitroxyl equivalent with molecular oxygen. Proc Natl Acad Sci USA 98:10108–10112

He C, Finlayson SA, Drew MC, Jordan WR, Morgan PW (1996) Ethylene biosynthesis during
aerenchyma formation in roots of maize subjected to mechanical impedance and hypoxia.
Plant Physiol 112:1679–1685

He Y, Tang RH, Hao Y, Stevens RD, Cook CW, Ahn SM, Jing L, Yang Z, Chen L, Guo F, Fiorani
F, Jackson RB, Crawford NM, Pei ZM (2004) Nitric oxide represses the Arabidopsis floral
transition. Science 305:1968–1971

Hendriks T, Scheer I, Quillet MC, Randoux B, Delbreil B, Vasseur J, Hilbert JL (1998) A non-
symbiotic hemoglobin gene is expressed during somatic embryogenesis in Cichorium.
Biochim Biophys Acta 1443:193–197

Hentze MW, Kühn LC (1996) Molecular control of vertebrate iron metabolism: mRNA-based
regulatory circuits operated by iron, nitric oxide, and oxidative stress. Proc Natl Acad Sci
USA 93:8175–8182

Hernández-Urzúa E, Mills CE, White GP, Contreras-Zentella ML, Escamilla E, Vasudevan SG,
Membrillo-Hernández J, Poole RK (2003) Flavohemoglobin Hmp, but not its individual
domains, confers protection from respiratory inhibition by nitric oxide in Escherichia coli.
J Biol Chem 278:34975–34982

Hodges M (2002) Enzyme redundancy and the importance of 2-oxoglutarate in plant ammo-
nium assimilation. J Exp Bot 53:905–916

Huang X, von Rad U, Durner J (2002) Nitric oxide induces transcriptional activation of the
nitric oxide-tolerant alternative oxidase in Arabidopsis suspension cells. Planta
215:914–923

Hunt PW, Watts RA, Trevaskis B, Llewelyn DJ, Burnell J, Dennis ES, Peacock WJ (2001)
Expression and evolution of functionally distinct haemoglobin genes in plants. Plant Mol
Biol 47:677–692

Hunt PW, Klok EJ, Trevaskis B, Watts RA, Ellis MH, Peacock WJ, Dennis ES (2002) Increased
level of hemoglobin 1 enhances survival of hypoxic stress and promotes early growth in
Arabidopsis thaliana. Proc Natl Acad Sci USA 99:17197–17202

Igamberdiev AU, Hill RD (2004) Nitrate, NO and haemoglobin in plant adaptation to
hypoxia: an alternative to classic fermentation pathways. J Exp Bot 55:2473–2482

Igamberdiev AU, Seregélyes C, Manac’h N, Hill RD (2004) NADH-dependent metabolism of
nitric oxide in alfalfa root cultures expressing barley hemoglobin. Planta 219:95–102

Igamberdiev AU, Baron K, Manac’h-Little N, Stoimenova M, Hill RD (2005a) The haemo-
globin/nitric oxide cycle: involvement in flooding stress and effects on hormone sig-
nalling. Ann Bot 96:557–564

Plant Haemoglobins, Nitrate and Nitric Oxide: Old Players, New Games 283



Igamberdiev AU, Bykova NV, Hill RD (2005b) Nitric oxide scavenging by barley hemoglobin
is facilitated by a monodehydroascorbate reductase-mediated ascorbate reduction of
methemoglobin. Planta (published on line Dec 8):1–8

Igamberdiev AU, Stoimenova M, Seregélyes C, Hill RD (2005c) Class-1 hemoglobin and
antioxidant metabolism in alfalfa roots. Planta (published on line Nov 12):1–6

Kaiser WM, Brendle-Behnisch E (1995) Acid-base-modulation of nitrate reductase in leaf tis-
sues. Planta 196:1–6

Kaiser WM, Weiner H, Kandlbinder A, Tsai CB, Rockel P, Sonoda M, Planchet E (2002)
Modulation of nitrate reductase: some new insights, an unusual case and a potentially
important side reaction. J Exp Bot 53:875–882

Kim SO, Orii Y, Lloyd D, Hughes MN, Poole RK (1999) Anoxic function for the Escherichia
coli flavohaemoglobin (Hmp): reversible binding of nitric oxide and reduction to nitrous
oxide. FEBS Lett 445:389–394

Kozlov AV, Staniek K, Nohl H (1999) Nitrite reductase activity is a novel function of mam-
malian mitochondria. FEBS Lett 454:127–130

Kundu S, Trent JT, 3rd, Hargrove MS (2003) Plants, humans and hemoglobins. Trends Plant
Sci 8: 387–393

LaCelle M, Kumano M, Kurita K, Yamane K, Zuber P, Nakano MM (1996) Oxygen-controlled
regulation of the flavohemoglobin gene in Bacillus subtilis. J Bacteriol 178:3803–3808

Larsen K (2003) Molecular cloning and characterization of cDNAs encoding hemoglobin
from wheat (Triticum aestivum) and potato (Solanum tuberosum). Biochim Biophys Acta
1621:299–305

Lea US, Ten Hoopen F, Provan F, Kaiser WM, Meyer C, Lillo C (2004) Mutation of the regu-
latory phosphorylation site of tobacco nitrate reductase results in high nitrite excretion
and NO emission from leaf and root tissue. Planta 219:59–65

Lindermayr C, Saalbach G, Durner J (2005) Proteomic identification of S-nitrosylated pro-
teins in Arabidopsis. Plant Physiol 137:921–930

Lira-Ruan V, Sarath G, Klucas RV, Arredondo-Peter R (2001) Synthesis of hemoglobins in rice
(Oryza sativa var. Jackson) plants growing in normal and stress conditions. Plant Sci
161:279–287

Liu L, Hausladen A, Zeng M, Que L, Heitman J, Stamler JS (2001) A metabolic enzyme for S-
nitrosothiol conserved from bacteria to humans. Nature 410:490–494

Loqué D, Tillard P, Gojon A, Lepetit M (2003) Gene expression of the NO3
− transporter

NRT1.1 and the nitrate reductase NIA1 is repressed in Arabidopsis roots by NO2
−, the

product of NO3
− reduction. Plant Physiol 132:958–967

Manac’h-Little N, Igamberdiev AU, Hill RD (2005) Hemoglobin expression affects ethylene
production in maize cell cultures. Plant Physiol Biochem 43:485–489

Meyer C, Stöhr C (2002) Soluble and plasma membrane-bound enzymes involved in nitrate
and nitrite metabolism. In: Foyer CH, Noctor G (eds) Photosynthetic nitrogen assimila-
tion and associated carbon and respiratory metabolism. Kluwer Academic Publishers,
Dordrecht, pp 49–62

Milani M, Pesce A, Nardini M, Ouellet H, Ouellet Y, Dewilde S, Bocedi A, Ascenzi P, Guertin
M, Moens L, Friedman JM, Wittenberg JB, Bolognesi M (2005) Structural bases for heme
binding and diatomic ligand recognition in truncated hemoglobins. J Inorg Biochem
99:97–109

Millar AH, Day DA (1996) Nitric oxide inhibits the cytochrome oxidase but not the alterna-
tive oxidase of plant mitochondria. FEBS Lett 398:155–158

Minning DM, Gow AJ, Bonaventura J, Braun R, Dewhirst M, Goldberg DE, Stamler JS 
(1999) Ascaris haemoglobin is a nitric oxide-activated “deoxygenase”. Nature 401:
497–502

Modolo LV, Augusto O, Almeida IMG, Magalhaes JR, Salgado I (2005) Nitrite as the major
source of nitric oxide production by Arabidopsis thaliana in response to Pseudomonas
syringae. FEBS Lett 579:3814–3820

284 Physiology



Morikawa H, Takahashi M, Sakamoto A, Ueda-Hashimoto M, Matsubara T, Miyawaki K,
Kawamura Y, Hirata T, Suzuki H (2005) Novel metabolism of nitrogen in plants. Z
Naturforsch 60:265–271

Morot-Gaudry-Talarmain Y, Rockel P, Moureaux T, Quilleré I, Leydecker MT, Kaiser WM,
Morot-Gaudry JF (2002) Nitrite accumulation and nitric oxide emission in relation to cel-
lular signaling in nitrite reductase antisense tobacco. Planta 215:708–715

Mur LAJ, Santosa IE, Laarhoven LJJ, Holton NJ, Harren FJM, Smith AR (2005) Laser photoa-
coustic detection allows in planta detection of nitric oxide in tobacco following challenge
with avirulent and virulent Pseudomonas syringae Pathovars. Plant Physiol 138:1247–1258

Navarre DA, Wendehenne D, Durner J, Noad R, Klessig DF (2000) Nitric oxide modulates the
activity of tobacco aconitase. Plant Physiol 122:573–582

Neill SJ, Desikan R, Clarke A, Hurst RD, Hancock JT (2002) Hydrogen peroxide and nitric
oxide as signalling molecules in plants. J Exp Bot 53:1237–1247

Nie X, Hill RD (1997) Mitochondrial respiration and hemoglobin gene expression in barley
aleurone tissue. Plant Physiol 114:835–840

Nie X, Durnin DC, Igamberdiev AU, Hill RD (2005) Cytosolic calcium is involved in the reg-
ulation of barley hemoglobin gene expression. Planta (published on line Sep 22):1–8

Ohwaki Y, Kawagishi-Kobayashi M, Wakasa K, Fujihara S, Yoneyama T (2005) Induction of
class-1 non-symbiotic hemoglobin genes by nitrate, nitrite and nitric oxide in cultured
rice cells. Plant Cell Physiol 46:324–331

Oliveira IC, Coruzzi GM (1999) Carbon and amino acids reciprocally modulate the expres-
sion of glutamine synthetase in Arabidopsis. Plant Physiol 121:301–310

Perazzolli M, Dominici P, Romero-Puertas MC, Zago E, Zeier J, Sonoda M, Lamb C,
Delledonne M (2004) Arabidopsis nonsymbiotic hemoglobin AHb1 modulates nitric
oxide bioactivity. Plant Cell 16:2785–2794

Planchet E, Gupta KJ, Sonoda M, Kaiser WM (2005) Nitric oxide emission from tobacco
leaves and cell suspensions: rate limiting factors and evidence for the involvement of mito-
chondrial electron transport. Plant J 41:732–743

Planchet E, Sonoda M, Zeier J, Kaiser WM (2006) Nitric oxide (NO) as an intermediate in the
cryptogein-induced hypersensitive response—a critical re-evaluation. Plant Cell Environ
29:59–69

Poole RK, Anjum MF, Membrillo-Hernández J, Kim SO, Hughes MN, Stewart V (1996) Nitric
oxide, nitrite, and Fnr regulation of hmp (flavohemoglobin) gene expression in Escherichia
coli K-12. J Bacteriol 178:5487–5492

Qu ZL, Wang HY, Xia GX (2005) GhHb1: a nonsymbiotic hemoglobin gene of cotton respon-
sive to infection by Verticillium dahliae. Biochim Biophys Acta 1730:103–113

Rockel P, Strube F, Rockel A, Wildt J, Kaiser WM (2002) Regulation of nitric oxide (NO) pro-
duction by plant nitrate reductase in vivo and in vitro. J Exp Bot 53:103–110

Romero-Puertas MC, Perazzolli M, Zago ED, Delledonne M (2004) Nitric oxide signalling
functions in plant-pathogen interactions. Cell Microbiol 6:795–803

Ross EJH, Shearman L, Mathiesen M, Zhou YJ, Arredondo-Peter R, Sarath G, Klucas RV
(2001) Nonsymbiotic hemoglobins in rice are synthesized during germination and in dif-
ferentiating cell types. Protoplasma 218:125–133

Ross EJH, Stone JM, Elowsky CG, Arredondo-Peter R, Klucas RV, Sarath G (2004) Activation
of the Oryza sativa non-symbiotic haemoglobin-2 promoter by the cytokinin-regulated
transcription factor, ARR1. J Exp Bot 55:1721–1731

Sáenz-Rivera J, Sarath G, Arredondo-Peter R (2004) Modeling the tertiary structure of a
maize (Zea mays ssp. mays) non-symbiotic hemoglobin. Plant Physiol Biochem
42:891–897

Sakakibara H (2003) Nitrate-specific and cytokinin-mediated nitrogen signaling pathways in
plants. J Plant Res 116:253–257

Sakamoto A, Ueda M, Morikawa H (2002) Arabidopsis glutathione-dependent formaldehyde
dehydrogenase is an S-nitrosoglutathione reductase. FEBS Lett 515:20–24

Plant Haemoglobins, Nitrate and Nitric Oxide: Old Players, New Games 285



Sakamoto A, Sakurao S, Fukunaga K, Matsubara T, Ueda-Hashimoto M, Tsukamoto S,
Takahashi M, Morikawa H (2004) Three distinct Arabidopsis hemoglobins exhibit peroxi-
dase-like activity and differentially mediate nitrite-dependent protein nitration. FEBS Lett
572:27–32

Sakihama Y, Nakamura S, Yamasaki H (2002) Nitric oxide production mediated by nitrate
reductase in the green alga Chlamydomonas reinhardtii: an alternative NO production
pathway in photosynthetic organisms. Plant Cell Physiol 43:290–297

Seregélyes C, Mustárdy L, Ayaydin F, Sass L, Kovács L, Endre G, Lukacs N, Kovács I, Vass I, Kiss
GB, Horváth GV, Dudits D (2000) Nuclear localization of a hypoxia-inducible novel non-
symbiotic hemoglobin in cultured alfalfa cells. FEBS Lett 482:125–130

Seregélyes C, Barna B, Hennig J, Konopka D, Pasternak TP, Lukács N, Fehér A, Horváth GV,
Dudits D (2003) Phytoglobins can interfere with nitric oxide functions during plant
growth and pathogenic responses: a transgenic approach. Plant Sci 165:541–550

Seregélyes C, Igamberdiev AU, Maassen A, Hennig J, Dudits D, Hill RD (2004) NO-degrada-
tion by alfalfa class 1 hemoglobin (Mhb1): a possible link to PR-1a gene expression in
Mhb1-overproducing tobacco plants. FEBS Lett 571:61–66

Shimoda Y, Nagata M, Suzuki A, Abe M, Sato S, Kato T, Tabata S, Higashi S, Uchiumi T (2005)
Symbiotic rhizobium and nitric oxide induce gene expression of non-symbiotic hemo-
globin in Lotus japonicus. Plant Cell Physiol 46:99–107

Sivasankar S, Rothstein S, Oaks A (1997) Regulation of the accumulation and reduction of
nitrate by nitrogen and carbon metabolites in maize seedlings. Plant Physiol 114:583–589

Sokolovski S, Blatt MR (2004) Nitric oxide block of outward-rectifying K+ channels indicates
direct control by protein nitrosylation in guard cells. Plant Physiol 136:4275–4284

Sowa AW, Duff SMG, Guy PA, Hill RD (1998) Altering hemoglobin levels change energy sta-
tus in maize cells under hypoxia. Proc Natl Acad Sci USA 95:10317–10321

Stamler JS, Lamas S, Fang FC (2001) Nitrosylation: the prototypic redox-based signaling
mechanism. Cell 106:675–683

Stöhr C, Ullrich WR (2002) Generation and possible roles of NO in plant roots and their
apoplastic space. J Exp Bot 53:2293–2303

Stöhr C, Strube F, Marx G, Ullrich WR, Rockel P (2001) A plasma membrane-bound enzyme
of tobacco roots catalyses the formation of nitric oxide from nitrite. Planta 212:835–841

Taylor ER, Nie XZ, MacGregor AW, Hill RD (1994) A cereal haemoglobin gene is expressed in
seed and root tissues under anaerobic conditions. Plant Mol Biol 24:853–862

Tischner R, Planchet E, Kaiser WM (2004) Mitochondrial electron transport as a source 
for nitric oxide in the unicellular green alga Chlorella sorokiniana. FEBS Lett 576:
151–155

Trevaskis B, Watts RA, Andersson CR, Llewellyn DJ, Hargrove MS, Olson JS, Dennis ES,
Peacock WJ (1997) Two hemoglobin genes in Arabidopsis thaliana: the evolutionary ori-
gins of leghemoglobins. Proc Natl Acad Sci USA 94:12230–12234

Tun NN, Holk A, Scherer GFE (2001) Rapid increase of NO release in plant cell cultures
induced by cytokinin. FEBS Lett 509: 174–176

Uchiumi T, Shimoda Y, Tsuruta T, Mukoyoshi Y, Suzuki A, Senoo K, Sato S, Kato T, Tabata S,
Higashi S, Abe M (2002) Expression of symbiotic and nonsymbiotic globin genes
responding to microsymbionts on Lotus japonicus. Plant Cell Physiol 43:1351–1358

Vanin AF, Svistunenko DA, Mikoyan VD, Serezhenkov VA, Fryer MJ, Baker NR, Cooper CE
(2004) Endogenous superoxide production and the nitrite/nitrate ratio control the con-
centration of bioavailable free nitric oxide in leaves. J Biol Chem 279:24100–24107

Vieweg MF, Hohnjec N, Küster H (2005) Two genes encoding different truncated hemoglo-
bins are regulated during root nodule and arbuscular mycorrhiza symbioses of Medicago
truncatula. Planta 220:757–766

Wang R, Guegler K, LaBrie ST, Crawford NM (2000) Genomic analysis of a nutrient response
in Arabidopsis reveals diverse expression patterns and novel metabolic and potential reg-
ulatory genes induced by nitrate. Plant Cell 12:1491–1509

286 Physiology



Wang R, Okamoto M, Xing X, Crawford NM (2003) Microarray analysis of the nitrate
response in Arabidopsis roots and shoots reveals over 1,000 rapidly responding genes and
new linkages to glucose, trehalose-6-phosphate, iron, and sulfate metabolism. Plant
Physiol 132:556–567

Wang R, Tischner R, Gutiérrez RA, Hoffman M, Xing X, Chen M, Coruzzi G, Crawford NM
(2004) Genomic analysis of the nitrate response using a nitrate reductase-null mutant of
Arabidopsis. Plant Physiol 136: 2512–2522

Wang YH, Garvin DF, Kochian LV (2001) Nitrate-induced genes in tomato roots. Array analy-
sis reveals novel genes that may play a role in nitrogen nutrition. Plant Physiol
127:345–359

Watts RA, Hunt PW, Hvitved AN, Hargrove MS, Peacock WJ, Dennis ES (2001) A hemoglo-
bin from plants homologous to truncated hemoglobins of microorganisms. Proc Natl
Acad Sci USA 98:10119–10124

Weiland TR, Kundu S, Trent JT, 3rd, Hoy JA, Hargrove MS (2004) Bis-histidyl hexacoordina-
tion in hemoglobins facilitates heme reduction kinetics. J Am Chem Soc 126:11930–11935

Wildt J, Kley D, Rockel A, Rockel P, Segschneider HJ (1997) Emission of NO from several
higher plant species. J Geophysical Res 102:5919–5927

Wittenberg JB, Bolognesi M, Wittenberg BA, Guertin M (2002) Truncated hemoglobins: a
new family of hemoglobins widely distributed in bacteria, unicellular eukaryotes, and
plants. J Biol Chem 277:871–874

Yamasaki H, Sakihama Y (2000) Simultaneous production of nitric oxide and peroxynitrite
by plant nitrate reductase: in vitro evidence for the NR-dependent formation of active
nitrogen species. FEBS Lett 468:89–92

Yamasaki H, Shimoji H, Ohshiro Y, Sakihama Y (2001) Inhibitory effects of nitric oxide on
oxidative phosphorylation in plant mitochondria. Nitric Oxide 5:261–270

Yang LX, Wang RY, Ren F, Liu J, Cheng J, Lu YT (2005) AtGLB1 enhances the tolerance of
Arabidopsis to hydrogen peroxide stress. Plant Cell Physiol 46:1309–1316

Zeidler D, Zähringer U, Gerber I, Dubery I, Hartung T, Bors W, Hutzler P, Durner J (2004)
Innate immunity in Arabidopsis thaliana: Lipopolysaccharides activate nitric oxide syn-
thase (NOS) and induce defense genes. Proc Natl Acad Sci USA 101:15811–15816

Zeier J, Delledonne M, Mishina T, Severi E, Sonoda M, Lamb C (2004) Genetic elucidation of
nitric oxide signaling in incompatible plant-pathogen interactions. Plant Physiol
136:2875–2886

Zottini M, Formentin E, Scattolin M, Carimi F, Lo Schiavo F, Terzi M (2002) Nitric oxide
affects plant mitochondrial functionality in vivo. FEBS Lett 515:75–78

Yoshinari Ohwaki
National Agricultural Research Center
Tsukuba, Ibaraki 305-8666 Japan
e-mail: ohwaki@affrc.go.jp

Werner M. Kaiser
Julius-von-Sachs-Institute for Biosciences
University of Würzburg
Julius-von-Sachs-Platz 2
D-97082 Würzburg
e-mail: kaiser@botanik.uni-wuerzburg.de

Plant Haemoglobins, Nitrate and Nitric Oxide: Old Players, New Games 287



Living in Day-Night Cycles—Specific Diel Leaf
Growth Patterns and the Circadian Control of
Photomorphogenesis

Shizue Matsubara and Achim Walter

1 Introduction

For photoautotrophic organisms, light is an essential source of energy.
Throughout the entire life cycle, plants continuously monitor this energy
source and decide the timing of important developmental switches during
their life cycle. Since light is highly variable, plants have evolved sensitive and
sophisticated systems to “measure” and “interpret” light signals and at the
same time acquired high plasticity in coping with light fluctuations. The spa-
tial and temporal heterogeneity in the light environment induces numerous
responses mainly in the aerial parts of plants (Björkman 1981): state transi-
tion and thermal energy dissipation in the thylakoid membranes of chloro-
plasts (Demmig-Adams and Adams 1992; Allen and Nilsson 1997; Niyogi
1999; Wollman 2001), ontogenic modification in sun and shade leaves of
some plant species (Sack et al. 2003; Terashima et al. 2006) or adjustment of
canopy architecture (Terashima and Hikosaka 1995; Evans and Poorter
2001; Frak et al. 2002; Niinemets et al. 2004). Such phenotypic plasticity is
vital for plants to achieve efficient photosynthesis, resource allocation and
biomass production under the ever-changing light environment typical in
many habitats (Schurr et al. 2006).

Responses to changing light regimes, such as formation of sun and shade
leaves or adjustment of canopy structure, take place in the course of growth
and have long been studied in terms of photomorphogenesis. Most promi-
nent acclimation processes occur when plants develop in the dark or in
shade, leading to “etiolation” or more generally termed “shade avoidance
syndrome”, characterized by morphological and developmental responses
such as hypocotyl and petiole elongation, reduction in leaf area or accelera-
tion of flowering. Changes in organ morphology and developmental transi-
tions are among the most dramatic and visible phenotypes that originate
from photomorphogenesis-related gene expression. In response to a multi-
tude of external signals, proper outputs are elicited and are coordinated 
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with endogenous growth and developmental programmes through dynamic
regulatory networks (Walter and Schurr 2005; Schurr et al. 2006).
Unravelling intrinsic regulatory networks that cause phenotypic variations
when triggered by certain external stimuli and elucidating the mechanisms
by which these phenotypic variations are suppressed under “normal” condi-
tions are central focuses in plant developmental biology. Towards this goal,
it is fundamental to analyse the processes causing a specific phenotype at
time scales and spatial resolutions that are relevant for the dynamics of the
signal transduction system triggered by internal and/or external cues.

Leaf growth is highly dynamic. It varies spatially across the lamina (Avery
1933; Maksymowych 1973) and shows temporal oscillations of different fre-
quencies. Significant progress in visualization and quantification of these
dynamic growth processes has been made by using digital image sequence
processing (DISP) approaches (Schmundt et al. 1998; Walter and Schurr
2005). A hallmark of leaf growth dynamics is the pronounced day-night
rhythmicity that shows distinct time courses in different species and is main-
tained for several days even if plants are kept under continuous illumination
(Price et al. 2001; Walter and Schurr 2005). This diel rhythmicity of leaf
growth contrasts with the rather stable activity of root growth under the
same constant conditions (Walter et al. 2002b; Walter and Schurr 2005;
Schurr et al. 2006). Recently, the molecular mechanisms giving rise to diel
growth patterns have been studied in leaves of Populus deltoides Bartr. ex.
Marsh in an attempt to clarify the endogenous control of leaf growth
dynamics (Matsubara et al. 2006).

The periodicity of roughly 24 h (i.e. circadian) and its persistency under
continuous illumination suggest the control of leaf growth by the endoge-
nous clock by which diverse organisms anticipate the day-night cycle on
Earth and synchronize internal events with it. Many metabolic, physiologi-
cal and developmental processes in plants are controlled by circadian clocks
(Somers 1999; McClung 2001; Staiger 2002; Lüttge 2003; Schultz and Kay
2003; Millar 2004; Misquitta and Herrin 2005; Mittag et al. 2005).
Resonating the timing of these circadian-regulated events with the external
light-dark cycles increases competitive advantage and reproductive fitness of
photosynthetic organisms (Ouyang et al. 1998; Green et al. 2002; Dodd et al.
2005). Plants regularly adjust (or “entrain”) their endogenous clocks to the
period of environmental cycles by using light as the primary cue (Somers
et al 1998a; Somers 1999; McClung 2001; Frankhauser and Staiger 2002;
Quail 2002a,b; Más et al. 2003a; Millar 2004). This light-signal input to
circadian clocks engages photosensory proteins (photoreceptors).

The photoreceptors provide information about the intensity, colour,
directionality and diurnal duration of light to induce specific responses in
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growth and development of plants, including photomorphogenesis (Neff
et al. 2000; Smith 2000; Quail 2002a,b; Liscum et al. 2003; Schultz and Kay
2003). Our understanding of the molecular mechanisms of light-signal
transduction in the control of de-etiolation, hypocotyl elongation and flow-
ering has been greatly advanced in the last years (Schaffer et al. 1998;
Dowson-Day and Millar 1999; Morelli and Ruberti 2000; Hayama and
Coupland 2003; Más et al. 2003a; Franklin and Whitelam 2005;
Vandenbussche et al. 2005). By comparison, the molecular mechanisms of
light acclimation in leaf growth and canopy development remain elusive
even though marked progress has been achieved for understanding the con-
trol of individual processes involved, such as cell division and cell elongation
(Van Volkenburgh 1999; Cosgrove 2000; den Boer and Murray 2000; Stals
and Inzé 2001; Menges et al. 2002; Tsukaya 2002, 2003; Beemster et al. 2005).

In this review, we focus on the molecular mechanisms of endogenous (cir-
cadian clocks) and environmental control of diel leaf growth dynamics,
wherein light is regarded as a key environmental factor. It has recently been
shown that rapid cell elongation in shade avoidance, an output from light sig-
nal transduction, is gated by the endogenous clock in Arabidopsis, becoming
arrested at subjective dawn and most pronounced at subjective dusk (Salter
et al. 2003). Hence, we discuss the regulation of diel leaf growth cycles in the
context of shade avoidance responses or plant photomorphogenesis, which is
currently considered as a general model for the interactions of development
with environment (Smith 1995, 2000; Pigliucci 1998; Pepper et al. 2002).

2 Endogenous patterns of leaf growth

Plant leaves display a variety of forms and structures. Yet, the basic con-
struction of leaves is rather conservative. A typical leaf of dicotyledonous
plants consists of a lamina (blade), which is supported by a network of veins,
and a petiole (or petiolule for compound leaves). Most monocotyledonous
plants, on the other hand, have no petiole and linear leaves with veins run-
ning in parallel along the leaf length direction. The leaf lamina usually con-
tains several layers of palisade and spongy parenchyma cells where the bulk
of chloroplasts performs photosynthesis. Above and below these photosyn-
thetic cells, there is a layer of epidermal cells that are devoid of chloroplasts
and covered with cuticles on the side of the leaf surface. Stomatal guard cells
are distributed between the epidermal cells on both sides in some plants or
on one side in others. Veins and petioles are part of the transport system,
containing vascular tissues with xylem, phloem and sclerenchyma, but 
also confer mechanical support for leaves, spanning the lamina (veins) or
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holding the lamina in a certain position or angle (petioles). Leaf growth is
thus an embodiment of growth activities of all these cells that differ in their
physiological functions and physical as well as metabolic properties. This
should be kept in mind when analysing the spatial and temporal dynamics
of leaf growth.

2.1 Diel growth patterns in different species and light environments

Day-night growth rhythms have been found in all species thus far investi-
gated, both in monocots and dicots (Table 1). Since leaf growth in monocots
is practically restricted to one dimension (i.e. leaf length) and rapidly grow-
ing regions are “hidden” under the sheath, classical methods using rulers and
linear variable displacement transducers (LVDT) are usually employed to
analyse leaf growth in monocots although they do not provide any spatial
information on growth, and in the case of using rulers, temporal resolution
is limited. For analyses in dicot leaves, for which growth needs to be calcu-
lated as an increase in area (i.e. in two dimensions), methods allowing high
temporal and spatial resolution have become available only in recent times
(Schmundt et al. 1998). Data obtained by one- or two-dimensional analysis
methods have shown diel patters in different dicot species (Table 1). In gen-
eral, the majority of monocot leaves grow in the presence of light whereas
there is no such general tendency among dicot leaves.

Distinct diel growth patterns have been measured in different species by
applying the DISP method (Fig. 1). Leaf growth rate of Ricinus communis L.
(Fig. 1A) peaked at dawn to early morning with a steep post-midnight
increase and a decrease in the afternoon (Walter et al. 2002a). This type of
temporal pattern has also been found in leaves of Nicotiana tabacum L.
(Walter and Schurr 2000, 2005). These two plants share similar spatial dis-
tribution patterns of growth rate with a clear gradient from basal (high
growth rate) to apical (low growth rate) regions of the lamina (Schmundt
et al. 1998; Schurr et al. 2000; Walter et al. 2002a; Walter and Schurr 2000,
2005).

A contrasting diel course has been observed in P. deltoides (Walter et al.
2005; Matsubara et al. 2006). It was characterized by a post-midnight
decrease and an increase during the day (Fig. 1B). Glycine max L. exhibited
a comparable post-midnight decrease towards dawn, but thereafter the
growth rate in this species continued to increase from morning until mid-
night (Ainsworth et al. 2005), whereas it reached a peak at around dusk in 
P. deltoides (Walter et al. 2005; Matsubara et al. 2006). Similarity in leaf
growth characteristics of P. deltoides and G. max is found not only in the 
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timing of growth but also in the spatial distribution. In these species, the
spatial patterns of leaf growth lack a base-tip gradient across the growing
lamina (Ainsworth et al. 2005; Walter et al. 2005; Matsubara et al. 2006),
again differing from N. tabacum and R. communis.

Diel growth cycles have been detected even in diminutive leaves of gym-
nosperm seedlings (Lai et al. 2005) and succulent leaves and cladodes of cras-
sulacean acid metabolism (CAM) plants (Gouws et al. 2005). Chamaecyparis
obtusa Sieb. et Zucc. var. formosana (Hayata) Rehde, which is adapted to shady
conditions of forest understorey in foggy montane areas of Taiwan, showed a
growth pattern with a gradual increase during the day followed by a plateau at
night, and an abrupt decrease at dawn (Fig. 1C; Lai et al. 2005). In addition to
a clear base-tip gradient across the very small leaves, it has been revealed that
leaves of C. obtusa continually shrink for several hours in the morning when
exposed to relatively high irradiance (Fig. 1C). Presumably this is indicative of
intolerance of this species to increased light-induced transpiration and the
resulting decline in leaf water potential (Lai et al. 2005). By contrast, leaves of
C. formosensis Matsum, occurring in open gaps, did not undergo such shrink-
ing but were less flexible than C. obtusa in adjusting the growth activities to
sudden transitions in light environment (Lai et al. 2005).
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Fig. 1. The variability of diel leaf growth cycles among different species. Depicted are 1-h
mean values of leaf relative growth rate (RGR) of A Ricinus communis (n = 14), B Populus del-
toides (n = 25), C Chamaecyparis obtusa (n = 38, grown in high light intensity; n = 31 grown
in low light intensity) and D cladodes of Opuntia oricola (n = 4)



Leaf and cladode growth in four species of CAM plants, Kalanchoë beharen-
sis Drake et Castillo, Opuntia oricola Philbrick, O. phaeacantha Engelm. and 
O. engelmanii Salm-Dyck, was centred at around midday when these plants
were growing in dry soils and performing CAM (Fig. 1D; Gouws et al. 2005).
The timing of this maximal growth coincided with the phase III of CAM, in
which CO2 fixation via ribulose-1,5-bisphosphate-carboxylase-oxygenase
(Rubisco) takes place without opening stomata by using CO2 released from
malic acid that was formed by phosphoenolpyruvate-carboxylase and stored
in the vacuole during the previous night. It has been pointed out that the cel-
lular status prevailing the phase III of CAM, i.e. high carbon availability, high
turgor and low cytoplasmic pH, would offer a favourable condition for growth
(Gouws et al. 2005). Furthermore, under well-watered conditions in which
operation of C3 metabolism supposedly increases, cladodes of O. oricola and
O. phaeacantha displayed different diel growth patterns compared with the
ones observed under the dry/CAM conditions (Gouws et al. 2005), indicating
a link between the metabolic and growth cycles in CAM plants.

2.2 Circadian clock, gene expression and diel metabolic activities

Marked diurnal changes occur in the concentrations of metabolites in leaves,
including the major substrates for growth such as carbohydrates and amino
acids (e.g. Matt et al. 1998; Urbanczyk-Wochniak et al. 2005; Walter and
Schurr 2005). Leaf carbohydrate concentrations are typically higher during
the day than during the night, with excursions of starch being the most
prominent (e.g. Matt et al. 1998; Urbanczyk-Wochniak et al. 2005; Walter
et al. 2005; Walter and Schurr 2005; Matsubara et al. 2006). These changes
reflect the day-night transitions between the autotrophic and heterotrophic
state (Fig. 2) which repeat in photosynthetic tissue every day (also with some
modifications like CAM). Not surprisingly, the expression of many genes
involved in photosynthesis is controlled by the endogenous clock and/or
light (Millar and Kay 1996; Harmer et al. 2000; Schaffer et al. 2001;
Urbanczyk-Wochniak et al. 2005). Such transcriptional regulation of photo-
synthetic genes would have obvious advantage as gene expression in two
compartments, cell nucleus and chloroplast, can be coordinated to support
efficient operation of photosynthesis (Dodd et al. 2005; Misquitta and
Herrin 2005).

According to a current model (Wang et al. 1997; Shaffer et al. 1998;
Somers et al. 1998b; Wang and Tobin 1998; Green and Tobin 1999; Alabadí
et al. 2001, 2002; Mizoguchi et al. 2002), the circadian clock in Arabidopsis
is composed of a negative feedback loop between the pseudo response
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regulator TOC1 (timing of chlorophyll a/b-binding proteins CAB expression 1)
and two transcription factors related to MYB (myleoblastosis), CCA1 (circa-
dian clock associated 1) and LHY (late elongated hypocotyl). The two tran-
scription factors CCA1 and LHY, which activate gene expression in the
clock-output pathway during the day (e.g. light-harvesting antenna proteins,
also known as CAB), simultaneously repress TOC1, a positive element for
CCA1/LHY. As the levels of CCA1 and LHY decrease in the evening, repres-
sion of TOC1 is relieved, which in turn leads to the accumulation of CCA1
and LHY towards the morning.

It has been estimated that ca. 6% of 8600 genes on Arabidopsis oligonu-
cleotide arrays (Harmer et al. 2000) or 2% of 7800 clones of expressed
sequenced tags (Schaffer et al. 2001) could be regulated by the circadian
clock. Genes in the same metabolic pathways are often found to be
expressed in clusters at distinctive times of a day. In accordance with the
carbon metabolic cycles in leaves (Fig. 2), genes involved in photosynthe-
sis (e.g. genes encoding proteins in photosystem I and II or light-harvest-
ing antenna I and II, chlorophyll a oxygenase) were expressed mostly
during the day as opposed to the expression patterns of genes in starch
mobilization (e.g. β-amylase, putative fructose-bisphosphate aldolase,
sucrose-phosphate synthase homolog) concentrated at night (Harmer
et al. 2000; Schaffer et al. 2001; Smith et al. 2004). Many genes in the
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Fig. 2. Diel cycles in leaves. In the course of day-night cycles, two different sources alternately
provide energy in leaves: during the day energy is directly delivered by photosynthesis while
nocturnal processes are dependent on energy from starch mobilization and mitochondrial res-
piration. Many genes involved in these pathways are up-regulated in the corresponding phases.
At the transitions between day and night, genes in specific pathways are up-regulated in antic-
ipation of the upcoming change in the environment. This rhythmic gene expression persists
under continuous light or continuous dark, indicating that it is controlled by an endogenous
clock, a self-sustaining oscillatory system. The current model of such an oscillator in
Arabidopsis consists of a negative feedback loop between CCA1 (circadian clock associated 1),
LHY (late elongated hypocotyl) and TOC1 (timing of chlorophyll a/b-binding proteins CAB
expression 1)



phenylpropanoid pathway (e.g. phenylalanine ammonia lyase, chalcone
synthase, flavonol synthase, glutathione S-transferase) are presumably
“morning genes”, the transcripts of which increase during the night to
reach the maximum at around dawn (Borevitz et al. 2000; Harmer et al.
2000; Rogers et al. 2005). This expression pattern has been associated with
preparation of UV- and photo-protective compounds early in the day
(Harmer et al. 2000). Coordinated expression of a group of genes in sugar
allocation and storage (e.g. genes encoding sugar transporters, glycolytic
enzymes, oxidative pentose phosphate enzymes and galactinol synthase),
was observed near the end of the day (“evening genes”), suggesting an
important role of circadian clocks in temporal coordination of assimilate
trafficking (Harmer et al. 2000).

This global picture of circadian gene expression could conform to the
day-night metabolic cycles (Fig. 2) in leaves of many species and will inter-
act with the diel growth patterns (Table 1, Fig. 1A–C). Growth processes and
mechanisms, endogenously shaping different diel patterns, need to be com-
patible with, and may possibly be constrained by, the timetable of these cir-
cadian programmes.

2.3 Gating of cell cycle and diel growth processes

The transcriptional control of diel leaf growth pattern has been investi-
gated in P. deltoides (Matsubara et al. 2006), a species having a post-mid-
night decline in growth rate (Table 1, Fig. 1B). For this study, POP2
microarrays containing 24,912 clones of expressed sequence tags obtained
from poplar (Sterky et al. 2004) were used. By comparing transcripts from
leaf samples collected at well-defined growth rates that were determined
by an online growth analysis tool, concerted down-regulation of a number
of ribosomal protein (RP) genes was revealed in poplar leaves concomitant
with the nocturnal growth deceleration (Matsubara et al. 2006). In paral-
lel with the down-regulation of RP genes, the transcript levels of histone
H2B, an S-phase gene (Breyne et al. 2002; Menges et al. 2002), were also
rapidly reduced in leaves of P. deltoides after midnight (Matsubara et al.
2006). Ribosome biogenesis is mainly controlled at the transcriptional and
translational level in yeast and mammalian cells, respectively (Jorgensen
et al. 2004). In plants, there seems to be a control at the transcriptional
level, similar to the situation in yeast, as co-expression of RP genes has
been reported for plants, especially in meristematic tissues, by different
transcriptomic studies (Sterky et al. 2004; Schmid et al 2005; Matsubara
et al. 2006). It has been suggested that biosynthesis of ribosomes may be a

Living in Day-Night Cycles 297



critical factor for the G1/S transition in the mitotic cell cycle (Cuadrado
et al. 1985).

Circadian rhythmicity of cell-division frequency has been observed in
shoot meristems, but apparently not in root meristems, with the maxima
occurring at night in both long-(Spinacia oleracea L, Papaver somniferum L.)
and short-day plants (Perilla ocymoides L, G. max) (Bünning 1952). Similar
circadian oscillations in reproduction rate have been documented for other
photosynthetic organisms, namely cyanobacteria Synechococcus PCC 7942
(Mori et al. 1996) or unicellular algae Chlamydomonas reinhardtii Dangeard
(Goto and Johnson 1995) and Euglena gracilis Klebs (Hagiwara et al. 2002;
Bolige et al. 2005a,b). It has been demonstrated that cell division activities of
these unicellular photoautotrophs are temporally restricted (or “gated”) by
the circadian clock such that the population size grows during subjective
night. While questions about the molecular mechanisms of the cell-cycle
gating are largely unsolved, the study with Euglena (Bolige et al. 2005a) has
shown that the gating happens by forbidding cell-cycle transitions (closing
the gate), and not by permitting them (opening the gate), at primarily G2/M
but also G1/S and S/G2. Further, it seems that Euglena cells require photoin-
duction to become committed to progress to the next phase in the cell cycle
(Hagiwara et al. 2002). In other words, they need to be illuminated at least
for a short period prior to the cell-cycle transitions. The efficiency of such
photoinduction was found to be lowest at subjective dawn and highest at
subjective dusk, leading in the latter case to a rapid increase in the popula-
tion size, especially the number of cells in the G1 phase, in the dark period
immediately after dusk (Hagiwara et al. 2002).

The nocturnal preference of cell division has been associated with a strat-
egy to avoid UV-sensitive DNA replication during the day, known as the
“escape from light” hypothesis (Paietta 1982; Pittendrigh 1993). Lately, this
hypothesis has been modified to include the selective advantage of “resist-
ance to light” (Bolige et al. 2005b) to explain the observed circadian varia-
tion in the survival rate of Chlamydomonas and Euglena under UV radiation
(Nikaido and Johnson 2000; Bolige et al. 2005b). For the evolution and sur-
vival of photoautotrophic organisms, preparation of photoprotective mole-
cules in advance of daily light- and UV-exposure may have been as vital as
programming radiation-sensitive reactions for the night (Bolige et al.
2005b). Circadian clocks may have evolved and given a selective advantage
to the photosynthetic organisms (Ouyang et al. 1998; Green et al. 2002;
Dodd et al. 2005), facilitating temporal organization as well as synchroniza-
tion of photosynthesis, photoprotection and cell division with regular cycles
of the light environment.
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3 Linking light environment with diel growth dynamics

3.1 Shade avoidance, signalling networks and the role 
of the circadian clock

Along with the regular day-night cycle, plants are subjected to variations in
their light environments throughout their life cycles. Shade avoidance (as
well as etiolation of seedlings) is one of the light-induced growth syndromes
in which organ morphology and structure, and in a longer term also devel-
opmental programmes (e.g. early flowering in Arabidopsis), are dramatically
changed. It is often manifested by enhanced elongation of stem-like organs
(including petioles) concomitant with suppression of leaf-blade expansion
and shoot branching (Aphalo et al. 1999; Vandenbussche et al. 2005). These
changes in growth enable plants to position their leaves in exposed locations,
continuously adjust their canopy structure to the light environment
throughout the vegetative growth season and compete for light with their
neighbours in dense vegetation (Aphalo et al. 1999; Vandenbussche et al.
2005). Many angiosperms, ranging from small herbs to large trees, employ
the shade-avoidance strategy (Smith 2000).

Growth and developmental responses to changes in light environments
are released by the photosensory signal transduction network involving
three major families of photoreceptors: phytochromes (Phy) for percep-
tion of wavelengths in red (R) and far-red (FR) regions and cryptochromes
(Cry) and phototropins for blue and UV-A regions. Combined activities of
these photoreceptors provide multifaceted information about surrounding
light environments to generate differential responses (Ahmad and
Cashmore 1996; Neff et al. 2000; Smith 2000; Quail 2002a,b; Liscum et al.
2003; Schultz and Kay 2003). Shade signature in the light environment is
detected by plants predominantly as decrease in R:FR ratio that reflects
depletion of light in blue and R regions by chlorophylls and carotenoids of
nearby leaves and vegetation and/or enrichment of FR by reflection and
scattering from them (Morelli and Ruberti 2000; Smith 2000; Franklin and
Whitelam 2005; Vandenbussche et al. 2005). Decline in R:FR, albeit to a
lesser extent, occurs also outside the shade at dawn and dusk (so-called
end-of-day FR). The R- and FR-sensing photoreceptor Phy, a homodimeric
chromoprotein having a linear tetrapyrrole (phytochromobilin), plays
central roles in shade avoidance as well as responses to end-of-day FR.
Three major Phy proteins in angiosperms are PhyA, PhyB and PhyC while
PhyD and PhyE have so far been found only in dicot plants (Franklin and
Whitelam 2005).
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The striking feature of Phy is the reversible photochromism. In the dark,
Phy is synthesized in the R-absorbing form (Pr, absorption maximum
approximately 665 nm) and accumulates in the cytoplasm. Upon light
absorption, it changes the conformation to the FR-absorbing form (Pfr,
absorption maximum approximately 730 nm), becomes biologically “acti-
vated” and translocates from the cytoplasm into the nucleus (Nagatani
2004). The photoconversion and nucleo-cytoplasmic translocation are both
reversible. In reality, the absorption spectra of Pr and Pfr largely overlap
below 700 nm, which implies that a mixture of the two forms exists under
almost all light conditions (Smith 2000; Franklin and Whitelam 2005).
Hence, the base of the shade avoidance syndrome is the equilibrium
between the populations of Phy proteins in the Pr- and Pfr-form (Smith
2000). This photoreversibility and reciprocity (dependence on the total
number of photons absorbed irrespective of the duration of exposure) are
the characteristics of classic Phy-responses, including shade avoidance
(Neff et al. 2000).

3.2 Light signalling pathways

One of the genes that are strongly induced under low R:FR is the Arabidopsis
homeobox-leucine-zipper transcription factor ATHB-2 (Fig. 3), also known
as homeobox-leucine-zipper protein 4 (HAT4), which is a negative regulator
of gene expression (Steindler et al. 1999). Rapid and marked up-regulation
of ATHB-2 occurs under low R:FR, which is readily reversible by a subse-
quent high-R:FR treatment (Carabelli et al. 1996). It has been demonstrated
that shade-avoidance responses can be mimicked by increasing ATHB-2 lev-
els (Steindler et al. 1999). Elevated ATHB-2 inhibits cotyledon expansion by
restricting elongation of epidermal and mesophyll cells. In hypocotyl, over-
expression of ATHB-2 results in enhanced longitudinal expansion in epider-
mal and cortical cells while it inhibits proliferative thickening of the vascular
system. These anatomical changes in hypocotyl are also found in roots
(Steindler et al. 1999). In contrast, transgenic lines with reduced levels of
ATHB-2 display reverse phenotypes characterized by short hypocotyl and
larger cotyledons. Based on these observations and the requirement of auxin
for the expression of shade-avoidance responses, a role of ATHB-2 for auxin
lateral flow in hypocotyl and root has been postulated (Steindler et al. 1999;
Morelli and Ruberti 2000).

Partial phenocopy of the ATHB-2 overexpressor, i.e. enhanced elongation
and reduced thickening in hypocotyl and root (Oyama et al. 1997), can be
found in the Arabidopsis photomorphogenic mutant hy5 (long hypocotyl 5)
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lacking functional HY5 protein (Fig. 3), a bZIP transcription factor that
interacts with light-regulated promoters containing G-box (Chattopadhyay
et al. 1998). The abundance of HY5, which is directly correlated with the
expression of photomorphogenic phenotypes (Osterlund et al. 2000), is con-
trolled by COP1 (constitutively photomorphogenic 1; Fig. 3), a RING-finger
protein which functions as an E3 ubiquitin-protein ligase (Schwechheimer
et al. 2001) and regulates the expression of a large number of transcription
factors in Arabidopsis (Ma et al. 2002). A line of evidence suggests that COP1
is a repressor of light-regulated gene expression and directly interacts with
HY5 in the nucleus to target its degradation via the 26S proteasome
(Osterlund et al. 2000; Ma et al. 2002). Illumination reduces the nuclear
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Fig. 3. Simplified schematic model of the light and circadian regulation of shade-avoidance
responses. When activated by red light, phytochrome (Phy; Pfr) interacts with the transcrip-
tion factor PIF3 (phytochrome interacting factor 3) in the nucleus. PIF3 binds to G-box, a
DNA-sequence motif present in a range of light-regulated promoters. The two key genes in
the central oscillator of the circadian clock, CCA1 (circadian clock associated 1) and LHY
(late elongated hypocotyl), possess G box and are thus expressed by Phy-PIF activity.
Subsequently, CCA1 and LHY, themselves transcription factors, induce expression of various
morning genes (e.g. chlorophyll a/b-binding proteins CAB) while repressing expression of
TOC1 (timing of CAB expression 1), the third component of the circadian oscillator, which
positively regulates expression of CCA1 and LHY. Blue light detected by cryptochrome (Cry)
and red light producing Pfr enhance accumulation of another transcription factor HY5 (long
hypocotyl 5) by interacting with COP1 (constitutively photomorphogenic 1), an E3 ubiqui-
tin ligase which targets HY5 for degradation. HY5 also promotes expression of light-regulated
genes having G box in promoter regions. Far-red light, on the other hand, de-activates Pfr and
forms Pr. Genes such as PIL1 (PIF3-like 1) and ATHB-2 (also known as homeobox-leucine-
zipper protein HAT4) are rapidly up-regulated under the light environments with low red:far-
red ratios, leading to the acceleration of elongation growth, most pronouncedly at the end of
the day. This circadian gating of rapid elongation growth presumably requires PIL1 and
TOC1 at the same time. Transcriptional repression by CCA1/LHY and degradation by ZTL
(zeitlupe) determines TOC1 abundance. In parallel, ELF3 (early flowering 3) negatively reg-
ulates light-signal input to the clock in the evening, preventing the downstream events of Pfr



abundance of COP1, thereby reducing the rate of HY5 protein degradation
and hence allowing HY5 accumulation in the nucleus (Osterlund et al.
2000). The level of nuclear-localized COP1 seems to be regulated by light
through Phy (PhyA and PhyB) as well as Cry (Osterlund et al. 2000; Fig. 3).
In addition to the depolarization of plasma membrane mediated by blue
light receptors (Parks et al. 1998; Folta et al. 2003), light also inhibits elon-
gation through activities of transcriptional regulators, such as HY5, and at
the same time promotes thickening in hypocotyl and root. It has been
reported that AXR2 (auxin resistant 2; also known as IAA7, indole acetic
acid 7) and SLR (solitary root, also known as IAA14), negative regulators of
auxin signalling, are among the target genes of HY5, suggesting modulation
of auxin sensitivity by the light (Cluis et al. 2004).

Another transcription factor interacting with Phy is the basic helix-loop-
helix transcription factor PIF3 (phytochrome interacting factor 3; Fig. 3) that
regulates genes having the light-regulated G-box in promoter regions (Ni
et al. 1999; Martinez-García et al. 2000). The PIF3-antisense plants of
Arabidopsis (Halliday et al. 1999) show morphological phenotypes resem-
bling hy5 mutants (Oyama et al. 1997), ATHB-2 overexpressors (Steindler
et al. 1999) or plants grown under low R:FR. Conversely, mutants containing
increased levels of PIF3 have a short hypocotyl and larger cotyledons
(Halliday et al. 1999), as has been observed in ATHB 2-antisense plants
(Steindler et al. 1999). The strong similarity in the phenotypes of these
mutants and transgenic plants indicates that these pathways may share the
same output components in the downstream region, some of which are pre-
sumably involved in auxin signalling (Steindler et al. 1999; Morelli and
Ruberti 2000; Tanaka et al. 2002; Cluis et al. 2004). In fact, low R:FR induces
up-regulation of a number of genes associated with auxin signalling as
revealed by a recent microarray study on shade avoidance (Devlin et al. 2003).

3.3 Cross-talk with circadian clock

A connection between light signalling and the endogenous clock is provided
by direct binding of Phy (Pfr) to PIF3 in the nucleus, which leads to gene
expression of the two key components CCA1 and LHY in the central clock
oscillator (Fig. 3), both containing G-box motifs in the promoter regions (Ni
et al. 1999; Martinez-García et al. 2000). Because CCA1 and LHY are them-
selves MYB-related transcription factors controlling the circadian gene
expression of various proteins, such as CAB or TOC1 (Wang et al. 1997;
Schaffer et al. 1998; Green and Tobin 1999; Harmer et al. 2000; Albadí et al.
2001), the Phy-PIF3 interaction could be one of the mechanisms by which
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light entrains the circadian clock at dawn (Somers et al. 1998a; Frankhauser
and Staiger 2002; Quail 2002a,b).

Recently, it has been shown that reduced levels of TOC1, which positively
regulates CCA1 and LHY expression in the negative feedback loop of the cir-
cadian oscillator (Alabadí et al. 2001; Fig. 3), cause arrhythmia in the circa-
dian gene expression under R light while maintaining rhythmicity under
blue and white light albeit with shorter periods (Más et al. 2003a). Because
the R-dependent induction of CCA1 and LHY is impaired in the absence of
functional TOC1 and TOC1 can interact with PIF3, TOC1-mediated mod-
ulation of PIF3 binding to CCA1/LHY promoters has been postulated (Más
et al. 2003a). The intimate cross-talk between the circadian oscillator and
light-signalling pathways is further underpinned by ZTL (zeitlupe; Fig. 3),
a protein that facilitates the proteasome-dependent degradation of TOC1
(Más et al. 2003b) and can interact with PhyB and Cry1 (Jarillo et al. 2001).
Moreover, evidence has been presented that the expression of Phy and Cry is
in turn regulated by the circadian clock (Kozma-Bognár et al. 1999; Harmer
et al. 2000; Tóth et al. 2001), meaning these photoreceptors are input as well
as output components of the clock (Harmer et al. 2000). The fact that many,
although not all (e.g. Somers et al. 1998b), of the circadian-clock
mutants and transgenic plants exhibit elongated (or shortened) hypocotyl
and/or early-flowering phenotypes (e.g. Schaffer et al. 1998; Dowson-
Day and Millar 1999; Más et al. 2003a; Kim et al. 2005) highlights the con-
vergence of light- and clock-controlled output pathways in growth and
development.

3.4 Circadian gating of shade avoidance

Both natural elongation growth of hypocotyl (Dowson-Day and Millar
1999) and rapid elongation in shade avoidance (Salter et al. 2003) have been
shown to be gated by the endogenous clock in Arabidopsis, with an arrest at
dawn and acceleration at dusk. A function in circadian gating of light signal
input has been proposed for ELF3 (early flowering 3; Fig. 3). Unlike wild-
type plants, in which CAB expression is not responsive to light pulses during
subjective night (Millar and Kay 1996) and elongation growth of hypocotyl
always stops at subjective dawn (Dowson-Day and Millar 1999), ELF3
mutants show acute activation of CAB upon illumination even during sub-
jective night (McWatters et al. 2000) and no sign of elongation arrest at 
subjective dawn when kept in the light (Dowson-Day and Millar 1999).
Conversely, overexpression of ELF3 results in diminished responsiveness to
light stimuli during subjective night (Covington et al. 2001). Thus, it has
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been suggested that ELF3, having the maximal expression in the evening, is
a negative regulator of light input to the endogenous clock, facilitating the
gating of light signal input to prevent the expression of light-inducible genes
(e.g. CAB) in the evening (Covington et al. 2001). This means that activation
of genes involved in inhibition of hypocotyl elongation in the morning
(Fig. 3) may also be repressed around the end of the day by ELF3 abundance
even if there is still some light. Although the exact mode of ELF3 action in
the nucleus is not yet known, in vitro interaction of ELF3 and PhyB indicates
a potential role of ELF3 in restraining PhyB from light signal input (Liu et al.
2001).

More recently, circadian gating of PIL1 and PIL2 (PIF3-like 1 and 2; Fig. 3,
only PIL1 is shown) has been implicated with the gating of shade-avoidance
responses (Salter et al. 2003). Transcript levels of these genes, encoding basic
helix-loop-helix transcription factors with high protein sequence similarity
to PIF3, increase in response to low R:FR, with the induction of PIL1 being
more rapid and strong compared with that of PIL2 (Salter et al. 2003).
Requirement of PIL1 for shade-avoidance responses has been established by
the demonstration that acceleration of hypocotyl elongation by low R:FR is
abolished in PIL1 mutants (Salter et al. 2003). Because PIL1 expression
reaches the maximum at subjective dawn while maximal enhancement of
hypocotyl elongation by low R:FR occurs at subjective dusk, it has been pro-
posed that PIL1-dependent shade-avoidance responses may be limited by
TOC1 (Salter et al. 2003), which accumulates at dusk and interacts with PIL1
(Makino et al. 2002). The finding that shade avoidance is gated by the circa-
dian clock such that it coincides with the natural elongation rhythm of
hypocotyl (Dowson-Day and Millar 1999; Salter et al. 2003; Franklin and
Whitelam 2005) supports the notion that rapid shade-avoidance responses
of Arabidopsis seedlings engage part of the endogenous controlling pathways
for the hypocotyl elongation. Because the phenotypes of PIL1 mutants do
not differ from wild-type plants under prolonged low R:FR, involvement of
PIL2, which responds to low R:FR more slowly than PIL1, has been postu-
lated for longer-term shade-avoidance responses, such as petiole elongation
and flowering (Salter et al. 2003).

4 Leaf growth dynamics in dicot plants and mechanisms 
of shade avoidance

In hypocotyl and seedlings of Arabidopsis, the mechanisms controlling
endogenous elongation growth and rapid elongation in shade avoidance have
at least several operational traits in common: signalling by photoreceptors for
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light input, interactions of important transcriptional regulators with the
clock oscillator, and output patterns of gating. Observations that end-of-day
FR can mimic effects on growth in shade avoidance syndrome (Franklin and
Whitelam 2005) also suggest an overlap between the regulatory mechanisms
of shade avoidance (long-term low R:FR) and the key signal transduction
pathways of daily growth programmes, including end-of-day FR (short-
pulse low R:FR). Differential roles suggested for PIL1 and PIL2 in control-
ling the short- and long-term responses to low R:FR, respectively, may be a
way to adjust the regulation of endogenous daily growth programmes to the
environment (Salter et al. 2003).

Control mechanisms of elongation growth and shade avoidance in
hypocotyl and seedling growth are not identical. However, there are good
indications of coupling of the signal transduction pathways. Shade-avoiding
and shade-tolerant species differ in their growth responses to increasing
light. The shade-avoiding species Betula pendula Roth and Phaseolus vulgaris
L. increase cell wall extensibility upon illumination with white light (Van
Volkenburgh and Cleland 1981; Taylor and Davies 1985, 1986). Both species
show the same pattern of diel growth activity. In contrast, the shade-tolerant
Acer pseudoplatanus L. did not show increased cell wall extensibility upon
illumination with white light and a diel leaf growth pattern differing from
that of the shade-avoiding species (Taylor and Davies 1985, 1986).

The diel phasing of leaf growth activity and of light-signal response dif-
fers in shade-avoiding and shade-tolerant plants. Therefore, it can be postu-
lated that the photomorphogenic pathways linking light-signal input with
auxin signalling, an important factor for cell wall extension, may be differ-
ently regulated in these plants, resulting in contrasting effects of light on leaf
growth. Our knowledge about the molecular control of photomorphogenic
responses in Arabidopsis has been greatly increased to allow us to pinpoint
some of the central regulators (e.g. HY5, PIF3, ATHB-2) and their phases of
action in day-night cycles determined by the circadian oscillators (CCA1,
LHY, TOC1) and gate keepers (e.g. ELF3, PIL1). Nevertheless, information
on the activities and regulation of their orthologous genes in other species is
very limited.

External trigger (light) and internal regulatory systems (circadian clock)
interact in controlling growth dynamics in aerial parts of plants (Fig. 4). Two
contrasting diel growth patterns in leaves (laminae) of C3 dicot plants are
represented by the two growth curves of Fig. 4 (solid line, increasing at mid-
night, compare Fig. 1A; dashed line, decreasing at midnight, compare
Fig. 1B). On top of the shaded area that is common to both growth patterns,
plants like N. tabacum and R. communis (Schmundt et al. 1998; Schurr et al.
2000) show increased growth activities from dawn to midday (solid line,

Living in Day-Night Cycles 305



areas A) while others like P. deltoides and G. max (Ainsworth et al. 2005;
Walter et al. 2005; Matsubara et al. 2006) rely more heavily on the period
from dusk to midnight (dashed line, area B).

Even with the limited number of factors shown here, it is clear that the
up-regulation of growth activities in A and B would engage different control
mechanisms to coordinate with the diel cycles of other cellular processes
(Fig. 2) as well as the environment. For example, the negative effect of stom-
atal opening on leaf growth manifested in C. obtusa in the morning (Fig. 1C;
Lai et al. 2005) needs to be overcome in type-A plants while relative impor-
tance of such problems would be minor in type-B plants. Circadian gating
of cell cycle (Goto and Johnson 1995; Mori et al. 1996; Hagiwara et al. 2002;
Bolige et al. 2005a) could restrict the contribution of cell proliferation to the
overall leaf growth more strongly in type-A plants compared with type-B
plants (Matsubara et al. 2006). Also, gated growth rhythms in stem-like
organs (Lecharny et al. 1985; Dowson-Day and Millar 1999) may cause
resource competition in type-B plants around the end of the day whereas the
peak growth activities in leaf blades and stems/petioles are probably sepa-
rated in type-A plants. Systematic screening of leaf growth in a range of dicot
species is needed to examine if these diel growth patterns are associated with
certain life strategies, such as shade tolerance.
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Fig. 4. Comparison of two diel growth patterns in C3 dicot leaves in the context of several
endogenous and environmental factors impinging on them. Solid line, growth rhythm with
maximal growth rate at dawn; dashed line, growth rhythm with maximal growth rate at dusk.
Shaded area is common to both types of growth. Areas A and B represent differential up-
regulation of growth by the two types



5 Perspective

Given the small number of species, for which diel growth patterns in leaves
are well characterized, and also the lack of the genetic information for many
species except for the few model plants (mostly Arabidopsis), it is difficult to
draw a picture of molecular networks controlling distinct endogenous leaf
growth patterns. Even though fundamental processes for growth control are
conserved in most plants, extrapolation of knowledge and models obtained
from Arabidopsis to other plants needs caution because the same processes
can be regulated differently. For studying growth in particular, one should
always keep in mind a possible influence by the life strategy of Arabidopsis
plants (formation of rosette, long-day plants with a tendency to accelerate
flowering under unfavourable conditions). Nevertheless, the emerging tech-
niques for growth analysis facilitating elucidation of dynamic processes,
both above- and belowground (Walter and Schurr 2005; Schurr et al. 2006),
can now be applied to diverse species to extend our knowledge in plant
growth mechanisms. Furthermore, the ongoing effort in genome sequencing
in a variety of plants will soon enable comparable growth studies in those
plants at all levels, from gene to community, to explore “plant growth diver-
sity”. Together with better understanding of phenotypic plasticity within
species, uncovering interspecific differences in such plasticity would be ben-
eficial for a broad spectrum of fields, including technical transfer to agricul-
ture and green biotechnology as well as improvement of ecosystem models
for environmental research.
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Competitive Networks, Indirect Interactions,
and Allelopathy: A Microbial Viewpoint on Plant
Communities

Ragan M. Callaway and Timothy G. Howard

“. . . the more numerous and complex the competitive networks on any 
substratum, the more slowly will the available space be dominated by any single
competitor.”

Buss and Jackson, 1979

1 Introduction

The ecological processes that promote coexistence among species requiring
the same resources have been sought for decades. The most powerful mech-
anisms that promote diversity appear to be those that disrupt community
equilibrium, such as herbivory or abiotic disturbance, but these mechanisms
are not omnipresent, therefore generating interest in mechanisms that oper-
ate when communities are at equilibrium. Understanding the relative
importance of mechanisms that promote coexistence is not trivial, because
coexistence is elemental to biological diversity. Conceptual models for coex-
istence under equilibrium conditions are generally based on niche theory
(Tilman 2000). In other words, competing species can coexist if they do not
use exactly the same resources at exactly the same time, or require precisely
the same conditions to maximize growth and reproduction. Ecologists have
convincingly demonstrated spatial niche partitioning (Parrish and Bazzaz
1976; Cody 1986), niches based on resource monopolization and renewal
and resource ratios (Connell 1971; MacArthur 1972; Tilman 1982), and
temporal niche partitioning (Chesson 1983; Chesson and Huntly 1993).
Recently, Clark et al. (2004) demonstrated that niche-based theory may not
be obligatory; reporting that “massive stochasticity” in fecundity and recruit-
ment among tree species appeared to promote coexistence independently of
niche differences.

Niche-based coexistence functions by reducing the probability of com-
petitive exclusion; species avoid competition when they occupy different
niches. Competition has long been considered one of the more important
forces structuring communities (Watt 1947; Harper 1977). In 1940, Griggs
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concluded that “[t]he explanation of rarity must, therefore, lie in an evalua-
tion of the competitive competency of species”. Despite this honoured and
hoary perspective, and the general paradigm that competition works against
coexistence, other evidence indicates that competition also has the potential
to have counterintuitive and coexistence-promoting effects in communities.
Whether or not competition, or interference, promotes or inhibits coexis-
tence depends how groups of species interact. If groups of species compete
in non-hierarchical networks, then resource monopolization by a single
species decreases, and therefore networks maintain higher diversity than
would be predicted from pairwise interactions or competitive hierarchies. If
species interact through competitive hierarchies, this can lead to exclusion in
the absence of non-equilibrium mechanisms. The reason for this difference
is that networks of competing species cause indirect interactions which can
have powerful positive effects on coexistence. Indirect interactions among
competitors occur when interactions between two species are caused or
altered by simultaneous interactions with additional species (Buss and
Jackson 1979; Lawlor 1979; Stone and Roberts 1991; Miller 1994; Wooton
1994) or through cumulative, “diffuse” effects that occur when numerous
species have different kinds of direct effects that act on a single species
(Davidson 1980; Wilson and Keddy 1986; Vandermeer 1980).

Indirect interactions involving consumers are based on solid theory
(Andrewartha and Birch 1954; MacArthur 1972), straightforward mecha-
nisms, and have been thoroughly examined empirically (e.g. Paine 1966;
Wooton 1992; Pennings 1996); but indirect interactions among competitors
remain somewhat mysterious. Indirect interactions are produced by some-
thing analogous to an alliance—either two species join together to elicit a
stronger synergistic negative effect, or one species ameliorates the negative
direct effect of another neighbour, resulting in a facilitative or positive effect.
The latter case has been described as “an enemy of my enemy is my friend”
and is the most common indirect interaction described in the literature.

Indirect interactions among competitors cannot occur when competitive
interactions within a community are hierarchical in nature (transitive pat-
terns), in other words, when all species in a community can be ranked in lin-
ear order of competitive ability and all species higher in competitive rank
outcompete all species lower in competitive rank. However, when species
compete intensely against some neighbouring species, but less intensely
against others without forming clear hierarchies, the resulting networks or
intransitive patterns can create indirect effects (Karlson and Jackson 1981).
For example, Levine (1976) modelled the effects of adding a third competitor
in a system with two competing species and found that the additional species
could change the cumulative effect of one species from competitive to facili-
tative because of how it suppressed a shared competitor. The third species
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may have competitive effects on both other species, but as long as the third
species indirectly relieves the competitive pressure on a neighbour more than
it directly hurts that same neighbour, indirect facilitation can occur.

Indirect interactions among competitors are exceptionally difficult to
study empirically, simply because of the logistical and interpretive problems
of manipulating more than one species in an ecologically meaningful way,
but a number of experimental studies have demonstrated strong indirect
interactions among competing plant species (Miller 1994; Li and Wilson
1998; Levine 1999; Callaway and Pennings 2000).

Networks may be mechanistically based on resource competition but,
because plant species compete for very similar resources, resource competi-
tion may be limited as a driver of indirect interactions. Therefore, commu-
nities that are highly structured by resource competition may be more likely
to demonstrate non-species-specific competitive hierarchies, in which some
species are simply better at acquiring resources than others. Furthermore, if
there is only one predominantly limiting resource in communities in a sys-
tem then hierarchies are to be expected; if species A outcompetes species B
for water, and species B outcompetes species C for water, it is hard to see how
species C might outcompete species A for water. But if plants in a commu-
nity are competing simultaneously for different resources, and competitive
abilities for different resources are not linked, species-specific interactions
may develop (see Tilman 1982, 1988).

Allelopathy is an alternative mechanism to resource competition. In con-
trast to the limited suite of resources for which plants can compete, plants
are known to produce over 100,000 different low-molecular-mass natural
biochemicals, many of which are released into the surrounding environ-
ments and appear to be species-specific (Flores 1999). Far more are likely to
be discovered. This creates the potential for highly species-specific biochem-
ical, or allelopathic, interactions among plants that therefore have the poten-
tial to create highly complex interactive networks. The central objective of
this paper is to consider allelopathy as a possible mechanism for the estab-
lishment of non-hierarchical networks in plant communities which may
promote coexistence in equilibrium conditions.

Here we try to synthesize 1) the evidence for hierarchical and non-
hierarchical interactions in communities, 2) the evidence for indirect
interactions among plants, 3) the potential for allelopathy to mediate indi-
rect effects, 4) new insight about interspecific variation in tolerance to the
allelopathic effects of species, and 5) novel discoveries in microbial ecology
suggesting that balanced interplay between resource competition and
allelopathy establishes non-hierarchical relationships and promote coexis-
tence. To be clear, the connections are tenuous, but enough pieces of the
puzzle are in place to make a synthesis of these ideas timely.
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2 Do hierarchies or networks characterize competitive
interactions in plant communities?

There are examples of both hierarchies and networks in the literature. Even so,
whether or not plant communities show hierarchical transitivity or non-
hierarchical intransitivity has received considerable attention (Keddy and
Shipley 1989; Herben and Krahulec 1990; Silvertown and Dale 1991; Grace
et al. 1993; Shipley 1993; Connolly 1997). If competitive relationships among
species in a community are transitive, simple plant traits can be used to pre-
dict competitive ability (Herben and Krahulec 1990) and indirect interactions
are not likely to strongly affect coexistence. If competitive relationships are
non-transitive, predicting competitive ability from specific traits is more dif-
ficult because many different traits have the potential to establish competitive
dominance, but indirect interactions are much more likely to develop.

Of course some communities may be hierarchical and others non-
hierarchical, but the evidence suggests that most plant communities are
hierarchical and transitive in nature. Good examples include Goldsmith
(1978), Mitchley and Grubb (1986), Wilson and Keddy (1986), Keddy and
Shipley (1989) and Keddy et al. (2002). Shipley (1993) analysed ten pub-
lished matrices of replacement series experiments and found nine cases of
complete transitivity. Goldberg (1997) reviewed studies using additive
experiments and found mostly transitive rankings among species for both
competitive effect and competitive response.

Transitive rankings may be the most common pattern in the literature,
but this may be affected by methodological bias. Rankings in competitive
ability has been determined most often with replacement series, additive
experimental designs (Snaydon 1991), or simply one on one trials. The
replacement series design maintains a constant total density and varies rel-
ative proportions of two competing species in a series of replicates (de Wit
1961; Trenbath 1974; Harper 1977). Additive experimental designs keep
focal species at a constant density (often a single individual) while varying
the density of a competitor. Most, but not all, studies of competitive rank-
ings compare all possible pairwise comparisons using the methods
described above, and then use these pairwise interactions to assign compet-
itive rankings. As noted, rankings developed in this way tend to show strong
transitive hierarchies that are inconsistent with the non-transitive networks
necessary to produce indirect interactions. Interestingly, a number of
experimental field removals (or perturbation experiments) of different
species from intact communities contrast strikingly with conclusions
based on pairwise rankings, and instead demonstrate complex networks of
interacting species.



For example, Fowler (1981) removed individual species from old field
communities in North Carolina, USA and then measured the responses of
the remaining species. From her published results, we ranked the responses
(regardless of statistical significance) of the manipulated species to the
removal of each other and found no evidence for a competitive hierarchy.
For example, removal of the numerical dominant, Plantago lanceolata,
caused large increases in Cynodon dactylon and Paspalum leava and had no
affect on Poa pratensis, suggesting that Plantago was a strong competitor
against Cynodon and Paspalum but a weak competitor against Poa. If
Fowler’s community was hierarchical, then Cynodon and Paspalum would
also be expected to be even weaker competitors against Poa. This was not the
case; Paspalum showed an intermediate competitive ranking versus Poa, and
Cynodon strongly suppressed Poa. Other species showed similar non-transitive
relationships. Importantly, Fowler’s non-transitive networks corresponded
with documentation of indirect interactions. Two species responded to the
effects of three or more neighbours in ways that were not predictable from
pairwise interactions. For example, Plantago suppressed winter annuals, but
only in the presence of Rumex acetosella. The results from another field
perturbation experiment by Allen and Forman (1976) also show strong 
non-hierarchical relationships.

Miller (1994) conducted a perturbation experiment by selectively remov-
ing species from experimental plots and comparing the growth of remaining
species to their growth without competitors. Miller’s results were more hier-
archical than Fowler’s (Ambrosia artemisiifolia was the competitive domi-
nant and had strong direct suppressive effects on all other species), but
interactions among several species were non-transitive and strong indirect
effects were demonstrated. Overall, Miller found that the indirect effects
from his experiments were larger than predicted by theoretical studies and
argued that such strong indirect effects should be the rule rather than the
exception in plant communities.

As noted by Silander and Antonovics (1982), experimental perturbation
studies have the advantage of testing specific biotic interactions in natural
conditions. They performed perturbation experiments on a set of adjacent
coastal plant communities. They found that species interactions structure
these plant communities, but the interactions were “specific or diffuse, recip-
rocal or non-reciprocal and may vary in different environments”. In other
words, they found little evidence for strict competitive hierarchies. Similarly,
Von Holle and Simberloff (2004) manipulated invaded communities and
came to the conclusion that “positive, indirect interactions may be more
important in structuring this community than negative, direct interactions
between functional group members”.
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Other insight into competitive rankings has come from recent studies
showing that simple competitive hierarchies do not fall out as clearly when
they are compared across life history stages. For example, Suding and
Goldberg (2001) quantified competitive response ability for survival and
growth for three herbaceous prairie species. They found that disturbance
shifted a “distinct competitive hierarchy” for growth to “competitive equiva-
lence” for survival. The competitive rankings for survival in gaps were oppo-
site those in undisturbed communities, where strong competitive hierarchies
were detected. Similarly, Howard and Goldberg (2001) found strong com-
petitive hierarchies based on size, but no hierarchies based on survival. Such
variation in hierarchy position across lifestages may promote coexistence.

Herben et al. (2001) suggested an intriguing explanation for the differ-
ences we have described between pairwise experiments in homogeneous
environments and perturbation experiments in the field. They argued that
competition is highly asymmetrical when mineral nutrition and water are
sufficient and only competition for light exists, allowing species to form
clear competitive hierarchies (see Keddy and Shipley 1989; Gaudet and
Keddy 1988, 1995; Goldberg and Landa 1991). Under such circumstances,
competitive success can be determined by one resource that is spatially
homogeneous, and Herben et al. (2001) suggest that size is the most impor-
tant trait in homogeneous conditions. In contrast, competitive interactions
in more heterogeneous conditions are likely to be determined by more than
one trait or more than one resource and cannot be easily expressed by a single
quantity. Plant size is much less important. Therefore interactions may involve
several traits, become more species-specific and create non-hierarchical
networks of competitive interactions.

In sum, it would appear that either competitive hierarchies are common
and competitive networks are relatively rare, or particular methodological
approaches to measuring competitive relationships have skewed the current
perspective. Replacement series and additive design experiments seem to
generally demonstrate hierarchies, while perturbation experiments often
show networks. It is not clear why this difference might exist, but perturba-
tion experiments measure the responses of species while they are still com-
peting with a suite of other species, creating a situation that is not easy to
interpret. A final problem, suggesting an irreducibly complex relationship
between the niche and competitive hierarchy models for community struc-
ture, is that few tests of competitive relationships have considered abiotic
conditionality. Plant species compete quite differently in different abiotic
conditions (Pennings and Callaway 1992; Callaway et al. 1996), often revers-
ing competitive dominance. For example, Novoplansky and Goldberg
(2001) found that providing water to plants in pulses substantially altered
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competitive hierarchies (but see Keddy et al. 1994). This suggests that slight
changes in water, fertilizer, or light might create entirely different hierar-
chies, a result that may support coexistence if these resources vary over time.

The verdict still appears to be out on the general occurrence and the
importance of non-transitive competitive relationships in plant communi-
ties, but the occurrence of indirect interactions (see the next section) and
demonstrated examples non-transitive competitive relationships in the field
indicate that non-transitive networks exist in plant communities.

3 Do indirect interactions occur among competing plants?

Yes, but there have been few empirical studies, and therefore we do not know
how important indirect interactions are relative to other processes. In this
section, we present several empirical, experimental studies that demonstrate
indirect interactions in plant communities.

As noted above, Miller (1994) used five competing old-field species to
develop a model of plant interactions designed to estimate direct and indi-
rect effects occurring between all possible pairs of species in a community.
The model assumed “competitor equivalence”—all species have the same
per-gram competitive effect on a focal species regardless of their identity,
therefore the yields of different associate species could be added for a net
effect. Competitor equivalence is controversial, but Miller integrated his
model with an elegant 2-year field experiment in which he selectively
removed species from experimental plots and compared the growth of
remaining species to their potential growth without competitors. In this
way, he quantified direct and indirect effects among six old-field plant
species (two species were substituted for each other between the years) over
2 years.

Miller found that direct and indirect effects were common and strong, but
interactions among the five species in the second year occurred in an unpre-
dictable network and interaction strengths were not equivalent among
species. Instead, interactions sorted themselves with direct negative effects
among particular species being balanced by positive indirect effects. Total
effects were always neutral to negative. The strongest example of offsetting
direct and indirect effects was for Ambrosia and Agropyron. The proportional
direct effect of Ambrosia on the potential growth of Agropyron was −41%, yet
the proportional indirect effect was +43%, apparently because Ambrosia also
highly suppressed other competitors.

Miller’s results supported a model developed by Case (1991), which sug-
gested that native plant species may be completely displaced by exotics in
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pairwise interactions, but can coexist with exotics in diverse communities,
apparently because of the greater number of indirect interactions.

In another example, large tussocks of Carex nudata directly facilitate
other plant species by protecting them from flooding disturbance. In addi-
tion to this direct facilitative effect, Carex has indirect facilitative effects on
the species growing within its root mats and tussocks. Levine (1999) manip-
ulated the presence of Carex and Mimulus guttatus in a factorial design and
found that thinning the leaves of Carex resulted in much bigger Mimulus,
indicating that the tussocks strongly suppressed Mimulus. Dense Carex also
suppressed the liverwort Conocephalum conicum. However, Levine found
that the effect of Carex on Conocephalum was reversed in the presence of
Mimulus. In other words, when Conocephalum had to cope with a very com-
petitive neighbor, Mimulus, it helped to be buried inside dense tussocks of a
weak competitor, Carex. Without the exceptionally competitive neighbour,
these same Carex tussocks had negative effects.

Li and Wilson (1998) tested whether the presence of conspecifics enhanced
the growth and survivorship of Symphoricarpos occidentalis seedlings either
with or without the perennial grass Bromus inermus. After two growing sea-
sons seedling survivorship was reduced in the presence of Bromus. For
Symphoricarpos, conspecific neighbours significantly decreased growth rates
when no grasses were present, but conspecific neighbours increased growth
rates when growing in stands of Bromus.

In the upper zones of coastal salt marshes in southern California, two
dominant perennial species have strikingly opposite effects on most co-
occurring winter annual species. Arthrocnemum subterminale, a succulent
sub-shrub, facilitates two annual species, Parapholis incurva and Hutchisinia
procumbens (Callaway 1994); whereas Monanthecloe littoralis, a clonal grass,
appears to eliminate virtually all annuals by establishing a thick vegetative
mat. Pennings and Callaway (2000) tested the hypothesis that Monanthechloe
might directly outcompete annual species, but that the positive effect of
Arthrocnemum might buffer annual species from the full negative effect
of Monanthechloe. Over a 13-year period they found that increasing abun-
dance of Monanthechloe correlated with decreases in the abundance of all
other species, but Arthrocnemum was correlated with much weaker negative
effects of Monanthechloe. In field experiments, in patches of Monanthechloe,
several of the annual species survived only when Arthrocnemum was present.
The most striking indirect effects in the factorial field experiment occurred
for Spergularia and Limonium. In the absence of Monanthechloe, Spergularia
was much more common when Arthrocnemum was removed, indicating a
competitive effect of Arthrocnemum. But when the dominant competitor
Monanthechloe was present, Arthrocnemum strongly facilitated Spergularia.
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Limonium was indifferent to the removal of Arthrocnemum when
Monanthechloe was absent, but in the presence of Monanthechloe, Limonium
recruits were only found in plots in which Arthrocnemum was also present.

4 Allelopathy and indirect interactions among plants

In the previous section, we presented experimental field studies that demon-
strated indirect effects in plant communities. None of these studies sug-
gested mechanisms, with the exception of possible competition for light in
the Carex-Mimulus-Conocephalum interactions, by which non-hierarchical
networks were established. In this section, we present studies, admittedly
with much weaker causal certainty, which suggest possible links between
allelopathy and indirect effects.

In grasslands of the northern Rocky Mountains invaded by Centaurea
maculosa, Lupinus sericeus appears to play a role much like Arthrocnemum
does in California salt marshes. By integrating ecological, physiological, bio-
chemical signal transduction, and genomic approaches to study of root exu-
dates from Centaurea, Bais et al. (2003) were able to isolate a chemical,
(±)-catechin, with phytotoxic properties produced by Centaurea roots. While
certainly not the only factor contributing to the success of Centaurea, many
studies suggest that (±)-catechin enhances the ability of the invader to com-
petitively exclude North American plant species (Ridenour and Callaway
2001; Bais et al. 2003; Weir et al. 2003; Perry et al. 2005a,b). However, not all
North American species are highly susceptible to Centaurea. Weir et al.
(2006) found that field plots in areas invaded by Centaurea containing
Lupinus were much more likely to also contain native grasses. Furthermore,
native grasses had much greater cover in plots with Lupinus than without
Lupinus. In transplant experiments, the native grasses Festuca idahoensis and
Pseudoroegneria spicata grew larger when next to Lupinus than when far from
Lupinus, indicating a facilitative effect of Lupinus. However, this facilitative
effect occurred only in dense stands of Centaurea. In the absence of
Centaurea, the effect of Lupinus was competitive, indicating that the facilita-
tive effect may have been indirect. Importantly for the general thesis of this
paper, the mechanism for the indirect effect may be chemically mediated.
When Lupinus was experimentally exposed to (±)-catechin it increased exu-
dation of organic acids, primarily oxalic acid, from its roots. Mechanistically,
the oxalate exuded from the roots of Lupinus blocks generation of reactive
oxygen species in other plant species that are susceptible (±)-catechin
and reduces oxidative damage that is commonly generated in response to
(±)-catechin. This was shown by adding oxalate to substrate used to grow
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native grasses and Arabidopsis thaliana in vitro, which alleviated the phyto-
toxic effects of (±)-catechin. Simply put, pairwise comparisons indicate
competitive interactions among Lupinus and grasses, but when Centaurea,
Lupinus, and grasses are considered as a network of interacting species,
allelopathically mediated indirect interactions become apparent.

Similar indirect facilitative and interfering interactions may occur among
Quercus agrifolia, Pholistima auritum, and annual grasses in California
woodlands. Parker and Muller (1982) found that P. auritum, often occurs in
virtually “pure stands” directly beneath the canopies of some Q. agrifolia
individuals, with a strong shift to dominance by annual grasses at the out-
side edges of the tree canopies. Why Pholistima can be so strongly associated
with Q. agrifolia is not known, but the absence of annual grass species in the
understory is clearly not due to the direct effects of the oaks. In fact, if
Pholistima is not present some of these grass species perform far better
under oak canopies than in the open grassland (Parker and Muller 1982,
Callaway et al. 1991). Parker and Muller found that litter and leachates from
Pholistima were highly inhibitory to understory grasses. In controlled con-
ditions fresh Pholistima litter reduced the germination of Bromus diandrus
and Avena fatua from 96% and 93%, respectively, to zero. In field experi-
ments, fresh Pholistima litter reduced Bromus germination by 73% and
Avena by 96%. However, when experiments were conducted with Pholistima
litter that had been leached (litter was placed in running deionized water for
48 h) at least 92% of seeds germinated in every treatment. The abundance of
Pholistima under some oaks, and its rarity in the open, indicates that the
oaks are directly facilitating Pholistima. However, by facilitating Pholistima a
situation is created in which the allelopathic effects of Pholistima inhibit
annual grasses. In other words, oaks have powerful negative indirect effects
on grasses.

All true epiphytes benefit directly from their hosts. However, interactions
among epiphyte species may create linked indirect interactions among
autotrophic organisms that are somewhat unique. In mixed evergreen-
deciduous forests of the southeastern USA, the vascular epiphytes Tillandsia
usneoides and Polypodium polypodioides are much more common on some
host species than on others (Callaway et al. 2001). Furthermore, transplant
experiments showed that the growth rates of Tillandsia strands were higher on
the host species on which they occurred most frequently in nature. Not only do
host trees have species-specific direct effects, they also harbour unique
communities of non-vascular epiphytes which also correlated highly with the
relative abundance of the vascular epiphytes. In experiments in which
the foliose Parmotrema lichen species were removed from branch segments of
Q. virginiana (a preferred host of Tillandsia on which Parmotrema was
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abundant) growth rates of Tillandsia were 19.8% lower than on branches for
which Parmotrema was not removed. This suggests that Q. virginiana may
indirectly facilitate Tillandsia by directly facilitating Parmotrema. Furthermore,
Tillandsia seedlings that were watered with extracts from Cryptothecia
rubrocincta, a lichen species common on poor Tillandsia host tree species, had
significantly lower growth and survival than did those watered with extracts
from Parmotrema, Pyxine caesiopruinosa, “green algae”, or rainwater. This sug-
gests that the poor hosts may indirectly suppress Tillandsia through their facil-
itative effects on Cryptothecia. Although far from conclusive, these results
suggest that different epiphytic lichen species occurring on different host tree
species have the potential to indirectly affect, both in positive and negative
ways, the distribution and abundance of vascular epiphytes, perhaps through
their biochemical effects.

An interesting parallel has been described in intertidal marine communi-
ties. Of the competitive rankings conducted in intertidal communities, most
are hierarchical, or transitive, suggesting that competitive networks in these
systems may be the exception (Buss and Jackson 1979). However, one study
of coral reef communities has showed non-transitive networks, and these
appeared to be organized by variability in biochemical effects and responses
among species (Jackson and Buss 1975). They subjected co-occurring coral
reef species to homogenates made from 11 of these species and found that
five of nine sponge species and one of two ascidian species exhibited species-
specific allelochemical effects. Furthermore, some allelopathic effects were
non-transitive in nature suggesting they could function as drivers of indirect
interactions and maintain coexistence in the absence of predation and dis-
turbance. To my knowledge, this is the only research in any system that
has explicitly connected species-specific allelopathic interactions to the
conceptual area of indirect interactions.

5 Do hierarchies in allelopathic tolerance exist?

In the previous sections, we presented evidence for indirect interactions
among competing species in plant communities, some evidence for non-
transitive networks in plant communities, and for the potential of allelopa-
thy to act as a mechanism causing indirect interactions. As discussed above,
this begs the question of whether or not allelopathic effects might drive
non-transitive relationships among species and indirect effects. We know of
no studies in which the allelopathic effects of each species in a community
network have been tested against all other species; in other words, there
is no evidence that non-hierarchical, non-transitive networks in plant
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communities can be based on allelopathy. We do know, however, that com-
petitively dominant species can have strong allelopathic effects on some
species but weak or no allelopathic effects on other species. Strongly sup-
pressing some species but not others creates the potential for the intransi-
tive conditions necessary for indirect effects—some species must compete
well against some neighbouring species, but poorly against others.

Ortega and Pearson (2005) found that the abundance of C. maculosa cor-
related with dramatic declines in some native species, but not all. The negative
effects of C. maculosa on native taxa varied in strength by functional group
and species, with the strongest effects on numerically dominant native species
in non-invaded communities. Interestingly, the numerically dominant
species tended to be the tallest, and therefore plant size was not a good indica-
tor of competitive ability against C. maculosa. This conflicts with the majority
of competitive rankings in the literature, which indicate a strong correlation
between competitive ability and either height or mass (Keddy 1992).

Perry et al. (2005b) tested the tolerances of 23 grassland species to (±)-cat-
echin, (the suspected allelopathic chemical exuded from C. maculosa roots)
and found that this too varied widely in sensitivity, at least in controlled lab-
oratory incubations. Inhibition of seedling root elongation was the strongest
and most common effect of (±)-catechin treatment. At concentrations of
1 mg/ml (±)-catechin, a concentration similar to that frequently observed in
the fields (Bais et al. 2003; Perry et al. 2005b), native seedling root lengths
were reduced by more than 40% for 11 species, whereas three species did not
respond to (±)-catechin. Based on EC50 (experimentally derived concentra-
tions at which root lengths were reduced by 50%), seven species were “highly
sensitive” with EC50s ranging from 0.43 to 0.71 mg/ml, eight species were
“sensitive” with EC50s ranging from 1.64 to 2.13 mg/ml, four species
were “resistant” with EC50s ranging from 3.28 to 3.45 mg/ml, and two species
“more resistant” with EC50s greater than 4 mg/ml. The three species that did
not respond to (±)-catechin were considered “highly resistant”.

Variation in tolerance to (±)-catechin has also been documented in the
field. Thelen et al. (2005) measured the response of eight native herbaceous
species to experimental injections of (±)-catechin into rhizospheres. The
proportional declines of these species, relative to controls, ranged from
+6.9% (not significant) to −72.2% (highly significant). Similar responses were
observed in another year with declines ranging from +16% (not significant) to
−89.9% (highly significant). Species responded differently to (±)-catechin
from year to year, but across all species the response in year 1 was correlated
to the response in year 2 (r = 0.88, P = 0.049).

Only four species were tested in both field and laboratory trials, and for
these species response to (±)-catechin tended to correlate (r = 0.90, P = 0.098).
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There was not enough overlap in the species used by Ortega and Pearson
(2005) and the species used by Perry et al. (2005b) to correlate sensitivity to
(±)-catechin with declines in the field, but considered together, these studies
show substantial variation in the competitive and allelopathic effects of
C. maculosa. Other studies have shown more consistent allelopathic effects
among target species (Ahmed and Wardle 1994), while yet others show vari-
ation in tolerance similar to what we describe here (Halligan 1976).
Interestingly, the interspecific variation in response to allelopathic bioassays
described by Halligan was highly correlated with field distributions.

Pinus sylvestris trees are highly variable in the composition and concen-
trations of monoterpenes (Iason et al. 2005). They found that the chemical
diversity of monoterpenes of individual trees was significantly associated
with the species richness of understory communities. Similar relationships
have been demonstrated among specific Thymus vulgaris “chemotypes” and
ecotypes of associated species (Linhart and Thompson 1999; Ehlers and
Thompson 2004). These results indicate that that chemical diversity of dom-
inant species, apparently through species-specific effects, may have powerful
effects on the diversity of plant communities.

Not much allelopathy would be required to shift competitive hierarchies
to competitive networks. Allelopathic interactions among all species are cer-
tainly not necessary. All it would take is one species “acting out of order” to
create non-transitive processes. As we will see in the next section, simple
networks can develop from balanced relationships between resource
competition and allelopathy.

6 What can we learn from microbes?

Allelopathic interactions can be important in plant communities (for exam-
ples see Webb et al. 1967; Williamson 1990; Nilsson 1994; Czarnota et al.
2001; Bertin et al. 2003; Hierro and Callaway 2003). And as described above,
the allelopathic effects of a species or a plant-produced chemical on other
species can vary widely and may cause indirect interactions among plants
(Parker and Muller 1982; Callaway et al. 2001; Weir et al. 2006). To our
knowledge there is no direct evidence for competitive networks in plant
communities being produced by allelopathic interactions among plants, but
there is strong evidence for allelopathically caused indirect effects among
microbes, suggesting fascinating potential scenarios for plant communities.

In a paper titled “Chemical warfare between microbes promotes biodi-
versity”, Czárán et al. (2002) used a spatially explicit theoretical game model
to explore the potential for biochemical antibiotic interactions (equivalent

A Microbial Viewpoint on Plant Communities 329



to allelopathic interactions among plants) within microbial communities to
drive indirect interactions and maintain diversity. Microorganisms com-
monly excrete antibiotic chemicals that inhibit or kill conspecifics or other
species, but these chemicals are highly variable in their effects because resist-
ance appears to evolve quickly (Reeves 1972; Berdy 1974; Starmer et al.
1987). Examples include antimicrobial toxins produced by bacteria such as
colicins from Escherichia coli and nisins from lactic acid bacteria (James et al.
1991; Riley and Gordon 1992). Czárán et al. (2002) concluded that the excre-
tion of antibiotic compounds and the resource competitive effects caused by
the associated metabolic costs produced non-transitive networks of interac-
tions analogous to the rock-scissors-paper game in which each of these
responses defeats one other response, and is defeated in turn by one other
response. In other words, modelled variation in allelopathic effects and
responses appeared to drives a cyclical non-hierarchical among species in
which A eliminates B, B eliminates C, but C eliminates A. They argued such
a non-hierarchical network is likely to maintain diversity even in systems at
equilibrium.

Kirkup and Riley (2004) investigated narrow-spectrum biochemical
antibiotics produced by particular genotypes of Escherichia coli, and which
are active against other conspecific genotypes. These antibiotic chemicals are
called colicins. Despite strong toxic effects, genotypes that produce colicin
coexist with sensitive and resistant strains in natural systems. Laboratory
experiments indicated that coexistence among genotypes is promoted by the
allelopathic effects of colicin because of non-transitive interactions (Kerr
et al. 2002). In these interactive networks, genotypes that produce colicins
kill sensitive genotypes, sensitive genotypes outcompete resistant genotypes,
but resistant genotypes outcompete colicin producing genotypes. In pair-
wise competition, competitive exclusion is always the case. Kirkup and Riley
established different experimental combinations of E. coli genotypes in the
colons of mice and monitored changes in bacterial population dynamics in
faecal pellets. Their in vivo experiments corroborated theoretical predictions
and laboratory results. Because of non-transitive pairwise interactions, the
toxic effects of colicins promote genotypic diversity.

7 Conclusions

Indirect effects within groups of interacting plant species may be one of
ecology’s most overlooked phenomena, and one that could transform our
understanding of the mechanisms that maintain coexistence and diversity.
Ecologists have tried for decades to understand competition in the context
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of avoiding competition, through niche partitioning and variation in partic-
ular resource requirements and uptake rates, and in the context of non-
equilibrium processes such as herbivory and non-biotic disturbance. New
perspectives on allelopathy in general (Baldwin 2003; Fitter 2003), the
potential for highly species-specific allelopathic interactions among mem-
bers of a community (Perry et al. 2005b; Weir et al. 2006), and insight from
allelopathically caused indirect interactions among microbes (Czárán et al.
2002; Kirkup and Riley 2004) suggest that the effects of allelopathy on com-
munity organization may be important. The demands of sorting through
species-specific allelopathic effects and indirect interactions among groups
of plant species are daunting, but if such interactions contribute in novel
ways to coexistence and biological diversity, the rewards will be great.
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Quaternary Palaeoecology: Isotopes as Valuable Aids 
in Palaeoecological Research

Burkhard Frenzel

1 Use of various isotope species as indicators of food 
consumed in the past

When dating organic material by the 14C-method, in general other isotope
species are registered as well. Particularly δ13C values, but also δ15N, δ12C 
and δ18O may become very meaningful, because they can shed some light 
on the physiological groups of plants involved, such as C3 or C4 plants, on
various types of food preferred in the past by animals and humans, on for-
mer temperature or moisture conditions etc., provided comprehensive
observations or experiments have already been performed for correctly
interpreting these additional data. Since these ways of interpretation
undoubtedly have a lot of pitfalls, some critical comments will be found in
the following paragraphs. Nevertheless, progress in correctly interpreting the
palaeoecological meaning of the fossil material analysed depends on this
particular method of research.

In Japan, people of the Jomon culture, which began at approximately
16,540 cal BP (Nakamura et al. 2001), had already produced pottery. The
question arose as to which food sources these people had used, because this
would help to better understand the means and intensity of previous
human impact on the environment. To answer this question, Yoneda et al.
(2002) analysed at first the δ13C and δ15N-ratios of C3 and C4 plants thriv-
ing there, of terrestrial herbivores, marine shellfish, marine fishes, and
marine mammals. From isotope determinations from fossil human skele-
tons of the Jomon period, it could then be shown that the people at that
time had preferred C3 plants and terrestrial mammals, such as Cervus 
nippon and Sus leucomystax, together with marine fish and marine mam-
mals. Comparable investigations were performed by Cook et al. (2001) and
by Bonsall et al. (2004) on the Mesolithic and Neolithic sites of Lepenski Vir
at the Iron Gates Gorge, western Romania, and of its surroundings. During
Late Mesolithic times, people there had evidently used more than 58% fish
protein. Thus, the impact of humans on the terrestrial vegetation should

Progress in Botany, Vol. 68
© Springer-Verlag Berlin Heidelberg 2007



Isotopes as Valuable Aids in Palaeoecological Research 337

have been rather small at that time. Yet during Early Neolithic times, diets
changed remarkably: Now the proteins consumed originated about
50–80% from domesticated animals, whereas in Roman times and during
the Middle Ages a strong proportion of C4 plants, possibly millet, was found
in the consumed food. Thus, since Neolithic times forest clearance has been
taking place.

Quite similar research has been done by Arneborg et al. (1999) on the
diets of the Greenland Vikings in south-southwestern Greenland. In about
1000 AD, these people had consumed largely terrestrial food, yet the share of
this diet decreased constantly so that marine food dominated during the
middle of the fifteenth century. It is thought that these changes in diet might
have strongly contributed to the dying out of the Vikings there. Yet this may
be questioned, in view of repeatedly found reports on vigorous Eskimo
attacks at that time.

The δ13C/δ12C-ratio in animal tissues is sometimes used for reconstruct-
ing the food preferences. This procedure seems to need more contributing
research, since Panarello and Fernández (2002) have shown that various hair
types from primary consumers of the Altiplano of Argentina differ in their
δ13C-values, and that there were considerable differences between the δ13C
signatures of carnivores and the herbivores they had eaten. On the other
hand, Shen et al. (2001) state that, in analysing the δ13C-values of soil
organic matter in the Ding hu shan Biosphere Reserve, Guan dong Province,
China, it would be possible to differentiate, not only between the formerly
existing C3 and C4 plants, but also between coniferous and broadleaved
plants. I wonder whether this is indeed possible.

The well known fact that the δ13C-ratios in wood cellulose can be used
for reconstructing past temperatures is confirmed by the analysis of last
glacial Chamaecyparis trees in Japan by Takahashi et al. (2001). Andrews
et al. (1998) use the δ13C and δ18O-values in pedogenetic carbonate-
concretions of the Thar Desert for reconstructing the history of the mon-
soon system in Upper Quaternary times. Nakamura et al. (1998) used the
C-isotope signatures of dissolved inorganic material in water samples of
Lake Biwa, Central Japan, to analyse the intensity of seasonal mixing of the
water masses. Kacanski et al. (2001) have used the δ13C- and δ18O-ratios
in carbonates of a speleothem, which was growing for more than 2000
years in a cave of eastern Serbia, for studying times and intensities of cli-
matic changes there. Regrettably, the intensity of former forest clearances
on top of the cave has not been analysed. It is astonishing to note that
this holds true for nearly all investigations of speleothems, although the
water-budgets in caves are strongly influenced by the vegetation growing
on top.



2 General difficulties in choosing appropriate samples 
for obtaining reliable 14C age-data

In a very comprehensive investigation, Walker et al. (2001) have given valu-
able recommendations for selecting appropriate samples for radiocarbon
dating: AMS-14C dating done on material of the same stratigraphical horizon
will in general give comparable age data. Nevertheless, a critically performed
sample selection is always necessary. Moreover, late-glacial “bulk-sediments”
often yield quite aberrant age data. The same holds for humine acids, and
dating of the humus fraction by the AMS-14C technique generally reveal age
data, which are significantly higher than those of the plant-remains from the
same stratigraphical horizon. Moreover, coleoptera can give quite aberrant
age data. In addition, it seems that organic carbon in opal-rich marine sedi-
ments can hardly be correctly dated by the 14C-technique, because modern
C is frequently and intensively fixed by diatomite opal (Zheng et al. 2002).
To avoid these difficulties, it is often recommended to rely on data
obtained from charcoal instead on those from bulk sediments. However,
Sveinbjörnsdóttir et al. (2004) and Gavin (2001) could show that by doing
so, considerable differences in age data occur, between charcoal from the
inner parts of tree trunks and charcoal from the twigs of the same tree.
Similar effects might have played a role in a study of Kennett et al. (2002),
where differences in age data were found when marine mussels and terres-
trial charcoal of the same geological exposure in southern Peru were com-
pared. Another way to avoid these difficulties is to rely on AMS-14C age data
of single pollen grains. However, even that is not always free of pitfalls. For
instance, Vandergoes and Prior (2003) stated that very scrupulously pre-
pared pollen grains obtained from Upper Pleistocene sediments from South
Westland, New Zealand, always revealed much higher AMS-14C age data
than the surrounding bulk sediment. It is assumed that the sediment had
been influenced by humus substances or by some other organic material, but
it has not been checked whether the dated pollen grains might have origi-
nated from much older sediments, i.e. that they were redeposited here, as
repeatedly observed. Mensing and Southon (1999), analysing single pollen
grains by AMS radiocarbon for dating marine sediments off the coast of
northwestern North America, found that by using this method, these sedi-
ments appeared to be much older than in previous datings, where other
methods were applied. For explanation, they assume contamination by older
pollen. On the other hand, they observed, that single pollen grains on top of
the Mount Mazama volcanic ash were much older than the ash. Here again,
redeposition of the pollen dated grains needs to be considered. Thus if single
pollen grains are to be used as objects for AMS dating, a very scrupulously
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performed stratigraphic procedure will always be indispensable. Hajdas et al.
(1998) found that AMS-14C age-data of terrestrial macrofossils, deposited in
Lago Grande di Monticchio, Central Italy, generally revealed much lower
14C-ages than expected by counting the ages of “warves”. On the other hand,
both, the “warve”-ages and the AMS-14C ages were much less than the orig-
inal assumptions based on the calculated ages of the sediments which are
more than 22,000 years BP old. Again the question is how the correctness of
the datings might be reliably checked. Evidently, a comprehensively and
scrupulously done stratigraphical analysis of the studied sediment-sequence
seems to be the conditio sine qua non. Another possibility for avoiding these
difficulties in the dating of very old sediments would be to work in deep-
lying laboratories, in which the background of cosmic radiation might be
minimized (Plastino et al. 2001).

Another problem is the method used to pretreat the samples to be dated.
Van Strydonck et al. (2001) found, e.g. when analysing a mesolithic site in
dune fields of the Netherlands, that acid-base-acid pretreatment produced sol-
uble material, the 14C ages of which were always up to more than 3400 years
older compared with the insoluble material. It is therefore recommended to
rely on the insoluble residue only. Other difficulties are caused by frost action
or by swelling and shrinking of the sediments. A good example for this is given
by Kovda et al. (2001), when studying the Gilgai microrelief of vertisols in the
Stavropol uplands on the northern flank of the Caucasus Mountains. Gilgais
are approximately 50 cm high small hills, surrounded by depressions. The dis-
tance between neighbouring gilgais is ca. 3–5 m. The humic acids of the
depressions gave ages of about 70±45 BP, whereas the small “hills” had ages of
5 610±180 BP and with increasing depths there repeatedly occurred inverse
age data. Similar findings are described by Vasil’chuk et al. (2001) on the Jamal
Peninsula, Northwest Siberia. Here, within the permafrost region, the 14C age-
data of peat sequences were repeatedly found to be inversed. This was
explained by “allochthonous re-deposition of peat” as water-levels of near-by
ponds were held to have quickly changed. We observed the same phenomenon
within the permafrost region of Central Tibet, where evidently sliding of peat-
layers caused by short melting periods of the uppermost peat-layers had
repeatedly occurred. Thus, Solow (2003) is right in criticizing the very often
practised procedure of interpolating age data in geological profiles between a
lowermost and an uppermost age-date, assuming that the sediment in
between was accumulated at a constant velocity. This should first be proven!

Dating “organic” material on potsherds is also problematic if it cannot be
proven that the dated material had been put into the former pots by
humans, because organic material can also have originated in the sediments
used for preparing the former pots (Anderson et al. 2005).
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Other difficulties frequently arise in lake or cave-sediments. They are
caused by “dead” radiocarbon, which originates from older sediments
(Genty et al. 1999; Gibert et al. 1999). On the other hand, it turns out that
ostracode shells have to be intensively leached before being 14C-dated,
because they can be affected by being old or too young C (Hajdas et al.
2004). The effect of “dead” radiocarbon interfering with the true ages of
archaeological material was studied intensively by Fischer and Heinemeier
(2003) when investigating prehistoric food residues on pottery found in
Seeland, northern Denmark. Here even modern fish-bones reveal ages of
about 100–500 years, and it turned out that the fossil material on the inner
sides of archaeological potsherds is about 100–300 years older than the char-
coal on the outer side of the same potsherd. The authors are evidently right
in warning against a too uncritical acceptance of AMS-14C age-data as reli-
able data. In general, the capability of the AMS-14C-technique to date very
small samples is of utmost importance for dating material of the past, when
only very small samples of organic material are available. However, there are
difficulties, which frequently have not been taken into consideration. In this
respect, a paper by Megens et al. (1998) is worth mentioning, since it could
be shown in the Ems-Dollart estuary that carbohydrates and proteins of
organic material here are much younger than the bulk samples, whereas
lipids are much older and have lower δ13C-values. Of course, studying the
influence of various types of groundwater, even much more negative differ-
ences can be found (Boaretto et al. 1998; Pazdur et al. 1999).

Studying the 14C-ages of animal remains, it becomes important to know
on which material the animals had fed. Good examples for this necessity can
be found in several papers devoted to the radiocarbon ages of Rattus exulans,
which is held to have been brought to New Guinea and other islands of this
region by humans. Yet 14C age data seemed to show that this rat had come to
New Guinea long before humans. In between, it could be shown (Beavan
and Sparks 1998; Beavan-Athfield et al. 2001; Higham et al. 2004) that these
rats fed on a wealth of different types of food, growing in water and on land
so that their 14C-ages could become very high due to the incorporation of
much “dead” carbon in their diet. Moreover, the various tissues of modern
rats of this species can have quite different 14C-ages (Beavan-Athfield et al.
2001), differing from 2487±50 years BP (liver) to 2946±80 years BP (coat) so
that there are no reliable age-data of the introduction of this animal species
to the isles.

Repeatedly land snails have been used for 14C-dating of sediment layers. Yet
Goodfriend et al. (1999) have shown that shells of these snails (here
Rhabdotus dealbatus, R. alternatus in Texas) can give quite divergent AMS-14C
ages within the same shell. So the apical part can be 1200 years older than the
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basal part, and age differences between various individuals of the two species,
found at the same site and within the same layer can differ by up to 700±180
years. This list of negative effects can be extended by observations of Girbal
et al. (2001) on oxalate biodeposits of lichens on stone surfaces. Here it was
shown that the obtained age-data were not reliable at all. Here, it may be rec-
ommended, to proceed as described by Geyh and Eitel (1998). who tried to
radiometrically date calcretes of Namibia and compared U/Th, OSL, TL, and
14C age-data with each other, because the results of just one method may be
misleading.

Thus, it turns out that parallel to the profound improvement of dating
techniques, which is so important, there arise new and sometimes unexpected
interpretation difficulties of the obtained results. Their solution evidently
requires a much better and much more subtle knowledge of the processes
involved and will become a challenge for future research. For avoiding at least
some of these difficulties, Lowe and Walker (2000) recommend using a good
quality protocol for working in the field as well as in the laboratory.

3 Problems in dating palaeopedological processes

Pessenda et al. (2001) compared at identical depths 14C-ages of the soil
organic matter with those of the humine-fraction and of charcoal in eight
Brazilian soil profiles. It turned out that the age-data of the humine-fraction
were always higher than those of the soil organic matter, but within the upper-
most 50–100 cm they were almost identical to those of charcoal. However, at
greater depths the 14C-ages of charcoal were much higher. Astonishingly, the
authors did not take into consideration that this charcoal from greater depths
should date from the time when the sediment had been accumulated, but not
from that of modern pedogenetic processes. Combining 14C-datings of
total soil organic matter, of humic-acids and of charcoal with analyses of the
δ13C-contents, Pessenda et al. (1998) investigated the history of C3 and C4
plants within the southern Brazilian Amazon region (Rondonia), where
presently savannah and forest vegetation co-occur. After having studied the
δ13C-values of modern C3 and C4 plants from the same location, it was con-
cluded that during the entire Holocene period, forest plants had always 
dominated, while during the Upper Holocene C4 plants spread into some
regions. This is assumed to indicate a drier climate during the Middle
Holocene, although I still think the dating of this event was not convincingly
done, because the authors extrapolate from a very poor age-data base.

The ages of fossil soils below funeral burrows may become very interest-
ing for dating archaeological facts. Yet Alexandrovsky and Chichagova
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(1998) found that these fossil soils may give much lower ages than would be
expected by their archaeological contents. The age differences can amount to
2500–5500 years, but it has to be mentioned that only the 14C-ages of easily
dislocated humine acids had been investigated. On the other hand, Becker-
Heidmann et al. (2002) found quite aberrant age values compared to what
would be expected in vertisols of Israel and near Hyderabad in India. Here
14C and δ13C had always been analysed on the same samples and at vertical
distances of only 2 cm. The problems of dating samples out of vertisols,
where age differences of up to 14,000 years can be found, have already been
mentioned. In this connection, it is interesting to be informed by Römkens
et al. (1998) that in arable land of the Netherlands there occurs a strong ver-
tical displacement of soil organic matter of various sizes, which causes quite
remarkable age differences. Thus, by dating fossil soils, which had been
influenced by former land-use, one should evidently try to get independent
information about the formerly practised type of land-use, which may
sometimes be rather difficult.

4 Regional patterns of 14C-reservoir ages in oceans,
lakes and rivers

For a correct dating of past events by means of the 14C-method, one should
know whether the activities measured have been caused by radioactive decay
only, or whether additional influences have to be taken into consideration as
well. The first question is whether 14C after its production in the high atmos-
phere has been rapidly and homogeneously mixed into the lower layers of the
troposphere, so that everywhere the starting point for incorporating this iso-
tope into the biosphere is exactly the same. It could be shown (Knox and
McFadgen 2001; Hogg et al. 2002; McCormac et al. 2004; Sakamoto et al.
2003) that the ages of modern samples of the Southern Hemisphere are gen-
erally a few decades higher than those of samples of simultaneously grown
organisms from the Northern Hemisphere. This has been known for a long
time. However, this age difference differs occasionally (Hogg et al. 2002;
McCormac et al. 2002, 2004; Sakamoto et al. 2003). Even within the Northern
Hemisphere the offset in ages differs regionally from time to time (Knox and
McFadgen 2001: between −20 to +60 years), evidently depending on the
atmosphere’s circulation patterns. Obviously, the Tunguska meteorite impact
did not influence the 14C production of that time (1908 AD.; Yonenobu and
Takenaka 1998). Nevertheless, the 14C production has repeatedly oscillated in
the past (Voelker et al. 2000). Phases of higher 14C-concentrations, combined
with a reduced geomagnetic field intensity, have been the “Mono Lake event”
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(33,500–34,500 cal BP), and the “Laschamp event” (40,300–41,700 cal BP).
Another remarkable phase of increased 14C-production was the time of about
38,000 cal BP. Each of these phases was characterized by a rapid increase in
the ∆14C-values. The first phase seems to have coincided with a remarkable
melt-water spike in the North Atlantic, which had caused an increased age of
the planktonic reservoir. These changes in the ocean’s water-ventilation can
cause fluctuations in the ∆14Catm of up to 25%, combined with considerable
changes in the surface water reservoir ages (R) of several decennia. For
14C-changes caused by the “Maunder Minimum” in the sun’s activity, see
Damon et al. (1999). A much shorter periodicity of about 200–230 years in
atmospheric radiation, which influences the quality of 14C-datings during
Upper Quaternary times was found by Goslar et al. (2001; see also Frenzel
1998). The melt-water spikes mentioned are assumed to have influenced the
top-to-bottom age-variations, which are generally thought to be of up to 500
years in the Pacific Ocean and of ca. 1000 years in the Atlantic Ocean (Stocker
and Wright 1998). Thus, the last mentioned authors point out that it might
be dangerous to assume constant reservoir ages in the run of time, when deal-
ing with ages of marine organisms. Adkins et al. (2002) give interesting data
about the velocity of the vertical water circulation in the Pacific and in the
Atlantic Oceans in this connection. This vertical water circulation was also
investigated by Nydal (2000), and Reimer and Reimer (2001) produced a
databank of regional reservoir effect data, i.e. of correction factors which have
to be taken into consideration, for the comparison of marine and terrestrial
14C age-data (see below).

For understanding the following paragraphs it needs to be mentioned
that the mean marine correction of 14C-values of the global oceans in com-
parison to those of terrestrial sites, is called (R). The differences are caused
by the incorporation of old or “dead” 14C due to the vertical turn-over of
waters. R is approximately 400 years, i.e. in general the age values of marine
samples should be ca. 400 years higher than those of contemporarily formed
terrestrial samples. However, due to the circulation-patterns of water, major
regional deviations from this generalised value may occur. They are interna-
tionally indicated by the symbol (∆R). For reservoir offset models to
calibrate radiocarbon data, see Jones and Nicholls (2001).

According to investigations at 26 localities of the Mediterranean and the
Black Sea, Siani et al. (2000) have shown that the mean ∆R seems to be 390 ±
85 years in the Mediterranean Sea, 415±90 years in the Western Black Sea and
440±40 years in the Red Sea. Reimer and McCormac (2002) stress that in the
“pre-bomb-time” (this means before the time of nuclear weapon experi-
ments, here for the period 1835–1950 AD), the regionally strongly divergent
∆R-value in the Mediterranean Sea has amounted to about 300 years;
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however, it may be that at 6000 cal BP, completely different values had existed.
This suggestion is important, since it is a warning against a too easily per-
formed extrapolation from modern conditions into the past. In the Lagoon
of Venice ∆R amounts to about 1200–1300 years (Zoppi et al. 2001), and in
the Aegean Sea, Isle of Youra, this value seems to be about 515±22 years, but
there are also some deviations from this value (Facorellis et al. 1998).

Sometimes there exist difficulties at the coasts of the eastern Mediterranean
Sea when calibrated AMS-14C age data are compared with ages given in
archaeological or, sometimes, written reports: Mostly these types of data coin-
cide quite well in their numerical values (e.g. Görsdorf et al. 1998; Boaretto
et al. 2005). However, very frequently the AMS-14C ages are 200–300 years
higher than archaeological data would suggest (e.g. Bruins and van der Plicht
1998, 2001; Segal et al. 1998; Bonani et al. 2001; Burton and Levy 2001; Bourke
et al. 2004). Keenan (2002) has speculated that these age differences were
caused by a strong Holocene upwelling of deep waters of the eastern
Mediterranean Sea, by which old or even “dead” 14C came into surface ocean
waters, where it could then influence terrestrial organic material growing in
the downwind direction by degassing its 14C contents. Regrettably, Keenan has
not tried to calculate the amounts of 14C needed to arrive at this effect, and, as
already stated, the age difference to higher values does not hold true for all of
the meanwhile available data. It needs to be mentioned here, that penetration
of water from the sea into the aquifers of coastal regions of the Near East has
been repeatedly found (Bruce et al. 2001; Sivan et al. 2001, 2004; Weinstein
et al. 2001; Yechieli et al. 2001). In these investigations it could be shown that
there exist strong regional differences in the amounts of the penetrating water
and of its vertical movement in sediments near to the coast, and ground-
waters can move upwards here quite rapidly (Yechieli et al. 2001). Thus, at
present one should agree with Avner and Carmi (2001) that much more
research work is needed here.

Southon et al. (2002) have produced a very interesting map of modern ∆R
values of the entire Indian Ocean: At present, upwelling is obviously very
intensive in the western part and in the Arabian Sea (Duffa et al. 2001), there
causing high 14C-ages of modern corals, whereas it seems to be negligible in
the South China Sea and in the southwestern Pacific Ocean. At the mouth of
the river Mekong (Dang et al. 2004) ∆R amounts to −74±39 years, only.
Roughly the same holds for the eastern Indian Ocean (Hua et al. 2004) and
the coasts of Kenya (Grumet et al. 2002), while the importance of upwelling
increases at the eastern coast of Africa above 3–4°S.

It has just been stated that the ∆R value of surface waters of the south-
western Pacific Ocean is only very small (Duffa et al. 2001). Yet according to
the ocean currents, it increases off the isle of Taiwan (Ishigaki Island) to
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290 ± 40/455±45 years (Hideshima et al. 2001; Ryukyu Islands, see
Morimoto et al. 2004), i.e. to about the same values as found at the eastern
coasts of Honshu and Hokkaido (Yoneda et al. 2001). At the southern Kurile
Islands, however, it increases to 711±46 years (Kuzmin et al. 2001). These
last-mentioned values are very important for archaeology, because the pre-
historic cultures here had strongly used marine food. Thus without the
knowledge of these ∆R-values, quite misleading age data of terrestrial cul-
tures and of the then occurring changes in the terrestrial vegetation can be
obtained (Kuzmin et al. 2001).

Meanwhile, the problem has become very important, when certain West-
Pacific isles, including Australia, have been settled by humans. For answer-
ing this question, again the ∆R-values at the coasts of these islands become
significant, since the diet of former people was consistently strongly 
depended on marine food, which of course influences the terrestrial archae-
ological data, if human bones and rests of the former diets are being dated.
Key et al. (2002), Hughen et al. (2004a) and Leboucher et al. (1999) have
contributed many very interesting data from various parts of the Pacific
Ocean, most of all of its southern part. By comparing 14C-data with U/Th-
data, Hughen et al. (2004b) even contribute to a better understanding of
changing ∆R-values in the run of time of the Holocene. Other investigations
show here again, strong changes in ∆R-values at the regional scale, evidently
depending on the marine circulation patterns (Samoa: Phelan 1999; Petchey
2001; New Ireland: Petchey et al. 2004; the Marquesas: Paterne et al. 2004;
Hawaii: Druffel et al. 2001). Comparable observations were made on the
coast of Peru (Owen 2002; Fontugne et al. 2004). It should be mentioned
that both of these papers contain an analysis of the changing ∆R-values dur-
ing the entire Holocene. It becomes evident that depending on changes in
the ocean currents, these values show consistently strong changes, which, of
course, also contributes to a better understanding of climate history.

Meanwhile local differences in the ∆R-values of marine material similar
to the coasts of the Pacific Ocean have also been found at the coasts of the
Atlantic Ocean. This led Cordero et al. (2003), quite correctly to me, to the
statement that evidently the global sea average reservoir effect is of very
minor importance. However, from the coasts of the Isla Livingston,
Antarctica, to the Brazilian coasts the ∆R-values differ from about 1900±140
years to 220±20 or even 8±17 years (Eastoe et al. 2002; Cordero et al. 2003;
Angulo et al. 2005). Off the coast of Venezuela (Cariaco Basin), this value has
been found to be ca. 312 years (Guilderson et al. 2005). Thus, the Late Glacial
chronology of the Cariaco Basin would be very reliable, if there were not
data from the age analysis of “warves” at the end of the Allerød-interstadial
showing an offset of about 600 years, compared with tree-ring data, which
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at the beginning of the Younger Dryas cold period had soon changed to
about 400 years, only (Kromer et al. 2004; see below). ∆R-values of various
parts of the North Atlantic Ocean are given by Ascough et al. (2004) and by
Sveinbjörnsdóttir et al. (1998).

Further difficulties occur in terrestrial sites, caused by solution of car-
bonaceous rocks, by pedogenesis, by variable volumes of sediment transport
in running water, and by biochemical processes, such as photosynthesis,
respiration and fermentation. In arid to semi-arid regions such processes
can strongly influence the ∆14C values, as shown by Stein et al. (2004), who
investigated sediments of Lake Lisan, the predecessor of the Dead Sea.
During full-glacial times of the Last Glaciation, at about 15,000 cal BP, the
∆R-values were extremely high here, but they decreased, when climate ame-
liorated and became moister during interstadial and Holocene times. This
was confirmed by van der Borg et al. (2004), also studying the ∆14C values of
Lake Lisan and additionally those of Lake Suigetsu in Japan. It could be
shown that these values differed strongly (up to 32,000 cal BP) from those of
the Cariaco Basin, the Iceland Sea and a Bahama stalagmite. This becomes
very important for the establishment of a calibration of 14C-data versus cal-
endar years (see section 5 below). These difficulties are strongly enlarged, if
ground-water exerts a strong influence (Gallagher et al. 2000; Geyh 2000;
Goslar et al. 2000a,b; Gibert et al. 2002). Yet this disturbing influence was not
constant over time, as could be shown by Geyh et al. (1998) at the Schleinsee,
southern Germany, the Proscansko Lake in the Plitvice National Park,
Slovenia, and the Laguna Leja on the Chilean Altiplano. To avoid these
obstacles to accurate 14C-dating, the authors recommend either dating from
the same sediment-layer organic material and lake marls, or, better, organic,
short-living terrestrial material. These changing ∆14C-values also strongly
affect the radiocarbon dating of sediments of Lake Kinneret (i.e. Sea of
Galilee: Stiller et al. 2001). Here, from ca. 8000 to 6000 BP, this reservoir
effect had amounted to about 1000 years. Between ca. 2500 and 1000 BP it
increased to 1800 years and afterwards it decreased again.

It has already been stated in section 1, to what extent freshwater reservoir
effects had influenced the correct dating of Mesolithic human bones at the
Golden Gate site in westernmost Romania via the food consumed by pre-
historic humans (Cook et al. 2001). Other negative influences in freshwater
lakes can occur through disturbances caused by the boring technique, by bio-
turbation or by periodic or aperiodic redepositioning of already sedimented
material (Moreton et al. 2004). Thus, the authors recommend caution when
interpreting such data material, particularly statements about effects of cli-
mate change, as are repeatedly being made at present, should be considered
with care. This warning seems to be justified for the discussion of the 14C ages
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of surface sediments at the bottom of Lake Baikal (Piotrowska et al. 2004).
Here, these sediments were dated at three sites by the AMS-14C technique,
performed on single pollen grains. It turned out that they gave ages of
between 1250 and 2000 years. The reasons for this are not clear, and the
authors conclude “that this could result from specific properties of pollen
grains”; however, a possible hard-water effect has not been analysed.

From all the above facts, it can be concluded that the use of excellent
physical and chemical techniques in dating fossil material needs always to be
combined with a painstaking geological and palaeobiological analysis of the
studied material. This has already to be done in the field but also later in the
laboratory, where all the obtained results must be critically interpreted,
under consideration of the wealth of available literature.

5 Problem of constructing a generally accepted calibration 
curve for translating 14C age-data into those of calendar years

It is a well known fact that radiocarbon age data cannot be directly compared
with astronomical years. To do so, one has to fix these steadily changing age
differences, i.e. to determine 14C-ages of samples whose exact ages are known.
The best way for doing so is the 14C-datation of exactly dated tree-rings. The
Hohenheim series, the longest series existing at present, goes back to 12,460
BP (Friedrich et al. 2004, see also Kromer et al. 1998), after misleading
sequences caused by the impact of cockchafers (Melolontha melolontha,
M. hippocastani) have been eliminated. Yet it is well known that not all tree-
rings are annually formed features (e.g. Biondi and Fessenden 1999). This is
a serious warning against a too carelessly made comparison of “annually”
layered structures with 14C-datations. Generally great care should be taken
when doing so; at any rate, it must at first be proven that these structures are
really annually formed features. Examples for this are the so-called “warves”,
which were originally assumed to be annually layered sediments in lakes in
front of glaciers. But now, each finely layered sediment in water is called
“warve” (e.g. Hughen et al.1998, 2004a,b) without having proven that these
layers were truly a product of an annual rhythm. Even the typical warves can
still pose serious dating problems (Wohlfarth and Possnert 2000).

Great success has been achieved by Reimer et al. (2002, 2004), due to an
intensive international cooperation of several research groups (see also Scott
et al. 2003). The INTCAL04 14C-calibration curve goes now back to 26,000
cal BP. Nevertheless, within this span of time, at least within the older parts,
there do exist phases in which the dating accuracy is not as reliable as it is
in the younger parts (see also Blackwell et al. 2006). For improving this
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situation and for extending the calibration curve farther back into the past,
very intensive and multi-facetted research work needs to be done. The main
problems are the extreme changes in the 14C-content of the atmosphere
between approximately 30,000 and 45,000 BP, which have already been
mentioned in section 4.

The general way to overcome these difficulties is to compare 14C age-data
with independently obtained data by employing other methods. All studies
agree that the critical time is the above mentioned period (Geyh and
Schlüchter 1998; Jöris and Weninger 1998; Kitagawa and van der Plicht 1998,
2000; Voelker et al. 1998; Goslar et al. 2000a,b; Stein et al. 2000; Yokoyama
et al. 2000; Cutler et al. 2004; Chiu et al. 2005; Fairbanks et al. 2005).
However, the differences in the observed age data and in their tendencies are
great. Based on the cooperation of various research groups, always analysing
paired 230Th/234U/238U and 14C-dates in pristine corals, Fairbanks et al.
(2005) stress that the 14C-calibration curve can now be extended back to
50,000 BP. This is doubted by Reimer et al. (2004) and van der Plicht (2004),
because the age differences between the various attempts are too great (see
also van Andel 2005). Therefore, these new curves should rather be termed
“comparison curves” instead of “calibration curves” (Reimer et al. 2006).
Independent of this terminological problem, the attempts to produce reli-
able calibrations of old 14C data need to be intensified. Bird et al. (1999)
state, that a wet oxidation, stepped-combustion procedure of “old” charcoal
might provide reliable 14C-ages of charcoal up to at least 50,000 BP.

6 Conclusion

Despite all the difficulties mentioned above, it would be wrong to assume
that all the attempts to date past events are erroneous or misleading. I think
that just the opposite is true: obviously, our present dating techniques are
much better and much more efficient than our understanding of the differ-
ent processes acting in nature. Therefore, we have to considerably improve
our knowledge and our understanding of all the different processes which
have played a role in the past. For doing so, much time and own efforts are
necessary instead of following a “publish or perish” strategy and to incorpo-
rate steadily growing groups of scientists into the preparation of a single
paper. On the other hand, I think serious attempts should be made to con-
siderably improve physical dating techniques besides the 14C-technique:
Many important processes were already active at times which exceed the dat-
ing capacity of the 14C-technique and they may even turn out to be very
important for understanding what is presently going on in nature and for
evaluating what might happen in the future.
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Competition for Resources in Trees: Physiological 
Versus Morphological Plasticity

Thorsten E.E. Grams and Christian P. Andersen

Abstract

In this review, we examine two hypotheses related to resource acquisition in
trees. The first hypothesis states that when competition is size-asymmetrical,
then allocation changes leading to morphological shifts are more important
than physiological shifts in obtaining limited resources. For example, the
most effective response to competition for light (unidirectional resource
supply) is a change in architectural arrangement of the biomass, i.e. a mor-
phological response, both to maximize light exposure but also to shade
neighbouring plants. A second hypothesis states that when competition is
size-symmetrical, physiological adjustments are more important than mor-
phological adjustments in obtaining limited resources. One example is
below-ground competition for nutrients, which is generally considered size-
symmetric, since resource supply is multi-directional. In this case, architec-
tural arrangement is not important since all biomass is equally effective in
accessing resources, and therefore physiological adjustments can lead to
greater uptake rates than morphological shifts. However, below ground,
resource distribution is often patchy, which may lead to conditions analogous
to unidirectional resource supply. If resource supply is patchy below ground,
then morphological adjustments may be more effective than physiological
adjustments in capturing resources, similar to conditions when resource sup-
ply is unidirectional (and hence competition is size-asymmetrical). Despite
this possibility, there is little direct evidence to suggest that competition
below-ground is size-asymmetric.

Above ground, the literature supports the importance of morphological
shifts in response to the primary resource in question, i.e. light. Physiological
responses may be essential for tree survival in the shade but hardly relate to
their competitive success. Below ground, however, the lack of comprehensive
tree studies coupled with complexities associated with the simultaneous lim-
itation of more than one resource makes it difficult to rank the relative
importance of physiological vs. morphological plasticity. We conclude that
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below ground both morphological and physiological adjustments in
response to competition for resources are important in trees.

1 Introduction

For decades, scientists have debated plant strategies for acquiring limited
resources both above and below ground (Grime 1977, 1979, Tilman 1985,
1988). Our understanding of resource acquisition and plant competition
comes primarily from studies with non-woody species, and several recent
reviews have summarized major findings (Poorter and Navas 2003; Craine
2005). Trees differ considerably from annual and herbaceous plants, both in
overall growth strategy and allocation of resources for growth, maintenance
and reproduction. In addition, as trees age, increased biomass is required for
structural and architectural purposes relative to physiologically active tissues
involved in resource acquisition. These factors make trees somewhat unique
in their ability to respond to resource limitation, which has led to increased
interest in studying competitive strategies in trees (e.g. Küppers 1989; Grams
et al. 2002; Matyssek et al. 2005; Balandier et al. 2006).

Recently, debate has focused on differences in resource supply and the rela-
tive importance of morphological shifts compared with physiological shifts in
response to resource limitation (Schwinning and Weiner 1998). Herbaceous
plants exhibit a range of plasticity in response to resource limitation, includ-
ing changes in allocation leading to altered morphology and changes in 
physiological adjustments leading to increased efficiency of resource uptake.
Even though it is clear that most trees are able to respond to their environment
in one or more ways to improve resource capture and chances of survival,
the extent and relative importance of morphological versus physiological 
plasticity is not well understood.

1.1 Size-asymmetric versus size-symmetric competition

Schwinning (1996) and Schwinning and Weiner (1998) discussed the concepts
of size-symmetrical and -asymmetrical competition, based on the supply of
resource in question. If resource supply was unidirectional, as in the case of
light, then competition for light was size-asymmetrical. In size-asymmetrical
competition, resource capture is disproportionate to size, i.e. biomass involved
in capturing a particular resource. It is currently under debate what measure
best represents the “biomass involved” (Anten and Hirose 1998). We
believe that “biomass involved” must include both the harvesting organ and



the structural biomass needed to support it. Thus, in the example of competi-
tion for light, resource captured should be related to the sum of leaf and
branch biomass (cf. Grams et al. 2002; Kozovits et al. 2005b). Not only do
larger or higher canopies capture a disproportionate share of the contested
resource (i.e. light), but they also reduce light availability to neighbours, effec-
tively reducing the growth of their competitor. Therefore, to generate size-
asymmetric competition, the resource in question must be “pre-emptable”
(Schwinning and Weiner 1998).

Conversely, resources that are multidirectional are thought to result in size-
symmetric competition. In size-symmetric competition, resource capture is
proportional to the biomass invested to capture the resource. For example,
nitrate supply in soils is considered multidirectional due to its high diffusivity
in the liquid phase of the soil (Tinker and Nye 2000). Thus, competition for
nitrate is considered more size-symmetric, and proportionally to their size,
larger root systems are able to acquire more resource than smaller root systems.
In this latter example, there is no nutrient ‘shading’ effect as is the case above
ground with light, and resource capture is not thought to be “pre-emptable”.
However, it is currently under debate if below-ground competition is always
size-symmetric, since soil heterogeneity and low diffusivity of ions such as
phosphate could make below-ground competition for resources size-asymmet-
ric. This topic will be discussed more thoroughly in section 2.7 below.

In this review, we provide an overview of morphological and physiologi-
cal plasticity in response to resource limitation, drawing primarily from the
tree literature. However, the majority of competition studies have been con-
ducted with non-woody species, so these studies will be included to the
extent that they shed light on competitive strategies and identify important
areas for future research. Two hypotheses are stated below to help frame the
discussion and hopefully stimulate additional research in competition and
resource capture in trees.

1.2 Hypotheses

Two hypotheses related to resource supply in relation to physiological and
morphological plasticity will serve to organize the discussion. The first
hypothesis states that when competition is size-asymmetrical, then allocation
changes leading to morphological shifts are more important than physiologi-
cal adjustments in obtaining limited resources (Fig. 1). The second hypothesis
states that when competition is size-symmetrical, physiological adjustments
are more important than morphological adjustments in obtaining limited
resources. It is important to note, however, that in most cases woody plants
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will exhibit both morphological and physiological shifts in response to
resource limitation. In this review we examine the literature in support of
these hypotheses, focusing on woody plant species.

2 Background

2.1 Above-ground competition in response to resource limitation

Plants compete above ground for energy (i.e. light) as the essential resource for
photosynthetic C fixation. In a strict sense, C itself is another above-ground
resource plants compete for, similar to the uptake of N below ground, which
is also energy dependent. In contrast to light, supply of C is considered multi-
directional. In principle, there are gradients in CO2 concentration in forests,
which develop and change with space and time. For example, concentration of
CO2 is lower during daytime compared with nighttime and is higher close to
the ground (Broadmeadow et al. 1992; Buchmann et al. 1996), but gradients
are rather small, due to the high diffusivity and turbulent mixture of CO2 in
air. Therefore C, as a resource with multi-directional supply, is not considered
pre-emptable, resulting in size-symmetrical competition. Following our
hypotheses posed above (see section 1.2), physiological mechanisms should
dominate the competition for C provided energy is not limiting resource cap-
ture. In contrast, due to its strong unidirectional supply by the sun, light is
considered pre-emptable, resulting in size-asymmetric competition. Thus,
morphological responses should be crucial in competition for light.
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2.2 Above-ground morphological plasticity

The life-form “tree” is an evolutionary response to competition for light and
the strategy of height growth in response to light competition. In particular
in dense (forest) stands, height growth is a dominant strategy in competition
for light (Weiner and Thomas 1992; Weiner and Fishman 1994; Berntson
and Wayne 2000), which requires increased allocation of resources to the
stem (Anten and Hirose 1998; Vanninen and Mäkelä 2005). In general, tree
crowns grow towards gaps or space with high light availability where com-
petition for light is low. Vigorously growing parts of crowns are supported
by the tree at the expense of investments in crown regions with low incident
light and subsequent diminished growth (Canham 1988; Young and Hubbell
1991). Responses to gaps and neighbors via structural crown interaction are
crucial for species composition within communities (Tremmel and Bazzaz
1995; Umeki 1997; Suzuki 2002). Plants detect their neighbours by changes
in light quality e.g. via the phytochrome system, and they may alter crown
architecture before light availability becomes reduced (Ballaré et al. 1987,
1988). Due to their high morphological plasticity, in particular tree canopies
of broadleaved species are often displaced and rarely positioned directly
above their stem bases (Muth and Bazzaz 2002).

However, competitiveness of woody plants in above-ground resource cap-
ture cannot be reduced to height or canopy growth. Thorough understanding
of competitive interactions among trees requires the study of spatial arrange-
ments of canopies and plastic responses in canopy volume (Muth and Bazzaz
2003). In dense canopies of juvenile beech and spruce trees, competitiveness of
individuals was indicated by biomass-related above-ground space occupation
(Grams et al. 2002; Kozovits et al. 2005b), underlining the importance of space
occupation above ground when competition is for light. When grown in mix-
ture with spruce, juvenile beech plants displayed smaller crown volumes per
unit of shoot biomass compared with beech monoculture. Conversely, in mix-
ture with beech, spruce had greater space occupation per unit of shoot bio-
mass (Grams et al. 2002; Kozovits et al. 2005b). The decline in above-ground
space occupation (crown volume per biomass invested) in beech in mixed cul-
ture resulted from size-independent changes in the architectural arrangement
of the canopy: lower investments into foliage per unit of shoot biomass in
mixed compared with monoculture (Kozovits et al. 2005b). This confirmed
earlier findings by Küppers (1985) and Schulze et al. (1986) that in a dense
canopy, high competitive ability was related to increased above-ground space
occupation, i.e. casting shade towards neighbours, at low biomass investments.
These results support our hypothesis that in the case of size-asymmetric 
competition (e.g. for light), responses in morphology are crucial in obtaining
limited resources.
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Occupying above-ground space not only casts shade on the competitor,
but also is the basis for effective capture of light energy. Anten and Hirose
(1998) used the amount of absorbed light per above-ground biomass as a
quantitative measure for the degree of size-asymmetric above-ground com-
petition. By this they confirmed the general assumption (Weiner and Thomas
1986) of size-asymmetric competition for light. However, in multi-specific
herbaceous stands with similar LAI but relatively low leaf area ratio (LAR) of
the dominant species, above-ground competition might also be size-
symmetric (Hirose and Werger 1995; Anten and Hirose 1999).

The amount of light absorbed by a leaf is not only determined by the inci-
dent PPFD at the leaf lamina, but also by the proportion of photons absorbed
by the leaf. When a leaf is growing under high irradiance, it typically develops
a thicker (multi-layer) palisade parenchyma. Thus, less leaf area is con-
structed per unit biomass, i.e. specific leaf area (SLA) is lower (Carpenter and
Smith 1981; Witkowski and Lamont 1991), which increases absorption of
incident light . This plastic response in leaf morphology  contributes to
higher overall light capture of the crown. Thus in part, above-ground com-
petition for energy (i.e. light) is also determined on the leaf level. Conversely,
when an individual leaf is growing under low irradiance, leaves develop with
higher SLA, which increases leaf area per unit of biomass. In addition, leaves
are placed horizontally to maximize light interception (in contrast to more
vertically oriented leaves in the sun crown of a tree; Givnish 1988). Together
with avoidance of self-shading (e.g. by reduction in height growth), this
increases the amount of absorbed light under low irradiance (cf. Messier et al.
1999). Typically, plasticity in leaf morphology is greater in broadleaf species
compared with conifers (Niinemets and Kull 1995; Bartelink 1997; Grote and
Reiter 2004; Stancioiu and O’Hara 2006) and in shade tolerant compared
with shade-intolerant trees (Messier et al. 1999).

2.3 Above-ground physiological plasticity

Plants exhibit also a great range of physiological plasticity in responses to
their light environment. Here, we concentrate on physiological aspects of
light absorption and efficient use of absorbed light for C fixation. We will
not discuss physiological responses to excess of light such as photoinhibi-
tion or induction of xanthophyll cycle (for reviews on these topics see
Demmig-Adams and Adams 1992; Choudhury and Behera 2001; Latowski
et al. 2004).

Light dependence of trees varies greatly with genotype and species.
Typically, pioneer species are more light demanding and are more sensitive to
shading by neighbours than late successional species, which is sensed via shifts
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in light quality by the phytochrome system (Ballaré et al. 1990; Ellenberg 1996;
Gilbert et al. 2001).

Competition for light also involves the absorption of incident light, which
is not only a question of low SLA (i.e. thick palisade parenchyma) but also
depends on amount and type of pigments in the leaf. Under low irradiance
plants increase chlorophyll concentration (per unit leaf mass) and, in par-
ticular of chlorophyll b (decreased chlorophyll a to b ratio; Lichtenthaler
et al. 1981; Hoflacher and Bauer 1982; Grassi and Bagnaresi 2001), which
reflects an increase in the proportion of chlorophyll in the light-harvesting
complexes and a decrease in photosystem II complexes (Sims and Pearcy
1994). These physiological responses to low irradiance (e.g. due to self or
neighbour shading) enable leaves to absorb a higher proportion of incident
PPFD. Thus, shade leaves invest pigments and leaf mass (i.e. high SLA) to
maximize light absorption via a large leaf area, which is not critical for sun-
lit leaves due to high resource availability in terms of light (Givnish 1988).

Under low irradiance, limited energy availability is the main constraint for
C gain. However as stated above, carbon itself has a multi-directional supply
and therefore is considered not pre-emptable. Thus, if light energy is not 
limiting, C gain is postulated to be dominated by physiological mechanisms
(see section 1.2).

Effective CO2 uptake of plants depends on both stomatal aperture (regula-
tion of CO2 diffusion into the leaf) and the rate of biochemical C fixation via
the carboxylation reaction of ribulose-1, 5bis-phosphate carboxylase/oxyge-
nase (rubisco). In addition to the substomatal CO2 concentration, stomatal
aperture largely depends on the water status of the plant, i.e. availability of the
below-ground resource water. In addition to CO2 supply, biochemical
parameters of the CO2-fixing enzyme rubisco, such as maximum velocity
of C fixation (Vcmax) and photosynthetic capacity, determine CO2 uptake
of plants. Increase of Vcmax with light availability not only depends on
morphological plasticity of a leaf (i.e. increased thickness of palisade
parenchyma, see above) but might also be affected by physiological plastic-
ity at the cell level. Beside morphological adjustments, higher partitioning of
leaf nitrogen to rubisco and bioenergetics will further increase photosyn-
thetic capacity (e.g. Grassi and Bagnaresi 2001). In general, a lot of empha-
sis is given to these biochemical and physiological processes due to their
essential nature for life on earth. However, rubisco biochemistry and C gain
rarely explain the competitive success of trees (Grams et al. 2002; Kozovits
et al. 2005a,b; Reiter et al. 2005).

With respect to above-ground competition, neither the highest energy effi-
ciency in C uptake nor the best physiological adjustment to low irradiance
will be effective in compensating for a reduction in C gain by shade cast from
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a neighbour via morphological aspects of interplant competition, at least for
trees competing in dense stands. Thus, when plants compete for light, their
most effective strategies are related to morphological adjustments.

2.4 Below-ground competition in response to resource limitation

Roots and associated mycorrhizal symbionts exhibit both physiological and
morphological plasticity in response to inadequate supply of nutrients and
nutrient patchiness (Friend et al. 1990; Robinson and van Vuuren 1998;
Fitter et al. 2000). Compared with above-ground competition, which is pri-
marily for light, below-ground competition occurs for a suite of nutrients as
well as water. Typically, it is thought that plants adjust to conditions of
resource imbalance by allocating more carbon to the tissues that acquire the
most strongly limiting resource (Chapin et al. 1987; Gleeson and Tilman
1992), which in the case of below-ground competition leads to increased
root biomass relative to shoot biomass. In many plants, carbohydrates serve
as signalling molecules responsible for shifting allocation between sources
(leaves) and sinks (roots, non-photosynthesizing tissues) in response to
resource limitation (Koch 1996; Farrar and Jones 2000; Andersen 2003).
Hexoses and hexokinases appear to be the signalling molecules that act at the
gene level to up-regulate growth, storage and other metabolic processes in
tissues (Koch 1996). Although the mechanisms underlying root plasticity are
variable and complex, it appears that carbohydrate signalling may provide a
rapid means for plants to respond both physiologically and morphologically
to stress and resource limitations (Andersen 2003).

It is important to consider the soil resource in question when charac-
terizing plasticity of tree response to resource limitation. Roots come in
contact with soil resources through the process of diffusion, mass flow and
by root interception through root growth (Casper and Jackson 1997).
Certain nutrients are relatively immobile and move primarily by diffusion,
such as P, K, Ca and ammonium, while other nutrients move as solvents in
the water by (mass) flow, such as nitrate. As a result, the volume of soil
exploited by roots can be 100–1000 times greater for mobile compared
with immobile nutrients (Fitter et al. 2002). In the field, supply of N, P and
K to plant roots usually occurs through both diffusion and mass flow,
while direct root interception accounts for less than 10% of nutrients
taken up by the root (Casper and Jackson 1997). Nutrient mobility and
chemical interactions in soil lead to resource patchiness, which influences
the effectiveness of physiological versus morphological plasticity (Fitter
et al. 2002; Hodge 2006).
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Since supply of many nutrients to roots occurs through mass flow, plant
water use can strongly influence nutrient supply and uptake (Casper and
Jackson 1997). As a result, above-ground competition may influence nutri-
ent uptake not only by reducing carbohydrate availability for root growth
and nutrient uptake, but also by influencing movement of soil nutrients to
the root surface through changes in transpiration and plant water use.

2.5 Below-ground morphological plasticity

One of the most well documented responses to soil nutrient and water limita-
tion is increased carbon allocation to roots and increased root growth
(Clarkson 1985; Cannell et al. 1988; Farrar and Jones 2000). This response is
often accompanied by increases in root-shoot ratio (Ingestad and Agren 1991;
Ericsson 1995), showing morphological plasticity at the whole-plant level.
Ericsson (1995) found that shifts in allocation to roots varied depending on
the mineral nutrient that was limiting, with root growth favoured when N, P
and S were deficient. Morphological plasticity has also been observed within
root systems in response to localized nutrient enrichment (Hodge 2006).
Philipson and Coutts (1977) found that roots of Sitka spruce grow preferen-
tially in high N versus low N soil. In Douglas-fir stands, fine root production
was found to be inversely correlated with N availability (Grier et al. 1985).

Friend et al. (1990) conducted split-root experiments with Douglas-fir
seedlings in microcosms and demonstrated that the degree of morphological
plasticity in response to N limitation was related to the overall N status of the
plant. Lateral roots from nutrient deficient and sufficient plants were placed in
either high or low N micro-environments in side chambers. Root proliferation
in response to high N micro-environment was twice as great in N deficient
plants compared with N sufficient plants. These results suggest that trees can
effectively respond to nutrient patchiness in soil via plasticity at the individual
root level. In addition, they demonstrate that plasticity is not only a function
of root environment, but also dependent on whole-plant nutrition.

Roots also show morphological plasticity through increased specific root
length (length per unit of biomass), which effectively increases the ratio of
surface area to volume (Aerts et al. 1991; Casper and Jackson 1997).
Morphological plasticity in specific root length is seen in response to nutri-
ent patchiness and the form of nutrients available (Pregitzer et al. 1993;
Robinson 1994). Root proliferation into areas of nutrient enrichment often
results in higher density and smaller diameter roots (Casper and Jackson
1997). Bilbrough and Caldwell (1995) found that specific root length of
Agropyron desertorum showed increased specific root length in N-enriched
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patches. Woolfolk and Friend (2003) used split root systems of Populus
deltoides to examine the influence of different ratios of NH4:NO3 on root
growth and development. Specific root length varied with nutrient supply,
with seedlings showing the highest specific root length when 80% of the N
added was in the form of NO3.

To the extent that mycorrhizal hyphae are considered extensions of the
root system, increased colonization in response to nutrient deficiency also
could be considered morphological plasticity. Although the mechanisms are
not well understood, it appears that plants may regulate the degree of colo-
nization through changes in carbon allocation and root exudation (Graham
et al. 1981; Smith and Read 1997). Nutrient deficiency often increases the
extent of mycorrhizal development on root systems, which increases soil
exploration and nutrient uptake (Smith and Read 1997; Wallenda et al.
2000). In addition, mycorrhizal hyphae can exploit nutrient patches through
hyphal proliferation, although roots may be more responsive than hyphae to
nutrient patches (Hodge 2006). The ability of mycorrhizal root systems to
rapidly access inorganic and organic forms of N may increase their compet-
itiveness with soil microbial communities, allowing plants to exert stronger
control over N cycling (Chapman et al. 2006).

Root and mycorrhizal turnover rate is another example of morphological
plasticity in plants. King et al. (2002) found that mycorrhizal colonization
increased root longevity in Pinus taeda. In Picea abies, mycorrhizal longevity
was related to branching order, and N addition altered branching density
and therefore mycorrhizal longevity. Johnson et al. (2000) found that roots
born in the fall and winter had longer median life-spans than roots born in
spring or summer and that elevated CO2 and N fertilization both affected
root life-span. Root longevity and turnover contribute significantly to soil C
and therefore are critical determinants controlling N and C cycling in
ecosystems (Pregitzer et al. 1995; Zak et al. 2000).

It is clear that morphological plasticity is widespread and an important
competitive strategy in both trees and herbaceous plants in response to
resource limitation below ground. Since soil nutrients vary significantly in
their distribution and mobility in soil, it is difficult to make generalizations
about the relative importance of morphological plasticity, particularly in trees.

2.6 Below-ground physiological plasticity

Roots and their mycorrhizal symbionts exhibit also a wide range of physiolog-
ical adjustments that increase resource acquisition. One important physio-
logical response to nutrient limitation appears to be increased root exudation
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(Walker et al. 2003; Jones et al. 2004). Since rhizosphere and microbial com-
munities are generally C-limited (Zak et al. 1994), increased root exudation of
carbon compounds is thought to stimulate rhizosphere microbial activity,
possibly leading to increased nutrient cycling and availability. Root exudates
are important as chemical attractants and repellents; they can regulate soil
microbial communities and in some cases communicate with other roots in
the vicinity (Walker et al. 2003). Some exudates appear to be chemical mes-
sengers that regulate root competition among different plant species (Callaway
and Aschehoug 2000). Other compounds such as flavonoids can stimulate
Rhizobium genes responsible for nodulation in N-fixing species (Peters et al.
1986). By stimulating and controlling rhizosphere organisms, plants can
favour conditions of increased nutrient turnover and availability for plant
uptake, as well as influence the extent of symbiotic associations.

The extent to which the plant actively controls exudation to carry-out these
important rhizosphere processes is not well understood. There is some evi-
dence that ATP-binding cassette transporters (ABC transporters) are wide-
spread and may be involved in secretion of root exudates (Walker et al. 2003).
Since plants have the ability to synthesize and secrete thousands of compounds
that may play a role in rhizosphere dynamics, the potential for plant control of
root competition for resources through physiological plasticity is high.

Physiological adjustments such as proton pumps and enzyme systems
that lead to increased root uptake provide a means to respond to increased
resource availability (Jackson et al. 1990; Aerts 1999). It is thought that phys-
iological plasticity may be more important for rapidly versus. slowly diffus-
ing nutrients (Aerts 1999), consistent with our hypotheses (Fig. 1). For
example, P is relatively immobile in soils and therefore plants would benefit
little from physiological adjustments without increased root growth into 
P rich areas (i.e. morphological adjustment). Conversely, the kinetics of
uptake may be more important than root architectural arrangement for ions
that move readily and homogeneously through the soil via diffusion and
mass flow (Fitter et al. 2002). In general, this supports our hypotheses since
competition for mobile, evenly distributed nutrients should be size-
symmetric, while immobile nutrients tend to be distributed more heteroge-
neously, leading to size-asymmetric competition (Schwinning 1996).

Physiological plasticity in mycorrhizal symbionts is extremely important,
since mycorrhizae are thought to be responsible for most of the nutrient
uptake that occurs in forested ecosystems (Wallenda et al. 2000). Recently, it
has become apparent that certain mycorrhizae contain proteolytic enzymes
that may play an important role in organic nutrient uptake (Smith and Read
1997; Read and Perez-Moreno 2003). It appears that ectomycorrhizal fungi
exhibiting proteolytic capabilities are highest in low N areas (Lilleskov et al.
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2002). The ability to utilize organic forms of soil nutrients may be especially
important in soils where mineralization is slow or inhibited, such as low
temperature soils. Whether or not these proteolytic enzyme systems are sub-
strate inducible (e.g. present only when substrate is available) or constitutive
is poorly understood. Nonetheless, the ability of mycorrhizal roots to access
organic forms of N increases their competitiveness with microbial commu-
nities and may increase plant control of nutrient cycling in ecosystems
(Chapman et al. 2006; Hodge 2006).

2.7 Evidence for size-asymmetric competition below ground

It is generally thought that below-ground competition is size-symmetric due
to the multidirectional supply of nutrients in the soil solution. Nutrient ions
such as nitrate and K move both by diffusion and mass flow, while others
such as phosphate adsorb strongly to surfaces (Casper and Jackson 1997).
Tightly absorbed ions are rather immobile (Tinker and Nye 2000), and
therefore are distributed heterogeneously in the soil. In general, when soil
resources are heterogeneously distributed, the competitive situation is
largely similar to above-ground competition for light, because heteroge-
neously distributed resources are “pre-emptable”. Thus, theoretically compe-
tition for certain soil resources below ground should be size-asymmetric
(Weiner 1990; Blair 2001).

Many experimental tests to confirm the hypothesis that below-ground
competition is size-asymmetric have been unsuccessful (Casper and Cahill
1996; Weiner et al. 1997; Cahill and Casper 2000; Blair 2001). Blair (2001)
conducted a pot experiment using Ipomoea tricolor and heterogeneous
nutrient patches and found that competition below-ground was size-sym-
metric. Similarly, Cahill and Casper (2000) found that below-ground com-
petition between several grasses and Amaranthus retroflexus was
proportional to neighbour root biomass in a field study, supporting size-
symmetry of below-ground competition.

Other studies have shown that competition below ground can be size-asym-
metric (Leuschner et al. 2001; Rajaniemi 2003). Rajaniemi (2003) found size-
asymmetric competition to occur between Bromus plants of different sizes in
an unhomogenized field soil. Fransen et al. (2001) found size-symmetric com-
petition in homogeneous soil and size-asymmetric competition in heteroge-
neous soil. They also found that physiological plasticity was more important
than morphological plasticity over the long-term as competition became more
size-symmetric, consistent with hypotheses presented in Fig. 1. Canham et al.
(2004) examined the relative importance of shading versus crowding in a
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mixed stand of western hemlock (Tsuga heterophylla) and western red cedar
(Thuja plicata) in British Columbia and found that for both species, growth
declined more steeply as a function of crowding than shading. In addition,
there was very little effect of crowding by red cedars on radial growth of hem-
lock, but hemlock had a strong effect on the growth of red cedars. Crowding
was assumed to include both below-ground competition and above-ground
inhibition of crown development. Although the mechanisms behind the size-
asymmetry in interspecific competition were not determined, the authors con-
cluded that it likely resulted both from below-ground competition and
hemlocks negative influence on forest floor nutrient dynamics.

A number of studies have shown that resource capture is not proportional
to biomass production below ground, providing support for size-asymmetric
competition below ground. In a sagebrush steppe, tussock grass and sage-
brush took up similar amounts of phosphate even though the tussock grass
had significantly more roots in nutrient patches (Caldwell et al. 1991, 1996;
Casper and Jackson 1997). These and other studies demonstrate that resource
capture is not always proportional to biomass investment in the patches, con-
sistent with size-asymmetry. This could result from physiological adjust-
ments, but it also may have resulted from intraspecific root competition.

Size-asymmetric competition below ground also may result from root
interference or allelopathy (Cahill and Casper 2000). In this case, roots of cer-
tain plants may be able to restrict the growth of competitor plants, resulting
in a situation similar to light limitation above ground by shading.

Collectively, there is evidence that both symmetric and asymmetric com-
petition for soil resources occurs, and in some cases there is support for both
hypotheses 1 and 2. However, the degree to which patchy nutrient supply
and competition for rather immobile resources results in size-asymmetry in
below-ground competition is currently under debate. Likewise, it remains
unclear if physiological or morphological aspects dominate the competition
for highly mobile resources, such as nitrate. Unlike competition above
ground, which is primarily for light, below-ground competition may occur
simultaneously for several nutrients, each varying in their supply and patch-
iness. Compared with above-ground resources, we know far less about
resource distribution and heterogeneity below ground, which greatly
hampers our ability to study plant competition for below-ground resources.

3 Competition at high versus low resource availability

There is still debate regarding underlying mechanisms of response to com-
petition in species adapted to high versus low resource availability (e.g.
nutrient rich versus nutrient poor environments; Aerts 1999).
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Rates of root and mycorrhizal turnover are affected by resource availabil-
ity (Pregitzer et al. 1995; Eissenstat et al. 2000; Johnson et al. 2001; Majdi
et al. 2001). Root turnover is often greater in nutrient rich than nutrient
poor soils (Aber et al. 1985; Pregitzer et al. 1993, 1995; Johnson et al. 2000),
although this is not always the case (Burton et al. 2000). In addition, other
factors such as soil temperature may interact with nutrient availability in
affecting root longevity (King et al. 1999). Burton et al. (2000) suggest that
plasticity in root longevity in northern hardwood forests may be regulated
by carbohydrate supply from the shoot; when N supply is high, root meta-
bolic activity and sink strength are high, providing carbon to meet theses
metabolic demands. As N availability decreases, decreased root sink strength
and hence carbohydrate supply leads to shorter root lifespan. However, it is
also possible that plasticity in root turnover is species dependent, with
species adapted to nutrient poor sites favouring nutrient retention (and slow
turnover) versus rapid growth and high turnover (Aerts 1999). At high lev-
els of nutrient availability, competition above ground for light becomes
more important, and traits of species from fertile environments lead to a
high rate of ecosystem N cycling. Thus, slower growing and nutrient con-
serving species may get out-competed due to both competition for light and
high rates of nutrient turn-over (Aerts 1999). Wilson and Tilman (1991,
1993) examined the effect of N-addition to transplants of grass species and
found that competition shifted from primarily below ground in unfertilized
plots to both below- and above ground in fertilized plots. In addition, the
intensity of below-ground competition was greater at low than high light
(Wilson and Tilman, 1993). The overall intensity of total above- plus below-
ground competition did not change with fertilization, but rather the inten-
sities of above- and below-ground competition were negatively correlated.

According to the theory of Grime (1979), increased productivity in
resource-rich environments should result in increased density-dependent
competition and mortality. Above ground, for example, increased irradiance
enhanced asymmetry competition (Bazzaz and Harper 1976; Weiner 1985).
However, high resource availability of a multi-directional supplied resource
(e.g. high CO2 concentration) might reduce size-asymmetry of above-ground
competition compared with a situation with low resource availability (Wayne
and Bazzaz 1997). In regenerating yellow birch (Betula alleghaniensis) stands
grown under elevated CO2, size-asymmetry of above-ground competition
was reduced (Wayne and Bazzaz 1997). Likewise other studies confirmed that
growth of light limited woody plants is more stimulated by elevated CO2 than
that of dominant or light-saturated individuals (Würth et al. 1998;
Hättenschwiler and Körner 2000; Granados and Körner 2002). Increase in
above-ground size-symmetry of competition can result from both morpho-
logical and physiological responses to increase CO2 availability: (1) elevated
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CO2 increases the light availability of shaded plants by a morphological
response of dominant plant, in that they developed a reduced leaf area per
unit biomass (i.e. lower LAR) under higher CO2 availability (Wayne and
Bazzaz 1997). Hence, light availability of shaded plants was increased by
higher light penetration through the canopy. Likewise, Hirose and Werger
(1995) and Anten and Hirose (1999) found size-symmetry of above-ground
competition to be increased in multi-specific herbaceous stands with rela-
tively low LAR of the dominant species; (2) a direct physiological effect of ele-
vated CO2 increasing the light-use efficiency of woody plants for growth, i.e.
c. 50% higher growth under elevated CO2 (Bazzaz and Miao 1993, Wayne and
Bazzaz 1997). Similarly, Hättenschwiler and Körner (2000) found increased
growth of understory seedlings under elevated CO2 when growing in a light
environment close to their CO2 light compensation point. Apparently, under
these conditions elevated CO2 increased seedling carbon balance.

4 Synthesis

4.1 Morphological versus physiological responses

In reality, plants exhibit a range of plasticity in response to competition for
resources, and in many cases both physiological and morphological changes
result from competition for resources (Fig. 1). Nonetheless, there is much
debate regarding the relative importance of physiological versus morpho-
logical adjustments (e.g. Schwinning and Weiner 1998; Weiner 2004).
Küppers (1989) emphasized that in woody plants analysis of above-ground
competition should pursue “an integrated view of carbon gain, increment of
biomass and its architectural arrangement in space..., especially in situations
where crowns compete for space and light”. In other words, integration of
biomass increment and spatial arrangement together with the flux of
resources along this structure (e.g. C gain, N uptake) allows for a mechanis-
tic understanding of (woody) plant competitiveness. Thus following
Küppers (1989), both morphological and physiological aspects of resource
competition have to be considered. Along this line, Schwinning (1996)
decomposed the relative rate of resource uptake (S) into three terms: i a
resource availability factor (R), ii an allometry or morphology factor (A) and
iii a resource capture factor (C):

S = R . A . C (1)

The relative rate of resource uptake (S) therefore depends on the availability of
the resource in question (R) and the degree of both morphological (A) and
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physiological (C) plasticity of individual species. In more detail, Schwinning
(1996) formulated the above concept using the following equation:

where BX is the biomass involved in the uptake of resource X. In our under-
standing the term “biomass involved” includes structural biomass, such as
branches, to place the directly in the resource uptake involved biomass, such
as leaves. The time derivative of UX is the rate of resource uptake and the
time derivate of IX is the rate of resource supply, such as PPFD. VX is the
space (volume) occupied by BX.

For example, in the case of Abies alba, a raised Vcmax (area based maximum
rate of carboxylation reaction of rubisco) as a response to increased light
availability is fully explained by morphological changes (increased thickness
of palisade parenchyma; Grassi and Bagnaresi 2001). However, the competi-
tive advantage of its competitor Picea abies in exploiting high irradiance in
the case of canopy gaps was related to both morphological and physiological
plasticity (higher partitioning of leaf nitrogen to rubisco and bioenergetics;
Grassi and Bagnaresi 2001), exemplifying that both aspects have to be 
studied to understand the competitive relationship between the two species.

Following the initial idea of Küppers (1989) and similar to the above fac-
tors of Schwinning (1996), Grams et al. (2002) defined functional efficiencies
that relate resource investments to resource gains to quantify woody plant
competitiveness. Thus, competitiveness was analysed through several
cost/benefit-ratios expressing efficiency in space occupation, i.e. resource
investment per unit of occupied space (crown or soil volume) or efficiency in
space exploitation, i.e. resource gains per occupied space or biomass invest-
ment. Using this concept to analyse an intense above-ground competitive 
situation between juvenile beech and spruce trees, Kozovits et al. (2005b)
identified space occupation (not resource gains) to be the crucial factor for
the competitive success of a juvenile tree. For both juvenile and mature trees
those efficiency ratios were found to quantitatively relate to the competitive
success of trees (Grams et al. 2002; Kozovits 2005a,b; Reiter et al. 2005).

Cost/benefit ratios in resource uptake might vary for physiological and
morphological responses in resource uptake. It is generally assumed that
physiological plasticity is energetically less ‘expensive’ than morphological
plasticity; however this may not always be the case (Aerts 1999; Hodge 2006).
Several factors influence the energetic costs of physiological plasticity, includ-
ing resource availability in space and time, and the degree to which uptake is
enhanced through physiological plasticity. In addition, many studies have

Physiological Versus Morphological Plasticity 371

1
·

dUX =
1

·
dIX ×

VX ×
dUX dIX (2)

BX dt VX dt BX dt dt( )/



been conducted in pots or mesocosms where resources are evenly available or
continuously supplied, artificially influencing resource availability (R) in
equations above and, thus, limiting the ecological significance of such stud-
ies. Morphological plasticity may be more energetically efficient than physio-
logical plasticity if tissues are long-lived and exploit a sustained source of
resource. Physiological plasticity may be more efficient when resource avail-
ability is transient and requires rapid accommodation to utilize the available
resource. For example, nitrate reductase is an inducible enzyme that allows
plants to chemically reduce NO2 in leaves in response to NOx deposition
(Schmidt et al. 1991). Relative to constitutive enzymes, substrate inducible
enzymes are only synthesized when the substrate is available, conserving
plant energy (Tingey and Andersen 1991).

4.2 The whole-tree perspective: above-ground/below-ground
interactions in resource competition

The vast majority of competition studies have examined herbaceous or agro-
nomic species and not trees. In contrast to herbaceous plants, woody plants
contain large amounts of structural biomass, which on one hand are essential
for the spatial arrangement of biomass involved in resource capture (see sec-
tion 3.2) but on the other hand require additional resources for support.
Therefore, in addition to the two cost/benefit-parameters for quantifying
plant competitiveness mentioned above, a third parameter, the efficiency of
“running costs” for support of structural biomass, was introduced for studies
on woody plant competition (Grams et al. 2002; Kozovits et al. 2005b). In
many cases resources needed for supporting the structure involved are
reflecting the whole-tree perspective. Transpiratory costs of an occupied
crown volume or respiratory costs of below-ground structural biomass exem-
plify this above-/below-ground link in tree competitiveness (cf. Kozovits et al.
2005b; Reiter et al. 2005). This is one reason why analysis of interplant 
competition should take both above- and below-ground aspects into account.

It is difficult to make generalities about the relative importance of above-
versus below-ground competition due to the complex nature of multiple
stress interactions. For example, Coomes and Grubb (2000) evaluated a
series of trenching experiments and found that light limitation alone limits
seedling growth in forests on moist, nutrient rich soils, but competition for
below-ground resources becomes important for seedling growth on infertile
soils and drier regions.

Some plastic responses above ground can exacerbate below-ground
resource limitation. For example, some species have difficulty tolerating both
shade and drought stress, since shade adaptation leading to increased leaf area
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(with higher SLA) may lead to increased water loss and increased desiccation
(Coomes and Grubb 2000). Cahill (1999) also found interaction between
above- and below-ground competition, and the degree of interaction varied
with productivity level such that no interaction occurred in the unfertilized
blocks while a positive interaction occurred in the fertilized block. With fertil-
ization, root competition decreased a plants ability to compete in size-
asymmetric competition for light.

As noted previously, above-ground resource limitation also has been found
to influence below-ground morphological responses to competition. Beech
seedlings growing under Pinus sylvestris canopies with varying irradiance 
levels were studied to examine morphological shifts in both leaves and roots in
response to light levels and interspecific competition (Curt et al. 2005).
Seedlings grown under shade showed lower specific root lengths (SRL) and
higher SLA. Bilbrough and Caldwell (1995) found that Agropyron desertorum
roots increased SRL in N-enriched patches, and the magnitude of the response
was decreased by shading. They also found an interaction such that relative
growth rates of roots (RGR) in patches were reduced more than 50% by
shading, while RGR in unenriched patches was unaffected by shading.

As might be expected, several controlled studies have shown that below-
ground plasticity in response to increased nutrient limitation decreases as
light levels increase (e.g. Machado et al. 2003). Because roots and sym-
bionts require carbohydrates for growth and metabolism, it is important
to consider resource limitations above ground when evaluating below-
ground competition. For example, even though some hardwood species
respond to soil resource availability in deeply shaded understories
(Machado et al. 2003), many plant species will respond little to nutrient
supply when severely shaded (Coomes and Grubb 1998). Hence, low
resource availability above ground may limit a plants capacity to respond
to resource limitation below ground. However, trees, which can have sig-
nificant stored reserves, may exhibit greater plasticity than non-woody
species in response to soil resource limitation even when above ground
competition is high.

Taking the above arguments together, analysis of plant competition for
resources should consider both above- and below-ground aspects of plant
competitiveness.

5 Conclusions

Morphological and physiological plasticity above- and below ground in
response to resource limitation is well documented. Our first hypothesis that
when competition is size-asymmetrical, then allocation changes leading to
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morphological shifts are more important than physiological adjustments in
obtaining limited resources is generally supported for above-ground com-
petition. Although they may be crucial for tree survival in the shade, physi-
ological adjustments appear to be less effective in competition for light than
the ability to occupy new space and shading competitors at the same time.
However, while competition for light is mechanistically size-asymmetric, sit-
uations exist where light capture can be size-symmetric as morphological
aspects of the competing trees can influence size-symmetry.

Despite the relative importance of morphological shifts in response to
above-ground asymmetric competition, physiological plasticity also is wide-
spread and important. Whether or not hypothesis 2 is supported by the lit-
erature, i.e. physiological plasticity is more important when competition for
resources is size-symmetric, is difficult to determine above ground for the
following reasons. First, in most cases size-symmetrical competition above
ground has not been documented or well studied since light is the most
often limiting resource (e.g. size-asymmetrical). In addition, physiological
changes rarely occur in the absence of morphological shifts, making the rel-
ative contribution of each difficult to quantify. Within canopies of individ-
ual trees it is not uncommon to find spatial heterogeneity in plasticity,
depending on position and micro-environment.

Collectively, there is evidence that resource competition below ground is
both size-symmetric and size-asymmetric and that plants exhibit morpho-
logical and physiological plasticity to increase resource capture. Although
there is some evidence in support of hypotheses 1 and 2, at this time there is
insufficient evidence to confirm or refute our hypotheses regarding the rel-
ative importance of morphological and physiological plasticity below
ground (Fig. 1), particularly in trees. In addition, we can not confirm the
long stated assumption that below-ground competition is size-symmetric.
In particular, for less mobile ions and heterogeneous soils, below-ground
competition might be size-asymmetric.

Evaluating the relative importance of morphological and physiological
shifts in response to below-ground competition is very difficult due to the
spatial and temporal complexity of resource distribution below ground. The
vast majority of studies have manipulated individual resources, when in
reality we know that multiple soil resources may be limiting simultaneously.
In addition, resource availability can vary on temporal and spatial scales that
are difficult to measure. Finally, similar to shoot responses, individual roots
of root systems can respond to micro-environments that differ in resource
availability, making whole-root and whole-plant generalizations difficult,
especially given the hidden, inaccessible nature of roots. Although additional
studies will shed light on the relative importance of morphological and
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physiological plasticity below ground, spatial and temporal complexity of
soil resources suggest that both morphological and physiological adjust-
ments are necessary strategies for plant competitiveness in the field.
Additional research is needed and should focus on competition under natu-
ral soil conditions with heterogeneous resource distribution and should
incorporate the use of whole-tree process models to help examine the
importance of morphological and physiological shifts in terms of costs and
benefits with respect to resource capture.
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Explaining Variation in Fine Root Life Span

Michael S. Peek

1 Introduction

Fine roots represent an integral component to overall plant performance. As
the belowground analogue to leaves (Eissenstat et al. 2000), fine roots are
responsible for the uptake of water and nearly all essential soil nutrients,
thereby generating competitive situations responsible for decreasing overall
plant performance (Casper and Jackson 1997). Therefore, plants have evolved
mechanisms to ensure adequate resource capture in competitive situations.
Phenological mechanisms may modify root birth and death rates (Steingrobe
et al. 2001), physiological mechanisms include increased uptake rates
(Jackson et al. 1990; Caldwell et al. 1992) while morphological changes may
increase absorptive area (Jackson and Caldwell 1989; Caldwell et al. 1991;
Larigauderie and Richards 1994).

The strong competition belowground between fine roots can come at a
considerable carbon expense for plants. Average estimates across many bio-
mes suggest that net primary production (NPP) for fine roots approaches
33% of total global annual NPP (Gill and Jackson 2000). The largest variabil-
ity in belowground carbon costs exists in temperate grasslands ranging
between 24% and 87% of total NPP (Sims and Singh 1978). Some of this vari-
ability may be due to soil nutrient availability because in the nutrient poorest
systems, below-ground net primary production (BNPP) often exceeds above-
ground production (Caldwell and Camp 1974; Caldwell et al. 1977; Martinez
et al. 1998), while in nutrient rich environments, root turnover can be much
less (Gill and Jackson 2000). Despite the importance of fine roots, we are only
beginning to elucidate some of the factors regulating fine root production and
turnover (Eissenstat et al., 2000; Anderson et al., 2003).

While fine root life span is defined differently than production and
turnover, it is directly related to both of these commonly used measure-
ments. Therefore, life span is an integral component of ecosystem level
processes such as carbon and nutrient cycling. Despite recent reviews on fine
root production, turnover and life span (Eissenstat and Yanai 1997, 2002;
Eissenstat et al. 2000; Laurenroth and Gill 2003), many questions still remain
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regarding the variation in fine root life span both within and across species.
For example, what are the relative influences of life form (e.g. deciduous
trees versus evergreen trees) and environment on root longevity? Certainly
the former has implications for community composition and ecosystem
function, while the latter is directly relevant to global change issues. The pur-
pose of this review is to explore some generalizations regarding life form and
environment on the life span of fine roots (≤1 mm in diameter). While
doing so I will explore the degree to which variation in root lifespan can be
attributed to species and environmental conditions (Eissenstat and Yanai
2002). Additionally, methodological differences will be discussed.

2 Fine root estimation methodology

2.1 Indirect estimation

Estimating fine root longevity can be difficult due to obvious observational
limitations. Therefore, indirect methods to obtain estimates of root life span are
often employed. Estimating root turnover (yr−1) is the common metric of these
methods, which can then be inverted to give a life span estimate. The most
common method for obtaining turnover is root coring, either sequentially or
using ingrowth cores (Eissenstat and Yanai 2002). For this method, turnover is
calculated by dividing production (kg ha−1 yr−1) by the average, minimum or
maximum standing crop (kg ha−1). Less common methods include nitrogen
(N) or carbon (C) budgeting. The former yields estimates of root turnover 
by the difference between annual net mineralization rate and N uptake
(Nadelhoffer et al. 1985) while C budgeting calculates root turnover by the
difference between soil respiration and root respiration plus above ground
litterfall (Raich and Nadelhoffer 1989). Finally, isotopic tracer techniques
estimate turnover by measuring the dilution of the element at intervals after
label introduction (Caldwell and Camp 1974; Gaudinski et al. 2001). While all
have their respective advantages and disadvantages (Eissenstat and Yanai 2002),
all estimate longevity without directly tracking root births and deaths.

2.2 Direct estimation

Direct observation of roots through rhizotrons, or root observation windows,
offers the advantage of following individual roots through time. Initially large
root boxes (on the order of m2) were used to track roots growing on trans-
parent windows (Fernandez and Caldwell 1975). As technology progressed,



these windows were greatly reduced in size to the current several mm2, which
are more commonly referred to as minirhizotrons (Johnson et al. 2001).
Additionally, computer and software technology has advanced to ease collec-
tion and processing of vast amounts of root images. The major advantage of
this technique is that direct observation allows the tracking of individual
roots or root segments from inception to disappearance. Other advantages
include: sampling at depths of greater than 1 m (Peek et al. 2006), while cor-
ing rarely exceeds the top 0.2 m of soil (Eissenstat and Yanai 2002); no dam-
age to intact roots and the integrity of the soil environment is maintained;
and other useful measures can be obtained such as root architecture
(Milchunas et al. 2005), individual root growth and expansion (Johnson et al.
2001), and neighbour analysis (Wells and Eissenstat 2001).

While the appeal of tracking individual roots through time is attractive,
monitoring roots in this way does have numerous disadvantages. First, func-
tionality of roots often cannot be gleaned. However, it is certainly assumed
that thinner diameter fine roots primarily serve in nutrient and water uptake
while thicker roots are primarily for anchorage and transport (Eissenstat
et al. 2000). Root death sometimes can be related to visible colour changes
in roots (Comas et al. 2000). In their study, white roots were clearly alive and
black roots were demonstrated to be dead while roots that had disappeared
indicated complete decay. However, roots exhibiting various shades of
brown appeared to be in a continuum between reduced metabolic activity
and death when tested with vital stains and respiration measurements (Wells
and Eissenstat 2001; Comas et al. 2000). Furthermore, in arid systems or
other systems where decomposition is slow, senescing or dead roots can per-
sist for long periods of time (Moretto and Distel 2003; Peek et al. 2005).
Additionally, standing crop and productivity estimates are difficult to obtain
with two dimensional images and coring must be done in conjunction with
digital imaging (Johnson et al. 2001). Although the invasiveness of tube
installation is minimal and short lived, significant amounts of time may be
required for the roots to return to steady state conditions (Peek et al. 2006),
and the presence of the tube may create an artificial environment that results
in preferential flow of nutrients and/or water and even the material of the
tube itself may alter root functioning (Withington et al. 2003).

2.3 Direct and indirect comparison

Indirect estimates may overestimate fine root longevity (Luo 2003;
Trumbore and Gaudinski 2003). This can be attributed to differences in the
methods used to infer longevity. Direct methods often estimate median life
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span, recognizing that root life spans are highly skewed right, whereas indi-
rect methods calculate means (or mean residence times) using the methods
described above (Trumbore and Gaudinski 2003). Furthermore, method-
ological differences create situations where fine roots may have been born
and died during the sampling interval, therefore overestimating life span.
Certainly for isotopic labelling techniques this is also true, as the only roots
that are sampled are the longest lived.

In an attempt to quantify whether indirect measures overestimate life span
compared to direct estimates, I examined direct techniques of estimating fine
root life span using the rhizotron technique with the indirect method of soil
coring, either sequential cores or ingrowth (Table 1; Fig. 1). Literature values
were obtained for species of various life forms, where each life form was rep-
resented by each method with the exception of Forbs (Table 1). Indirect
measurements, revealed significantly longer life spans (419±48 days), than
the direct observations (234±38; F1,80 =8.2, P =0.005). This result is robust
since the variability across species and life form was less than the comparison
between methods, resulting in the significantly different means. Furthermore,
five species existed, Fagus sylvatica, Picea abies, Pinus resinosa, Pseudotsuga
menziesii, Schixachyrium scoparium, where estimates were obtained by both
direct and indirect methods. Four of the five estimates were longer for the
indirect techniques compared to the direct technique (Fig. 2). Further sup-
port is provided in a recent study by Hendricks et al. (2006), where they com-
pared all indirect techniques (ingrowth and sequential coring and elemental
budgeting) with the direct minirhizotron technique and concluded that
ingrowth coring and sequential coring yielded lower production estimates
which would correspond to longer lived roots, assuming a constant standing
crop. Reconciling the overestimation of indirect methods and determining if
minirhizotrons provide true estimates of longevity will be challenging and
may require more comparative studies like Hendricks et al. (2006) or incor-
porate sophisticated modelling techniques (Eissenstat and Yanai 2002; Luo
2003; Majdi and Andersson 2005).

2.4 Predicting fine root life span

Predicting fine root longevity from secondary correlates may prove to be
equally difficult. Fine roots are often considered to be the belowground
analogue of leaves and many parallels have been made regarding the struc-
tural, physiological and phenological patterns between roots and leaves
(Eissenstat et al. 2000; Craine and Lee 2003; West et al. 2003). For example,
high rates of photosynthesis relate to high leaf N concentrations, high
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Table 1. Fine root life spans (MLS, median or mean) obtained from literature values either
from direct observation using the rhizotron technique or indirectly using ingrowth cores.
Each species is assigned to one of six growth form categories, C3 grass, C4 grass, deciduous
trees, evergreen trees, forbs or legumes

Species Method MLS Reference

C3 grasses

Festuca rubra Direct 49 Pärtel and Wilson 2001
Lolium perenne Direct 44 Watson et al. 2000
Lolium perenne Direct 13 ”
Bromus tectorum Direct 51 Peek et al. 2005
Agropyron desertorum Direct 45 ”
Lolium perenne Direct 98 Van der Krift and Berendse 2002
Arrhenatherum elatius Direct 280 ”
Molinia cerulea Direct 371 ”
Nardus striata Direct 406 ”
Agropyron repens Indirect 761 Tjoelker et al. 2005
Agrostis scabra Indirect 105 ”
Koeleria cristata Indirect 484 ”
Poa pratensis Indirect 709 ”
Stipa spartea Indirect 1173 ”
Elymus pycnanthus Indirect 102 Bouma et al. 2002

C4 grasses
Bouteloua gracilis Direct 320 Gill et al. 2002
Bouteloua gracilis Direct 180 ”
Aristida stricta Direct 777 West et al. 2003
Schizachyrium scoparium Direct 374 ”
Andropogon gerardii Indirect 710 Tjoelker et al. 2005
Bouteloua curtipendula Indirect 494 ”
Calamovilfa longifolia Indirect 740 ”
Panicum virgatum Indirect 600 ”
Schizachyrium scoparium Indirect 1118 ”
Sorghastrum nutans Indirect 1409 ”
Spartina anglica Indirect 365 Bouma et al. 2002

Deciduous trees
Malus domestica Direct 30 Eissenstat et al. 2000
Citrus spp. Direct 300 ”
Prunus persica Direct 110 Wells et al. 2002b
Prunus persica Direct 140 ”
Prunus avium Direct 18 Black et al. 1998
Acer pseudoplatanus Direct 31 ”
Populus canadensis Direct 38 ”
Populus tristis Direct 149 Coleman et al. 2000
Acer saccharum Direct 346 Hendrick and Pregitzer 1992
Populus deltiodes Direct 438 Kern et al. 2004
Populus deltiodes Direct 511 ”



Table 1. Continued

Species Method MLS Reference

Quercus robur Direct 77 Ponti et al. 2004
Fraxinus oxyphylla Direct 75 ”
Various hardwoods Direct 42 Pregitzer et al. 1993
Various hardwoods Direct 314 Tierney and Fahey 2001
Malus domestica Direct 14 Head 1966
Populus spp. Direct 21 ”
Acer platanoides Direct 591 Withington et al. 2006
Acer pseudoplatanus Direct 902 ”
Fagus sylvatica Direct 208 ”
Quercus robur Direct 358 ”
Tilia cordata Direct 234 ”
Larix deciduas Direct 402 ”
Corylys Americana Indirect 430 Tjoelker et al. 2005
Quercus macrocarpa Indirect 360 ”
Various hardwoods Indirect 369 Fahey and Hughes 1994
Fagus sylvatica Indirect 720 Van Praag et al. 1988

Evergreen trees
Picea sitchensis Direct 63 Black et al. 1998
Pinus resinosa Direct 291 Coleman et al. 2000
Pinus taeda Direct 181 King et al. 2002
Quercus ilex Direct 67 López et al. 2001
Picea abies Direct 450 Majdi 2001
Picea abies Direct 730 Majdi and Andersson 2005
Picea abies Direct 365 ”
Picea abies Indirect 730 ”
Picea abies Indirect 406 ”
Picea abies Indirect 261 Ostonen et al. 2005
Pinus ponderosa Direct 74 Johnson et al. 2000
Pinus resinosa Direct 169 Zeleznik and Dickmann 2004
Juniperus osteosperma Direct 368 Peek et al. 2005
Abies alba Direct 412 Withington et al. 2006
Picea abies Direct 256 ”
Pinus nigra Direct 281 ”
Pinus sylvestris Direct 245 ”
Pseudotsuga menziesii Direct 591 ”
Pseudotsuga menziesii Indirect 190 Santantionio and Grace 1987
Pinus resinosa Indirect 692 Haynes and Gower 1995
Picea abies Indirect 720 Van Praag et al. 1988

Forbs
Achillea millefolium Indirect 241 Tjoelker et al. 2005
Anemone cylindrica Indirect 135 ”
Asclepias syriaca Indirect 768 ”
Asclepias tuberose Indirect 135 ”
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Fig. 1. Comparison of estimation method for determining fine root life span. Estimations
were obtained from data in Table 1 and were broken into two categories: Indirect where life
span was calculated from turnover rates and; Direct where estimates were obtained from
direct root measurement from rhizotron techniques. Least squares means±1 SE are presented

Table 1. Continued

Species Method MLS Reference

Asclepias verticillata Indirect 201 ”
Aster ericoides Indirect 203 ”
Aster nova-angliae Indirect 73 ”
Liastris aspera Indirect 113 ”
Penstemon grandiflorus Indirect 265 ”
Pontentilla arguta Indirect 153 ”
Rudbekia serotina Indirect 191 ”
Solidago nemoralis Indirect 42 ”
Solidago rigida Indirect 267 ”
Solidago speciosa Indirect 433 ”

Legumes
Trifolium repens Direct 42 Watson et al. 2000
Trifolium repens Direct 12 ”
Medicago sativa Direct 131 Goins and Russelle 1996
Desmodium canadense Indirect 150 Tjoelker et al. 2005
Lespediza capitata Indirect 302 ”
Lupinus perennis Indirect 32 ”
Petalostemon purpureum Indirect 562 ”
Petalostemon villosum Indirect 56 ”
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specific leaf area and short leaf longevity. Likewise, high tissue density,
lower maintenance respiration, and larger diameter have been associated
with longer-lived roots (Pregitzer et al. 1997, 1998; Eissenstat et al. 2000).
Additionally, faster growing species tend to invest less in structural tissues
and have shorter leaf and root lifespans (Ryser, 1996). Consequently, fine
root lifespan may be directly related to tissue construction costs and the
return on the carbon investment (Yanai et al. 1995) and even be related to
leaf life span directly given the similarities in suites of traits for many plant
species (Chapin et al. 1993).

While the general consensus on leaf traits correlating with leaf life span
(Reich et al. 1999) is well established, the evidence for this in fine roots still
needs empirical support. There are only a handful of studies that have exam-
ined such traits in roots to find correlates for fine root longevity. Craine and
Lee (2003) and Tjoelker et al. (2005) examined root and leaf traits of 24 
and 39 grassland and savannah species, respectively and found low CO2
exchange, low specific leaf and root lengths and low C:N ratios associated
with long lived roots and leaves. Both of these studies examined species in
natural environments across a range of soil moisture and nutrient availabil-
ities. Two studies have examined leaf and root traits in common garden
experiments (Ryser 1996; Withington et al. 2006). Ryser (1996) showed that
in five different grass species, growth rate and tissue longevity were inversely

Fig. 2. Comparison of 5 species with estimates of direct and indirect fine root life spans. The
five species are Fagus sylvatica, Picea abies, Pinus resinosa, Pseudotsuga menziesii,
Schixachyrium scoparium. Picea abies had four direct and indirect estimates, therefore aver-
aged into a single value for each method
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correlated. While in a 4-year study of 11 temperate tree species, Withington
et al. (2006) found similar results of low C:N root ratios with longer lived
roots, however, there was no direct relationship between leaf longevity and
root longevity, suggesting that leaf traits and/or growth rate may not be good
predictors of root longevity. Furthermore, better predictors were found to
correlate with root life span, such as root exodermis thickening.

3 Environment

Some of the variability in root life spans in the soil can also be associated
with environmental factors. There are broad-scale patterns, such as the asso-
ciation between longer-lived roots and resource-poor environments, with
the notion that longer life is necessary in order to insure that construction
costs are met by the return of water and nutrients for the plant (Eissenstat
and Yanai 1997). Local conditions such as temperature, moisture and nutri-
ents are linked with root length growth, root mortality (Hendrick and
Pregitzer 1993) and decomposition (Silver and Miya 2001). Experimental
manipulations that increased water and nitrogen indicated stimulation of
fine root production (Pregitzer et al. 1993), but the effect on lifespan was
quite variable (see Pärtel and Wilson 2001). However, the question still
remains, under changing conditions, what are the likely factors that will
influence root mortality, and ultimately lifespan?

A promising way to determine whether there are environmental correlates
with root death is to conduct a survival analysis using a Cox proportional
hazard regression model (Cox 1972). This model allows continuous and dis-
crete variables to be entered into the model in order to determine the risk of
mortality of a root at any given point in time. This model is also attractive
due to the nature of the data collected. In most studies, roots are present at
the start of experiment, at the end, or both, so that the actual life spans can-
not be determined. These data are considered to be censored (Allison 1995;
Black et al. 1998). Current maximum likelihood estimation methods are
robust for this treatment (Lee 2004). The major advantage is that any 
number of environmental variables (e.g. soil moisture; soil nutrient avail-
ability; temperature) can be measured and correlated with root mortality.
The hazard risk in the Cox proportional hazard regression refers to the
instantaneous risk of root disappearance, or mortality, at time t. Negative
parameter estimates for a given covariate indicate that increasing values of
the covariate are associated with a decreasing risk of mortality. Alternatively,
a positive parameter estimate indicates that increasing values of the covari-
ate correspond to an increasing risk of mortality. Another useful statistic
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obtained in this analysis is the risk or hazard ratio, which can quantify the
proportional risk as a function of a one-unit increase in the covariate. For
quantitative covariates, the risk ratio can be subtracted from 1 and multi-
plied by 100 to get the percent change in the hazard for each one-unit
increase or decrease in the continuous variable (Allison 1995).

Only a handful of studies have utilized the Cox proportional hazard
model to identify factors that may influence root death, and studies with
strict environmental covariates are even fewer. The first to model this on
roots was Wells and Eissenstat (2001) where they documented a significant
decrease in the risk of root mortality with increasing root diameter. Also, the
presence of neighbouring roots significantly increased the risk of roots
dying. Further studies in savannah bunchgrasses demonstrated that root
cohort production also influences root mortality such that shorter lived
roots were produced under seasonal patterns of lower water availability
(West et al. 2003).

Two studies have examined the effects of soil moisture on risk of mor-
tality. Anderson et al. (2003) provided supplemental water to grape vines
and found mixed effects probably due to other unmeasured environmen-
tal factors relating to seasonality, while Peek et al. (2006) examined fine
root dynamics of three cold desert species of different life form, a peren-
nial shrub, a perennial grass, and an annual grass. In all but one case in
1 year, decreases in soil moisture were associated with an increase in root
disappearance risk. These authors spoke not of mortality, but of root
disappearance due to the limitation of many minirhizotron studies where
functionality cannot be gleaned from roots. Nevertheless, modelling envi-
ronmental variables in this way will identify important variables that
might shorten or lengthen root life span. It is likely, however, that a
combination of several factors influences fine root life span (Anderson
et al. 2003). And these factors may interact with life form and other local
edaphic factors to exhibit different life spans across species and across the
same species growing in different environments. For example, in deserts,
water is most limiting, its presence or absence may have the largest influ-
ence on fine root longevity, while in more mesic systems, nutrients may
play a greater role (Nadelhoffer et al. 1985). The environment component
controlling fine root lifespan is exhibited in a study where identical vari-
eties of Lolium perenne and Trifolium repens were grown in two very
different climates, the United Kingdom and in Italy. Both species exhibited
significantly longer lived roots in the UK environment, with a lower mean
temperatures and higher soil nutrients; though the specific environmental
mechanism for the observed differences could not be determined (Watson
et al. 2000).
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4 Life history/growth form

Faster growing species tend to invest less in structural tissues and have
shorter tissue life spans (Ryser 1996). Therefore, predictions based on
growth form, or tissue structure may be useful in predicting fine root
longevity. However, from published studies, fine root lifespan is highly
variable across species, ranging from weeks (Black et al. 1998) to a few
years (Eissenstat and Yanai 1997) in similar life forms (e.g. trees). Even
within a species, fine root lifespan can range from a few days to many
months depending on the timing of cohort production and other 
characteristics (Anderson et al. 2003). Yet there is only one comparison 
of fine root longevity across different life forms (Tjoelker et al. 2005). In
that study, 39 grassland and savannah species were examined and nega-
tive correlations were found when correlating the log of fine root life span
and both mass-based fine root respiration and N concentration.
Furthermore, they directly compared leaf longevity and root longevity and
found no significant correlation, similar to that of Withington et al.
(2006).

In order to examine the life form question using similar designations
as Tjoelker et al. (2005), I found 96 estimates of fine root life span for 75
different species from published estimates (Table 1, Fig. 3). I looked at
average or median fine root longevity using two methods, direct estima-
tion using the rhizotron technique and indirectly using either sequential
coring or ingrowth cores as described above. Growth forms were divided
into six categories, C3 grasses, C4 grasses, deciduous trees, evergreen
trees, forbs and legumes. Both methods were represented in all categories
with the exception of the forbs, where only indirect estimates were
found. The estimates of life span were then analysed using a one way
ANOVA to test for growth form differences in life span. The data were
log transformed to satisfy homogeneity of variances, but least squared
means are presented from the original data. I found that C4 grasses and
evergreen trees do not have significantly different fine root life spans, but
C4 grasses have greater fine root longevity than all other life forms
(F5,90 = 4.2, P = 0.002; Fig. 3). While one may predict evergreen trees to
have the longest lived roots based on their growth form and leaf
longevity, it was surprising to find C4 grasses with the largest overall
mean of 644 days. Furthermore, deciduous trees were not significantly
different from forbs, C3 grasses or legumes. This signifies the large
amount of variation across species that exists when estimating fine root
life span.
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5 Interactions between life form and environment

Certainly the large degree of variation in fine root life span is a result of the large
number of variables affecting it. For example, studies and reviews have shown
root age (Wells et al. 2002a), fine root order (Wells and Eissenstat 2003), diam-
eter (Wells and Eissenstat 2001), temperature (Pregitzer et al. 2000), nutrients
(Nadelhoffer 2000), CO2 (Tingey et al. 2000), phenology/cohort (West et al.
2003) and growth from (Tjoelker et al. 2005) all influence fine root longevity. A
key question remains: what is the relative proportion of variation attributable
to each? In an attempt to answer this question, I examined different life span
estimates for the same species regardless of study conditions and conducted
an ANOVA for the fixed effect of species. By partitioning the variability
between species, error and total, I was able to determine how much of the
variation is due to species effects, and how much can be attributable to other
factors (e.g. age, diameter, environment, measurement technique). This

Fig. 3. Fine root life span estimates for six growth forms estimated from literature values in
Table 1. Either median or mean values were given for fine roots (≤1 mm diameter). Least
squares means (±1 SE) are reported with different letters indicating significantly different
means using a Tukey adjustment on log-transformed values
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technique is similar to calculating a broad sense heritability estimate in genet-
ics, where researchers are interested in learning how much variability is due
to the additive genetic variance against the total phenotypic variability
(Falconer 1981). I found 13 species with multiple estimates for fine root life
span, (Acer pseudoplatanus, Bouteloua gracilis, Fagus sylvatica, Lolium perenne,
Malus domestica, Picea abies, Pinus resinosa, Populus deltiodes, Prunus persica,
Pseudotsuga menziesii, Quercus robur, Schizachyrium scoparium, Trifolium
repens). Roughly half (r 2= 51) of the variability in the estimate for life span
for these 13 species was due to species effects, while the remainder can be
attributed to other external factors (Table 2). While a limited number of
species are used here due to the lack of literature values, this still emphasizes
the importance both of species and or life form controls versus external fac-
tors. While this still doesn’t address the discrepancies between life forms, it
suggests that a significant degree of variation in life form is due to genetic fac-
tors and advances in functional genomics may yield insights into how life
span is controlled and selected upon (Majdi et al. 2005).

6 Conclusions

Fine root life span remains quite variable both within and across species.
Methodological difficulties in estimating life span have yet to be resolved.
Direct measures seem to be the most promising avenue, but studies are few
due to the expense of minirhizotrons and most are truncated, leaving a large
number of roots still alive at the end of the experiment. However, appropriate
statistical modelling techniques should be used to handle these data. A more
troubling concern is the discrepancy between direct and indirect techniques
for life span estimation. Solutions may be found in complex modelling pro-
cedures. Tissue properties (e.g. respiration rates, C:N ratios) seem to be the
best overall predictor of fine root life span, but the studies that have addressed

Table 2. Analysis of variance table to examine within species variability for different esti-
mates of fine root life span on the same species

Source of variation df SS MS F P (F)

Species 12 1,404,703 117,058 1.79 0.1173

Error 21 1,373,861 65,422

Total 33 2,778,564

r2=0.51 CV=75
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this are purely correlational. In order for this to be a robust predictor, studies
must move from general patterns to manipulation of tissue density and its
affect on life span to ensure a functional prediction. The environment and
species effects on fine root longevity explain roughly equal amounts of varia-
tion. Such a large component of the variability being environmental high-
lights many difficulties when trying to assess longevity. A powerful analysis
tool, the Cox proportional hazard regression, while widely used in other dis-
ciplines, is underused in root research. The power to identify key environ-
mental variables that influence root mortality should prove useful in
explaining variability across many different systems. Certainly the greatest
contribution to understand roots is the generation of significantly more esti-
mates of life span across many different life forms and for the same species in
different environments. Only then can a comprehensive assessment of the
roles of life form, measurement techniques and environment be assessed.
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