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Preface 

In my first microbiology class in 1968, Richard Wodzinki opened his first 
lecture with “Wodzinski’s Laws of Bacteriology.” Those laws were (1) Bacteria 
are very very small, (2) Bacteria are our friends, and (3) Bacteria always 
have the last word. These simple statements motivated a career of curiosity, 
and started me on a wild ride of discovery with my miniscule colleagues. 
The realization that an entity so tiny could mediate critical ecological pro-
cesses observed across scales of kilometers begs for an explanation of how 
populations and communities are distributed within those large spaces. How 
big is a microbial community? Where does one stop and another start? Are 
there rules of organization of the communities into spatially discrete patches, 
and can those patches be correlated with observed processes and process 
rates? 

Over the years I have added what I tell my classes are “Mills’ Corrolaries 
to Wodzinski’s Laws.” With respect to the topic of this volume, the corollaries 
to the first law are: (1a) But there are a whole lot of them, and (1b) They can 
grow very very fast. Again, distribution in space and time is a central theme, 
and it has motivated much of my effort over the last 30 years. 

Whether they were inspired by catchy (but meaningful and correct) phrases, 
or not, the theme has also captured the attention of some excellent micro-
biologists, and they have agreed to share their observations with us in this 
volume. There is much activity in this area at present, and this volume will no 
doubt be incomplete when it becomes available. Nevertheless, we all hope 
that it helps our current and future colleagues to appreciate the importance of 
spatial scale and spatial distribution in the understanding of just how the 
“very small” microbes manage to do so very much. 

Aaron L. Mills, January 2007 
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Chapter 1 

INTRODUCTION 
The importance of microbial distribution in space and spatial 
scale to microbial ecology 

Rima B. Franklin1 and Aaron L. Mills2 

1

2

USA 

Abstract: Microorganisms are very small, and their individual effects are equally 
miniscule. Their effects on ecosystems, however, are felt at the landscape 

Keywords: bacteria, spatial distribution, community analysis, multiscale, interaction scale 

1. INTRODUCTION 

Because individuals can react only to their local environment, all ecological 
interactions are intrinsically spatial. It is the local environment that affects 
nutrient or food uptake, competition, or predation risk, and therefore in-
directly controls growth, movement, reproduction, and survival. Conversely, 

because the microbes themselves are very small, e.g., individual bacteria are 
usually <2 µm long. While some aspects of the environment (e.g., temp-
erature and pressure) may be the same at both the macro- and microscales, 

Nevertheless, most studies in microbial ecology are performed at larger 

scale. To understand how their aggregate activities are arranged on these land- 
scapes, microbes must be studied at a variety of scales, from the microscopic
to the regional, and those scales must eventually be reconciled. 

to themselves. For microorganisms, the “local” environment is quite small 
individuals can only influence conditions in the area immediately adjacent

bulk measurements of other environmental variables (e.g., nutrient con- 
centration and moisture content) may not accurately reflect the local con- 
ditions affecting an individual microorganism or a microbial assemblage. 

Department of Biology, Virginia Commonwealth University, Richmond, VA 23284 USA; 
Laboratory of Microbial Ecology, University of Virginia, Charlottesville, VA 22904-4123 
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spatial scales, using sample sizes that are determined by the observer’s

Brock (1987) proposed that in order to appropriately study the ecology of 
microorganisms, i.e., bacteria, efforts must focus on scales important to 
individual bacterial cells. He maintained that this is the “only way we can 
really see organisms in their actual environments,” and “without knowing 
where these organisms lived, (how) can we make any sense” out of eco-
logical analyses. Given that a single milliliter (1 cm3) of unpolluted surface 
water typically contains around 106 bacteria, and soils can contain up to 1010 
microorganisms in a single gram, it is a daunting task to study microbial 
ecology at the level of the individual. Moreover, the small size of micro-
organisms and the hyperdiversity of microbial communities mean that Brock’s 
challenge is still currently insurmountable for all but a few narrowly defined 
questions. 

Not only are ecological approaches that rely on the identification and 
classification of individual members of a microbial community impractical, 
once completed, such a study would only be able to describe a very small 
geographic area within an ecosystem. The primary interest of most 
environmental scientists is in how microbial activity is manifested at larger 
spatial scales and how that activity controls nutrient cycling, decomposition, 
primary productivity, and other microbially mediated ecosystem functions 
at scales that are relevant to humans. The total capacity of microbial 
communities at these larger scales can be thought of as the sum of the 
activity of several “unit communities” of microorganisms (Swift, 1984), in 
separate microhabitats, whose individual activities are pooled into what 
scientists observe at the field or landscape scale. In order to understand well 
how these units fit together and how their combined activity contributes  

particular, the size and distribution of these unit communities (patches) must 
be known along with the biological implications of the interactions among 
neighboring patches, and how variations in the macro-environment may alter 
these relationships and influence the activity of the patches. Furthermore, 
we need to know how the distribution of those patches controls the dis-
tribution of observed activities on the landscape. Indeed, one might consider 
individual microbes to be elements of a mosaic that becomes a coherent 

perception of environmental variability or by the particular analytical tech-
nique to be employed, and rarely consider the small spatial scale at which
individuals may actually interact with one another and the environment.
Furthermore, because the importance of microorganisms to ecosystems is 
in terms of their mediation of larger-scale ecological processes, investiga-
tions generally reflect the spatial extents thought to be appropriate for those 
processes. 

to overall ecosystem function, the small-scale spatial distribution of micro- 
organisms and microbial communities must be understood better. In 
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image in terms of the distribution of functions within the landscape only 
when viewed from a much larger scale (Fig. 1-1). 

Figure 1-1. Illustrative example of scale resolution for microbial communities. At the scale of 
the organism (A), patchiness and inability to sample adequately make correlation of bio-
logical properties with physical and chemical observations impossible. When the micro-
organisms are “remotely sensed” as communities, the correlation between community and 
system properties becomes more coherent, until at some point (usually at the scale at which 

(Photograph from NASA.) 

physical and chemical measurements can be extrapolated across reasonable character-
istic lengths) the picture of community ecosystem interactions becomes coherent (E–F). 
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Despite the importance of spatial variability in environmental micro-
biology, studies that specifically consider spatial scale when examining the 
distribution patterns of microorganisms are still rare. Most often, when 
microbial ecologists publish papers describing the “spatial variation” or 
“spatial distribution” of bacteria in the environment, they are either reporting 
the results of studies monitoring the distribution of individuals at the micro-
scale (Dandurand et al., 1995, 1997; Dechesne et al., 2003; Grundmann and 
Normand, 2000; Jordan and Maier, 1999; Nunan et al., 2001), or they are 
discussing patterns observed at the landscape or regional scale (Blum et al., 
2004; Cho and Tiedje, 2000; Finlay et al., 1996, 1999, 2001; Fulthorpe et al., 
1998; GarciaPichel et al., 1996; Green et al., 2004; Teske et al., 2000). Much 
less research effort has been directed toward understanding spatial scale and 
variation in microbial communities at distances intermediate to those dis-
cussed above, i.e., from centimeters to a few hundreds of meters (see, e.g., 
Franklin et al., 2000, 2002; Franklin and Mills, 2003; Parkin, 1993). 

2. THE INDIVIDUAL SCALE 

Compared with the patches of activities that human investigators observe at 
the field scales, microbes are very small. They are, however, very numerous, 
and their communities are hyperdiverse (Roberts et al., 2004). Furthermore, 
turnover of microbes occurs very rapidly as compared with other organisms. 
As a result, the impact of microbes on the landscape is significant. Our 
miniscule friends have the last word in many landscape scale processes, e.g., 
the oxidation of carbon, the regeneration of nutrients, the breakdown of 
contaminants, the acceleration of mineral weathering, and microbes may 
even affect climate change through their addition of methane and other 
greenhouse gases to the atmosphere. 

As individuals, the effect of microbes is nearly as small as their cell sizes 
and their impact on the landscape is equally miniscule. However, when the 
ecology of the microbes as opposed to microbes in ecology is examined, the 
small scale becomes the relevant scale. Competition, or cooperation, bet-
ween individual cells and cell–cell communication occur at scales similar to 
that of the microbial cell itself. At scales of individual bacteria, diffusion 
processes dominate transfers of dissolved materials to and from the cells. 

An “interaction distance” can be defined as the distance over which a cell 
can effect a change in the concentration of some solute. For example, one 
might ask at what distance from a cell will dissolved oxygen be noticeably 
reduced from the bulk solution concentration, if the cell is using oxygen as 
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fast as it can be supplied to the cell by diffusion? In essence, this describes a 
steady-state situation for a perfectly absorbing sphere. (Note that cell growth 
and division are ignored for purposes of this illustration.) This situation 
would define the maximum interaction distance, as the concentration of the 
diffusing material should be zero at the cell, thus yielding the greatest 
concentration gradient possible for that compound. The problem has been 

opposed to the effect of the cells on the surrounding environment. The 
illustration presented here focuses on the distance over which a single cell 
would alter chemical concentrations in its local environment. 

The flux of material to a spherical microbe that is using a limiting 
(nutrient) material as quickly as it can be delivered to the cell from the 
medium can be used to determine the concentration of the nutrient at a point 
some distance from the cell. That flux is represented by the advection–
dispersion equation: 

x
Cu

x
CD

t
C

∂
∂

−
∂
∂

=
∂
∂

2

2

 (1) 

where C is the concentration of the dissolved substance (e.g., dissolved 
oxygen) (M·L−3), D is the diffusion coefficient (L2·T−1) (because dispersion 
in the static case is due entirely to molecular diffusion), u is the advection 
coefficient (L·T−1), and x is distance (L). In the static case, there is no water 
movement and therefore no advection (i.e., u = 0), and Eq. (1) simplifies to 

2

2

x
CD

t
C

∂

∂
=

∂
∂

 (2) 

If steady-state conditions are assumed, then ∂C/∂t = 0, and the equation 
further simplifies to 

02

2

=
∂

∂

x
CD  (3) 

which is a form of the Laplace equation. In turn, the Laplace equation can be 
rewritten for spherical coordinates as 

 

to and from microbial cells (Berg, 1983; Schulz and Jørgensen, 2001) as 
addressed by several investigators with concerns about fluxes of materials
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where r = the radius of the sphere as defined earlier (O’Neil, 1991). The 
solution to this equation is lengthy but it has been published in a number of 
places (O’Neil, 1991). The solution does not require inclusion of D, as the 
steady-state assumption means that the perfect-sorption property of the 
microbial cell exactly counterbalances the delivery of the nutrient material to 
the cell. Specifically, the solution reduces to 

 

⎟
⎠
⎞

⎜
⎝
⎛ −= ∞ r

r
CCr

01  (5) 

 
where Cr is the solution concentration at distance, r, from the center of the 
cell, r0 is the radius of the cell. The specific boundary conditions are 

( ) 0
0

=rC  (the concentration within the cell, and at its surface, is zero) and 
C∞ = concentration in the bulk solution. Because Cr → C∞ asymptotically as 
r → ∞, the solution must be considered over some finite distance. Note that 
this solution is a rearrangement of the equation (derived differently) 
presented by Berg (1983) in his discussion of diffusion processes in 

r
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 (6) 

Thus, at a distance from the center of the cell equal to 20 times the cell 
radius, the concentration of the diffusing nutrient will be 95% of the bulk 
solution concentration. Thus, for a 1 µm diameter cell, that distance is only 
10 µm (Fig. 1-2). For smaller changes in concentration, the (interaction) 
 

biological systems. Using Eq. (5), the distance at which the solution con- 
centration, C , has been reduced by 5% can be determined as: 
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Figure 1-2. Change in concentration with distance from the center of a 1 µm diameter 
perfectly absorbing cell (filled circles and solid line). Hasured area represents the radius of the 
cell so that the concentration profile begins at the cell surface. Equation (5) can also be used 
to generate a profile for cells that are not perfectly absorbing. In such cases the steady-state 
assumption still holds, but applies to the uptake of the diffusing solute. The open circles and 
dotted line show the profile for a cell that absorbs the solute to maintain a steady-state 
concentration at the surface of 40% of the bulk solution concentration. 

distance increases, such that for a 1% reduction in the bulk-solution 
concentration, the distance is 50 µm (Table 1-1). 

Although this example considers the case of consumption, an analog for 
production of a compound could easily be constructed, as long as the con-
centration of the product produced by the cell and diffusing away from the 
cell is known at the cell surface (in these simple calculation, it has been 
assumed that the concentration on the surface equals the internal cellular 
concentration). Obviously, the interaction distance calculated here is affected 
by the presence of other cells separated by distances less than twice the 
interaction distance, and it should be obvious that more cells will sub-
stantially alter the concentration of solute in the vicinity of the group. This 
calculation does, however, demonstrate the scale at which the effects of 
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Table 1-1. Distance, under steady-state conditions, at which solute concentration is some 
specific fraction of the bulk solution concentration. The second and third columns refer to the 
distance from the center of the cell and the distance from the cell surface, respectively. 

Cr/C∞ R (µm) r – r0 (µm) 
0.999 500 499.5 
0.99 50 49.5 
0.95 10.0 10.5 
0.90 5.0 4.5 
0.75 2.0 1.5 
0.50 1.0 0.5 
0.25 0.67 0.17 
0.10 0.56 0.06 

 
single cells may be felt, and demonstrates how important are the large 
numbers of organisms (Whitman et al., 1998) in effecting processes at the 
landscape scale. 

3. METHODOLOGICAL LIMITATIONS 
ASSOCIATED WITH COMMUNITY ANALYSIS 

When macroorganismal ecologists set out to investigate community organi-
zation and spatial variability, the studies usually involve identifying the 
individuals in an area and recording their locations, relative to one another. 
However, there are a number of attributes of microbial communities that limit 
the use of such an approach, and many methodological constraints have thus 
far hampered the ability to study microbial diversity. In particular, the small 
size of microorganisms means that they are difficult to visualize. Even with 
the aid of a microscope, the lack of morphological distinctiveness among 
types makes the visual classification of individuals into different taxonomic 
groups impossible. Moreover, the tremendous abundance of organisms in 
microbial communities means that the task of sorting them is overwhelming. 
Another difficulty is in developing and implementing sampling methods 
that preserve the spatial distribution of microorganisms within the native 
environmental matrix during sample collection and processing. In addition, 
the hyperdiversity of microbial communities means that the use of such an 
individual-based approach is impractical in many cases; for example, micro-
bial communities in soil have been shown to contain up to 10,000 types 
(species) in a single 30 g sample (Torsvik et al., 1996, 1998), and it has been 
proposed that the oceans may contain 2 × 106 types (Curtis et al., 2002). 
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4. 
TO MICROBIAL COMMUNITY ANALYSIS 

In order to comprehend the full extent of the relationships within a microbial 
community, and between a community and its surroundings, researchers 
must be able to evaluate attributes for the assemblage without relying on 
microbial growth and culture-based techniques for detection or identification 
of individuals. This need has led to the development of several approaches 
that use “whole-community samples” for analysis. The basic premise behind 
the approach is that all of the organisms in a sample are analyzed as a unit, 
and relative comparisons are made between communities based on overall 
characteristics manifested by the different mixtures of organisms. In order to 
monitor structural differences in microbial communities, most of the 
research has focused on the analysis of whole-community DNA samples, 
and several new molecular genetic approaches have recently emerged (to be 
 

 
Culture-based studies provide the framework from which microbial eco-

logists derive much of their current understanding of microbial interactions 
and community dynamics. However, it is well documented that cultural tech-
niques are both selective and unrepresentative of the total microbial community. 
Some studies propose that <1% of microorganisms in the environment can 
be cultured in the laboratory (Holben, 1994), and that between only 1% and 
5% of the microorganisms on earth have even been identified and named 
(Kennedy and Gewin, 1997), though there is little specific evidence to support 
the accuracy of these estimates. Since the application of molecular biological 
methods to microbial ecology in the mid-1980s, many new, previously un-
cultivated, microorganisms have been identified. Whole groups of organisms, 
known only from molecular sequences, are now believed to be quantitatively 
significant in many environments. In particular, the use of 16S-rRNA gene 
sequences has brought about a new era of microbial systematics, and it has 
become quite popular to survey microbial community diversity using poly-
merase chain reaction (PCR) and 16S-rRNA/DNA-based methods. The 16S-
rRNA genes contain highly conserved sequence domains interspersed with 
more variable regions, and comparative analysis of rRNA sequences can 
identify “signature sequence motifs” that are targets for evolutionary-based 
identification (Theron and Cloete, 2000). The use of PCR amplification of 
16S-rRNA genes and subsequent cloning has allowed “identification” of a 
number of new “species”; however, a tremendous portion of the microbiota 
remains unexplored. 

“WHOLE-COMMUNITY” APPROACHES  
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discussed). Similarly, the lipid content of microbial cells (e.g., phospholipid 
ester-linked fatty acids, PLFA (Tunlid and White, 1990) and fatty acid 
methyl esters, FAME (Kennedy, 1994)) may be used to monitor community 
composition (Laczko et al., 1997; Zogg et al., 1997). However, many subsets 
of the microbial community respond to stressful conditions in their micro-
environment by shifting lipid composition (Kieft et al., 1997; White et al., 
1997), confounding the interpretation of the phospholipid patterns and signa-
tures. Another commonly used whole-community approach is community-
level physiological profiling (CLPP), where patterns in carbon substrate 
utilization are compared for different communities (Garland and Mills, 1991; 
Garland et al., 2003). 

5. MOLECULAR GENETIC TECHNIQUES  
FOR COMPARING COMMUNITY STRUCTURE 

Modern molecular approaches have been extended from examination of 
populations to the community level as well. For more detail on the use and 
development of these methods (see Dahllof, 2002; Johnsen et al., 2001; 
Kozdroj and van Elsas, 2001; Theron and Cloete, 2000; Torsvik et al., 2002). 
As discussed above, most of the recent research using the whole-community 
approach in microbial ecology has focused on the analysis of the combined 
genetic material (either DNA or RNA) from a community sample. However, 
many of these techniques (e.g., DNA hybridization (Griffiths et al., 1996; 
Lee and Fuhrman, 1990, 1991), percent G + C content (Holben and Harris, 
1995), or DNA reassociation kinetics (C0t curves) (Torsvik et al., 1990, 
1994)) require a fairly large environmental sample in order to obtain enough 
genetic material for analysis. The need for large quantities of DNA often 
means that sample collection can be very time-consuming (e.g., filtering 
large volumes of water), and that samples may need to be gathered over a 
relatively large area (e.g., several grams of soil), making it impossible to 
examine small-scale spatial differences in community structure. Moreover, 
the analyses themselves are very time-consuming, which further limits the 
feasibility of large and comprehensive studies of microbial community 
dynamics. Technological development over the last several years has helped 
reduce this problem, and the introduction of PCR-based methods now 
permits more rapid analysis using smaller sample sizes. 

 

Recently, the use of PCR-based “DNA fingerprinting” for the analysis

PCR-based DNA fingerprinting techniques include: denaturing gradient 
gel electrophoresis (DGGE; Muyzer, 1999; Muyzer et al., 1993), amplified 

of microbial communities has become very popular. Commonly used
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ribosomal DNA restriction analysis (ARDRA; Massol-Deya et al., 1995), 
terminal restriction fragment length polymorphism (T-RFLP; Liu et al., 
1997; Marsh, 1999), randomly amplified polymorphic DNA (RAPD; 
Franklin et al., 1999; Wikstrom et al., 1999, 2000; Williams et al., 1993), 
and amplified fragment length polymorphism (AFLP; Franklin et al., 2001; 
Franklin and Mills, 2003; Zabeau and Vos, 1993). These methods can be 
broadly categorized into two groups: (i) approaches where specific primers, 
designed to amplify certain known genes or sections of a genome, are used 
to direct the PCR (e.g., DGGE, ARDRA, and T-RFLP), or (ii) approaches 
where the PCR amplification is based on the distribution of random 
sequences throughout the DNA sample (e.g., RAPD and AFLP). When 
specific primers are used to study microbial communities, the 16S rRNA 
gene is most often considered. 

There are several additional molecular biological techniques that have 
recently emerged for the study of microbial communities, and should be 
briefly mentioned. Specifically, the novel application of nucleic acid array 
technology to microbial community analysis may provide an efficient means 
to assess the presence of organisms or the expression of genes in com-
munities. However, the performance of microarray hybridization in environ-
mental studies has yet to be carefully evaluated, and a number of technological 
challenges need to be solved before this method can reliably inventory 
complex samples (Zhou, 2003; Zhou and Thompson, 2002). Another impor-
tant technique that is being refined is fluorescence in situ hybridization 
(FISH) with rRNA-targeted probes in combination with microscopy or flow 
cytometry (Handelsman and Smalla, 2003). FISH has the unique potential to 
study the composition of bacterial communities in situ and may also be used 
to provide new ways to link structure and function in microbial ecology 
studies (Wagner et al., 2003). While these techniques present a tremendous 
opportunity to examine microbial community dynamics in a wide variety 
of systems, they are nevertheless confined to “accessible” and previously 
encountered organisms. In order to apply either FISH or DNA microarrays, 
some portion of the genetic sequence of the individuals of interest must be 
available. 

6. SPATIAL HETEROGENEITY IN MICROBIAL 
SYSTEMS 

interaction of a hierarchical series of interrelated variables that fluctuate at 
many different spatial and temporal scales. These physical, chemical, and 
biological variables may combine to influence the abundance, diversity, and 

In natural systems, environmental heterogeneity arises as a result of the 
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activity of microorganisms at many different spatial scales. These properties 
do not vary independently; rather, the general perception is that any such 
variable measured at a certain point in space and time is the outcome of 
several processes, all of which are spatially variable. It is thought that the 
relative role of different environmental forces may vary across scales and 
among ecological systems, and one of the major challenges for the discipline 
of ecology is to measure the relative strengths of these factors in natural 
ecosystems, examine the interactions among them, and combine this 
information in an effort to explain the patterns of organism distribution, 
abundance, and function. 

Studies of spatial organization in microbial systems may be broadly 
categorized into four scales of interest: microscale, plot scale, field or land-
scape scale, and regional scale (Parkin, 1993). Within each of these scales/ 
categories, multiple levels of organization may exist. Often, the hierarchical 
levels are nested so that high-level units consist of aggregations of lower-
level units, though the boundaries between levels are not usually visible. 
Many of the studies that have considered spatial variability in microbial 
ecology focus on a single scale, though it has been suggested that, because 
of the hierarchical nature of spatial variability, multiscale analyses of spatial 
variability are needed in order to fully represent the complexity of natural 
systems (Benedetti-Cecchi, 2001). 

Because spatial variability can manifest at many different scales, the 

several characteristic properties: grain size, sampling interval, and extent 
(Legendre and Legendre, 1998). Grain size is the size of the elementary 
sampling units (e.g., the volume of sample), and defines the resolution of the 
study (Schneider, 1994). Sampling interval is the average distance between 
sampling units, and the extent is the total area included in the study. 
Depending on the ecological question being addressed, and what is already 
known about the scale of the process of interest, the dimensions of these 
components vary. For a given sampling design, no structure can be detected 
that is smaller than the grain size or larger than the extent of the study. In 
this way, the sampling design defines the observational window for spatial 
pattern analysis (Legendre and Legendre, 1998). These concepts will be 
further discussed in Chapter 2. 

6.1. “Local” controls on the spatial distribution  
of microorganisms 

guilds, and communities at larger spatial scales (centimeters to plot scale), it 
To study adequately the spatial distribution of microbial populations, 

et al., 2000; Levin, 1992). In sampling theory, spatial scale is defined by 
patterns one observes depend greatly on the scale of observation (Avois,
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is important to understand the factors that control the distribution of 
individuals and populations at the microscale. Microorganisms are generally 
said to inhabit “microhabitats,” but this term is poorly defined, and the 
meaning differs for different types of organisms (e.g., fungi versus bacteria) 
and in different systems (e.g., soil versus aquatic). For example, bacterial 
development in soils is probably influenced by conditions within only a few 
microns (see earlier analysis), while a fungus has the advantage of being 
able to extend beyond its immediate surroundings, using its hyphae in much 
the same way as a plant uses its root system (Harris, 1994). For this reason, 
a fungus may experience a degree of averaging of soil conditions, and is 
not restricted to as small of a microhabitat as a bacterium (Parkin, 1993). In 
aquatic systems, the more diffuse nature of the environmental matrix may 
mean that microbes are impacted by environmental variability existing at a 
broader spatial scale, compared to a more highly structured soil matrix. Like 
the interaction distance mentioned earlier, the size of a microhabitat may be 
defined by the physical and chemical environment directly adjacent to the 
microbial cell or colony (Parkin, 1993), and, in this regard, is not a fixed 
unit. Its size is operationally dependent upon the specific process or micro-
organism under study, and the nature of the environmental matrix within 
which the organism resides. 

organisms and microbial community composition. For an organism to be 
present in a system, it must either evolve there or be transported from 
another site, so the spatial continuity of microhabitats may help control 
the distribution patterns of microorganisms at many different scales. More-
over, spatial continuity and transport of microorganisms may influence the 
response of a microbial community to a disturbance. In particular, the fre-

invasive microorganism in an ecosystem. Practical applications include 
determining the distribution of plant pathogens in an agricultural system or 

colonization success for these types of organisms. Colonization success may 
be greater in a heterogeneous system, because a spatially heterogeneous 
environment is more likely to include a microenvironment that is hospitable 
to the new organism. However, in a diverse and spatially heterogeneous 
habitat, the number of occurrences of this ideal microenvironment may be 

an important issue that may help control the spatial distribution of micro-
The distance between, and “reachability” of, different microhabitats is

quency or extent to which a disturbed system is inoculated with new or-
ganisms from “nearby” or “connected” communities could have a strong
influence on system recovery. Similarly, this type of information could 
be useful for predicting the distribution and persistence of a nonnative or 

it is unclear what the relationship is between spatial heterogeneity and 
taminated environment for the purposes of bioremediation. At this point, 
judging the success of an intentionally introduced organism placed in a con- 
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small, in which case spatial heterogeneity may make it more difficult for an 
invasive/introduced organism to achieve dominance and thus have a major 
influence on the ecosystem. 

Bacterial colonization can occur due to active movement of an organism 
to a new site, or through passive transport by other agents (e.g., water or 
animals) (Harris, 1994). Though little is known about the importance of 
bacterial motility on colonization, it is generally assumed that active move-

sport pathways, and the spatial extend over which each may be important. 
A central question that follows from an investigation of transport of micro-
organisms is to what extent can an isolated cell survive and successfully 
colonize a given location. After a cell arrives at a colonization site, it could 
exist in a resting stage for some period of time, it could die, or it could grow 
and reproduce, potentially providing a seed for further colonization of 
another location. Which of these scenarios takes place is likely determined 
by resource availability and by interactions with other community members. 
The ability to predict colonization efficiency then requires increased research 
into several questions of fundamental ecological importance, including habitat 
suitability, invasibility of existing communities, and interactions among com-
munity members (e.g., competition, predation, and synergistic or mutualistic 
relationships). As scientists learn more about these phenomena, especially at 
scales relevant to individual microbes, they will become better able to 
predict the persistence of unique organisms in a new habitat. This type of 
knowledge about the microscale variation in microbial communities is 
necessary for understanding the mechanisms behind microbial community 
formation and maintenance, and for evaluating the stability and resilience of 
these communities. 

In addition to the topics discussed above, spatial heterogeneity may help 
control community composition and diversity by altering biological inter-
actions among organisms and through habitat partitioning. In particular, it is 
thought that spatial heterogeneity plays an important role in determining 
diversity, as spatial structure in microenvironments can increase niche 
complexity. This increased niche complexity may create favorable habitat 
space for many types of organisms, with very different physiological require-
ments, within a rather small area. Similarly, if the habitat is subdivided into 
many separate pockets of resources, populations may avoid competition by 
physical isolation, and this is thought to contribute to the tremendous micro-
bial diversity seen in soils (Zhou et al., 2002). Habitat partitioning can also 
influence predation, and thus exert a strong indirect control on community 
composition. 

research is necessary to investigate the relative importance of these two tran-
ment is relatively small compared to other dispersive processes. More
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The plausibility of spatial structure (e.g., patchiness) at small scales in 
microbial systems has been intensively debated in the past (Azam and 
Ammerman, 1984; Fenchel, 1984; Lehman and Scavia, 1982; Levin and 
Segal, 1976; Sieburth, 1984); however, a great deal of evidence is now avail-
able to demonstrate that this type of microscale patchiness is widespread 
(Blackburn and Fenchel, 1999; Blackburn et al., 1998; Duarte and Vaqué, 
1992; Grundmann and Debouzie, 2000; Krembs et al., 1998; Long and Azam, 
2001; Nunan et al., 2002). A prerequisite for such an analysis is the con-
servation of the native state of the environmental sample such that the in situ 
distribution of the inhabitants and the environmental components are pre-
served. One strategy for investigating microorganisms within their natural 
spatial distribution is by embedding the samples in a material such as aga-

Decho, 2002; Manz et al., 2000; Nunan et al., 2001) prior to analysis. In 
aquatic systems, a spatial information preservation (SIP) method has been 
applied, which is based on rapidly freezing small samples of water as a 
means of maintaining the three-dimensional particle distribution for micro-
scopic analysis (Krembs et al., 1998). 

In soils, one-dimensional microscale data has been collected along  
soil transects (Grundmann and Debouzie, 2000) and along plant roots 
(Dandurand et al., 1995), and nonrandom spatial patterns of bacteria have 
been identified. More recently, efforts have focused on analyzing the two- 
(Dandurand et al., 1995; Nunan et al., 2001) and three-dimensional (Dechesne 
et al., 2003; Grundmann et al., 2001) distribution of microorganisms by inte-
grating the analysis of multiple “microsamples.” The results indicate that the 
microhabitat distributions in soil probably involve an array of colonized 
patch sizes, and the location of different nutrient sources is thought to be 
one of the major factors determining the distribution of bacteria in soil 
(Dechesne et al., 2003). For example, the distribution of particulate carbon 
may have a strong influence on the small-scale variations in bacteria 
abundance (Parkin, 1987; Wachinger et al., 2000). However, the situation is 
more complex, and less well understood, for soluble substrates (Dechesne 
et al., 2003). In aquatic systems, most of the previous work on very small-
scale patchiness has been based on “cluster” hypotheses, including the proposal 
that bacteria actively congregate around phytoplankton cells (i.e., the phyco-
sphere concept (Azam and Ammerman, 1984; Bell and Mitchell, 1972)) or 
particulate organic matter (Long and Azam, 2001) to enhance their exposure 
to growth substrates. For example, direct manipulation of water samples via 
the addition of algal detritus has been shown to stimulate the formation of 
nanoscale patches of lake bacterioplankton (Krembs et al., 1998). In order to 
 

et al., 1994; Rothemund et al., 1996), and hard setting resins (Kawaguchi and 
rose (Macnaughton et al., 1996), paraffin wax (Licht et al., 1996; Poulsen
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determine the biological and environmental significance of this type of patchi-
ness, it will be necessary to determine how common the phenomenon is in 
space and time and in different environments. If patchiness at these scales is 
widespread, as many investigators now believe, it may mean that rate processes 
that are concentration dependent are being miscalculated (Krembs et al., 1998). 

6.2. Variability at larger spatial scales 

In general, the grain size used for collecting environmental samples of micro-
bial communities is too large to permit analysis of the location or activity of 
individual organisms, and most of the work looking at microbial community 
spatial variability examines larger scales. Studies in agricultural soils have 
demonstrated that significant spatial heterogeneity may exist for micro-
biological processes (Bending et al., 2001; Grundmann and Debouzie, 2000), 
community structure (Balser and Firestone, 1996; Cavigelli et al., 1995; 
Franklin and Mills, 2003), and abundance (Nunan et al., 2001; Wollum and 
Cassel, 1984); patch size estimates range widely from as small as 2 mm 
(Grundmann and Debouzie, 2000) to nearly 10 m (Franklin and Mills, 2003). 
Similar studies have been conducted in grassland and forest soils (Both  
et al., 1992; Kuperman et al., 1998; Morris and Boerner, 1999; Ritz et al., 
2004; Robertson and Tiedje, 1988; Saetre and Bååth, 2000), in a shallow 
coastal aquifer (Franklin et al., 2000), and in the open ocean (Duarte and 
Vaqué, 1992; Mackas, 1984). For salt marsh and marine sediments, variation 
has been examined at small scales (i.e., <1 m2; Berardesco et al., 1998; 
Danovaro et al., 2001; Franklin et al., 2002; Scala and Kerkhof, 2000), at 
intermediate (<150 m; Moran et al., 1987; Scala and Kerkhof, 2000), and at 
larger distances (kilometer; Green et al., 2004; Scala and Kerkhof, 2000). 
In general, all of these studies concluded that microbial communities are 
organized at a variety of spatial scales, which likely reflect the scales of 
heterogeneity in the distribution of physical and chemical properties for the 
environment under investigation. Most of this work has considered more 
general community properties (e.g., total abundance, biomass, or activity 
(Duarte and Vaqué, 1992; Moran et al., 1987; Morris and Boerner, 1999)), 
while relatively few studies have examined the distribution of microbial 
community structure (Balser and Firestone, 1996; Both et al., 1992; Mackas, 
1984; Saetre and Bååth, 2000). 

6.3. Hierarchical scales of organization 

Given that environmental factors do not necessarily operate independently, 
or at distinct spatial scales, studying microbial systems using a single 
analytical scale cannot provide a complete understanding of community 
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dynamics. Multiscale comparisons, in which patterns are analyzed at several 
different spatial scales, may be more useful when trying to identify the 
factors that control community development. Conclusions about the organi-
zation of microbial communities, the effect of disturbance, or the roles of 
various limiting factors are likely to differ at different spatial scales (Wiens 
et al., 1986). Moreover, the characterization of microbial communities at 
several different scales may help explain paradoxes that arise when different 
investigators, studying similar communities but at different scales, arrive at 
different conclusions about the factors that structure those communities. 
These disagreements may reflect viewpoints of different scales, and not 
differences in the way communities are organized (Rahel, 1990). 

Recently, scientists have begun to focus on multiscale comparisons, and 
have found evidence for nested scales of spatial structure in microbial 
communities (Ettema and Wardle, 2002; Robertson and Gross, 1994; Saetre 
and Bååth, 2000; Stenger et al., 2002). For example, Nunan et al. (2002) 
studied the spatial distribution of soil bacteria at three different scales, 
ranging from micrometers to meters, and found that the distribution of 
individual bacterial cells was organized at two scales in the subsoil, and at a 
single scale in the topsoil. Franklin and Mills (2003), examined spatial 
structure in a detailed examination of an agricultural (top) soil and found 
definite multiscale structure (Fig. 1-3). Arrangements of communities that 

(Fig. 1-4). Such an arrangement suggests that patch distribution might be 
described by some fractal geometry, although no specific studies on such a 
description have yet been reported. 

Studies conducted in agricultural and shrub-steppe ecosystems suggest 
that microbial biomass and activity may be spatially dependent at scales <1 
m, nested within a larger scale related to variations at the landscape level 
(Robertson et al., 1997; Ronimus et al., 1997; Smith et al., 1994). The presence 
of nested scales of variation suggests that the various factors regulating the 
development of microbial communities in the soil ecosystems may operate at 
different scales (Robertson and Gross, 1994), and a simultaneous analysis of 
the multiscale spatial variability of microbial community structure and the 
associated microenvironment could help identify these factors and determine 
their relative influence. 

 
 
 
 
 

could produce such a structure have not been documented, but one possi-
bility that could explain the nested structure would be “clusters of clusters” 
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Figure 1-3. Geostatistical analysis of similarity data for soil microbial communities in an 
eastern Virginia wheat field showing nested spatial structure. All the points are from the same 
data set, but the models were developed by splitting the set into two parts. The soild circles 
represent the data used to make the shorter range “variogram” and the open circles represent 
the longer range (range values are presented with the appropriate data). 

7. ECOLOGICAL CONTEXT AND MOTIVATION 

Increased research into the spatial distribution of microorganisms and micro-
bial communities has many ecological and environmental applications. For 
example, scientists are often interested in understanding issues of scale 
(spatial and temporal), in part, because of a desire to make predictions about 
ecosystem processes using information gathered at a smaller scale, or vice 
versa, i.e., upscaling and downscaling (Stein et al., 2001). This is a pressing 
issue because calculations of the effects of human activities on ecosystems 

 
often need to be made at spatial scales that far exceed the scale at which 
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Figure 1-4. Arrangement of objects into “clusters of clusters” that could produce a semi-
variogram showing nested spatial structure. 

measurements are made (Schneider, 1994). For example, rates of nutrient pro-
cessing through an ecosystem are generally calculated based on information 
measured for a few sampling locations. However, a direct scale-up of these 
rates is not appropriate unless one assumes that the factors that influence 
nutrient cycling are distributed homogenously across the landscape and over 
time. The reliability of such an estimate may be greatly increased by incur-
porating some information about the spatial and temporal distribution of 
the process of interest into any models or calculations (Schneider, 1998). 
Moreover, the increase in spatial scale may result in new interactions and 
relationships, and a change in system organization, so that a change in the 
level at which one wishes to understand or quantify a process cannot neces-
sarily be addressed by simply changing scale (O’Neill and King, 1998). 

Another important issue for scientists designing and planning field experi-
ments is resolution, and the need to make decisions about the appropriate 
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scale for collecting data. In some cases, information collected at finer scales 
may be too noisy, and may obscure the detection of large-scale relationships. 
Alternately, the ability to detect relationships between large-scale processes 
may be inhibited by the loss of fine-scale information; for example, Hewitt 
et al. (1998) detected fewer relationships between environmental variables 
and communities using coarser resolution in a comparative study. Ultimately, 
the scale used for an analysis must be determined based on the processes 
of interest, and different scales may be appropriate for different ecological 
questions. This information is necessary for scientists to design effective 
sampling schemes for the environment, and changing the number, location, 
and size of samples collected may influence one’s results. For instance, 
Parkin et al. (1987) studied the effect of sample size on determination of soil 
denitrification rates, and found that smaller samples provided significantly 
lower estimates of the mean denitrification rate than did larger samples. 
Similarly, Kang and Mills (2006) demonstrated that the community structure 
recovered using molecular approaches (DGGE) varied in the same sample 
depending on the size of the sample collected from grassland soil. 

While many ecological theories and models acknowledge that elements 
that are close to one another in space or time are more likely to be influenced 
by the same generating processes, the same energy inputs, or a similar physical 
environment (Legendre and Fortin, 1989), the classical statistical procedures 
employed to analyze these phenomena assume independence of observations. 
Statisticians generally count one degree of freedom for each independent 
observation, which allows them to choose an appropriate statistical distri-
bution for testing; the lack of independence that arises from the presence of 
spatial autocorrelation makes it difficult (in many cases, impossible) to 
accurately determine the number of degrees of freedom and correctly perform 
tests such as correlation, regression, or analysis of variance. Positive auto-
correlation reduces within-group variability, artificially increasing the amount 
of among-group variance, and often leads to the determination that differences 
among groups are significant, when in fact they are not (Legendre et al., 
1990). Violations of the assumption of independence and inappropriate 
application of these statistical procedures to spatially autocorrelated data 
may lead to incorrect conclusions. Therefore, understanding the type and 
extent of spatial variation in microbial systems is necessary in order to per-
form appropriate statistical analyses and to design reliable sampling schemes 
for the environment. 

Increased knowledge of the spatial distribution of microorganisms and 
microbial communities in the environment also has many environmental 
applications, e.g., determining the impact of various land management 
practices on microbial communities or estimating biodegradation rates.  
 



Introduction 21
 

 

In particular, agricultural land management practices have been shown to 
reduce heterogeneity in soil characteristics, which may influence the micro-
bial community and nutrient cycling. Webster et al. (2002) found a decrease 
in the diversity of certain microbial populations in response to a fertilizer 
application, and Parry et al. (1999) correlated differences in denitrification 
rates between pasture and cropped soil with differences in pore space 
structure in soil clods. Biodegradation rates may also be strongly influenced 
strongly by the spatial heterogeneity of environmental conditions and micro-
bial distributions at many different scales. At the microscale, the placement 
of certain organisms, relative to transport pathways through the soil matrix 
or substrate availability, could be particularly important. For example, the 
spatial distribution of bacteria in soil, relative to pore networks or organic 

key problem when quantifying methane emissions from soils at both the 
meter scale (Adrian et al., 1994; Wachinger et al., 2000) and the landscape 
scale (Valentine et al., 1994), and it is thought that different processes are 
responsible for this variation at different scales. Wachinger et al. (2000) 

4 

regime was important at larger scales. 
Given the necessary scale at which scientists are forced to view the 

interactions of microbes with their surroundings, microbial ecology has 
some analogy to remote sensing: The forest can be viewed reasonably well, 
but the trees and understory constitute detail that is below the limit of useful 

(perhaps including their relationships with other cells), the scale is not 
relevant to that which is of interest to an individual attempting to understand 
the bulk behavior of the entire system. As one moves to larger scales, detailed 
information on the individual cells is lost, and the patterns displayed by the 
community begin to resemble the bulk patterns (Fig. 1-1). While it is neces-
sary to examine the populations within communities to determine the role of 
these organisms in providing requisite functions to the assemblage, but the 
target scale of integration must be the community. 

When considered from the perspective of theoretical ecology – with 
reference to species assembly “rules” and hypotheses that predict function 
and stability of ecosystems – the issue of scale in the analysis of microbial 
communities is particularly crucial. One point that is so fundamental, but 
often overlooked, is the question of how to define the limits of a microbial 
community. Most often, the boundaries used to define a “community” are 
utilitarian and dictated by the required sample size and the researcher’s 

matter deposits, is thought to influence the degradation of groundwater pol- 
lutants (Nunan et al., 2001). At larger scales, high spatial variability is a 

of fresh organic carbon at the centimeter- to meter-scale, while hydrologic 
demonstrated that CH production was strongly correlated to the presence

the relationships of the individual microbial cells with their surroundings 
resolution. While it may be possible to determine important properties of
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perception of environmental variability. The size of the sample then deter-
mines the number of bacteria that will be analyzed and evaluated. Generally, 
the “mere fact that organisms coexist at the moment of sampling is taken as 
evidence that they are part of a community… (while) the ‘community’ may 
be no more than a disparate collection of organisms that happen to found 
within a sample of a particular size” (Harris, 1994). How one defines a 
community and the limits of these interactions may determine the extent to 
which ecological theories (initially developed for application in communities 
of macroorganisms) may be adapted to apply to microbial systems. Conti-
nuing the forest analogy – the question becomes whether these theories 
would be most appropriately applied to a group of individuals of a certain 
abundance or mass (e.g., 10,000 trees), a unit of area with particular dimen-
sions (e.g., 100 km2 plot), or a seemingly discrete functioning assemblage 
(e.g., an island or forest). 

In the environment, it is difficult to delimit microbial communities and 
separate the cells and species that are members of a community from those 
that are not. Functionally defined microbial communities exist in continuity 
with one another, and the distinctions between them blur. These “communities” 
are connected by fluxes of organisms, materials, energy, and information. 
The localized activity combines to mediate processes that are important at 
the field and landscape scale, while activity at the ecosystem level results 
from the further combined interaction of these larger-scale communities. 
One’s perspective within this hierarchy can be crucial to understanding the 
pattern or process of interest, and studies that consider multiple spatial scales 
when studying environment–community interactions are particularly valu-
able. It is important to point out that most systems cannot be neatly sub-
divided into hierarchical scales of organization, and there is no single natural 
scale on which ecological phenomena should be studied (Levin, 1992). The 
description of the system will vary with the choice of scales, and, rather than 
trying to determine the “correct” scale, ecologists must try to understand 
how the system description changes across scales (Levin, 1992). Moreover, 
learning to scale up from individual measures of environmental samples to 
processes at the field and landscape scale requires an understanding of how 
information is transferred from fine scales to broadscales – this requires that 
scientists learn to aggregate and simplify, retaining essential information 
without getting bogged down in unnecessary detail (Levin, 1992). 
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8. INTRODUCTION TO THIS VOLUME 

The purpose of this volume is to review the newly emerging study of spatial 
arrangement of microbial populations and communities. The collected work 
examines the distribution of microbes (bacteria, fungi, and viruses) at a 
variety of spatial scales and in several different environments. Given that 
microorganisms play such a fundamental role in establishing the biogeo-
chemical cycles necessary for the long-term functioning of ecosystems, one 
major goal of this project is to summarize and relate patterns of microbial 

mation across spatial scales, which is necessary in order to understand and 
predict how these tiny organisms can have such a profound effect on land-
scape and ecosystem-level processes. Progress in this area requires the 
quantitative analysis of large data sets and rigorous description of complex 
patterns. As the mathematics required for such analyses are generally not a 
part of the training of most microbiologists, a chapter is included presenting 
an overview of the more common techniques used in analysis of spatial 
patterns. Readers should be able to use this chapter as a reference for the 
statistical methods that they encounter during the reading of any remaining 
chapters. In addition to presentation, discussion, and integration of results of 
scale investigations, methods of study will be presented to the readers that 
will allow for explicit consideration of spatial scale as an essential and 
integral part of any consideration of miniscule organisms that, in aggregate, 
mediate landscape-scale processes. 
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Chapter 2 

STATISTICAL ANALYSIS OF SPATIAL 
STRUCTURE IN MICROBIAL COMMUNITIES 
Overview of methods and approaches 

Rima B. Franklin1 and Aaron L. Mills2 
1

2

Abstract: This chapter provides a review of the basic statistical techniques used to detect 
and quantify spatial structure in ecological data as they can be applied to the 
analysis of microbial communities. It also discusses the general implications 
of spatial structure in data analysis, including the inappropriate use of 
parametric statistical tests with spatially autocorrelated data, and suggests 
possible alternative procedures. Methods discussed include geostatistics and 
variogram analysis, kriging, correlograms, Mantel and partial Mantel tests, and 
time-series analysis. 

Keywords: spatial structure, microbial communities, statistical analysis, autocorrelation, 
geostatistics, kriging, scale, spatial autocorrelation 

1. INTRODUCTION 

Most ecological theories and models acknowledge that elements close to one 
another in space (or time) are likely to be more similar, as they are influenced 
by the same generating processes, the same energy inputs, or a connected 
physical environment. However, the classical statistical procedures emp-
loyed to analyze these phenomena usually consider the biological organisms, 
and their controlling variables, to be distributed in a random or uniform 
way, neglecting the natural spatial structure. While the importance of spa-
tial structure in experimental design and statistical analyses is generally 
accepted, most ecologists do not fully consider it when designing a sampling 
scheme or evaluating data. As scientists have become more aware of the 
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importance of the spatial components of the phenomena they study, and as 
the number of statistical and computational tools available for quantifying 
these processes has increased, explicit considerations of spatial structure in 
microbial ecology studies has become more common. 

In general, studies of spatial structure begin with exploratory analyses, 
followed by the application of techniques aimed at detecting and characteri-
zing spatial patterns. Statistically, this entails testing data against the null 
hypothesis that there is no pattern in the data. In situations where it is deter-
mined that the data are patterned, analyses that allow one to distinguish 
competing agents of pattern can be applied. This latter stage involves posing 
alternative models for the pattern, and comparing these models against each 
other to find the most likely explanation for the observed structure. Depending 
on the nature of the data and the patterning agents involved, this stage of 
analysis can take several directions. The purpose of this chapter is to provide 
an overview of some of the more commonly available methods for detecting 
and characterizing spatial structure in ecological data, and to discuss their 
application in the analysis of microbial communities. Sampling strategies for 
the environment must also be considered, along with procedures for hypo-
thesis testing that incorporate spatial structure. Most of the chapter focuses 
on the application of geostatistical approaches, including variograms and 
kriging, to the analysis of spatial autocorrelation. A brief overview of other 
methods is included, as are references for those seeking more information. In 
addition, the reader is advised to consult Chapter 8 for more detailed 
discussion of advanced multivariate methods and spectral analysis. 

2. MOTIVATION FOR STUDYING SPATIAL SCALE 

Research into the spatial distribution of microorganisms and microbial com-
munities has many ecological and environmental applications, which have 
been discussed in detail as part of Chapter 1. In addition, the existence of 
spatial structure has important consequences for scientists considering other 
aspects of microbial ecology, even those who are not interested in spatial 
structure per se. For example, a better understanding of spatial variation and 
scale-dependent patterns is important for the design of field experiments and 
for the correct application of statistical hypothesis tests. These issues have 
been extensively reviewed in both the statistical and ecological literature 
(Bonham and Reich, 1999; Dale and Fortin, 2002; Hoosbeek et al., 1998; 
Legendre et al., 2004; Sokal et al., 1993; van Es and van Es, 1993), and will 
be briefly discussed here. 
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2.1. Importance in sampling design 

For an ecological hypothesis to be rigorously tested, the experiment must be 
thoughtfully designed. In so far as possible, the design of a field sampling 
approach needs to consider spatial scale in order to develop a sampling 
scheme that allows detection of the pattern or process of interest. For most 
questions in microbial ecology, there are actually several spatial scales that 
may be pertinent to understanding a particular process, and the patterns that 
one can observe are controlled by the sampling design selected. There is no 
single appropriate scale for studying the relationship of microorganisms to 
the environment, and multiple scales of study may be necessary in order to 
understand fully a system. 

The term scale effects refers to changes in the results of a study due to a 
change in the scale at which the study is conducted. The effect of changing 
scale on sampling and experimental design, statistical analyses, and  model-
ing have been well documented in ecology (Dungan et al., 2002; Levin, 
1992; Miller et al., 2004; Turner, 1989; Turner and Carpenter, 1999; Wu and 
Levin, 1994). As scale changes, new patterns and processes may emerge, 
and controlling factors may shift, even for the same phenomena. For example, 
observations made at fine scales may miss important processes operating on 
broader scales; conversely, broadscale observations may not have enough 
detail necessary to understand fine-scale dynamics and the factors important 
at the level of individuals and populations. 

In addition to potential scale effects, a consideration of spatial structure 
in sampling design is important because of spatial autocorrelation. Spatial 
autocorrelation refers to the extent to which the similarity of spatial locations 
(or samples from those locations) is dependent on their separation (Mackas, 
1984). The autocorrelation may be either positive (neighboring sites tend to 
be similar) or negative (neighboring sites less alike than expected by chance). 
In ecological field surveys, observations are typically gathered at different 
spatial locations, and thus most data exhibit some degree of spatial auto-
correlation, depending on the scale at which they were recorded. 

Autocorrelation among samples is important because it means that the 
observations are not actually independent; instead, knowledge of the value 
of a parameter at one location provides some information on the value of 
that parameter at other nearby sites. This lack of independence means that 
the application of parametric statistical tests for data analysis may be com-
promised (discussed below). In many cases, the impact of spatial auto-
correlation can be reduced at the stage of designing experiments (Legendre 
et al., 2002, 2004), if consideration of spatial patterns and structure is not 
one of the goals of the research. One solution to the problem of spatial 
autocorrelation and lack of independence among samples is to design a 
sample collection scheme so that there is little spatial structure present in the 
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data, and then use parametric statistical hypothesis tests. In this case, samples 
must be collected close enough together that they represent replicates of the 
system under investigation, but they must be placed far enough apart to 
avoid autocorrelation. The application of this approach is often greatly en-
hanced by the use of an exploratory pilot study to help in determining the 
sample size unit, the spacing, and extent of a experiment. When this is not 
possible, detailed information on historical sampling schemes and hypo-
theses about the scale of the processes of interest may be useful. Recently, 
Legendre et al. (2004) used simulations to explicitly address the question of 
how prior knowledge of the spatial organization, obtained from either pre-
vious surveys or a pilot study, can be used to optimize sampling design. The 
results demonstrate that, for constant effort, experimental designs with a 
larger number of smaller blocks, broadly spread across the experimental area, 
lead to tests that have more power in the presence of spatial autocorrelation. 
Moreover, Legendre et al. demonstrated that randomly positioned experi-
mental units (i.e., a completely randomized design) should only be used 
when the experimental area is homogeneous at broadscale. It should not be 
used when spatial autocorrelation, or repetitive deterministic structures such 
as waves, are present. 

In the absence of prior knowledge, ecologists have been taught to rely 
on systematic or random sampling designs to avoid any influence spatial 
structure may have in biasing their data analysis. This approach may be 
adequate when one is trying to estimate the parameters of a local population, 
since each point has, a priori, the same probability of being included in the 
sample; however, observations may retain some degree of spatial dependence 
if the average distance between samples is smaller than the zone of influence 
of the underlying ecological phenomenon (Legendre and Fortin, 1989). In 
addition to the commonly applied techniques (e.g., uniform random samp-
ling, stratified random sampling, and systematic sampling), several more 
advanced procedures (e.g., nested designs and cluster sampling) have recently 
been described and may be applicable to microbial systems (for more 
information, see Thompson, 2002; Gilbert, 1987). In situations where the 
detection and characterization of spatial structure is part of the researcher’s 
goals, sampling design issues may become even more complicated. 
Numerous texts are available to aid in the selection of an appropriate 
sampling design to maximize statistical power and enhance pattern detection 
(Brockman and Murray, 1997; Dutilleul, 1993, 1998; Fortin et al., 1989). 
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2.2. Classical statistics and hypothesis testing 

As mentioned above, the effects of spatial autocorrelation must also be 
considered during data analysis, as well as during sample collection and 
experimental design. In general, the methods of classical statistics are not 
appropriate for the analysis of spatially structured data, as one of the most 
important fundamental assumptions in hypothesis testing is the indepen-
dence of observations. Statisticians generally count one degree of freedom 
for each independent observation, which allows them to choose an appro-
priate statistical distribution for testing. The lack of independence that 
arises from the presence of autocorrelation makes it difficult (in many cases, 
impossible) to accurately determine the number of degrees of freedom and 
correctly perform tests such as correlation, regression, or analysis of variance. 
Positive autocorrelation reduces within-group variability, artificially increase-
ing the amount of among-group variance, and often leads to the determination 
that differences among groups are significant, when in fact they are not 
(Legendre et al., 1990). Negative autocorrelation may have the opposite 
effect. 

Some procedures exist that allow researchers to make corrections and 
perform statistical analyses in the presence of spatial autocorrelation. These 
include randomization tests and “corrected” parametric procedures (for an 
overview, see Cliff and Ord, 1981; Legendre, 1993; Legendre and Legendre, 
1998; Legendre et al., 1990; Oberrath and Bohning-Gaese, 2001). Corrected 
tests rely on modified estimates of the variance of the statistic, and on 
adjusted estimates of the effective sample size and the number of degrees of 
freedom (Legendre and Legendre, 1998). Procedures have been developed to 
compensate for the presence of spatial autocorrelation in regressions (Cliff 
and Ord, 1981), t-tests (Cliff and Ord, 1981), and ANOVA (Griffith, 1978; 
Legendre et al., 1990); however, the application of these techniques is often 
limited by constraints such as sample size or the physical distribution of 
sampling locations (e.g., a procedure may require sampling locations to be 
along a regularly spaced grid (Legendre et al., 1990)). Moreover, the success-
ful application of these approaches depends partly on the spatial structure 
present in the system of interest; for example, short-ranged spatial auto-
correlation has been demonstrated to affect the power of ANOVA tests more 
than large-ranged spatial autocorrelation (Legendre et al., 2004). 

2.3. Application of spatial statistics 

There are several procedures available to test for the presence of spatial 
structure in ecological data (for reviews, see Goovaerts, 1998; Legendre, 
1993; Legendre and Fortin, 1989; Robertson, 1987; Rossi et al., 1992).  
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A summary of the more commonly used methods, classified by the type of 
ecological question they address, is presented in Table 2-1. Ecologists who 
are interested in describing spatial structures in quantitative ways usually 
have one of two primary objectives: (1) to establish that there is no signi-
ficant spatial autocorrelation present in the data set, so that standard para-
metric statistical procedures may be used (as discussed above); or (2) to 
demonstrate the existence of significant spatial pattern in order to use it in 
conceptual or statistical models. When spatial structure is being explicitly 
considered as a factor in an experiment, there are a variety of different 
techniques useful for data analysis. The selection of an appropriate method 
depends on the type of data and the objectives of the experiment. Tests are 
available to determine the significance of the spatial structure, to describe 

of the methods commonly used to examine and quantify these spatial 
patterns and their potential application in microbial ecology. 

3. COMPONENTS OF SCALE 

“Scale” is a key concept in both sampling design and the analysis of spatial 
patterns. However, the term has a huge variety of disparate meanings, depend-
ing upon the context of usage and field of the researcher, and it is useful at 
this time to define some terminology. Scale may be used in reference to the 
physical dimensions of an object or phenomena, in which case the term 
implies the measurement of some type. The term may also be used to refer to 
a scale of observation – the spatial dimensions at which and over which 
phenomena are observed (O’Neill and King, 1998). Discussions may refer to 
specific units of measurement (e.g., kilometer scale), or, more often, relative 
comparisons are made (e.g., “broadscale” versus “fine scale”). 

In sampling theory, spatial scale is defined by several characteristic 
properties: grain size, sampling interval, and extent (Fig. 2-1). Grain size is 
the size of the elementary sampling units used in an experiment (e.g., the 
volume of sample), and thus defines the resolution of a study (Schneider, 
1994). Similarly, grain may refer to the fineness of distinctions recorded in 
the data, and is important because if the samples are coarse grain relative to 
the spatial structure of interest (e.g., large or too far apart), the pattern will 
be invisible statistically. The grain of the data defines the minimum length 
scale that can be used in data analysis.  

 
 
 

the ecology of the system. The remainder of this chapter will summarize some 
the spatial patterns, and to test the influence this structure may have on



Statistical Analysis of Spatial Structure 37
 

 

Table 2-1. Methods for spatial pattern analysis, classified by ecological questions and 
objectives. (Adapted from Legendre and Fortin, 1989.) 

Objectives Methods 

 
1)  Testing for significant spatial 

autocorrelation, address one of two 
goals: 

 
(1.1) Establish that there is no 
significant spatial autocorrelation 
in the data, so that parametric 
statistical tests may be used 

 
(1.2) Establish that there is 

 
Option 1: Correlograms for a single 
variable, using Moran’s I or Geary’s c. 
Two-dimensional spectral analysis 
 
Option 2: Mantel test between the variable 
(or multidimensional matrix) and space 
(geographical distance matrix). Mantel 
test between a variable and a model. 
 
Option 3: Mantel correlogram for 
multivariate data. 

 
 

 
2) Description of spatial structure 

 
Option 1: Correlograms or variograms 
 
Option 2: Clustering and ordination with 
spatial constraint 

 
 

3)  Test causal models that use space 
(location) as a predictor 

 
Partial Mantel test, using three 
dissimilarity matrices (one matrix 
contains spatial separation distances) 

 
 

4)  Estimation (via interpolation) and 
mapping 

 
Option 1: Interpolated map for a single 
variable (e.g., trend surface analysis) 
 
Option 2: Interpolation while taking into 
account the spatial autocorrelation 
structure function (e.g., variogram). For a 
single variable, produce a kriging map 
 
Option 3: Multidimensional mapping: 
clustering and ordination with spatial 
constraint 

 

significant autocorrelation and 
determine the kind of pattern
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Many of the variables of interest to environmental microbiologists only 
have values at “points” (in an idealized sense), though the measurement of 
these variables is associated with a physical sample of a particular size or 
volume. For example, variables such as the concentration of a chemical com-
pound are generally measured for a sample of a particular size (called the 
support size), though they are reported as if they represented point values. 
Consideration of support size may have an effect on spatial analyses and 
modeling, as there may be a significant difference in estimating the average 
value over a large volume and in estimating the average value over a small 
volume. 

Sampling interval is the average distance between sampling units, and is 
sometimes referred to as lag. Lag may represent the distance between the 
centroids of the sampling units, or to the distance between the closest 
boundaries (Dungan et al., 2002). As a geostatistical concept, the term “lag” 
may have a slightly different meaning, which is discussed later in this 
chapter. Extent is the total area included in a study, and defines the maxi-
mum size of the spatial structure that can be detected in an analysis. 

Depending on the ecological question of interest, the dimensions of these 
various scale properties will vary. For a given sampling design, no spatial 
structure can be detected that is smaller than the grain size or larger than the 
extent of the study. In this way, the sampling design defines the obser-
vational window for spatial pattern analysis (Legendre and Legendre, 1998). 
Grain size, sampling interval, and extent are important issues in sample de-
sign because they are often correlated for logistical reasons. For example, if 
sampling intensity (number of samples) is governed by issues such as time 
or cost, the interval (spacing) among samples may be dictated by the extent 
of the study area rather than ecological or statistical considerations. These 
factors must be balanced, along with a consideration of theoretical models of 
spatial variation and what is already known about the pattern or process of 
interest, in order to determine the optimal sampling scheme for a particular 
study. 

Figure 2-1. Components of scale important in spatial analysis and experimental design. The 
black squares represent sampling units. 
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4. APPROACHES TO PATTERN ANALYSIS 

4.1. Point pattern analysis 

two sets of methods. The first is point pattern analysis, which is concerned 
with the distribution through space of individual objects; the data are the 
locations of some measurement or event of interest. The main purpose of 
such analyses is to determine whether the geographic distribution of data 
points is random and, if not, to describe the type of pattern in order to infer 
what type of process may have generated it. Point pattern analyses are 
limited to the description of the kind of distribution encountered, and, to a 
certain extent, to the quantification of the degree of clustering (Rossi, 1996). 
This family of methods is commonly used in plant science, and includes 
indices of dispersion, quandrat-density, and nearest-neighbor approaches 
(Ludwig and Reynolds, 1988; Pielou, 1977; Ripley, 1981); examples include 
the classic Clark and Evans Index (Clark and Evans, 1954) and many 
variations of Ripley’s K statistic (Ripley, 1976, 1981). 

In general, point patterns are analyzed in terms of the average or distri-
bution of point-to-point distances. Methods often include the calculation of 
simple metrics concerned with nearest-neighbor distances, and evaluation of 
patterns of distribution (e.g., clumped, random, or regular), with some indi-
cation of the scale at which the pattern is expressed. Point pattern analysis is 
very sensitive to the definition of the study area (since a regularly distributed 
pattern can be made to seem clustered by including large margins within the 
study area) and to boundary corrections. These and other issues related to 
point pattern analysis are covered in some depth by Diggle (1983) and Upton 
and Fingleton (1985). Reviews by Wiegand and Moloney (2004) and Walter 
et al. (2005) highlight recent advances in these methodologies, especially as 

In microbial ecology, the approach of point pattern analysis is especially 
useful for studying spatial variability associated with single cells or indi-
vidual colonies, and could provide information about the relative importance 
of biological versus environmental heterogeneity in determining the distri-
bution of organisms at the microscale. In general, the small size of bacteria 
means that the type of data necessary for this approach – micrometer scale 
measurements of the location of individual cells in an undisturbed 
environmental sample – is difficult to obtain and rarely available. However, 
some recent studies have reported advances that make the visualization of 
bacteria in situ easier; for example, the preparation of thin sections from soil 
 

The analysis of spatial patterns in ecology is generally approached using 

associated with the increased availability of sophisticated computer pro- 
grams for data analysis. 
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over spatial ranges from micrometers to centimeters (Nunan et al., 2001). 
Application of fluorescent in situ hybridization (FISH) is another technique 
that can advance this type of approach, allowing for the identification  
of individual microbial cells. This method was recently applied by Manz  
et al. (2000) to look at the spatial distribution of Desulfovibrionaceae and 
Desulfovibrio desulfuricans inside marine sponges. One major difficulty that 
limits the use of these techniques is the problem of preserving the distri-
bution of cells within an environmental matrix, as well as image acquisition 
and data analysis. For more information on recent work in considering the 
microscale distribution of bacteria analyzed using both point pattern analysis 
and geostatistical approaches, the reader is directed toward the chapters by 
Nunan and Ritz (Chapter 3), Knudsen and Dandurand (Chapter 5), and 
Grundman and Dechesne (Chapter 4). 

4.2. Surface pattern analysis 

The second family of methods for analyzing spatial structure is surface 
pattern analysis, which deals with the study of spatially continuous pheno-
mena (Legendre and Legendre, 1998). In this case, the data are actually 
measurements or observations made at specific locations, in contrast to point 
pattern analysis where the data are the location of a given attribute. Surface 
pattern analysis includes a large number of methods to answer a variety of 
questions (Table 2-1), and has been extensively reviewed in the literature 
(Cliff and Ord, 1981; Legendre, 1993; Legendre and Fortin, 1989; Legendre 
and Legendre, 1998; Rossi, 1996; Rossi et al., 1992). These procedures are 
more widely applicable in microbial ecology at the spatial scales commonly 

of spatial patterns including geostatistics and variogram analysis, univariate 
and multivariate correlograms, and methods from time-series analysis, which 
will be discussed individually later in this chapter. Application of each of 
these methods at different spatial scales and in different types of environ-
ments can be found in later chapters. 

4.3. Limitations and assumptions 

univariate correlation coefficients) require the condition of second-order 
 

samples has made it possible to observe the distribution of bacterial cells 

paring the spatial distribution of microorganisms and environmental vari- 
ables. There are a number of different techniques used for the assessment 

tial structure (particularly time-series analyses, Mantel correlograms, and 
Many of the statistical methods commonly applied to the analysis of spa-

studied, compared to point pattern analyses, and provide a means of com- 
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stationarity to be satisfied. This condition states that the expected value 
(mean) and spatial covariance of the variable is the same over the study area, 
and that the variance is finite (Legendre and Legendre, 1998). This is a 
rather strong condition, rarely (if ever) met in natural systems. A relaxed 
form of the stationarity hypothesis is the intrinsic assumption, which states 
that the difference in a variable between any two locations separated by  
a distance d must have zero mean and finite variance. More simply, the 
difference between the values of two individuals is only a function of the 
distance between the sampling points, rather than due to the existence of a 
dominant spatial structure. Under the intrinsic assumption, the increments of 
the values of the variable are being considered rather than the variable itself, 
and it is the variance in these increments that is analyzed using variogram 
analysis and geostatistics. These relaxed assumptions, the predictive ability 
one has from using geostatistical variograms (e.g., ability to generate maps 
of parameters at unknown locations), and the relative ease with which such 
analyses can be performed (numerous geostatistical software packages are 
available) are the main reason to focus on the use of geostatistical tools for 
the analysis of microbial communities. Another advantage of this technique 
is that theoretical variograms can be fitted to experimental ones, allowing for 

5. GEOSTATISTICAL TECHNIQUES 

Geostatistics concentrates on the modeling of spatial dependence, and was 
originally developed by researchers working in the fields of geology and 
mining. It is a set of statistical tools for incorporating the spatial coordinates 
of sampling observations into data processing, and can provide a powerful 
means of quantitatively describing spatial variation by expressing a measure 
of association between two samples as a function of the distance separating 
them. Scientists have recently begun to use geostatistics to study and interpret 
spatial dependence in ecology (Legendre, 1993; Legendre and Fortin, 1989; 
Robertson, 1987; Rossi et al., 1992), and the application of these tools in 
microbial systems is increasing in popularity (Castrignanò et al., 2000; 
Dobermann et al., 1995; Franklin et al., 2002; Franklin and Mills, 2003; 
Grundmann and Debouzie, 2000; Mackas, 1984; Morris, 1999; Parkin, 1987; 
Schlesinger et al., 1996). When applied to microbiological data, most of the 
analyses have focused on either the micrometer to centimeter-scale 
distribution of individuals (Dandurand et al., 1995, 1997; Grundmann and 
Debouzie, 2000; Nunan et al., 2001, 2003), or the larger-scale distribution of 
total biomass and abundance (Mottonen et al., 1999; Robertson et al., 1997; 
Saetre, 1999; Smith et al., 1994; Troussellier et al., 1993). The techniques 

the comparison of observed structures with structures derived from hypo- 
thesized generating processes (Escudero et al., 2003). 
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have recently begun to be applied to the analysis of microbial community 
composition and diversity (Cavigelli et al., 1995; Franklin and Mills, 2003; 
Mackas, 1984; Saetre and Bååth, 2000). 

5.1. Variogram analysis 

In geostatistics, spatial patterns are described in terms of dissimilarity (or 
variance) between observations as a function of distance between each pair 
of sampling locations. The data are analyzed by plotting these two para-
meters to create a variogram (sometimes called a semi-variogram). These 
plots, known as experimental variograms, are then modeled as theoretical 
variograms using a variety of structure functions. Goodness of fit can be 
determined, and parameter estimates can be derived from the theoretical 
variograms that are interpretable from an ecological perspective. The models 
may also be used as a predictive tool for kriging contour maps, which visua-
lize the distribution of the spatial patterns, and to make predictions of the 
value of the variable of interest at unknown locations. Spatial patterns and 
autorcorrelation structure of different variables may also be quantitatively 
compared. 

5.1.1. Constructing experimental variograms 

To construct an experimental variogram, data are analyzed by plotting some 
measure of sample variability versus separation distance between samples. 
These plots often take the shape presented in Fig. 2-2, where variability 
increases with increasing spatial separation (lag distance) over a given range. 
At distances less than this range, samples are considered to be spatially 
autocorrelated; points separated by distances greater than the range are 
uncorrelated. Most often, the measure of sample variability used to construct 
an experimental variogram is the semi-variance (γ) which is computed as 
half the average squared difference between the components of every data 
pair (Goovaerts, 1999): 
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where y are the observed values and nd is the number of pairs of points 
located at distance d from one another. The summation is for i varying from 
1 to nd. Sometimes variograms are standardized by dividing each variogram 
value by the overall sample variance; this allows for the variograms from 
different data sets to be compared. Other types of difference/distance plots 
are also generated in geostatistics (for review, see Goovaerts, 1997; Englund 
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and Sparks, 1991). For example, a madogram is very similar to a variogram, 
except that the absolute different between each pair is computed to calculate 
γ(d), rather than the square of the difference. The madogram is less sensitive 
to extreme values in the data set, compared to the variogram, however it 
cannot be used to infer nugget variance. 

An experimental variogram may take one of three basic forms: nugget/ 
flat (Fig. 2-2A), linear (Fig. 2-2B) or linear-sill (Fig. 2-2C). Hypothetical 
variograms and example maps for each pattern are presented in Fig. 2-3. 
These basic variogram forms may be modeled using a variety of equations 
including linear, Gaussian, exponential, and spherical functions (Table 2-3, 
Fig. 2-4). A flat variogram (Fig. 2-2A), also called “pure nugget effect,” 
indicates the absence of a spatial structure to the data (no lag-to-lag spatial 
continuity) at the scales the observations were made (Rossi et al., 1992). The 
use of the term “nugget” refers to the mining and geology origins of geo-
statistical methods. For patterned data with positive spatial autocorrelation, 
semi-variance increases with the separation distance, reflecting the idea that 
samples that are nearby spatially (small separation distance) will be more 
similar than samples that are farther apart. If spatial autocorrelation is 
present throughout the entire extent of the area sampled, a linear pattern may 
be obtained (Fig. 2-2B). This would represent a situation where the samples 
are spatially autocorrelated at all distances measured (samples become more 

in a variogram analysis are nugget (A), linear (B), and linear-sill (C). 

Figure 2-2. Experimental variogram showing the relationship between sample variability 
(usually semi-variance) and spatial separation distance. The most common patterns obtained 
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different as the separation distance becomes greater), but they have not yet 
reached their maximum difference. In situations where the area sampled is 
larger than the scale of the autocorrelation structure (Fig. 2-2C), the semi-
variogram stops increasing at a given distance called the range (a). The range 
is the distance over which samples show spatial autocorrelation and is some-
times referred to as the correlation length scale (Table 2-2). Beyond the 
range, the variogram will fluctuate around the sill (C), which is roughly 
equal to the total sample variance. 

By definition, the value of a variogram at a lag separation of zero should 
be zero variance. However, when an experimental variogram is plotted and 
the line projected back, it often does not point to the origin. The interpolated 
value of variance when spatial separation is zero is known as the nugget 
(C0). Nugget arises from two main sources: (1) spatial variability that is pre-
sent at very small distances (smaller than the shortest sampling interval), and 
(2) variability that is due to measurement error or sampling error. The ratio 
of the nugget to the sill provides an estimate of the proportion of the total 
variance that cannot be accounted for by spatial variation (Murray, 2001). 

The proportion of model sample variance (the sill, C) that is explained by 
the structural variance (C1) can be used as a normalized measure of spatial 
dependence, and represents the percent of variability in the data that can be 
accounted for by considering the spatial separation of the sampling locations 
(Robertson and Freckman, 1995). The ratio of structural variance to sample 
variance (C1/C ) may vary between 0 and 1; higher values indicate that a 
larger portion of the total variability among samples is spatially dependent 
over the range of separation distances modeled. A low level of spatial 
dependence indicates either that sampling/analytical error is high or that 
dependence occurs at scales smaller than the average separation distance in 
the first lag class.  

use combinations of theoretical variogram models. (Modified from Ettema and Wardle, 2002.) 

Figure 2-3. Hypothetical variograms with example surface maps: (A) Pure nugget – At the 
scale sampled, no spatial autocorrelation is evident. (B) Linear – Autocorrelation present over 
entire extent sampled. (C) Linear/sill – May display either large-scale or smaller scale 
heterogeneity, range within spatial extent. (D) Recurring units – Example of complex pattern, 
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Table 2-2. Summary of geostatistical model parameters. 

Parameter Term Description and interpretation 

 
Nugget 

 
C0 

 
The y intercept of the semi-variogram model. It is the 
variability that arises from measurement errors or 
spatial sources of variation at distances smaller than the 
shortest sampling interval  

 
Sill 

 
C 

 
The y value at which the semi-variogram levels off 
(C = C0 + C1) 

 
Range 

 
a 

 
The distance at which the semi-variogram stops 
increasing. It represents the “range” of spatial depen-
dence for the samples; beyond this distance samples 
are no longer spatially autocorrelated. Sometimes 
referred as the “correlation length scale” 

 
Spatial 
dependence 

 
C1/C 

 
The ratio of the spatially structured component of the 
model (C1) to the total variance (C). It represents the 
proportion of the total variability in the data set that 
can be accounted for by considering the spatial 
separation of samples 

 

5.1.2. Distance classes 

Prior to constructing a variogram, it is necessary to segregate the data into 
distance classes (bins). The purpose of binning the data is to obtain the best 
resolution (maximum detail) at small distances without being misled by 
structural artifacts due to whatever particular size class is chosen. There are 
two main ways of dividing distances (lags) into classes, either by forming 
equal distance classes or by creating classes with equal frequencies (Legendre 
and Legendre, 1998). When forming equal distance classes, it is necessary to 
determine the appropriate number of bins for each analysis. Sturge’s rule is 
often used to determine the number of classes in histograms and is also 
useful for variograms and correlograms; it states that the number of classes = 
1 + 3.3 log10 m, where m is the number of points in either the upper or lower 
triangle of the distance matrix (Legendre and Legendre, 1998). Variograms 
are generally not valid beyond 1/2 of the maximum distance between 
samples (Englund and Sparks, 1991; Rossi et al., 1992), and so the appro-
priate lag distance may be calculated as the maximum pair distance divided 
by two, and then subdivided into an appropriate number of size classes. 
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One problem with using equal distance classes is that the number of 
points in some bins may be quite small (especially bins at the far right of the 
variogram), so that the average variance associated with one of these classes 
may not be a valid estimate of the mean variance at that distance. Two com-
mon ways to compensate for this are: (1) to only consider the first two-thirds 
of the variogram when describing the spatial structure (Englund and Sparks, 
1991), or (2) to remove any points in the variogram that are the result of 
averaging too few pairs (e.g., <30). In general, it is recommended that spatial 

An alternative to distance classes with equal widths is to create distance 
classes containing the same number of pairs (equal frequency). The advan-
tage to this method is that, by controlling the number of pairs in each dis-
tance class, one has a greater assurance of the validity of the variogram at 
larger distances classes. However, this type of classification makes it much 
more difficult to calculate and plot the variogram. In general, researchers 
compute variograms for equal width distance classes, which means that the 
number of pairs of points used in the computation decreases as distance 
increases. 

5.1.3. Modeling theoretical variograms 

Once an experimental semi-variogram has been plotted, the data are fit with 
a continuous function; this is used for prediction algorithms, and to smooth 
out sample fluctuations and estimate useful model parameters. The functions 
most commonly used to model theoretical variograms are presented in Table 
2-3 and Fig. 2-4. For complex spatial patterns, models may be combined or 
applied individually to different portions of the experimental variogram 
(Legendre and Legendre, 1998). 

In general, the function used to model the theoretical variogram is 
selected by the researcher after visual examination of the experimental vario-
gram. In some cases, where it is difficult to make this determination, several 
different functions may be applied and the final selection may be made by 
considering statistical goodness-of-fit. This is particularly relevant in situa-
tions where the experimental variogram displays a linear-sill pattern, which 
can be modeled using either the Gaussian, exponential, or spherical functions. 
Differences between these nonlinear functions lie mostly in the shape of the 
left-hand portion of the curves, near the origin. In practice, the spherical and 
 

autocorrelation analysis should not be performed with <30 sampling loca- 
tions, because the number of pairs of samples in each distance class becomes
too small to produce significant results with fewer locations (Legendre 
and Fortin, 1989). Variograms can be computed for subregions of the samp-
ing grid so long as there are a sufficient number of data (Rossi  et al., 1992).
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exponential models do not differ much (Legendre and Legendre, 1998). 
Several authors have warned users of the risk of numerical instability when 
using the Gaussian model, and it is rarely applied at this point (Goovaerts, 
1998). Once the experimental variogram has been fit with a theoretical one, 
it is possible to determine a number of parameters useful for describing the 
structure of the spatial phenomenon (Fig. 2-2, Table 2-2) as discussed in 
section 5.1.1. 

A number of researchers have used geostatistical semi-variogram models 
as a means of studying the spatial variability of microbial properties in the 
environment (see Chapter 1). In these studies, the data generally follow the 
linear-sill pattern (increasing variance and then leveling-off), and have been 
successfully modeled using linear, spherical, exponential models. Using 
these models, the range and spatial dependence are calculated and then 
compared for different variables (e.g., microbial community properties and 
environmental properties) or for the same parameters at different sites (e.g., 
under different land management regimes). This approach has been success-
fully used to analyze several types of data (e.g., abundance, biomass, and 
community structure), collected at a variety of scales. These studies have 
demonstrated that significant spatial autocorrelation exists in microbial com-
munities, and the amount of variability that can be explained by considering 
the spatial separation of sampling locations is often quite high.  

Figure 2-4. Four common theoretical variogram forms, which are fitted to experimental 
variograms by regression. The form is often selected based on visual inspection of the data; 
forms may be combined to analyze more complex patterns. 
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Table 2-3. Summary of model types, plots of y (variance parameter) versus d (distance). 

Model type Equation 
 
Nugget 

 
y = C0 

 
Linear 

 
y = C0 + bd 
where b is the slope and C0 is the intercept 

 
Exponential 

 
y = C0 + C1 [1 − exp (−3 d/a)] 

 
Gaussian 

 
y = C0 + C1 [1 − exp (−3 d 2/a2)] 

 
Spherical 

 
y = C0 + C1 [1.5 d/a − 0.5 (d/a)3] 

if d ≤ a; y = C if d > a 
 

5.1.4. Anisotropy and directional variograms 

When the autocorrelation function is the same for all geographic directions 
considered, the phenomenon is said to be isotropic. When a variable is 
isotropic, a single variogram may be computed over all directions of the study 
area (omnidirectional variogram). Anisotropy is present in data when the 
autocorrelation function is not the same for all geographic directions con-
sidered, and may be analyzed by computing separate variograms for each 
direction/dimension of interest (e.g., north/south, east/west). Knowledge of 
the major directions of anisotropy can be important for estimating the value 
of a variable at an unsampled location, and can also provide clues to the 
underlying processes that are controlling the spatial distribution (Murray, 
2001). For example, Franklin et al. (2002) analyzed the distribution of bacterial 
abundance and microbial community structure in salt marsh creek bank sedi-
ments, considering isotropy associated with vertical versus horizontal spatial 
separation. Overall, variability due to horizontal position (distance from the 
creek bank) was much smaller than that due to vertical position (elevation) 
for both variables. This suggests that processes more correlated with eleva-
tion (e.g., drainage and redox potential) vary at a smaller scale than ones 
controlled by distance from the creek bank, and may be more important in 
controlling the microbial ecology of this habitat. 

Two types of anisotropy are commonly described: geometric and zonal. 
In the first case, the directional semi-variograms have the same shape and 
sill but different range values. In its simplest form, geometric anisotropy is 
akin to elliptically shaped zones wherein the data values are correlated, i.e., 
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the zones are “stretched” in the directions of the maximum range (Rossi  
et al., 1992). For example, in a river, the kind of variation expected in 
phytoplankton concentration between two sites 5 m apart across the current 
may be the same as the variation expected between two sites 50 m apart 
along the current – even though the variation can be modeled by spherical 
variograms with the same sill in two directions (Legendre and Legendre, 
1998). Geometric anisotropy is measured by calculating an anisotropy ratio, 
which is equal to the longest range divided by the shortest range. In the 
example above, the anisotropy ratio would be 50/5 = 10 in the direction 

Zonal anisotropy reveals directions along which an additional structure 
of variability is present; in this case, the sill values for the directional 
variograms are not the same, though the range may remain constant (Isaaks 
and Srivastava, 1989). An example would be a strip of land where the long 
axis is oriented in the direction of major environmental gradient. In this case, 
the total variability (the sill) encountered along the major axis maybe much 

direction. 

5.1.5. Kriging 

Besides of their ability to quantitatively describe spatial structures, vario-
grams provide the basis for interpolation by kriging. Kriging is a process that 
uses the theoretical variogram to interpolate values for points not measured 
in the original experimental sampling. The results of kriging are an inter-
polated surface map of variable values, and kriging refers to a family of gene-
ralized least-squares regression algorithms used in the estimation process 
(Goovaerts, 1999). There are several different forms of kriging; the simplest 
are punctual and block kriging (Robertson, 1987). Punctual kriging is used 
to estimate values for exact points within the sampling unit, while block 
kriging involves estimating values for areas within the unit. (For a review of 
these and other kriging techniques; see Robertson, 1997; Goovaerts, 1998, 
1999; Issaks and Srivastava, 1989). In addition to providing a method to 
estimate values at unsampled locations, geostatistics can provide a means of 
quantifying the uncertainty associated with each estimate (Murray, 2001), 
and some researchers have used this to determine confidence intervals for 

 
 

along the current; this means that, on average, whatever amount of variabi-
lity occurs in 1 distance unit across the river, will occur over 10 distance
units along the current. 

greater than the variation displaced at any transect in the perpendicular 

mapped parameters. Kriging can also be used to decompose original obser- 
vations into specific spatial components, so that the spatial fluctuations can 
be studied at different scales (Goovaerts, 1997). 
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In microbial ecology, kriging has many applications, and has been used 
to map the distribution of microbiological and supporting environmental 
properties (Castrignanò et al., 2000; Goovaerts, 1998; Halvorson et al., 1994, 
1995; Morris, 1999; Pennanen et al., 1999; Robertson et al., 1997). In addition, 
the method has proven useful for studying indicator organisms associated 
with fecal pollution (Beliaeff and Cochard, 1995) and for the looking at the 
distribution of pollutants and toxic metals in soils (Becker et al., 2006; Stein 
et al., 2001). 

5.1.6. Additional techniques 

In addition to the methods described above, there are several advanced 
and nontraditional geostatistical approaches that may also be applied to the 
analysis of ecological data. For example, when ecological processes involved 
in the spatial structure of communities are interest, they may be best studied 
through examining the pattern of multivariate data. Spatial autocorrelation 
of such data can be described either as a complete set of individual vario-
grams (e.g., one for each taxonomic category (Sokal and Oden, 1978)), as a 
correlogram/variogram of a more “synthetic variable” that compresses the 
full data set (e.g., principal component or factor loading scores (Cavigelli 
et al., 1995; Saetre and Baath, 2000; Sokal et al., 1980)), or as correlogram/ 
variogram of a “resemblance coefficient” (e.g., relative (dis)similarity) ob-
tained by summation over all elements of the data. This idea has been used 
by several researchers (Franklin et al., 2002; Franklin and Mills, 2003; 
Mackas, 1984; Star and Mullin, 1981), and is especially interesting in its 
application to the analysis of “community fingerprinting data” such as may 
be obtained using fatty acid profiling or whole-community DNA analysis. 

the mathematical and theoretical constraints associated with the use of each
(1993), and Journel and Huijbregts (1978), for more detailed discussion of
reviews mentioned there, as well as textbooks by Cressie (1993), Haining
that may be applied to microbial ecology. Readers are advised to consult
Section 5 was intended to give a brief overview of geostatistical procedures

technique. Before conducting any geostatistical analysis, an exhaustive explo-
ratory data analysis should be performed (including calculating traditional
univariate statistics, historgrams, etc.). Outliers can strongly influence models
of spatial variation, and so a great deal of care must be taken to detect un-
usually large or small sample values and to modify analyses as appropriate
(Rossi et al., 1992). 
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6. OTHER STATISTICAL APPROACHES 

In addition to the geostatistical approaches described above, there are 
numerous additional methods that have been developed for the analysis of 
spatial patterns and autocorrelation structures. Many of these are amenable 
the analysis of microbial ecological data, and have been applied to various 
degrees to study the distribution and ecology of both bacteria and fungi. 
Three of these methods: correlograms, time-series analysis, and Mantel tests 
are summarized below. 

6.1. Correlograms 

Correlograms are, most simply, graphs that plot the autocorrelation of a 
variable against the spatial separation defined in distance classes. Two of the 
most common measures used are Moran’s I (a product moment coefficient, 
like a covariance or a Pearson’s correlation coefficient (Moran, 1950)) or 
Geary’s c (a squared difference coefficient (Geary, 1954)). Moran’s I is 
usually evaluated under the assumption that the observations were random, 
independent samples of a population with an unknown distribution function. 
I values that are significantly greater than expected occur when pairs within 
a distance class have scores more similar than would be expected if the 
variable were randomly distributed. Conversely, values significantly lower 
than expected indicate that scores of the variable are more dissimilar than 
expected by chance. Geary’s c coefficient is a distance-type function; its 
numerator sums the squared differences between values found at the various 
pairs of sites being considered (Legendre and Legendre, 1998). A Geary’s c

coefficient are presented as correlograms, graphic displays in which the 
values of the autocorrelation coefficients are plotted against distance classes. 
Tests of significance are obtained for each distance class by randomization 
processes, whereas overall significance of correlogram is modified by 
correction methods, such as the Bonferroni method. 

After determining the significance of each correlation coefficient for each 
distance class, correlograms are interpreted by looking at their shape, since 
characteristic shapes are associated with specific types of spatial structures 

monotonically decrease. If the spatial structure is more represented as a 
bull’s-eye pattern (e.g., a single center bump), then the correlogram will 
drop off suddenly upon leaving the center of the study area, and a second 
 

correlogram varies as the reverse of Moran’s I in that strong autocorrela-
tion produces high values of I and low values of c. Results using either 

(Legendre and Legendre, 1998; Sokal, 1979). For example, when the spa-
tial structure being studied is a linear gradient, the correlogram will
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change will be observed when the distance class considered is larger than the 
“range of influence” of the single bump. Cliff and Ord (1981) provide a 
good description of how to interpret correlograms and their significance. In 
additional, Legendre and Legendre (1998) present useful maps of simulated 
spatial structures and both the Moran’s and Geary’s correlograms that derive 
from them. 

Moran’s I and Geary’s c are used to examine the distribution of a single 

M

multivariate similarity or dissimilarity coefficient. Thus far, the method has 
been used primarily by scientists analyzing vegetation data, with limited 
application to microbial ecology. However, Lilleskov et al. (2004) did use 
Mantel correlograms as part of an extensive study of the spatial distribution 
of ectomycorrhizal fungal (EMF) communities. The results compared 
favorably to those obtained via traditional Mantel tests and variogram 
analysis. The Mantel correlograms detected significant spatial structure that 
was not observed using the traditional Mantel tests, and provided results that 
complimented the variogram analysis of patch size. 

6.2. Time-series analysis 

Another approach to analyze spatial structure, which is related to geo-
statistics, is that of time-series analysis as applied to spatial ecological 
patterns (Platt and Denman, 1975; Rossi et al., 1992). Both geostatistics and 
time-series analyses utilize the covariance function, but time-series analysis 
focuses on transforms of the data (Rossi et al., 1992); these transformations 
may place practical restrictions on the input data and on subsequent inter-
pretations. Time-series methods often require data that are continuous and 
evenly spaced; geostatistics can be used on irregularly spaced data and may 
detect the periodic as well as the nonperiodic nature of ecological parameters. 

Two other related approaches, spectral analysis and wavelet analysis, 
have potential applications to microbial ecology. Thus far, they have been 
primarily used to study spatial patterns of planktonic organisms in aquatic 
samples (Franks, 2005; Piontkovski et al., 1997; Seuront et al., 1999; Steele 
and Henderson, 1992). Spectral analysis, which attempts to explain regular 
patterns as functions of sine waves of various periods, acts as a structure 
function with the distances expressed in terms of wavelengths – i.e., the 
frequency domain (Ford and Renshaw, 1984; Franks, 2005; Renshaw and 
Ford, 1984). Wavelet analysis, which offers a means of identifying and 
 

variable and interpret its spatial structure. Correlograms can also be cal- 
culated for multivariate data using a normalized Mantel statistic r  (Oden 
and Sokal, 1986; Sokal, 1986). This method is especially useful for des- 
cribing the spatial structure of community assemblages by means of a 
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displaying spatial structure in a hierarchical manner (Bradshaw and Spies, 
1992), is a similar, fairly well-developed statistical approach, but has only 
recently come to be used in ecology (Dale and Mah, 1998; Keitt and Urban, 
2005). A main advantage of these types of techniques is that they allow for 

they assume the spatial pattern results from a combination of repeatable 
patterns (Legendre and Fortin, 1989). They do not detect other types of 
spatial patterns that do not involve repeatabilities. For additional discussion 
of these approaches, the reader is directed to Chapter 8. 

6.3. Mantel and partial Mantel tests 

A Mantel test (1967) is a linear regression technique in which the variables 
are themselves distance or dissimilarity matrices summarizing pairwise 
comparisons among sample locations. For example, instead of using “soil 
type” as a variable, the predictor might be “similarity in soil type.” With a 
Mantel test, the operative question is, “Do samples that are similar in terms 
of the predictor variable also tend to be similar in terms of the dependent 
variable?” The Mantel test is quite flexible, and by using slight variations on 
the basic technique, a range of questions can be addressed (for example, see 
Table 2-4). For spatial analyses, the Mantel’s test can be used to consider a 
case where the predictor variable is space itself, measured as geographic 
separation distance. When applied this way, the Mantel’s test is one of the 
few spatial techniques that is explicitly geared toward hypothesis testing. 

Mathematically, a Mantel test is a regression in which the variables are 
actually similarity or distance matrices; the Mantel statistic (rM) is computed 
by determining the sum of the cross-products of the corresponding values in 
each of these matrices (Rossi, 1996). The partial Mantel test, as developed 
by Smouse et al. (1986), allows testing for the correlation between two 
matrices while controlling for the effect of a third matrix, and is analogous to 
a partial correlation. By comparing matrices in this way, it is possible to 
address questions such as: “do samples that are close together have similar 
environmental properties?” (e.g., by performing a Mantel test with a matrix 
of geographic distances and a matrix of environmental similarity), or “Is 
there a relationship between community similarity and environmental simi-
larity, after removing the shared correlation of these variables with spatial 
separation?” (e.g., by performing a partial Mantel test using a matrix of 
community similarity and a matrix of environmental similarity, controlling 
for the effect of a third matrix of geographic spatial separation distances). 
Because Mantel’s test is merely a correlation between distance matrices, and 
 

the analysis of anisotropic data, which are common in ecology. Dis- 
advantages include the fact that they require a large data set, and that 
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the distance matrices can be variously defined, the test can assume a variety 
of forms and special cases. Several example cases where a Mantel or partial 
Mantel’s test may be useful for the analysis of spatial patterns are detailed in 
Table 2-4. 

One advantage of Mantel’s test is that, because it proceeds from a 
distance (dissimilarity) matrix, it can be applied to variables of different data 
types (e.g., categorical, rank, or interval scale). This is especially important 
for ecologists, who often work with categorical variables or need to relate 
variables on different scales. This issue is addressed by converting all the 
data to distance (dissimilarity) metrics, matrices of which are then used as 
the variables in the regression. The metrics can be univariate (e.g., similarity 
in soil N ) or multivariate (e.g., using an index of overall soil chemistry). 

7.  CLOSING REMARKS 

Though spatial variation was originally considered a statistical nuisance, it is 
now recognized as an ecologically important feature of ecosystems. The 
importance of spatial heterogeneity comes from its central role in ecological 
theories and its practical significance in sampling theory. Even within homo-
geneous zones/environments, biotic processes (e.g., growth and reproduction) 
can produce aggregations of organisms, at various spatial and temporal scales. 
In microbial systems, spatial structure may arise due to biological processes 
and as a response to environmental gradients. Several physical, chemical, 
and biological variables may combine to influence the distribution of micro-
organisms, and the importance of each of these factors may change depend-
ing upon the system of interest and the spatial scale considered. Much can be 
learned about the function and stability of microbial communities by consider-
ing their spatial structure; moreover, by examining the scale at which impor-
tant environmental factors operate, it may be possible to determine how these 
variables influence the distribution and development of stable assemblages. 
In order to address these types of questions, future research must include a 
consideration for the spatial component of the microbial ecology. This 
includes research specifically directed toward the analysis of spatial patterns 
and processes in bacterial and fungal systems, as well as a consideration of 
spatial structure during experimental design and statistical analysis when 
 
 

Because these matrices provide the foundation for the analysis (and deter- 
mine the input variable in the regression), it is important that appropriate
distance/dissimilarity metrics be employed. For a thorough review of dis-
tance metrics and the selection of appropriate methods for different data
types (see Legendre and Legendre, 1998). 



Statistical Analysis of Spatial Structure 55
 

 

structure. Includes example matrices and research questions for each matrix combination. 
Examples matrices represent a biological array (similarity based on overall microbial 
community structure), an environment array (e.g., overall similarity in soil properties), and a 
matrix of spatial separation distances between sampling points. 

Case Matrix  Research question 
   
Simple 
Mantel’s test 
 

Matrix 1: similarity based on 
overall microbial community 
 
Matrix 2: similarity based on 
a set of environmental variables 

Do sites that are environmental 
similar also have similar 
community composition? 

   
   
Simple 
Mantel’s test on 
geographic 
distance 

Matrix 1: similarity based on 
overall microbial community 
 
Matrix 2: geographic distance 
(spatial dissimilarity) 

Are samples that are close 
together otherwise similar? 
Equivalent to testing for overall 
autocorrelation, averaged over 
all distances 

   
   
Mantel 
correlogram  

Compute as above, but partition 
analyses into a series of discrete 
distance classes. Special case of 
test on geographical distance 

Evaluates autocorrelation for 
distance intervals (as with 
tradition correlograms), but can 
be performed on multivariate 
data sets 

   
   
Partial Mantel 
test on three 
matrices 

Matrix 1: similarity based on 
overall microbial community 
 
Matrix 2: similarity based on 
a set of environmental variables 
 
Matrix 3: geographic distance 
(spatial dissimilarity) 

How much of the variability in 
community composition can be 
explained by the environmental 
variables? Is there residual 
variability in community 
composition that is spatially 
structured, after removing the 
effects of the environmental 
variables? Accounts for shared 
spatial structure in 
environmental and microbial 
data sets 

   
   
Partial Mantel 
test, repeated 
with multiple 
predictor 
variables 

 

Matrix 1: similarity based on 
overall microbial community 
 
Matrix 2: similarity based on 
individual environmental variable 
 
Matrix 3: geographic distance 
(spatial dissimilarity) 

Allows one to determine which 
variables are actually related to 
overall community structure 
 
Separately determine the 
contribution of each predictor 
variable for its pure partial effect 
on the dependent variable 

   

 
other objectives are being addressed. In this chapter, an overview of many of 
the techniques needed to conduct these types of analyses has been presented. 

Table 2-4. Cases for the use of Mantel’s tests and partial Mantel’s tests in analysis of spatial 
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The ability to quantitatively compare microbial communities is an important 
step toward more sensitive monitoring, and eventually, being able to inte-
grate data gathered by different researchers so that overall patterns may be 
identified. It is important that microbial ecologists become more aware of 
the availability of these techniques, and consider their use when analyzing 
and interpreting microbial community data. 
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AT THE MICROSCALE – LINKING HABITAT 
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Abstract: There is a growing body of evidence that the spatial distribution of bacteria 
and their relationships with other soil features play a significant role in the 
macroscopic function of soil. In the past this has not been widely appreciated, 
possibly due to the difficulty of studying soils at scales that are relevant to 
bacterial communities. This paper reviews the evidence for the influence of 
microscale interactions on function at larger scales and describes recent metho-
dological advances that allow the microscale spatial distribution of bacterial 
cells and bacterial activities to be quantified. Approaches for integrating the 
microscale into models of soil function are briefly discussed as are new 
techniques that have the potential to improve our understanding of microbial – 
habitat interactions and of how these are linked to soil function. 

Keywords: bacterial spatial distribution, microscale, microhabitat, scale, biological thin 
sections, microsampling 

1. INTRODUCTION 

Patterns in the spatial distribution of organisms and the scale at which such 
patterns are apparent can provide information on the factors that drive indi-
vidual and community development and function. Although the importance 
of spatial interactions in shaping ecological interactions is recognised in 
studies of aboveground biota, spatial aspects of soil microbial ecology have 
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not received a great deal of attention. Traditionally the spatial heterogeneity 
of microbial function in soil has been viewed as a problem rather than as an 
intrinsic property, and there has been a tendency to homogenise samples 
prior to analysis. There is a de facto assumption associated with homo-
genisation that the distribution of micro-organisms within the sample (or 
sampled area if several samples are combined prior to analysis) is random or 
at least of no significance to the process of interest. Given that soils function 
predominantly by virtue of their spatial organisation (Harris, 1994; Young 
and Ritz, 2005), this is scientifically naive. However, the importance of 
spatial structure in soils is being increasingly recognised and patterns in the 
spatial distribution of soil micro-organisms and of associated microbial 
activity have attracted the interest of the soil scientists, with patterns at the 
centimetre to landscape scales being the primary focus of attention (e.g., 
Parkin and Shelton, 1992; Goovaerts and Chiang, 1993; Gonzalez and Zak, 
1994; Velthof et al., 1996; Bergstrom et al., 1998; Bruckner et al., 1999; 
Stoyan et al., 2000; Ettema and Wardle, 2002; Vieublé-Gonod et al., 2005). 
The study of spatial patterns of soil microbial communities and activity is 
driven by the desire to better quantify microbial function but also to identify 
the factors underlying community function and dynamics (Parkin, 1993). 
With regard to the latter, spatial patterns have been related to landscape scale 
ecological gradients (Fromm et al., 1993; Robertson et al., 1997), to the 
patchy distribution of nutrient supply at the plot scale (Ritz et al., 2004), to de-
composing plant material (Ronn et al., 1996) and, in ecosystems where plants 
tend to be sparse, to patterns of plant distribution (Jackson and Caldwell, 1993; 
Klironomos et al., 1999; Bruckner et al., 1999). 

The scale at which spatial patterns occur is related to the scale at which 
environmental or intrinsic factors have an impact on community develop-
ment. A number of studies have shown that microbial communities exhibit 
spatial patterns at different scales. Franklin and Mills (2003) revealed nested 
scales of variability in the similarity of amplified fragment length poly-
morphism (AFLP) profiles in samples from an agricultural soil and Nunan 
et al. (2002) identified spatial structure in the distribution of bacterial abun-
dance at two scales in subsoil. With respect to the latter, the scale of spatial 
structure suggested that the structuring agent for the large scale pattern 
might be preferential flow paths while the microscale structure was thought 
to be related to microhabitat properties. Nested scales of variation indicate 
that soil micro-organisms are subjected to ecological interactions at a range 
of scales (Robertson and Gross, 1994). 

Saetre and Bååth (2000) detected two scales of spatial structure in 
microbial communities measured using phospholipids fatty acid profiles in a 
Norway spruce-birch stand. The more important component of the community 
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was spatially structured in large patches influenced by spruce trees whilst 
another component was more influenced by birch and formed smaller 
patches. Ritz et al. (2004) identified a highly complex set of spatial patterns 
in the microbial community structure of an upland grassland, with subsets of 
the community showing spatial patterns at scales ranging from 0.7 to >6 m 

differently with their environment (Franklin and Mills, 2003; Levin, 1992). 
It has been demonstrated, in both theoretical models and experimentally, 

that the scale at which ecological processes occur has an effect on microbial 
diversity (Kerr et al., 2002; Durrett and Levin, 1997). When interactions and 
dispersal occur at a local level in spatially structured environments compe-
titors can coexist, but when the scale of ecological process is larger, diversity 
is not maintained. Furthermore, it has been suggested that soil exhibits many 
features of complex adaptive systems (Crawford et al., 2005). In such sys-
tems, macroscopic properties of ecosystems may emerge from interactions 
among units at smaller scales and the emergent properties can feedback to 
alter subsequent interactions (Levin, 1998). 

Thus, we are faced with the challenging prospect of having to account for 
mechanisms occurring at different scales and for the interaction among 
mechanisms across scales in order to gain a full understanding of how soil 
microbial communities evolve, function, and respond to external stress or 
change. To achieve this, measurements must therefore be made at relevant 
scales. Although the activity of individual microbial cells, and in particular 
bacterial cells, is highly localised in space, fine-scale patterns have not been 
described in any great detail. The lack of information concerning inter-
actions at these scales, whether intrinsic to microbial communities or with 
their habitat, means that such interactions cannot be explicitly accounted for 
in our current models of soil microbial function and development. Whether 
this is because of a belief that fine-scale patterns are not pertinent for under-
standing ecological processes at field or landscape scales or due to techno-
logical constraints is not clear. However, a number of experimental approaches 
are currently being employed to study microbial-habitat interactions and the 
initial steps are being made with many others. The remainder of the chapter 
will review the different methodological approaches that have been adopted 
for studying microbial distribution at the microscale and the importance of 
such patterns for ecological processes. 

whilst others were not patterned at these scales at all. Combinations of  
patterns such as these arise because subsets of the communities respond dif- 
ferently to environmental gradients or habitat properties, i.e., they interact 
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2. DETECTING AND QUANTIFYING SPATIAL 
PATTERNS 

Spatially referenced sampling schemes are generally used to establish the 
existence of patterns of spatial variability at the plot to landscape scales. It is 
not proposed to discuss optimal sampling strategies for characterizing spatial 
patterns at these scales as this has been discussed at great length elsewhere 
(Bramley and White, 1991a, b; Warrick and Myers, 1987; Chapter 8, this 
volume). 

The size of the microscale depends on the scale at which micro-
organisms interact with their microhabitat and the methods of measurement 
employed to quantify the microscale should demonstrate a cognizance of the 
scales of these interactions. Different classes of soil organisms interact with 
their microhabitats at different scales, and such interactions are not neces-
sarily directly confined to the microbial (µm) scale. For example, filamentous 
fungi transcend spatial scales across many orders-of-magnitude by virtue of 
the mycelium, and their effects upon soil structure and processes operate 
across a similarly broad range (see Chapter 7). In contrast, bacterial inter-
actions, intrinsic to communities or with their microhabitat, tend to occur at 
the scale of a few micrometres at most (Harris, 1994; Chapter 1, this volume). 
Grundmann and Normand (2000) found that the genetic distances of the 
genus Nitrobacter at a local scale (<3 cm) were as large as those among 
reference strains from a range of geographical areas, suggesting that the 
biological and physical processes regulating diversity occur at very fine 
scales indeed. 

2.1. Microscale distribution of bacteria and bacterial 
processes 

Quantifying the spatial distribution of bacterial cells or bacterial activity at 
the microhabitat scale and in relation to other microhabitat features poses 
special technical challenges both with regard to sampling and to the preser-
vation of bacterial – microhabitat relations. Two separate approaches have 
been adopted. One uses thin sections of soil to preserve in situ spatial rela-
tions, spatially referenced imaging and image analysis (Nunan et al., 2001); 
the other employs a microsampling technique that is based on the relation-
ship between sample size and the frequency of occurrence of a process 
(Dechesne et al., 2003; Grundmann et al., 2001). 
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2.2. Soil thin sections 

Micromorphology has a long history in soil science, pioneered by Kubiena 
in the first half of the twentieth century (Kubiena, 1938). The techniques 
adopted had their roots in geology, and although there was always an appre-
ciation of the need to preserve soil structure (largely from a mineralogical 
perspective), and pore networks, there was little empathy with the delicacy 
of living structures in the soil. Preparation techniques tended to be such that 
only the most robust life forms, such as thick-walled spores, melanised 
hyphae, arthropod chitin, and woody roots were visible, and most microbial 
life was not considered. The use of micromorphological techniques for the 
more considered study of soil microbes began in the 1950s when soil thin 
sections were first used to study micro-organisms in their natural environ-
ment by Alexander and Jackson (1955). The method was subsequently modi-
fied by Jones and Griffiths (1964) and used to map the spatial distribution of 
bacterial colonies in soil aggregates. However, technical limitations meant 
that they were unable to visualise individual bacterial cells by light micro-
scopy; resins and dehydration techniques were not refined enough, and the 
need for explicit fixation of biological tissue in situ was not fully appre-
ciated. Pioneering work by Foster in the 1970s can be regarded as the first 
application of soil “histology”, and here the approach was to use the emerging 
technology of electron microscopy to study soil bacteria at the ultrastructural 
scale (nanometre to micrometre), and with a crucial appreciation for the need 
for fixation of biological tissues. Foster produced some remarkable, and in 
many ways still unsurpassed, images of soil bacteria and fungi, and some 
pioneering illustrations of the then burgeoning concept of the rhizosphere 
(Foster and Rovira, 1973; Foster and Martin, 1981; Foster et al., 1983). 
Tippkötter et al. (1986) further explored the necessity of fixation in order to 
visualise biological structures in soil thin sections above the ultrastructural 
scale. However, this early work was largely qualitative and it was not until 
fluorescent stains (fluorochromes) were introduced that potential for visualis-
ing bacteria at scales appropriate for quantification emerged (Tippkötter, 
1990; Altemüller and Vliet-Lanoe, 1988). Bacteria are much more clearly 
distinguishable from other soil features when studied with fluorescent 
microscopy, as a comparison of the images in Jones and Griffiths (1964) and 
Postma and Altemüller (1990) clearly shows. This development allowed the 
relationship between bacteria and soil features to be characterised, at least 
qualitatively (White et al., 1994; Fisk et al., 1999). With increases in computer 
power and the use of image analysis bacterial distributions and their relation-
ships with soil features have been characterised in a quantitative manner 
(Nunan et al., 2001, 2003). The great advantages of quantitative approaches 
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over mere qualitative observations are that the significance of the results can 
be tested statistically and conclusions can be incorporated into mathematical 
models (Fig. 3-1). 

2.2.1. Preparation of biological thin sections 

The preparation sequence involves sampling undisturbed cores of soil and 
fixing the biological component with a histological fixative to ensure that the 
spatial integrity of the tissues and the relations between the biological and 
other components of the sample are preserved (Fig. 3-2a). Samples are then 
stained with a fluorochrome and dehydrated. A range of fluorochromes have 
been used to locate bacteria, including Calcofluor white (Nunan et al., 2001), 
Thiazine red R. (Fisk et al., 2000) and a combination of sulfofluorescein 

chrome, for detecting the proportion of live cells (Tsuji et al., 1995). Important 
criteria in choice of fluorochrome are that the target organisms be adequately 
and uniformly stained and that the distribution of stain throughout sample 
be even i.e., no spatial bias. Predominantly cationic stains such as acridine 
orange are unlikely to be suitable candidates for spatial studies of soil bacteria. 
Samples are dehydrated either by chemical drying using a graded series of 
acetone or by air-drying. Samples are then impregnated with a resin which, 
after polymerisation of the resin, results in a resin-embedded block of soil 
and from which thin section are cut to produce slices approximately 25 µm 
thick. Tippkotter and Ritz (1996) tested the suitability of a range of different 
resins for the preparation of biological thin sections on soils with widely 
contrasting properties and concluded that Crystic and Palatal resins were the 
most suitable. The high fidelity of the procedure is suggested by the presser-
vation of fungal hyphae spanning soil pores (Fig. 7-2) and by the presence of 
undisturbed bacterial colonies (Figs. 3-1a and 3-2a). 

Maps of bacterial cell distributions can then be produced using micro-
scopes fitted for epifluorescence and with a computer controlled stage and 
image analysis procedures (Fig. 3-1b). Due to the heterogeneity of the images 
of soil thin sections or of other soil preparations (Fig. 3-1a and 3-2a), the 

(Bloem et al., 1995; Nunan et al., 2001). Using other forms of illumination 
such as brightfield, polarised, ultraviolet and infrared light, it is possible to 
categorise, identify and produce maps of soil features such as voids or 
organic material (Protz et al., 1992). The computer controlled stage enables 
one to acquire different images from the same location on the thin sections. 
Bacterial cell distributions in relation to other features can be quantified by 

1-anilino-8-naphthalene sulfonic acid (Mg-ANS), an adsorption type fluoro-
diacetate (SFDA), a metabolic type fluorochrome, and magnesium salt of

image analysis procedures required to identify bacterial cells in soil pre- 
parations are generally quite complicated and involve a great many steps 
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superimposing the maps obtained with different illumination techniques and 
calculating distances between bacterial cells and features of interest (Nunan 
et al., 2003; Bruneau et al., 2005). 

2.2.2. Conclusions from biological thin sections 

Using this method the spatial distribution of individual bacterial cells has 
been measured in arable topsoil and subsoil (Nunan et al., 2002, 2003), and 
in different horizons of upland grasslands (Bruneau et al., 2005). Bacteria 
were found to have a patchy distribution in both topsoil and subsoil: patch 
sizes being greater in the topsoil (Nunan et al., 2002, 2003). The internal 
structure of the patches was also different: gradients of bacterial density 
were found in topsoil samples, whilst a mosaic of high and low values was 
found in subsoil samples (Nunan et al., 2003). Thus, in the topsoil samples 
bacterial communities appeared to develop around defined loci, possibly 
sources of nutrients, whilst in the subsoil this was not the case. Bacterial 
“hot spots” were also related to the location of pores in the subsoil (Nunan 
et al., 2003) and to fresh macro- and mesofaunal excremental features  
in upland and grassland (Bruneau et al., 2005). The spatial distribution of 
bacteria was more variable in samples with lower mean bacterial densities 
(Nunan et al., 2001, 2003; Bruneau et al., 2005). This may have been due to 
a patchier distribution of substrate when availability was low restricting the 
number of sites amenable to bacterial growth. This was particularly true in 
subsoil samples where colonised areas containing small colonies tended to 
be surrounded by vast (relative to bacterial cells or colonies) swathes of 
emptiness (Nunan et al., 2003). This was reflected in the very high Ripley’s 
K function values (which give a measure of the degree of clustering as a 
function of distance) at small scales (Nunan et al., 2002). The different 
spatial distributions observed in topsoil and subsoil, allied to the fact that the 
microbial community structure also varies with depth (Fierer et al., 2003), 
suggests that mathematical models that assume that the subsoil is merely a 
less active version of the topsoil are unlikely to produce sensible results. 

There was little evidence of biofilms (multilayered consortia of bacteria) 

cells (Franklin et al., 2001; Grundmann and Gourbiere, 1999). Figure 3-2a 
shows that several different morphotypes coexist at very fine scales. 

The disadvantages of the approach are twofold: (a) no distinction is made 
between active and non-active cells, meaning that the functional significance 
of a given distribution is difficult to ascertain and specific functions cannot 

et al., 2005). It is possible that interspecies competition, nutrient limitation  
or both hinder the development of large colonies of morphologically similar 

in soil in either the arable or grassland soils (Nunan et al., 2003; Bruneau
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be attributed to bacteria, and (b) measurements are made in two dimensions 
whereas soil is a three-dimensional medium. 

2.3. Microsampling procedure 

2.3.1. Methodology 

by Grundmann et al. (2001). The procedure is based on the idea that the 
probability of a process being detected at several different scales is linked to 
the spatial distribution of the process (Madden and Hughes, 1999). Micro-
samples of different volumes (fitting into squares of a calibrated grid with 
side lengths ranging from 50 to 500 µm) were dissected from an aggregate 
by means of a sterile scalpel. The microsamples were then transferred into 
wells of microculture plates containing a defined culture medium (depending 
on the process of interest) and incubated in the dark (Grundmann et al., 
2001). Microsamples were then scored as positive or negative and the pro-
portion of positive scores determined. Various three-dimensional theoretical 
spatial distributions (clustered or random) were sampled in the same way 
and the experimental data compared with the data from the theoretical 
distributions (Grundmann et al., 2001). This allows possible spatial distri-
butions to be identified, though not the exact distributions, because micro-
sample coordinates were not determined. The procedure was improved by 
replacing the computationally intensive simulation step with analytical 
solutions (Dechesne et al., 2003). The proportion of soil occupied by volu-
metric units of 50 µm side length can also be determined. 

2.3.2. Conclusions from microsampling procedure 

The microscale spatial distributions of NH4
+ oxidisers and 2,4-D degraders 

were found to differ significantly (Dechesne et al., 2003); NH4
+ oxidisers 

were found to exist in more numerous but smaller preferentially colonised 
than 2,4-D degraders. The different spatial distributions may have arisen 
because of the different natures of the substrates and how they were distri-
buted. On the other hand, the distributions of NH4

+ oxidisers and NO2
− 

oxidisers exhibited a degree of spatial association in microsamples of 100 
µm side length (Grundmann et al., 2001). The association at a very fine scale 
is consistent with the fact that one produces substrate for the other. 

Pallud et al. (2004) found that the distribution of 2,4-D degraders was 

 

The three-dimensional spatial distribution of bacterial activity at the micro- 
scale has been measured using a microsampling procedure developed 

altered by percolating 2,4-D but not by water alone. Colonised patches were 
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Figure 3-1. Thin section approach for study of bacterial spatial distribution at microscale. The 
procedure can be separated into three sections: (a) production of thin sections and visuali-
zation, (b) image analysis (of color image) for identifying bacterial cells in images and  
(c) quantitative analysis and informing of mathematical models. The image analysis section 
indicates the number of steps necessary for the recognition of cells but may be adapted 
depending on the image. In section (c) a semi-variogram is presented but other forms of 
quantitative analysis are also possible such as Ripley’s K function or the distance among 
bacteria and other features of interest. (Adapted from Nunan et al., 2001; with permission.) 
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Figure 3-2. Image showing example of distribution of bacterial cells in control sample (a) and 
(b) semi-variograms for bacterial density in control samples (o) and after 2,4-D percolation 
(●). The ranges of the semi-variograms are similar but there was an increase in nugget 
variance (variance at scales below the scale of measurement, 50 µm). Bacteria are distributed 
as individuals, as pairs or in colonies. A fungal hyphum spanning a pore is also visible. The 
side length of the image is 100 µm. (Biological thin sections were prepared with samples 
obtained from Grundmann and Deschesne.) 
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larger after 2,4-D addition, suggesting that 2,4-D degraders spread during 

degrader densities were associated with those which displayed a greater 
dispersal of degraders within the soil volume. An analysis of the distribution 
of total bacterial density of two of these samples (water and 2,4-D percola-
tion) using biological thin sections (Fig. 3-2a) indicated that, contrary to  
2,4-D degraders, the scale of bacterial patterns was unaffected by 2,4-D 
percolation (Fig. 3-2b). Although the ranges of the semi-variograms were 
similar, there was an increase in nugget variance (variance at scales below 
the scale of measurement, 50 µm), suggesting very fine-scale changes in bacte-
rial distribution. This corroborates the suggestion that different subcomponents 
of the soil bacterial populations respond differently to local environmental 
conditions (Franklin and Mills, 2003). 

The main drawback of this method is that the relationship between micro-
bial spatial patterns and the soil structure is not quantifiable, particularly larger 
scale structures such as macropores which are lost. Therefore the effect such 
structures might have on a given process cannot be quantified. 

Thus, both approaches have shown independently that processes and 
interactions occurring at the bacterial scale such as interactions with local 
environmental gradients do not result in a random distribution of cells and of 
loci of activity but rather they constrain bacterial community development in 
such a way that quantifiable spatial patterns emerge. 

3. CONSEQUENCES OF SPATIAL DISTRIBUTION 

3.1. Intrinsic interactions 

It is now well established that processes such as horizontal gene transfer and 
trait dispersal occur in soils (Top et al., 1998; Dröge et al., 1999) and there is 
indirect evidence that quorum sensing does so also (Chernin et al., 1998; 
Burmølle et al., 2003). Horizontal gene transfer among bacteria is mediated 
by one of three mechanisms: conjugation, transformation, or transduction 
(Dröge et al., 1999). Conjugation requires contact between cells for specific 
plasmids to be transferred from donor to recipient. Transformation is the 
uptake of cell-free DNA by cells and transduction is bacteriophage-mediated 
transfer of genetic information between cells. In soils, the conjugative 
transfer of plasmid-borne genes encoding 2,4-D catabolism from introduced 
donor strains to the indigenous bacteria has been identified as a mechanism 
by which the resident communities adapt to 2,4-D degradation (Top and 
 

growth, increasing the probability of encounters with the substrate (Pallud 
et al., 2004). Higher 2,4-D degradation rates among samples with similar 2,4-D 
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Springael, 2003). The effect was particularly evident in a B horizon that had 
no apparent ability to degrade 2,4-D without the donor strains but degraded 
all the 2,4-D in under 3 weeks after introduction of the donor strains 
(Dejonghe et al., 2000). The introduced ability to degrade was probably due 
to transconjugants as the donor strains were undetectable when degradation 
started. Soil particles are known to have the capacity to protect DNA from 
hydrolysis by DNases and recently it has been shown that DNA adsorption 
onto Montmorillonite–Humic Acids–Aluminum or Iron Hydroxypolymers 
does not prevent transformation of competent cells (Crecchio et al., 2005), 
suggesting that transformation in soil may be possible should susceptible 
hosts come into contact with DNA-soil particle complexes. In the rhizo-
sphere there is potential for transduction due to the high densities of bacteria 
and bacteriophages. Bacteriophages were found to dominate viral communi-
ties in 6 Delaware soils, the abundance of which was between ~9 × 108 and  
3 × 109 g−1 soil (Williamson et al., 2005). 

Quorum sensing is a regulatory mechanism in which bacteria respond in 
a coordinated, population-density manner through the secretion and sensing 
of specific signalling molecules thereby accomplishing tasks which would be 
difficult, if not impossible, to achieve for a single bacterial cell. A concerted 
response is induced in the population once a threshold concentration of the 
signalling molecule is reached. The threshold concentration corresponds to a 
certain population density as the extracellular concentration of the signalling 
molecule is related to the population density of the secreting. This type of 
cell-to-cell communication was termed “quorum sensing” because a sufficient 
number of bacteria, the bacterial “quorum”, is needed to induce or repress 
expression of target genes (Whitehead et al., 2001). Chernin et al. (1998) 
showed that the production of chitinolytic enzymes in Chromobacterium 
violaceum, a soil-borne bacterium, is regulated by the quorum sensing signal-
ing molecule N-hexanoyl-L-homoserine lactone. The signaling molecules of 
non-isogenic populations have also been found to modulate the activity of 
other populations in wheat rhizosphere (Pierson et al., 1998). 

The frequency of occurrence of these phenomena and thus their relative 
importance in ecosystem function is highly dependent on the spatial distri-
bution of bacterial cells. The spatial distribution of bacterial cells will affect 
the likelihood of encounters among bacteria or of a bacterial quorum being 
reached, for example. It has been suggested that interactions via volatile 
organic compounds of microbial origin maybe widespread in soil (Wheatley, 
2002). If this were the case, then interactions would be modulated by 
moisture content and one would expect a strong pore size × moisture content 
interaction. 
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Competition among micro-organisms is likely to be affected by their 
spatial distribution in relation to one another. The micro-structure of soils 
affects the spatial location of the soil biota (Nunan et al., 2003), and in so 
doing controls the degree to which organisms encounter each other and inter-
act within the soil volume. Spatial isolation is believed to be one of the 
factors contributing to non-competitive diversity patterns and high levels of 
microbial diversity at small scales in soils (Zhou et al., 2002). In a theoretical 
model investigating the production of extracellular enzymes as a foraging 
strategy, Allison (2005) concluded that spatially structured environments 
permitted the coexistence of extracellular enzyme producing micro-organisms 
and micro-organisms that use the product of the enzymatic activity but with-
out producing the enzymes themselves, “cheating” micro-organisms, despite 
the extra cost, and competitive disadvantage, to the enzyme producer in pro-
ducing the enzymes. In homogenous environments however, interactions 
between the two types were altered and the cheating micro-organisms 
dominated. Experimental work by Treves et al. (2003) showing that less com-
petitive micro-organisms can survive in spatially structured environments 
when isolated from more efficient competitors and so do not compete directly 
for resources, but become extinct in mixed environments, support the hypo-
thesis that spatial isolation is an important factor in the maintenance of 
microbial diversity in soils. Diffusion limitations of substrate in poorly con-
nected environments such as unsaturated soils that act to maintain a range of 
nutrient gradients resulting in a variety of micro-niches may be a mechanism 
by which high diversity is maintained (Long and Or, 2005). Furthermore, 
when diffusion coefficients are low the dissipation gradient length and there-
fore the “reach” of more competitive organisms are reduced. The diffusion 
pathway, which results from the interaction between moisture content and 
pore geometry, was also found to have a bearing on the survival of weaker 
species. When diffusion rates are low the diffusion pathway may be such 
that a weaker species intercepts nutrients that results in a nutrient depleted 
zone between species that inhibits invasion by the stronger species (Long 
and Or, 2005). The importance of diffusion pathways has been observed  
by electron microscopy (Chenu et al., 2001): micro-organisms were pre-
dominantly on the surface of clayey aggregates (with many pores <0.2 µm) 
but distributed throughout aggregates from a sandy soil (with pores ranging 
mostly 6–30 µm) and that glucose addition increased microbial growth 
throughout the sandy soil aggregates but mainly on the surface of clayey 
aggregates. Under conditions where diffusion rates are high these constraints 
to competition disappear or are reduced and this can result in a loss of 
diversity (Long and Or, 2005). 
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3.2. Bacteria – microhabitat interactions 

Soil is a complex 3-D physical framework, which has variable geometry, 
composition and stability across scales spanning several orders of magni-
tude. The physical structure regulates the flow of water and nutrients in 
unsaturated conditions and of gases into and out of the soil matrix (Young 
and Ritz, 1998). The rates of these processes are heavily dependent on 
moisture content and fine-scale structure interactions (Young and Crawford, 
2004). Small changes in moisture content can alter the process rate co-
efficients by orders of magnitude. 

There is much evidence to suggest that this heterogeneity is not a purely 
random phenomenon but rather that it is ordered in an aggregated archi-
tecture (Young and Ritz, 2000). The aggregated nature of soils results in a 
broad range of pore sizes and a highly diverse microscale physical structure 
(Nunan et al., 2005). Consequently, external environmental conditions are 
not replicated uniformly throughout the soil and a large diversity of micro-
habitats can develop that are more or less suitable for bacterial growth, 
survival and activity. Sexstone et al. (1985) found that the O2 distribution  
in water-saturated aggregates was irregular and that O2 gradients differed 
among aggregates incubated under the same conditions. Their results suggest 
that the diffusion and consumption of O2 is highly uneven in soil aggregates. 
Thus, bacteria inside an aggregate can experience radically different condi-
tions from those situated at the periphery and from those in other aggregates 
of similar size. 

Bacterial community structure within micro-aggregates was found to 
differ from that of whole micro-aggregates (Mummey and Stahl, 2004) and 
differences in bacterial community structure and abundance associated with 
different aggregate size fractions have also been reported (Ranjard et al., 
2000b). Interactions between bacterial communities and soil micro-structure 
have been shown to affect the response of the communities to heavy metal 
stress (Ranjard et al., 2000a; Almås et al., 2005). Communities that were 
loosely bound to the exterior of aggregates were more resistant to heavy 
metal stress than communities adhering strongly to the interior of aggre-
gates. The physical protection from previous heavy metal stress provided by 
the soil aggregates to the communities located on their interior meant that 
these communities were less well adapted to the presence of heavy metals. 

Extracellular enzyme activity profiles associated with aggregate size 
fractions have also been found to differ (Marx et al., 2005). Carbohydrates 
showed a bimodal distribution, with activity maxima in sand and clay frac-
tions, while acid phosphatase and leucine-aminopeptidase showed maximal 
activity in the clay fraction only. Kinetic studies revealed the presence of 
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two isoenzymes in the clay fraction for all enzymes assayed as opposed to a 
single isoenzyme in the other aggregate size fractions for half the enzymes 

certainly appealing to hypothesise that the variable catalytic potential is of 
microbiological origin, particularly as bacterial community structure has been 
found to differ across aggregate size classes (Ranjard et al., 2000b). If this 
were the case, then a basic tenet of microbial ecology, Beijerink’s principle 
that “everything is everywhere, the environment selects” (Beijerink, 1913) may 
not hold at the microscale – this in a scale-dependent concept. A variable 
catalytic potential modulated by the environment sensed by microbial com-
munities may be closer to reality. 

The diffusion of substrate to or metabolites from bacterial cells will 
greatly affect rates of activity. These processes are regulated by the soil 
architecture (Young and Ritz, 1998), but their importance for microbial 
function will also depend on how the micro-organisms are distributed at the 
microscale within the soil structure. Darrah et al. (1987) found that a nitri-
fication model in which nitrifier aggregation was accounted for was better 
able to reproduce the different time courses of ammonium oxidation reported 
in the literature than a model based on a uniform distribution of cells. This 
difference was hypothesised to be due to a lowering of the pH in the micro-
environment of bacterial clusters as a result of the nitrification process. The 
hypothesis was corroborated experimentally by Strong et al. (1997) who 
reported that nitrification became pH-limited at a higher pH in samples 
treated with lime (to increase the initial pH of the bulk soil) than in control 
samples. They concluded that acid accumulation in active microsites, because 
of acid diffusion into the bulk soil was slow, meant that pH measurements 
on bulk soil were not representative of the micro-environment pH experienced 
by the nitrifying bacteria and did not give a good indication of when the 
critical pH for nitrification limitation was reached. The location of bacterial 
inocula introduced into small pores (neck diameter <6 µm) was found to 
offer significant protection from predation by protozoa compared with 
inocula introduced into pores with a neck diameter of 30–60 µm (Wright 
et al., 1995). Recent work has shown that soil micro-organisms can act, in 

assayed. Although these results do not necessarily point to differences in
the biological origin of the enzymes associated with the different aggregate

the solid matrix may cause kinetic properties to diverge, they do suggest that
the catalytic potential of soils at the microscale is highly heterogeneous. It is 

size fractions as for example abiotic factors such as differential binding to

the presence of substrate, to alter their microhabitat towards a more porous, 
ordered and aggregated structure (Feeney et al., 2006). These findings have

regulates functional properties of soil such as microtransport processes of 
important consequences for our understanding of how physical structure 
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molecules to and from microbial communities and for the exposure of 
communities to environmental stresses. 

There is therefore, a growing body of evidence to suggest that the 
location of individual bacterial cells, both in relation to other cells but also in 

Therefore, accounting for microscale interactions should become a primary 
focus of current modelling efforts. 

4. MODELLING 

As already stated, an advantage of being able to quantify microbial spatial 
distributions is that the distributions can be incorporated into mathematical 
models and their importance for ecological function assessed. This is by  
no means a trivial task. The complex structure of soil has to be adequately 
represented and microbial distributions incorporated into the structure. This 
means that the spatial relationships between microbial communities and soil 
structure have to be described. 

Over the last decade significant advances have been made in simulating 
the complex spatial structure of soil (Vogel and Roth, 1998; Peat et al., 2000; 
Bird et al., 2000; Young et al., 2001). Some, mainly limited to fractal-based 
models, have attempted to link the geometry of soil structure to soil function 
such as hydraulic conductivity or the moisture characteristic (Young et al., 
2001; Bird et al., 2000). Others have used network models in which the pore 
space geometry of soils is described in an idealised manner (Vogel and Roth, 
2001). This is done by deriving model parameters from experimental data 
(Peat et al., 2000; Johnson et al., 2003) or from morphological investigations 
(Vogel and Roth, 2001). The impact of physical structure on the behaviour 
of soil biota has also been examined (Kampichler and Hauser, 1993; Young 
and Crawford, 2001). Many of these models suffer from the fact that they 
tend to use abstract, or greatly simplified, representations of structure and so 
cannot adequately represent fine-scale variation of soil structure or micro-
habitat heterogeneity. 

In order to enable an explicit account microscale interactions a Markov 
chain approach was adopted for modelling soil structure in two dimensions 
(Wu et al., 2004). The model was successful in simulating structures at the 
microhabitat scale. The simulated structures are statistically similar (P < 0.05) 
to real structures observed in soil thin sections. This approach has already 
been extended to model three-dimensional structures in sandstone (Okabe 

a significant impact on community survival, development and activity. 
relation to the range of micro-environments that can exist in soil, can have

and Blunt, 2004) and in soil. So far these models have been used to 
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Because the specific location of bacterial populations in relation to other 

potential respiration in a fractal model of soil when studying the distribution 
of anoxic volumes. When modelling the effects of cell clustering on ammo-

examining how the use of extracellular enzymes as a foraging strategy by 
soil micro-organisms is affected by competition, nutrient availability and 
spatial structure, Allison (2005) assumed a random distribution of micro-
organisms and an even distribution of substrate inputs. These models provide 
important insights into soil function and demonstrate that spatial organiza-
tion is an important factor influencing soil function. However, they do not 
explicitly account for the distribution of soil micro-organisms in relation to 
other soil features and therefore cannot be used for a full assessment of the 
importance of microscale interactions for ecological function. 

parameters that are spatially invariant may not be adequate as this assumes 
that microbial communities respond to micro-environmental conditions in an 
identical manner throughout the soil volume. Individual-based modelling is 
increasingly used in population ecology in an effort to account for the impact 
of intra- as well as inter-specific diversity on the community structure and 

are assigned properties which can evolve, and interactions among indivi-
duals are accounted for. The emergence of system-level properties from the 
interaction among the constituent parts may be understood. Recently, 
individual-based modelling has been used to describe the mineralization of  
C and N and nitrification in laboratory incubations of soil (Ginovart et al., 
2005). The model was a simplified representation of soil microbial com-
munities in that only two types of microbial cell were considered, ammonifiers 
and nitrifiers, and structure is represented in a greatly simplified manner. 
However, the model results are promising and offer hope for future progress 
in this area. 

soil features is poorly understood, random or uniform distributions of popu-
lations are usually assumed when developing model of bacterial function
in soil. Rappoldt and Crawford (1999) assumed a uniform distribution of 

cells were uniformly distributed throughout the soil volume. In a simulation 
nium oxidation, Darrah et al. (1987) assumed that clusters of nitrifying

If interactions among micro-organisms are important factors in regu-
lating soil microbial function, then describing microbial activity in terms of 

dynamics (Crawford et al., 2005). With individual-based modelling, individuals 

one of two states – pore or solid. By increasing the number of states that can 
be assigned to a pixel or voxel, it is possible to extend the model further to 
include other features of soil such as the presence of microbial cells. 

 

simulate soil structure and therefore pixels or voxels in the model can take 
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5. FUTURE DIRECTION 

As the two methods presented have different, but complementary, strengths, 
an experimental approach combining the two may be useful and provide an 

Many techniques are now available for studying soil microbial micro-
habitats and the spatial arrangement of microhabitat components. A number 
are listed below, though the list is not exhaustive. 

Secondary Ion Mass Spectrometry (SIMS) is a technique that links high 
resolution microscopy with isotopic analysis. SIMS involves the bombard-
ment of a sample surface with a primary high energy ion beam. This results 
in secondary ions being liberated from the sample into the gas phase and 
dispersed in a mass spectrometer according to their energies and their mass 
to charge ratios. An image (“map”) can be formed for any selected mass and 
a number of ionic species can be recorded simultaneously. The power of 
SIMS lies in the ability of the instrument to distinguish stable isotopes of 
elements with a high sensitivity, i.e., concentrations in parts per million can 
be detected. Furthermore, analyses can be carried out at spatial resolutions of 
<1 µm. SIMS has been applied to the study of biological materials e.g., in 
plant physiology (Lazof et al., 1992) and where 15N was applied as a tracer 
in yeasts and plant samples (Gojon et al., 1996). SIMS has also been used to 

15 13

microbial cells in a model soil system, suggesting that SIMS shows promise 

of fluorescent in situ hybridization (FISH) with specific nucleic probes 
(Macnaughton et al., 1996), thus enabling the distribution of genetic infor-
mation and associated activity to be compared. However, non-specific staining 
in the case of FISH and the frequency of occurrence might make all but the 
commonest of functions difficult to locate, bearing in mind the large amount 
of unoccupied space in soil. 

The use of x-ray tomography is now widely used in studies of soil 
heterogeneity and has been reviewed (Young et al., 2001). Recent develop-
ments in x-ray microtomography and nano-tomography have enabled the 
description and quantification of soil structure at the microhabitat scale 

bacteria and soil particles in colloidal flocculates has also been described 
(Thieme et al., 2003). 

evolves with time whilst with biological thin section it is possible to mea-
sure spatial distributions in relation to other soil features. 

immediate way forward. The microsampling technique can provide informa-
tion on the spatial distribution of an activity and on how the distribution 

C to individual et al. (2002) were able to locate the assimilation of N and 
study soil minerals in thin sections (Bertrand et al., 2001). Recently, Cliff

lism in combination. Such an approach could be complemented by the use  
as a tool for studying microhabitat heterogeneity and microbial metabo-

(Nunan et al., 2005; Feeney et al., 2006) and the spatial arrangement of 
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Environmental scanning electron microscope (ESEM) represents several 
important advances in scanning electron microscopy. Whereas conventional 
scanning electron microscopy requires a relatively high vacuum in the speci-
men chamber to prevent atmospheric interference with primary or secondary 
electrons, an ESEM may be operated with a poor vacuum (up to 10 Torr of 
vapour pressure, or 176 of an atmosphere) in the specimen chamber, so 
called “wet mode” imaging where water is the imaging gas (Callow et al., 
2003). This means that pre-processing of samples such as dehydration and 
fixation that can distort sample is not necessary. Furthermore, it is not neces-

modification as damage to the sample is limited. Environmental scanning 
electron microscopy was used to show that the colonization of sand grain 
surfaces by Pseudomonas aeruginosa PG201 was relatively sparse and well 
distributed rather than in the form of multilayered biofilms (Holden et al., 
2002). 

A more complete understanding of the impact of microscale properties 
on macroscopic behaviour can only be attained if these techniques and 
others not listed here are fully exploited. This means that findings should be 
incorporated mathematical models that are linked to suitable models of 
physical processes. In this way, it should be possible to search for scaling 
laws from first principals that relate the microscopic to function at larger 
scales and therefore to link habitat to function. 
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Abstract: After the discovery of the tremendous bacterial diversity in soil at all spatial 

bacterial cells at the microscale in the soil fabric has been overlooked, 
although all functional interactions appearing at the ecosystem level initially 
intervene at the scale of the bacterial cells. Many microbiological processes 
are based on encounters between cells, and between cells and substrates, 
between cells and surfaces. This chapter provides insight into the microscale 
spatial distribution of bacteria in soil, with a special emphasis on the concepts 
of microcolonies and microhabitats as structuring elements for these patterns. 

Keywords: bacterial diversity, soil, spatial organization, microscale, microhabitat 

1. INTRODUCTION 

There is great interest by microbial ecologists in trying to understand and 
quantify microbially driven processes at scales of natural environments 
(Parkin, 1993). Soils are complex multiphase environments, with structural 
and geochemical heterogeneities taking place over spatial scales ranging 
from nanometres to kilometres. Individual bacterial cells function at a scale 
relevant to their size, the microscale, and their combined localized activities 
affect the environment up to the global scale. However, microbial activity 
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a very large reservoir of various genes. Nevertheless, the organization of 
scales, numerous studies have been motivated by the fact that soil represents
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measurements are usually carried out at field or ecosystem scales, and the 
small spatial scale at which individuals and populations are actually living 
and interacting is rarely considered (Franklin et al., 2002). Studies at the 
microscale could provide us with a description of factors controlling micro-
bial activities, and eventually result in improved predictive models for microbial 
soil processes (Wachinger et al., 2000). Similarly, a better knowledge of 
the processes occurring at the microscale is a prerequisite to understanding 
bacterial community structures; the bacterial community at a given site, at a 
given time, is the integrated result of migration, clonal reproduction, and 
lateral gene transfer. Bacterial survival and activities are dependent on 
contact between the bacterial cells and one or more components of the soil 
ecosystem (e.g., carbon source, electron acceptor, other bacteria). Due to soil 
chemical and structural heterogeneities, contact between bacterial cells and 
any components of the soil ecosystem is under the dependence of the res-
pective distributions of two, or more, partners (Daane et al., 1996, 1997). 
The abundance of each constituent of the pairing, however, is not indicative 
of the encounter probability (Holden and Firestone, 1997). Therefore, micro-
scale spatial distribution of bacteria in soil plays a functional role in soil 
microbial ecology, and the complex relationships between bacterial localiza-
tion, bacterial activity, and the physico-chemical environment in soil is in 
need of further investigation. 

A key factor in soil function is the probability for bacteria to encounter 
other bacteria or other components of the soil ecosystem. Bacteria located 
close to each other will be more likely to interact than bacteria separated 
by several millimetres. Therefore, the distance separating bacterial cells, or 
bacterial microhabitats, has to be explored. Furthermore, bacteria, electron 
donors, and electron acceptors can move or be transported through soil, 
provided that a water film is present (Gammack et al., 1992). The spatial and 
temporal flow paths for solutes and bacteria are mainly determined by the 
connectivity and composition of the porous network, as well as by water 
content. As a consequence, bacteria situated several millimetres away from 
each other would be able to interact if they are located in connected pores 
and if conditions are favourable for bacterial movement. Conversely, bacteria 
entrapped in unconnected micropores will not be able to interact unless the 
soil structure is modified (e.g., by the action of the soil microfauna). The 
microscale soil structure as well as the possibilities of bacterial movements 
thus have to be considered. 

This chapter provides an insight into the microscale spatial distribution of 
bacteria in soil, with a special emphasis on the concepts of microcolonies 
and microhabitats as structuring elements of bacterial spatial distribution. 
Advantages of different methodological approaches to study the spatial 
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distribution of bacteria are presented. The stability of the microhabitats in 
space and time, and their bacterial diversity, are discussed from an ecolo-
gical point of view. This text will mainly deal with mineral soils and will not 
detail the influence of plant roots on the spatial distribution of bacteria. That 
topic is discussed in by Knudsen and Dandurand in Chapter 5. 

2. METHODOLOGICAL APPROACHES 

Study of the microscale spatial distribution of bacteria in soils is made 
especially challenging by specific sampling and visualization difficulties 
caused by the structural and geochemical complexity of the soil. 

2.1. Microscopy 

The detection of bacteria in complex samples such as soil thin sections using 
optical microscopy typically requires that bacteria are stained. Several dyes 
have been proposed to visualize bacterial cells in soil using epifluorescence 
microscopy (Li et al., 2003). The first descriptions of the bacterial micro-
landscape in soil include those by Jones and Griffiths (1964), Gray et al. 
(1968), and Hattori (1973). Their early results indicated that bacterial cells 
were not evenly distributed in the soil porosity and that colonies were a 
characteristic feature of bacterial communities in soils. 

Refinements of the staining step have been proposed that allow specific 
subgroups of microbial communities to be identified. Some dyes, such as 
the sulfofluoroscein diacetate (SFDA) for example (Tsuji et al., 1995), only 
stain living microorganisms. Fluorescent in situ hybridization (FISH) label-
ling, based on the detection of a fluorescently labelled DNA or RNA probe 
hybridized to bacterial nucleic acids at the cell scale, is also a promising 
technique. With FISH, a given functional gene or bacteria belonging to a 
given phylogenetic group can be imaged. Whereas FISH has been used for 
studying bacteria in water and activated sludge (e.g., Lee et al., 1999), its 
application in soil is still limited due to technical difficulties such as the 
autofluorescence of soil minerals and organic materials (Li et al., 2003). 
In soil, these techniques were used for enumerating specific bacterial groups, 
rather than for studying their spatial patterns (Wachinger et al., 2000; 
Richardson et al., 2002). Future efforts need to be carried out in these 
directions since both FISH and living cell staining could provide a functional 
viewpoint on the spatial distribution of bacteria, potentially uncovering the 
links between spatial pattern and bacterial diversity and activity. 

 

Spatial Distribution at the Microscale in Soil 
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In 1994, a novel molecular marker, the green fluorescent protein (GFP) 
became available (Chalfie et al., 1994). It allows the monitoring of bacterial 
cells introduced into complex environments, against background of large num-
bers of microbial populations, using epiflorescence microscopy (Errampalli 
et al., 1999). The use of GFP-labelled bacteria has greatly improved our 
description of the rhizoplane colonization (Tombolini et al., 1999) as well 
as their community structure (Bloemberg et al., 2000), but it has rarely 
been used to specifically study the spatial pattern of bacteria in bulk soil 
(Dechesne et al., 2005). Moreover, GFP-labelled bacteria have to be intro-
duced into soils, and it is supposed that introduced and indigenous bacteria 
have different spatial distributions (Recorbet et al., 1995; Li et al., 2003; 
Dechesne et al., 2005). This clearly allows tracing bacteria in soil but cannot 
be directly representative of the spatial behaviour of autochtonous bacteria. 

One of the main interests of microscopy is that the relationship between 
bacteria and their geochemical and physical environment can be uncovered. 
Electron microscopy, in that respect, can provide information on the 
materials surrounding bacterial cells (Kilbertus, 1980; Lünsdorf et al., 2000). 
X-ray tomography has further been used to uncover the three-dimensional 

spatial distribution of bacterial cells over scales ranging from micrometres to 
centimetres in mineral soils. This technique is based on the acquisition and 
computer analysis of composite microscopic images of soil thin sections. 
Quantified results are obtained, which are suitable for a range of statistical 
analyses. The soil structure may also be taken into account to study potential 
relationships between bacterial spatial distribution and the presence of large 
pores (Nunan et al., 2003). 

2.2. Approaches based on soil microsampling 

Microscopic techniques for studying microscale bacterial distributions suffer 
some limitations. First, microscopy usually implies sample preparation, which 
may affect the soil structure and modify the location of bacterial cells. Further-
more, with the exception of the confocal laser scanning microscopy, none 
of the microscopic techniques permit a three-dimensional description of 
bacterial spatial distribution (Li et al., 2003). Moreover, indigenous bacteria 
may be difficult to observe because they are sometimes entrapped into soil 
structures and thus difficult to stain (Li et al., 2003). To overcome some of 
the limitations associated with microscopic approaches, a specific method to 
quantitatively characterize the three-dimensional spatial pattern of the zones 
in soil colonized by bacteria has been proposed (Grundmann et al., 2001; 
 

et al. (2001) developed a technique for determining the number and in situ 
structure of bacterial microhabitats (Thieme et al., 2003). Recently, Nunan
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Dechesne et al., 2003), combining a specific microsampling strategy with a 
data analysis method. Any given bacterial type may be targeted, provided 
that a presence test is available and applicable to soil microsamples. So far, 
only viable bacteria have been studied, because the presence tests were per-
formed by cultivating bacteria in soil microsamples. This approach allows 
investigating bacterial distributions at the microhabitat scale, with a spatial 
resolution corresponding to the minimum soil sample size, which is typically 
larger than 50 µm in diameter. It provides the microbial ecologist with 
spatial descriptors of bacterial distribution, such as the average size of 
colonized patches and their average number per gram of soil, and enables 
him/her to compare different situations and check for statistical differences 
between distributions. Statistical methods developed in other disciplines 
were also applied to microsampling data (e.g., geostatistics in Grundmann 
and Debouzie (2000)) to describe the spatial distributions of nitrifiers along 
a soil transect at the millimetre scale. 

2.3. Approaches based on soil fractionation 

Soils are heterogeneous porous media, composed of individual aggregates. 
Two types of habitats for the microorganisms have been described in soil 
aggregates, based on aggregate structure and on the water retention in each 
site of the aggregate (Hattori, 1967). The inner compartment corresponds to 
micropores having a diameter of 2–6 µm, where water is retained by capilla-
rity and where substrate access relies on diffusion. The outer compartment 
corresponds to the inter-aggregate porosity and to the particle surfaces in 
contact with solutes during convective flow. In the case of unsaturated soil, 
convective–dispersive transport is limited to only a fraction of the liquid-
filled pores (mobile water), while immobile water participates through diffu-
sion. As a consequence, outer surfaces of soil aggregates tend to sustain 
oxidizing conditions, while aggregate interiors are more reducing. These two 
habitats are characterized by different water retention, substrate availability, 
reducing/oxidizing conditions, or susceptibility to predation, factors known 
to directly influence the dynamics and survival of bacterial populations 
(Ranjard and Richaume, 2001). Based on the fact that the microorganisms 
located in the inner compartment of stable aggregates are retained by capilla-
rity, and thus are more difficult to extract, Hattori (1967) developed a method 
to separate the microorganisms located in the two soil compartments. This 
method consists of successive washings of the soil and has been improved 
by Nishio et al. (1968), Nishio and Furusaka (1970), and more recently by 
Ranjard et al. (1997), to obtain a more representative and reproducible extrac-
tion of the outer compartment bacteria. Recently, a UV irradiation-based 
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Another approach is based on the physical fractionation of the soil in 
order to separate aggregates of various stability and size (<0.1 µm to several 
millimetres), which are considered as different bacterial habitats (Jocteur-
Monrozier et al., 1991; Mendes and Bottomley, 1998; Poly et al., 2001; 
Sessitsch et al., 2001). The main drawback of these methods is that the 
overall context of each aggregate to its neighbours is lost. 

3. CELLS, MICROCOLONIES  
AND MICROHABITATS AS STRUCTURING 
ELEMENTS 

3.1. Microcolonies versus isolated cells 

Early microscopic studies on soil samples revealed that bacteria are unevenly 
distributed in the soil porosity, with large portions of soil being devoid of 
bacteria (Jones and Griffiths, 1964; Hattori, 1973). The fraction of available 
surface effectively colonized by bacteria is estimated to be approximately 
0.17% and 0.02%, for organic and sand grain surfaces, respectively (Hissett 
and Gray, 1976). Bacteria in soil can either be found as free living or as 
attached cells, and a bacterium is likely to experience the two lifestyles 
during its existence (Nikin and Kunc, 1988). The ratio of free to settled cells 
depends on the ecological situation and especially on the water regimen of 
the soil (Nikin and Kunc, 1988). Nevertheless, differences in activity bet-
ween attached bacteria and their suspended counterparts have been observed 
in many studies, possibly because cell attachment modifies the substrate 
supply to the bacterial cells (e.g., Harms and Zehnder, 1994). 

Attached bacteria may either be isolated or form groups of contiguous 
cells, which are referred to as “microcolonies” due to their small size com-
pared to colonies typically observed on solid culture media. An early study 
(Hissett and Gray, 1976) using fluorescent sera, showed that Bacillus subtilis 
cells in soil generally occurred as very small colonies, averaging 4–5 cells on 
organic particles and only 2 on mineral particles. Accordingly, most of the 
microscopic studies identified a low number of cells per microcolony (Jones 
and Griffiths, 1964; Kilbertus, 1980; Foster, 1988; Nunan et al., 2001). This 
observation may be linked to the oligotrophic status of soil habitats, which 
may not support the growth of large numbers of bacteria. The limited size 
of hydrated microsites in unsaturated soils also potentially restricts the 

terial communities (Mummey and Stahl, 2004). 
procedure was developed to specifically isolate inner-microaggregate bac- 

development of microcolonies (Or et al., 2007). 
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A colony is typically formed after division of one or several parent cells 
when the local conditions are favourable. Nevertheless, microcolonies were 
observed to be either constituted by cells of identical or of different morpho-
logies (Nikin and Kunc, 1988; Harris, 1994; Nunan et al., 2003). It is thus 
probable, although conclusive evidence is missing, that microcolonies in soil 
do not systematically consist of one clone but might rather represent a micro- 
community. Such “diverse” microcolonies would then have originated from 
the movement of various bacterial strains to the same site, followed by their 
growth. 

In specific conditions, such as following an experimental glucose amend-
ment to soil samples, bacterial structures larger than microcolonies have 
been observed at the surface of soil aggregates (Chenu et al., 2001; Nunan 
et al., 2003). In a clayey soil, Chenu et al. (2001) described monolayered 
biofilms covering areas of 20–300 µm in diameter on the external surfaces 
of soil aggregates. The origin and significance of isolated cells are unclear. 
An isolated cell could result from active or passive cell movements (Gammack 
et al., 1992) or from previous microcolonies that have been subjected to 
predation or mortality. As emphasized by Harris (1994), the important ques-
tion is the extent to which an isolated cell can develop further. If conditions 
are suitable, a single cell could develop into a microcolony. However, 
isolated bacteria may already be in a non-viable state and indicate the failure 
of new habitat colonization. Skinner (1976) concluded that the growth of a 
single cell into a colony is subject to severe limitation. On plant leaves, 
isolated and aggregated cells have different ecological traits, for example, 
aggregated cells resist desiccation stresses better (Monier and Lindow, 
2003). 

3.2. Concept of bacterial microhabitat 

Bacterial microhabitat is proposed as one of the major structuring elements 
of their spatial distribution in soil. Metting (1992) defined the microhabitat 
as the volume of soil whose physico-chemical status influences the beha-
viour of bacterial cells that, in turn, alter or control the physical and chemical 
characteristics of the environment within that space. This functional defini-
tion is purposely not too rigid because the microhabitat may fluctuate in  
time and space. Depending on the type of microorganisms, as well as on  
the electron donors and acceptors used by the resident bacteria, the micro-
habitat size may vary (Metting, 1992). Harris (1994) argued that, the term 
“community” only makes sense at the microhabitat scale because this is the 
scale at which microorganisms are truly interacting and benefiting from each 
other. 

Spatial Distribution at the Microscale in Soil 
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Size and spatial limits of some microbial microhabitats have been 
assessed by microscopic observations. Lünsdorf et al. (2000), using electron 
microscopy, observed that bacteria were able to interact with clay minerals 
to form “clay hutch”-like structures enclosing one or few bacterial cells. 

“minimal nutritional sphere” and consequently a minimal soil microhabitat. 
Organic and inorganic nutrients recruited during the development of the 
hutches could subsequently be accessed by bacteria, while the entire matrix 
may function as a diffusion barrier, hindering the loss of nutrients. X-ray 
tomography, with 45 nm resolution, has been used to obtain information 
about the three-dimensional spatial arrangement of associations of bacteria 
and colloids (Thieme et al., 2003). The microhabitat described was approxi-
mately 6 µm in diameter and consisted of the association between colloidal 
soil particles and a dozen rod-shaped bacteria. It is probable that many other 
types of bacterial microhabitats exist in soil, which may or may not result in 
the formation of specific soil microstructures. The absence of any detectable 
feature makes the determination of microhabitat sizes conspicuously diffi-
cult. Nevertheless microhabitat extension can be related to the soil matric 
potential as water will influence connectivity between microhabitats (Focht, 
1992). 

The temporal limits of the microhabitats may be even more difficult to 
evaluate than the spatial limits. It is probable that if the majority of the 
bacteria located in a microhabitat are heterotrophs, its time limit would be 
associated with the exhaustion of the energy sources (Nikin and Kunc, 
1988). Nevertheless, this time span may be extended if some bacteria are 
capable of surviving in a dormant state to face adverse conditions. 

4. CELL AND MICROHABITAT MICROSCALE 
DISTRIBUTIONS AND THEIR DETERMINANTS 

Having recognized the cell, microcolony and microhabitats as structuring 
elements in soil bacterial ecology, the question of their spatial distribution 
remains to be addressed. Is this distribution random, or are, for example, 
bacterial microhabitats organized in hot spots? In the case of non-randomness, 
is it possible to identify factors contributing to the shaping of these spatial 
distributions? 

in height. The authors speculated that the clay hutches may represent a 
These hutches were in average 3.7 µm in width at their base and 2.9 µm 
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4.1. Spatial distribution 

The two-dimensional method based on microscopy and image analysis 
developed by Nunan and collaborators (2001) provides us with quantified 
descriptions of bacterial distributions in soil at the cell scale. The bacteria 
appear to be distributed in an aggregated way, with some cells forming 
microcolonies and other being more loosely clustered (Nunan et al., 2001). 
The authors attributed this aggregation to bacterial growth, with more aggre-
gation in the topsoil, where growth is considered more intense, than in the 
subsoil. This aggregated pattern was quantified using geostatistics, leading 
to the identification of lengths of spatial autocorrelation varying between 
240 and 1,560 µm in the topsoil and 0–990 µm in the subsoil (Nunan et al., 
2002). This suggests that there are relatively large patches of soil that 
harbour more cells than their surroundings. The existence of an aggregated 
distribution of bacteria was confirmed for specific bacteria communities 
studied at the millimetre scale. Grundmann and Debouzie (2000) used geo-
statistics to study the one-dimensional distribution of NH4

+- and NO2
–-

oxidizers and of various serotypes along a 10 cm transect sampled every 
millimetre: the presences of NH4

+- and NO2
–-oxidizers were autocorrelated 

with ranges of 4 and 2 mm, respectively. 
At a similar spatial resolution, three-dimensional spatial descriptors have 

been estimated for NH4
+-oxidizers, NO2

–-oxidizers, and 2,4-D degraders 
microhabitat distributions using microsampling and a dedicated data analysis 
method (Grundmann et al., 2001; Dechesne et al., 2003; Pallud et al., 2004). 
The spatial pattern of NO2

–-oxidizer and of NH4
+-oxidizer distribution at the 

abundance of 106 cells g–1 suggested that their microhabitats occurred as 
randomly distributed patches of, respectively, 250 and <180 µm diameter, 
whose centers were on average separated by 375 µm and 55–95 µm for the 
two groups of nitrifiers (Grundmann et al., 2001; Dechesne et al., 2003). At 
an abundance of 102 cells g−1, 2,4-D degrader microhabitats occurred as 
100–300 µm diameter patches that were dispersed in the soil, with an 
average distance between patch centers estimated to be 900 µm. When 
bacterial abundance of 2,4-D degraders increased up to 106 cells g−1, their 
microhabitats formed a very dense network of coalescing patches of 500–
2,250 µm in diameter (Pallud et al., 2004). As a consequence of these 
observations, the sampling size of a few 100 µm3, which is far below the soil 
sample size commonly used, seems to be consistent with the spatial dis-
tribution of nitrifiers and 2,4-D degraders and is probably relevant to 
functional spatial units. 

Spatial Distribution at the Microscale in Soil 
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4.2. Physico-chemical controls on bacterial distributions 

Studies focusing on the spatial pattern of bacteria at subcentimetre scales 
indicate non-random and, most often, aggregated distributions. Therefore, 
some factors must shape the spatial pattern of bacteria. The mode of bacterial 
growth by cell division contributes to the formation of microcolonies. Never-
theless, all the microhabitats are not equally favourable to bacterial growth 
or survival, and bacterial movements can result in the colonization of new 
microhabitats or in cell movements between microhabitats. Bacteria inter-
actions with soil surfaces have been overlooked and, apart from bacteria 
abundance on particulate organic carbon (Parkin, 1987; Wachinger et al., 
2000), it has not been demonstrated yet whether bacteria are located at 
random or in a deterministic manner on specific surfaces. Two important 
features of soil microhabitats are well documented: their protective role and 
their nutritional status. In soil, bacteria may be subjected to predation by 
microfauna, which mainly includes protozoa. In the microhabitats described 
by Lündsdorf et al. (2000) and Thieme et al. (2003), mineral particles play a 
role in protection against predation. Pores with a diameter <3 µm are 
suggested to act as a soil protective space (Postma and Van Veen, 1990) 
because they are too narrow to be accessed by the predators of bacteria. The 
relevance of such a protective space is confirmed by the observation that the 
predation of protozoa on introduced bacteria is marked in the outer fraction 
of soil but insignificant in the inner fraction (Vargas and Hattori, 1990). The 
concept of protective pores would explain why, according to observations of 
soil thin sections, most of the indigenous bacteria are located in relatively 
small pores (1–3 µm in diameter) (Kilbertus, 1980). Additionally, the pro-
tective microhabitats provided by clays would account for the increased 
bacterial survival in clay-amended soils (England et al., 1993). 

The availability of nutrients is one of the major structuring factors of the 
spatial pattern of bacteria. In the case of heterotrophic bacteria, one of the 
main carbon sources is the particulate organic matter (Foster, 1988). Hissett 
and Gray (1976) showed that 64% of the bacteria were associated with 
organic particles, even though these represent only 15% of the soil volume. 
Around large organic particles, such as decomposing wheat straw, strong 
gradients of bacterial abundance ranging over several millimetres have been 
observed (Gaillard et al., 1999), suggesting that bacterial distribution is 
affected by soluble substrates that have diffused from the wheat straw. The 
experimental addition of soluble substrate was also shown to affect the 
distribution of bacteria at the microscale. Whereas indigenous bacteria in 
soil are usually organized in small microcolonies, the addition of highly 
labile organic carbon induced apparition of bacterial biofilms (Chenu et al., 
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2001; Nunan et al., 2003) on the outer part of soil aggregates, while no 
marked bacterial growth was observed inside aggregates (Chenu et al., 2001; 
Nunan et al., 2003). 

Soils are nutrient-poor media, in which the inter-aggregate porosity 
constitutes the major channel by which substrate may become available to 
bacteria (Bundt et al., 2001). Accordingly, preferential flow paths may be 
considered as biological hot spots in soil, characterized by high bacterial 
abundances and activities (Pivetz and Steenhuis, 1995; Bundt et al., 2001). 
The accessibility of substrate in preferential flow paths probably explains 
why Nunan et al. (2003) observed that the density of bacteria in subsoil 
samples was greatest close to large pores. Conversely, such an association 
with pores was not significant in topsoil samples, probably because nutrient 
supply is more spatially homogenous. 

NH4
+-oxidizers, NO2

–-oxidizers, and 2,4-D degraders distribution in the 
inner and outer compartments has been evaluated using soil columns before 
and after ammonium or 2,4-D supply. Interestingly, the two groups of 
nitrifiers that act successively in the nitrification process were preferentially 
located in different compartments. The NO2

–-oxidizers were found primarily 
in the inner compartment while the NH4

+-oxidizers and the 2,4-D degraders 
were preferentially located in the outer compartment (Fig. 4-1). The relative 

Figure 4-1. Densities of NO2
–-oxidizers, NH4

+-oxidizers and 2,4-D degraders in the inner and 
outer compartments of a soil before any treatment (T0), and after NH4

+ supply (TF) or after 
one (TF-1P) or three (TF-3P) 2,4-D applications in flow through soil columns. The percent-
ages indicate the proportion of bacteria located in the inner compartment.

Spatial Distribution at the Microscale in Soil 
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in the original soil and in the soil after substrate addition. The differential 
location of the two groups of nitrifiers (Fig. 4-1) could be a result of the 
different locations of their respective substrates, and could be looked upon as 
a way of optimizing substrate interception. During convective transport, 
NH4

+ adsorption takes place primarily in the outer compartment. It is then an 
advantage for the NH4

+-oxidizers to preferentially occupy the outer compart-
ment. Conversely, NO2

–-oxidizers were preferentially situated in the inner 
compartment. They were spatially associated with NH4

+ oxidizers, as shown 
by their frequent simultaneous presence in microsamples, and more spatially 
spread (Grundmann and Debouzie, 2000; Grundmann et al., 2001). Their rela-
tive distribution in the soil compartments should allow efficient NO2

– uptake 
by creating a NO2

– concentration gradient from the outer compartment to-
ward the inner compartment, the latter acting as a NO2

– sink and thus 
diverting NO2

– from convective transport in the water flow. A functional 
spatial scheme of nitrifiers distribution is proposed (Fig. 4-2). Results ob-
tained on nitrite oxidizers, ammonium oxidizers and 2,4-D degraders (Fig. 4-1) 
indicated that partitioning of the communities between outer and inner 
compartments, is not random, but probably determined by substrate location, 
and could eventually be related to functional characteristics. 

  4
+

2
–

 in the inner and outer compartments of soil. 
-oxidizers and NOFigure 4-2. Scheme of the relative spatial distribution of NH -oxidizers
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4.3. Microscale bacterial movements in soil 

Bacterial spatial isolation controls several microbial interactions, such as com-
petition (Treves et al., 2003), and has an influence on the population genetics 
of bacteria (Cho and Tiedje, 2000; Papke and Ward, 2004). In soil, isolation 
depends on local water content and bacterial movements. 

Following movements of indigenous bacteria is quite challenging because, 
unlike introduced bacteria, they cannot be tracked by tagging. Therefore, in 
this matter, the microbial ecologist has to rely mostly on indirect evidence. 
Zvyagintsev (1962) observed that relatively few soil bacteria (<1%) are 
motile, suggesting that bacterial movements in soil are limited or rely on 
passive mechanisms, such as diffusion or transport with water flow (Gammack 
et al., 1992). Lünsdorf et al. (2000) suggested that bacteria may migrate 
within their microhabitats but rarely observed bacteria outside the clay 
hutches. Indeed, observing the migration of bacteria from one microhabitat 
to another may be unlikely since migration times may be short compared to 
the period of occupation of the microhabitats. Nevertheless, it is possible to 
indirectly detect movements of indigenous bacteria; two clone mates at 
different locations in soil, for example, is an indication that at least one of 
them has moved from the original location of the parent cell. It is not ex-
ceptional to detect two clone mates separated by several millimetres (Vogel 
et al., 2003) or even several kilometres (Fulthorpe et al., 1998; Vilas Boas 
et al., 2002). These observations, made on a variety of bacterial taxa, would 
indicate that bacterial movements in soil are not rare and that large distances 
may be travelled. 

Experiments on soil columns showed that substrate addition triggers 
significant spatial modification in the microhabitat spatial structure of indi-
genous and introduced bacteria within a few days. For example, upon 2,4-D 
percolation, the estimated average diameter of the patches of soil colonized 
by 2,4-D degrading bacteria increased from 0.1 to >0.5 mm (Pallud et al., 
2004). Such a spatial spreading cannot solely be due to the growth of 2,4-D 
degraders in stationary microcolonies; bacterial movements, probably active 
since the dominant 2,4-D degraders were motile, contributed to the coloni-
zation of new microhabitats. Similar spatial spreading following substrate 
amendment was also demonstrated for a GFP-tagged Pseudomonas intro-
duced in soil columns (Dechesne et al., 2005). A dispersal of cells was also 
mentioned by El Balkhi et al. (1978), who showed that after percolation with 
a carbon solution, individual cells rather than microcolonies were found in 
the soil fabric. 

Overall, experimental results indicate that microhabitats are not stable in 
time. For a better understanding of potential encounters between bacteria 
and between substrates and bacteria, the spatial isolation of bacteria and the 
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extent of movement from one microhabitat to another must be addressed. 
They could differ as a function of bacterial type, bacterial activity, and/or 
soil type, and could influence degradation efficiency and gene transfer. For 
example, 97% of the 2,4-D applied to a flow-through soil column was 
degraded in the case of dispersed degrader populations, whereas for the same 

5. BACTERIAL DIVERSITY AT THE MICROSCALE 

5.1. Microscale distribution of bacterial diversity 

On different occasions, it has been shown that bacterial diversity in small 
soil samples (1 g, one to few aggregates or micro-pieces of soil) was very 
large, covering complex communities of pesticide degraders (Dunbar et al., 
1997; Vallaeys et al., 1997), or different genotypes of the same species or 
genus: Rhodopseudomonas (Oda et al., 2003), Nitrobacter (Grundmann and 
Normand, 2000), Agrobacterium (Vogel et al., 2003), and Myxococcus 
xanthus (Vos and Velicer, 2006). The diversity observed in small samples 
could represent the same diversity as the one of larger sample surface or 
volume (Felske and Akkermans, 1998), or could cover the same genetic dis-
tances as in larger samples (Grundmann and Normand, 2000; Vogel et al., 
2003). At small scales, it does not seem that genetic distances are related to 
spatial distances, as shown in a study on Agrobacterium spp. carried out on 1 
cm3 of undisturbed soil, where the spatial coordinates of microsamples (500 
µm diameter) from which Agrobacteria (55 isolates) were exhaustively 
isolated, were recorded. Identical ARDRA patterns were found close-by as 
well as 10 mm apart (Vogel et al., 2003). At this small scale, clones were 
spatially overlapping, probably due to cell movements. Similarly, M. xanthus 
genotypes are not clustered at the centimetre scale (Vos and Velicer, 2006). 
In a sediment studied with a lower spatial resolution, the genetic similarity 
of the Rhodopseudomas population decreased with distance, although 
identical Rhodopseudomonas genotypes were found in the most distant 
samples (1 m) (Oda et al., 2003). Interestingly, the different genotypes exhi-
bited distinct ecological traits, suggesting that the pattern of selective pressure 
imposed in the microhabitats was increasingly different with the distance 
(Oda et al., 2003). The existence of a spatial structure in soil bacterial 
communities at scales larger than the centimetre is supported by experiments 
on the dominant bacterial populations, studied by molecular fingerprinting 
(Noguez et al., 2005). 

abundance, only 74% of the 2,4-D was degraded in the case of a less dis- 
persed population (Pallud et al., 2004). 
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Rius et al. (2001), studying Pseudomonas stutzeri, concluded that the 
exceptionally high genetic diversity in a strongly clonal population structure 
could be the result of niche-specific selection that occurs during colonization 
and adaptation to a wide range of microenvironments. Studies of the genetic 
structure of populations of free-living bacteria combined with spatial struc-
ture are scarce in soil. McArthur et al. (1988) found that habitat variability 
was correlated with genetic variability in soil-borne B. cepacia. The results 
obtained on 1.6 km2, suggested a pattern of micro-geographical adaptation of 
clones due to selection. 

A taxa–area relationship, linking the number of species in an area and the 
size of that area was repeatedly observed in plant and animal communi-
ties over large scales. Such a law was described at a scale of centimetres to 
hundreds of metres for bacteria in salt marsh, based on the decay of com-
munity similarity with distance (Horner-Devine et al., 2004). Following 
results by Vogel et al. (2003), the power–law relationship does not seem to 
apply at the small scale for bacterial communities. 

5.2. Microscale dynamics of bacterial diversity 

The processes of emergence and maintenance of bacterial diversity have 
been explored in laboratory experiments (Arber, 1995; Rainey et al., 2000). 
The influence of spatial structures on adaptive radiation in experimental 
systems has been demonstrated, giving insight into potential mechanisms for 
establishment of micro-diversity, but a gap between results of laboratory 
experiments and diversity data in the field must be filled. 

As detailed in the previous sections, both laboratory experiments and 
isolate collection indicate that genotypes have the potential for physical 
spreading within the soil matrix. A phenomenon of “spatial spreading”, con-
sisting of a rapid colonization of new microhabitats by a bacterial population 
or community, upon the onset of favourable conditions (high soil water 
content and availability of soluble substrate) has been described (Pallud  
et al., 2004; Dechesne et al., 2005). This suggests that during changes in 
bacterial density due to variations in nutrient availability, a spread of cells 
will occur, followed by retreat due to cell death, leaving some cells alive in 
some locations (Fig. 4-3). Thus, following a new growth event, there would 
be new cell settlements originating from the cells that did not die following 
the previous decline period. This cyclic invading process would give a 
bacterial genotype the opportunity to invade the soil fabric a little further  
at each cycle. It would thus explain the shuffling of clones observed at  
the microscale and the strong micro-diversity observed at this same small 
scale (Vogel et al., 2003). The degree of spatial isolation within microbial 
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as competition (Treves et al., 2003), and thus the population genetics of 
bacteria (Cho and Tiedje, 2000; Papke and Ward, 2004), would then fluc-
tuate following the cycles of invasion and recess. For example, the period of 
invasions has been estimated to increase the chances of cell-to-cell contact, 
which is a prerequisite to conjugal gene transfers (Dechesne et al., 2005). 

6. CONCLUSION 

Describing and understanding the spatial distribution of bacterial cells and 
bacterial diversity, particularly in soil, remains a constant challenge in soil 
microbial ecology. Despite the difficulty of the task, new results are regularly 
obtained, which contribute to a better description and understanding of 
microbial spatial patterns and their ecological relevance. Nevertheless, most 
of the data available so far are limited to qualitative descriptions of bacterial 
distributions. There is a need of more quantitative surveys, which would enable 
ecological hypotheses to be tested such as encounter probability, species–
area relationships, etc. 

Future research should focus spatial studies on specific groups of bacteria, 
eventually in parallel, in order to decrease the complexity of the system 
under investigation and thus to uncover more easily the causes and con-
sequences of bacterial structures in soil. These groups may either be defined 
phylogenetically or functionally. The first attempts in this direction are 
promising (Grundmann and Debouzie, 2000; Bent et al., 2003; Oda et al., 
2003; Vogel et al., 2003). 

 

genotype. 

Figure 4-3. Two-dimensional scheme of invasion/decline cycles of bacteria inducing 
shuffling of genotypes in the soil space. Symbols represent four genotypes in space: 
(a) initial spatial distribution; (b) invasion of genotype noted , and one encounter and gene 
transfer between the two genotypes, new genotype noted ; (c) invasion of genotype noted 

 and encounters with other genotypes; (d) recess of two genotypes and invasion by the new 
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Studying the spatial distribution of bacteria and its dynamics in simpli-
fied environments may also help in testing hypotheses or focusing on specific 
processes. For example, a sterile sand matrix has been used to examine the 
role of spatial isolation on the dynamics of two competing strains (Treves 
et al., 2003), and to observe the colonization dynamics of a lux-tagged strain, 
in the presence of a percolating substrate (Yarwood et al., 2002). The under-
standing of spatial mechanisms at the small scale in soil would probably 
benefit from laboratory experiments. 

The knowledge of spatial distribution characteristics may have wide 

community (Dechesne et al., 2005). It was shown that stimulating spatial 
spread could increase encounters by a factor of one hundred. Large appli-
cations could be found in the frame of bioremediation, risk assessment, and 
predictive modelling. 
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Chapter 5 

ANALYSIS OF SPATIAL PATTERNS  
OF RHIZOPLANE COLONIZATION 
 

Guy R. Knudsen and Louise-Marie Dandurand 

83844-2339, USA  

Abstract: Natural populations and habitats are spatially heterogeneous: organisms and 
the resources they use are not uniformly distributed over space or time, but 
instead are found in different degrees of aggregation. The rhizosphere, that 
region of soil surrounding plant roots where microbial activity is influenced by 
the root, is one of the most microbiologically active habitats on earth. The 
rhizoplane, the innermost boundary of the rhizosphere, is the surface of the 
plant root including root hairs, and is a hot spot of plant–microbe activity. 
Bacteria and fungi on the rhizoplane are favorably positioned to intercept root 
exudates, and rhizoplane sites are points of root interaction with plant patho-
ens as well as beneficial microbes. Microbial populations in the rhizosphere 
differ quantitatively and qualitatively from those in the bulk soil, since micro-
bial numbers generally are higher, and different populations are represented. 
Our emphasis in this chapter is on descriptive and quantitative aspects of the 
spatial associations of plant roots and rhizoplane microbes. Physiological and 
spatial heterogeneity have important implications for the ecology of rhizoplane 
microbial populations and communities. Although the published literature con-
tains a great deal of information on microbial colonization of roots, there is a 
need for an understanding of how spatial associations of rhizoplane and rhizo-
sphere microbes evolve over time. Spatial statistical analysis provides a mecha-
nism to explore processes that generate different patterns of organisms over 
time, and to determine the sensitivity of pattern to variations in these processes. 
Geostatistics provides a quantitative assessment of spatial distributions which 
maintains spatial integrity of data, and is able to analyze spatial autocorrelation 
based on direction and distance between samples. We describe the use of geo-
statistics to evaluate rhizoplane colonization and changes in spatial distribution 
of microbes associated with growing roots, and some implications for root 
infection by plant pathogens, biological control of plant diseases by beneficial 
microbes, and bacterial gene exchange events on the rhizoplane. We also discuss 
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methods for observing and quantifying rhizosphere and rhizoplane habitats, 
including novel developments in molecular biology and microscopy which 
hold great promise for these types of studies. 

Keywords: microbial ecology, spatial statistics, geostatistics, biological control, rhizosphere 

1. INTRODUCTION 

The rhizosphere is one of the most microbiologically active habitats on 
earth. “Rhizosphere” is most commonly defined as that region of soil sur-
rounding plant roots, in which activity of the microbiota is affected by the 
presence of the root. Conversely, microbial activity in the rhizosphere also 
has profound effects on the root itself, although the scale of the different 
interactions may vary. The rhizoplane, which may be considered the inner-
most boundary of the rhizosphere, is the surface of the plant root (including 
root hairs), and is a hot spot of plant-microbe activity. Microbes associated 
with plant roots modify the rhizosphere environment by producing extra-
cellular enzymes and plant growth factors, and by forming parasitic or 
mutualistic relationships with the plant. Populations of microbes in the rhizo-
sphere differ quantitatively and qualitatively from those in the bulk soil: 
their numbers generally are higher, and different populations commonly are 
represented. This “rhizosphere effect” reflects the influence of plant roots on 
the size and composition of the surrounding soil microbial community. One 
numerical measure of rhizosphere effect is the rhizosphere/soil (R/S) ratio, 
which compares the total number of microbes in a rhizosphere habitat to the 
number in the root-free soil. R/S ratios range from as low as 5–100 or more, 
but most frequently are from 10 to 20 (Curl and Truelove, 1986; Gray and 
Parkinson, 1968; Katznelson, 1965). Not surprisingly, the extent of the rhizo-
sphere effect is difficult to accurately measure, and can vary with the metho-
dology used and the specific microbes that are looked at. Operationally, 
researchers have sometimes made a crude estimate of the rhizosphere, as that 
soil which is loosely adherent to a root which has been carefully removed 
from soil, i.e., a distance of up to several millimeters from the root surface. 
Occasionally the term “endorhizosphere” has been used to include the root 
interior as part of the rhizosphere, however a good case has been made for 
eliminating the use of that term (Kloepper and Beauchamp, 1992). 

A number of biochemical gradients exist in the rhizosphere, which can 
significantly affect microbial activity. Because growing roots exude a number 
 

 
of compounds including amino acids, organic acids, hormones, vitamins, and 
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sugars, there usually is a significant concentration of these compounds avail-
able near the rhizoplane, and this concentration decreases with increasing 
distance from the root. Because of the respiratory activity of both the root 
and rhizosphere microbes, there is typically an increasing gradient of oxygen 
away from the root, a increasing gradient of CO2 towards from the root, and 
a decreasing pH gradient towards the root (due to carbonic acid produced by 
CO2 dissolution in soil water). Plant roots remove water from soil, so that 
there usually is a gradient of increasing soil moisture that increases moving 
away from the root, except that during rain or irrigation events the channels 
made by roots may enhance infiltration of water into soil, thus reversing the 
gradient at least temporarily. 

Because it is a two-dimensional entity, the rhizoplane is more easily 
defined and observed than is the rhizosphere. Bacteria and fungi present on 
the rhizoplane are the most favorably positioned to intercept root exudates; 
sites on the rhizoplane are also points of root infection by a variety of plant 
pathogens and mutualistic microbes (e.g., Rhizobium and its relatives, Frankia, 
mycorrhizal fungi), as well as interactions with beneficial associative mic-
robes (e.g., Azotobacter and others). In this chapter, we will focus on 
descriptive and quantitative aspects of the spatial associations of plant roots 
and rhizoplane microbes. We will emphasize spatial statistical analysis of 
rhizoplane colonization activity, the changes in spatial distribution of microbes 
associated with growing roots, and some implications for root infection by 
plant pathogens, biological control of plant pathogens by beneficial bacteria 
and/or fungi, and bacterial gene exchange events which may be enhanced by 
rhizoplane nutritional and surface influences. We will also discuss methods 
for observing and quantifying the rhizosphere and rhizoplane habitat, 
including some relatively recent developments that hold great promise for 
these types of studies. 

2. RHIZOPLANE SPATIAL ASSOCIATIONS 

Biological organisms and their controlling variables rarely are distributed in 
a random or in a uniform way, since the environment is spatially structured 
by various energy inputs that result in patchy structures or gradients 
(Legendre and Fortin, 1989). The rhizoplane is a good example of this, since 
energy input is largely due to root exudates, and certain zones of roots 
produce more exudate than others (Rovira, 1956). Although only 1–2% of a 
root system may be colonized by microbes, space can be a limiting factor 
(Baker, 1981; Lockwood, 1981). It is generally believed that the zone just 
behind the root tip is the site of maximum root exudation. As roots elongate 
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through soil, cells are sloughed off from the root cap, and root hairs and 
cortical cells are abraded from the root surface. Deposition from roots pro-
vides a readily used energy source for microbes, and spatiotemporal variation 
in the components of rhizodeposition over the root surface greatly influences 
variability in the composition of the rhizoplane community (Whipps, 1990). 
Sites may be preferentially colonized by some rhizoplane microbes, and thus 
no longer be available to others (Cook, 1993). As a result, microbial dis-
tributions typically are neither random nor uniform. The tendency for both 
leaf- and root-surface microbial populations to conform to lognormal or 
similar frequency distributions has been noted (Bahme and Schroth, 1987; 
Loper et al., 1984; Newman and Bowen, 1974), although there has been less 
attention to mechanisms of population development that might lead to such 
distributions. Later, we will discuss some significant limitations to the use of 
frequency distributional analysis in microbial ecology. 

3. SPATIOTEMPORAL AVAILABILITY OF SITES 
FOR ROOT PATHOGENS AND BIOLOGICAL 
CONTROL AGENTS 

Physiological and spatial heterogeneity have important implications for the 
ecology of rhizoplane microbial populations and communities. As noted by 
Martin and English (1997), the structural, physical, and biological complexity 
of the soil environment in which pathogens interact with plant roots constrains 
disease control options, including biological control. As seeds germinate and 
roots subsequently elongate, the spatial and temporal availability of infection 
courts is constantly changing. For example, Deacon and Donaldson (1993) 
described zoospores of phytopathogenic Oomycete fungi as “homing agents” 
or “site-selection agents,” because their motility is linked to receptor functions 
for detecting environmental signals. They described the zoospore homing 
response as a sequence requiring two factors: a chemotactic stimulus, and a 
suitable surface on which zoospores can orient (Deacon and Donaldson, 
1993). Further, they pointed out that zoospores can precisely locate root tips, 
wounds, or even individual root cells, so that understanding the homing res-
ponse, and factors that may modify it, is central to understanding zoosporic 
fungi, and for attempts to control them. 

Many or most bacteria associated with the exterior surfaces of plants are 
nonpathogenic. Among those are a number of organisms that have been 
found to be antagonistic to bacterial and fungal plant pathogens, thus poten-
tially acting as biological control (biocontrol) agents. Similarly, colonization 
dynamics of biocontrol agents on seeds and roots, in the presence of an 



Spatial Patterns of Rhizoplane Colonization 113
 

 

indigenous rhizosphere microbial community, will determine how well these 

how spatial associations of rhizoplane and rhizosphere microbes evolve over 
time. 

4. EXPERIMENTAL METHODOLOGY  
FOR INVESTIGATING RHIZOSPHERE 
MICROBIAL DYNAMICS 

A number of special considerations arise when sampling microbes from 
plant surfaces. Parberry et al. (1981), Hirano and Upper (1983, 1986), Kinkel 
et al. (1995), and Kloepper and Beauchamp (1992) have reviewed some of 
the difficulties inherent in sampling the phyllosphere (leaf surface) and the 
rhizosphere; these include the nonnormal distribution of microorganisms, 
selection of sampling strategy, and scale of sample and sample unit. Nonspatial 
traditional methods such as dilution plating are inadequate for addressing 
heterogeneity in rhizoplane populations, so that the ability of more recently 
developed molecular and microscopic methods to address heterogeneity in 
environmental samples is especially exciting. Several of these methods en-
hance our ability to observe, in situ, many aspects of microbial physiology 
that previously could only be demonstrated with pure cultures under highly 
controlled conditions. Various new strategies also are available for detection 
of microbial genes and gene products in natural habitats. 

There are two general approaches to the quantitative estimation of micro-
bial populations in the rhizosphere or phyllosphere: direct methods such as 
visualization techniques, and traditional indirect methods such as dilution 
plating of root or leaf washings, or most probable number (MPN) estimates 
(Cochran, 1950). Indirect methods have been reported to recover only about 
0.01–10% of the numbers of bacteria enumerated by direct counts (Campbell 
and Porter, 1982; Colwell et al., 1985; Richaume et al., 1993). However, direct 
counts are difficult to obtain from an opaque medium such as soil. Also, they 
may overestimate the number of bacteria in soil because it is difficult to 
differentiate between living and dead cells unless using a viability stain. 
Direct counts are highly labor intensive if large numbers of samples need to 

potential infection courts are protected. Successful manipulation of rhizo- 
plane microflora to enhance native or introduced beneficial microorga-
nisms, depends on knowledge of their ecological associations over time
and space (Schroth and Hancock, 1981; Stanghellini and Rasmussen, 1989).
Although the published literature contains a great deal of information on
microbial colonization of roots, there is a need for an understanding of 
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be processed. Another disadvantage with direct counts is that different 
groups of organisms are difficult to identify unless their morphologies differ. 

5. MARKER AND REPORTER GENES TO TRACK 
RHIZOPLANE MICROBES 

Although several methods have been used to study the occurrence and 
distribution of fungi in natural soils (Green and Jensen, 1995), few methods 
have allowed quantitative evaluation of population dynamics and prolifera-
tion. For example, in previous studies we quantified influences of temp-
erature, soil matric potential, nutrient source, and antagonistic bacteria, on the 
hyphal growth and biocontrol efficacy of pelletized Trichoderma harzianum 
(Knudsen et al., 1990, 1991a, b). However, in those studies we were unable 
to differentiate the hyphal growth of the fungal agent from that of indigenous 

of dilution plating for numerical estimation of fungal populations does not 
differentiate among the different propagules (hyphal fragments, conidia, 
chlamydospores) that may generate colonies when plated on agar, and thus is 
an unreliable estimate of fungal biomass and active physiological status 
(Lumsden et al., 1990). The use of mutant strains resistant to specific fungi-
cides may partially overcome problems related to nonspecific recovery, but 
this method does not allow for in situ monitoring of growth dynamics and 
survival structures of introduced Trichoderma strains, or differentiation of 
introduced Trichoderma strains from indigenous strains. There are similar 
constraints to the use of antibiotic-marked bacterial strains. 

Recently, genetic engineering of bacteria and fungi with marker genes 
has provided useful tools for detecting and monitoring them in natural environ-
ments (Green and Jensen, 1995; Lo et al., 1998; Bae and Knudsen, 2000). 
For example, the selectable hygromycin B phosphotransferase (hygB) gene, 
coding for resistance to this antibiotic, has been used to detect fungal bio-
control agents in the rhizosphere and phyllosphere (Lo et al., 1998). The  
β-glucuronidase (GUS) marker gene also is a promising tool for ecological 
studies of soil- and plant-associated microbes, because of the low back-
ground activity of GUS in fungi and plants, the relative ease and sensitivity 
of detection (Roberts et al., 1989), and the apparent lack of influence of GUS 
expression on biocontrol efficacy or other activity (Thrane et al., 1995). 
Green et al. (2001) monitored activity of T. harzianum on seeds and in the 
rhizosphere of different plant species, using a GUS transformant strain. They 
were able to directly observe microhabitats supporting metabolic activity of 
 

 

Trichoderma strains in natural soils (Knudsen et al., 1990, 1991a, b). The use 
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T. harzianum, and to correlate GUS activity of T. harzianum with biomass of 
the root pathogen Pythium ultimum in infected roots. However, some GUS 
activity may be present in unsterile systems or natural soils. For example, 
Aspergillus niger has some indigenous GUS activity (Thrane et al., 1995). 
Therefore, for study of growth patterns of an introduced fungus in natural 
ecosystems, this reporter gene system may be less useful. 

The green fluorescent protein (GFP) of the jellyfish Aequorea victoria 
also has been developed both as a marker and a reporter for gene expression 
(Chalfie et al., 1994). The GFP gene has been successfully cloned and ex-
pressed in a variety of different organisms including plants, animals, fungi, 
and bacteria. GFP requires only UV or blue light and oxygen to induce green 
fluorescence. An exogenous substrate, such as GUS requires, is not needed 
for the detection of GFP, thus avoiding problems related to cell perrmeabi-
lity and substrate uptake (Sheen et al., 1995). Expression of cloned GFP has 
been reported in several organisms (Cormack et al., 1997; Sheen et al., 1995). 
GFP was shown to be a useful tool for studying host-fungal pathogen inter-
actions in vivo (Spelling et al., 1996) and has been used to assess coloniza-
tion and dispersal of Aureobasidium pullulans in the phyllosphere (Vanden 
Wymelenberg et al., 1997). We generated a stable transformant of the fungal 
biocontrol agent T. harzianum expressing both GFP and GUS phenotypes 
(Bae and Knudsen, 2000). Presence of the GFP and GUS marker genes in 
the cotransformant strain allowed differentiation of introduced Trichoderma 
from indigenous strains. For example, Fig. 5-1 shows a sample of leaf debris 
colonized by the Trichoderma GFP transformant ThzID1-M3, along with 
indigenous fungi, bacteria, and protozoa. Under epifluorescence illumination, 
hyphae of the transformant are easily identifiable and distinguishable from 
the indigenous microflora. GFP activity of the transformant also was a useful 
tool for nondestructive monitoring of hyphal growth in situ (Bae and Knudsen, 
2001; Orr and Knudsen, 2004). Formation of green-fluorescing conidiophores 
and conidia was observed within the first three days of incubation in soil, 
followed by formation of terminal and intercalary chlamydospores and sub-
sequent disintegration of older hyphal segments. By capturing images viewed 
with epifluorescence, and subsequent computer image analysis of the captured 
images, we were able to quantify the hyphal growth and biomass dynamics 
of the introduced fungus (Orr and Knudsen, 2004). This methodology, com-
bining GFP, epifluorescence microscopy, and digital image analysis, should 
be highly applicable to quantification of fungal spatial dynamics in soil and 
on the rhizoplane. 
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Figure 5-1. Transmitted light (A) and fluorescence (B) micrographs, identical field of view, 
of a sample of natural soil and plant debris, colonized by indigenous microbes and T. 
harzianum ThzID1 M3. Fluorescence of hyphae and spores of ThzID1 M3 is visible (green 
fluorescence was electronically filtered to white in this micrograph). 

6. ADVANCES IN MICROSCOPY 

A number of methods to quantify metabolic activity and/or biomass of indi-
vidual microbes, populations, or microbial communities, involve direct micro-
scopic observation of cells. These include simple measurement of cell size 
and size distributions, formation of microscopically observable metabolic 
products, fluorochromes used as “physiological stains,” and genetically based 
marker and reporter systems. Most of the wide range of potential micro-
scopic techniques have been attempted for visualization of microbes on plant 
surfaces or in soil, including brightfield, phase contrast and differential inter-
ference, epifluorescence and confocal scanning laser microscopy, scanning 
and transmission electron microscopy (e.g., Dandurand and Knudsen, 1994; 
Dandurand et al., 1995, 1997), and atomic force microscopy (Fendorf et al., 
1997). In general, direct visualization for quantitative purposes can be diffi-
cult because of opacity of the substratum and the small size of micro-
organisms. Spatial associations can be difficult to describe because of the 
short working distance and the high magnification needed to see them. Phase 
contrast or interference microscopy of fresh material is possible, but asso-
ciated soil and root material can give confusing background for observation 
of microorganisms. Fluorochromes and other stains are commonly used to  
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observe microbes on plant surfaces, but autofluorescence of plant tissue can 
be a problem when using fluorochromes to detect microbes on plant surfaces. 

6.1. Example: use of confocal microscopy in conjunction 
with GFP-marked T. harzianum 

Scanning confocal laser microscopy (SCLM) potentially provides several 
advantages over conventional light or standard epifluorescence microscopy 
for visualization of microbes. A confocal microscope combines fluorescence 
microscopy with electronic image analysis to obtain three-dimensional images. 
Confocal laser microscopy has proven to be a powerful tool for examining 
the structure, organization, and physiology of microbial cells on surfaces, 
among other uses (Huang et al., 1995; McFeters et al., 1995). The shallow 
depth of field (as little as 0.5–1.5 µm) of confocal microscopes allows 
information to be collected from well-defined optical sections, rather than 
from most of the specimen as in conventional microscopy. Thus, out-of-
focus fluorescence is eliminated, resulting in increased contrast and clarity. 
Effectively, the sample can be optically sectioned, and stacks of optical 
sections taken at successive focal planes (i.e., a “Z-series”) can be recon-
structed to produce a focused view of the sample. For example, a standard 
epifluorescence micrograph of our GFP-transformed isolate ThzID1-M3 
growing in soil is shown in Fig. 5-2A. Some hyphae and conidia are visible. 
Next, using a Leica TCS-NT confocal scanning laser microscope, a Z-series 
from this same sample was captured by taking a series of vertical sections at 
approximately 50 µm intervals, resulting in a much more detailed view of 
the fungal hyphae in the sample (Fig. 5-2B). The ability to quantify micro-
bial spatial distributions in the third (“Z”) dimension suggests the possibility 
of three-dimensional spatial statistical analysis as well, although we are 
unaware of any reports of this to date. 

7. STATISTICAL METHODOLOGY  
FOR INVESTIGATING RHIZOPLANE 
MICROBIAL DYNAMICS 

Natural populations and habitats are spatially heterogeneous. Organisms and 
their resources are usually not uniformly distributed over space or time, but 
are found in different degrees of aggregation. Typically, natural environ-
ments are spatially structured by various energy inputs that result in patchy 
structures or gradients (Legendre and Fortin, 1989). The rhizoplane is a good 
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Figure 5-2. SCLM image captures of GFP fluorescence of Trichoderma harzianum ThzID1-M3 
growing in soil. Image captured at a single focal plane (A), compared to a composite Z-series 
(10 images, taken at 50 µm intervals) (B). The Z-series results in a more detailed three-
dimensional view of the fungal hyphae and spores in the soil sample. 

example of this, since energy input is largely due to root deposition. Spatial 
variability of nutrient deposition from seeds as well as the spatial presence of 
roots may influence sites of colonization by rhizoplane microbes, and the 
quantity and composition of root deposition varies along the root surface. 
Sites may be preferentially colonized by some microbes, such as bacteria in 
cell junctions (Rovira, 1956), or zoospore encystment in the zone of root cell 
elongation (Hickman and Ho, 1966; Mitchell and Deacon, 1986). Although 
the tendency for both phyllosphere and rhizosphere microbial populations 
to conform to lognormal or similar frequency distributions has been noted 
(Hirano et al., 1982; Loper et al., 1984; Newman and Bowen, 1974), the actual 
spatial variability of these populations is less well documented. Appropriate 
characterization of the spatial variability inherent in soil- and plant-associated 
microbial communities will allow us to improve quantification of the orga-
nisms and processes under study. 

Spatial statistical analysis provides a mechanism to explore processes 
that generate different patterns of organisms over time, and determines the 
sensitivity of patterns to variations in these processes. Spatial analysis is 
defined here as quantitative evaluation of variations or changes in spatial 
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orientation of an entity or population within a defined area or volume. Such 
an analysis requires that the spatial integrity (spatial coordinate framework) 
of the observations be maintained. 

Several theoretical studies have demonstrated the importance of spatial 
heterogeneity for population and metapopulation persistence and abundance 
(Hanski, 1991; Harrison and Quinn, 1989). Hirano and Upper (1993) demon-
strated changes in frequency distributions of epiphytic bacterial populations 
on populations of habitats (individual leaflets) within a plant canopy. How-
ever, despite continuing demonstration of the theoretical and practical impor-
tance of spatial processes to ecology, relatively few mechanistic studies of 
the factors that create heterogeneous spatial distributions and the processes 
by which they occur in nature are available. As pointed out by Hirano and 
Upper (1993), an understanding of factors that regulate plant surface 
microbial population dynamics must address the mechanisms that underlie 
variability. 

7.1. Sampling considerations 

The choice of sampling strategy, scale of sample, and sample unit can all 
have a significant effect on the results of an experiment. The type of sampl-
ing strategy used in sampling the rhizosphere and the phyllosphere is often 
dependent on the question that is being asked. It is generally recommended 
that samples be taken at random so that the assumption of independence of 
samples for standard statistical tests (e.g., analysis of variance) is met. 
However, sampling of microbes from the rhizoplane, in many cases, cannot 
be done randomly. For example, colonization is often determined by taking 
root segments at a prespecified distance (e.g., 1 cm segments 2 cm below the 
soil line). Another example, which can result in autocorrelated data, is when 
roots are sequentially sampled in order to assess the root colonizing ability 
of a microbe. In these situations, one must verify that the data meet the 
assumption of the statistical analysis prior to conducting the tests. When data 
are autocorrelated, the knowledge of a variable’s value at some location 
gives the observer some prior knowledge of the value the variable will take 
at another location. Thus, each observation does not bring one full degree of 
freedom. Autocorrelation sometimes causes results of standard statistical 
tests to be declared significant when they are not (Legendre, 1993; Robertson, 
1987). When spatial, as opposed to temporal, autocorrelation is present, spatial 
dependency among observations can be removed by using trend surface analy-
sis or spatial variate differencing so that the usual statistical tests can be 
done (Legendre, 1993). For further information on correcting standard 
 
 



120 Chapter 5
 

 

statistical methods when autocorrelation is present the reader is referred to 
Legendre (1993). 

Franklin and Mills (2003) discussed the need for multiscale analysis 
studies to more fully characterize the spatial variability of microbial systems. 
The selection of sample scale and sample unit is based on biological features 
of plants, reduction of sample variance, ease of processing and other methodo-
logical constraints. When epiphytic bacterial populations were sampled,  
a high level of variability was reported among sample units at every scale 
investigated (leaf segments, leaflets, or whole leaves) (Kinkle et al., 1995). 
In contrast, variability of rhizobacteria was significantly less when whole 
roots were sampled compared to root segments (Kloepper et al., 1991). Thus, 
for sampling of plant-surface microflora, Kinkel et al. (1995) suggested that 
selection of sample scale and unit should be based not only on the assump-
tion that the variance is scale dependent, but may be more appropriately 
based on methodological and biological considerations. Although sample 
variance may be reduced when sampling whole root systems rather than root 
segments, this sample scale may not always be feasible (e.g., when sampling 
mature plants). 

7.2. Advantages and shortcomings of frequency 
distribution indices 

The tendency for both phyllosphere and rhizosphere microbial populations 
to conform to lognormal distribution (i.e., the logarithm of bacteria per leaf 
was normally distributed) has been noted (Bahme and Schroth, 1987; Hirano 
et al., 1982; Hirano and Upper, 1983, 1986; Loper et al., 1984; Newman and 
Brown, 1974), and appropriate transformations routinely are used. However, 
Kinkel et al. (1995) and Ishimaru et al. (1991) have reported that the distri-
bution of epiphytic bacteria was not consistently described by the lognormal 
distribution. The appropriateness of the lognormal distribution should be 
verified before its application to a data set. Frequency distribution methods 
(e.g., indices of dispersion) are commonly based on mean/variance ratios, 
which do not provide reliable interpretations of spatial structure, since infor-
mation on the location of each sample site is ignored. Although such indices 
are useful for estimation of the population mean, they do not maintain spatial 
integrity of samples, making spatial analysis impossible (Jumars et al., 1977; 
Nicot et al., 1984; Sawyer, 1989; Schotzko and Knudsen, 1992). A second 
drawback to the use of frequency distribution analyses is that they assume 
independence of observations (Legendre and Fortin, 1989; Nicot et al., 1984). 
However, the existence of spatial structure implies that the assumption of 
independence is not met, because any ecological phenomenon located at a 
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given sampling point may have an influence on other points close by, or 
some distance away (Legendre, 1993; Legendre and Fortin, 1989). 

7.3. Use of geostatistics for analysis of rhizoplane 
microbial populations 

A true spatial statistical analysis, such as geostatistics, provides a mechanism 
to explore processes that generate different patterns of organisms over time, 
and to determine the sensitivity of pattern to variations in these processes. 
Spatial analysis is defined here as any analysis that quantitatively evaluates 
variations or changes based on spatial orientation within a defined area or 
volume. Unlike frequency analysis, spatial analysis requires that the spatial 
integrity of observations be maintained; i.e., spatial coordinates are recorded 
for each sample point. One method for spatial analysis, geostatistics, provides 
a quantitative assessment of spatial distributions that maintains the spatial 
integrity of data, and is able to analyze the degree of association (auto-
correlation) based on direction and distance between samples (Isaaks and 
Srivastava, 1989; Trangmar et al., 1975; see Chapter 2 for additional details 
on geostatistical analysis). 

Geostatistical analysis determines the degree of autocorrelation among 
samples based on the direction and distance between them (Isaaks and 

values between measured points based on the degree of autocorrelation en-
countered (Robertson, 1987). Geostatistics detects spatial dependence among 
neighboring samples and defines the degree of dependence by giving quanti-
fiable parameters. For readers interested in an introductory text on geo-

recommended. Other recommended reading includes Rossi et al. (1992), 
Legendre (1993), and Robertson (1987). Geostatistics has proven highly app-
licable to biological systems; for example, geostatistics has been used effect-
ively to evaluate insect spatial distributions (Kemp et al., 1989; Schotzko 
and Smith, 1991) and a plant/insect spatial simulation model (Knudsen and 
Schotzko, 1991; Schotzko and Knudsen, 1992), as well as plant disease 
patterns (Chellemi et al., 1988; Johnson et al., 1991; Nicot et al., 1984) and 
patterns of zoospore encystment on roots (Dandurand et al., 1995, 1997). 

Standardized covariograms (or alternatively, variograms) allow compari-
son in changes in spatial structure which are independent of the population 
variance. Covariograms are plots of the covariance of sample pairs against 
the distance (lag) between sample points (Isaaks and Srivastava, 1989). 
Statistical models (linear, spherical, etc.) can be fitted to covariograms and 

ting processes (Legendre, 1993). With aggregated patterns, the covariance is 
allow the investigator to relate observed structures to hypothesis-genera-

Srivastava, 1989; Trangmar et al., 1975) and can be used to interpolate 

statistical theory and practice, Isaaks and Srivastava’s (1989) text is highly 
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smaller at shorter distances, increasing with distance between points, and 
leveling off at the population covariance. This typifies a spherical model. 
With a gradient, the covariance is smaller at shorter distances, increasing 
with distance between points, but does not level off. Gradients typify a linear 
model and could be expected if, for example, densities of a bacteria are 
higher at one end of a root than another. With random patterns, there are no 
consistent changes in covariance with distance, thus the covariogram con-
sists of points varying about the population covariance. Three key aspects 
of a covariogram are: (1) the sill, (2) localized discontinuity (“nugget” or  
y intercept), and (3) the range. The sill is the point at which the covariance 
no longer increases or in other words, becomes random. Localized disconti-
nuity is a measure of variation below the sampling scale, random variation, 
measurement error, or all three. The range (range of spatial dependence) is 
the distance to the sill. Modeling of a covariogram is concerned with the 
response between the localized discontinuity and the sill and reveals the 
spatial structure. Spatial dependence is the degree of association of any two 
points at a given separation distance revealed by the spatial structure. 
Geostatistics detects spatial dependence among neighboring samples and 
defines the degree of dependence by giving quantifiable parameters. Some 
advantages of geostatistical analysis as a methodology may be summarized 
as follows: Geostatistics is independent of the relationship between the mean 
and variance; geostatistics maintains the spatial integrity of locations of sam-
ples and uses the variation between points to evaluate spatial dependence; 
geostatistics assesses spatial dependence quantitatively and can be used to 
compare spatial dependence at different points in time, or at the same point 
in time under different conditions. 

7.4. Geostatistical analysis of rhizoplane microbial 
populations: some examples 

7.4.1. Encystment of zoospores of Pythium ultimum 

Spatial variability of exudates from seeds and roots may influence sites of 
colonization of plant pathogens. Chemotaxis of fungal zoospores and growth 
of mycelia towards roots is highly regulated by root exudates (Cunningham 
and Hagedorn, 1962; Dandurand and Menge, 1994; Hickman and Ho, 1966; 
Mitchell and Deacon, 1986; Paulitz, 1991; Royle and Hickman, 1964). 
Zoospores are an important infectious propagule for Pythium spp. The 
greatest accumulation of zoospores has been reported to be at approximately 
2.5 mm behind the root tip (zone of cell elongation), where a major portion 
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Figure 5-3. Light micrograph of Pythium ultimum var. sporangiiferum zoospores encysted on 
the pea rhizoplane (zoospores stained with Trypan blue, photographed at 250×). 

of diffusable compounds are exuded (Mitchell and Deacon, 1986; Rovira, 
1973; Royle and Hickman, 1964). Disease may depend, at least in part, on 
access to spatially important entry sites for pathogens. If these are blocked 
by biocontrol agents or other microbes, then infection and disease may be 
reduced. For example, Dandurand and Menge (1992, 1994) found that prior 
colonization of citrus roots by Fusarium solani reduced numbers of encysted 
zoospores of Phytophthora parasitica and P. citrophthora, and reduced  
P. parasitica populations. 

Dandurand et al. (1995) evaluated effects of zoospore density and root 
age on zoospore encystment patterns on pea roots. Roots were exposed  
in situ to different densities of zoospore suspensions of P. ultimum var. 
sporangiiferum, then removed and gently washed. Entire roots were stained 
with Trypan blue and zoospore counts were made microscopically using an 
optical grid (unit size = 83 × 83 µm) over the entire visible surface of the 
root (Fig. 5-3). 

Spatial coordinates and numbers of zoospores were recorded for each 
sample unit, and spatial statistics were calculated using a geostatistics com-
puter program. Distinctive spatial organization of encysted zoospores deve-
loped with changes in inoculum density. At low densities, cysts were either 
randomly or uniformly distributed over the root surface, whereas at high 
inoculum densities, encysted zoospores were highly aggregated. When 2-, 3-, 
or 5-day-old seedlings were exposed to zoospores, spatial analysis indicated 
no effect of root age on spatial patterns. Results did show an increase in 
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spatial structure and spatial dependence with increasing inoculum density 
of zoospores. At the lowest density, spatial structure of the cysts was not 
evident; flat covariograms indicated absence of aggregation and were indi-
cative of either a random or uniform distribution. However, at the inter-
mediate and high densities, the covariograms reveal aggregated patterns of 
encystment. These observations that encysted zoospores were aggregated 
on roots suggested two hypotheses: First, that the source of chemoattractant 
(e.g., root exudates) is itself spatially patterned, resulting in aggregates of 
encysted zoospores. Second, that root exudates act only as general signals, 
so that zoospores initially encyst randomly. Then, as the density of encysted 
zoospores reaches some threshold, signals are released from them, resulting 
in autoaggregation. Our results from these experiments would appear to sup-
port the latter hypothesis, since, if autoaggregation were not a factor in the 
encystment process, similar patterns at low and high zoospore densities would 
be expected. This hypothesis is similar to the dual-component chemotactic 
process proposed by Thomas and Peterson (1990), and may illustrate one way 
in which spatial statistical analysis may complement other more physio-
logically based studies. 

7.4.2. Geostatistical analysis of spatial patterns of the biocontrol 
agents Pseudomonas fluorescens and Trichoderma harzianum, 
independently and in combination 

The variable success of biocontrol agents in controlling diseases may, in part, 
be caused by a lack of understanding of the spatial partitioning of resources 
in the rhizoplane. Spatial analysis of biocontrol agents may increase our 
predictive ability for effective biocontrol agents. For example, colonization 
patterns of bacteria were reported by Fukui et al. (1994); although it was 
observed that two strains colonized various parts of sugar beet seeds, a quanti-
tative analysis of the spatial patterns of the two strains was not made, and 
conclusions derived from spatial patterns of the two bacteria based on obser-
vation only are difficult to interpret. Nonpathogenic rhizoplane colonizers 
(biocontrol agents) at or near infection courts may be well positioned to modify 
the zoospore encystment process, and subsequent root infection. For example, 
the frequency distribution of cucumber root sections without encysted zoo-
spores of P. aphanidermatum was higher for roots treated with biocontrol 
bacteria than for untreated roots (Zhou and Paulitz, 1993). A quantitative 
analysis of spatial patterns is particularly important to determine whether 
biocontrol agents change the spatial patterns of pathogens in predictable and 
consistent ways. 

P. ultimum var. sporangiiferum is an important pea damping-off and root 
rot pathogen. There are numerous examples of seed and/or root protection 
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from Pythium spp. using biocontrol bacteria or fungi (Hadar et al., 1984; 
Harman et al., 1980; Lifshitz et al., 1986; Loper, 1988; Nelson et al., 1988; 
Parke, 1990; Tedla and Stanghellini, 1992). Dandurand and Knudsen (1994) 
showed a reduction in disease caused by another zoosporic plant pathogen, 
Aphanomyces root rot, when peas were treated with P. fluorescens and/or  

Without T. harzianum, a relatively lower proportion of the total variation 
was spatially structured (Fig. 5-4), indicating greater aggregation without  
T. harzianum. Additionally, the presence of T. harzianum increased the 
range over which there was autocorrelation. In other words, in the presence 
of T. harzianum, the zoospores were less aggregated, and the aggregates were 
more diffuse. These results suggest that the potential role of T. harzianum as 
a biocontrol agent may not be simply in reducing pathogen access to the 
root, but instead may be as a determinant of where zoospores are able to 
encyst. Probably T. harzianum did not affect the magnitude of the homing 
response, because average zoospore density on the root surface was approxi-
mately the same in the presence or absence of T. harzianum. However,  
T. harzianum had a strong effect in mediating the aggregation process, so 
that zoospores were less aggregated and aggregates were more diffuse. The 
ecological significance of aggregation is not known, e.g., whether aggre-
gation plays a role in germination of zoospores or the infection process 
(perhaps through a localized inoculum density threshold effect). 

Although geostatistical analysis cannot say specifically what the mech-
anism of biocontrol activity of T. harzianum is, it can give credence to hypo-
theses about mechanisms. As an example, Mandeel and Baker (1991) observed 
that potential infection courts on the rhizoplane can be protected by an agent 
that actively competes for these sites, and they suggested that this mechanism 
has more potential impact on biocontrol efficiency than does rhizosphere 
nutrient competition. Mandeel and Baker (1991) further observed that bio-

 
 
 
 

 

control efficiency values are influenced by spatial relationships, especially 

T. harzianum isolate ThzID1. In one study (L. M. Dandurand, 1994), spatial 
patterns of P. ultimum var. sporangiiferum were compared in the presence or 
absence of T. harzianum ThzID1. Numbers of encysted zoospores per unit 
root area and encystment patterns were quantified as described above. Mean 

 

numbers of encysted zoospores did not differ between roots that were colo-

(Fig. 5-4). 

nized by T. harzianum and untreated roots. However, the spatial pattern of
zoospore encystment was significantly affected by treatment with T. harzianum
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Figure 5-4. Covariograms of Pythium ultimum var. sporangiiferum zoospore encystment 
patterns in the absence (A) or presence (B) of T. harzianum ThzID1 (gnotobiotic system). 

relative proximities of the pathogen to penetration sites compared to proxi-
mity of the biocontrol agent. If space is indeed a mechanism in biocontrol 
efficacy, than proliferation of the biocontrol agent would be expected to 
generate a change in observed spatial patterns of the pathogen population, as 
our preliminary results have indicated. Spatial statistical analysis can provide 
quantitative answers about whether spatial attributes of a biocontrol agent 
will change or not change in the presence of indigenous microbes. Effective 
development of spatially rigorous analysis techniques will provide a 
necessary framework for evaluating the effects of mechanisms that are 
studied at the genetic and biochemical level. 

In another set of experiments, we tested whether the biocontrol agent, P. 
fluorescens 2-79RN10 (which produces a phenazine antibiotic), influenced 
spatial patterns of T. harzianum ThzID1 on the rhizoplane of pea. In other 
words, is there evidence that antibios is involved in spatial partitioning of the 
rhizoplane? Seeds were inoculated with T. harzianum either alone or in combi-
nation with P. fluorescens 2-79RN10, or P. fluorescens B46, a non-phenazine- 
producing strain of 2-79RN10. Roots of 3-day-old seedlings grown under 
gnotobiotic conditions were observed using scanning electron microscopy 
(Fig. 5-5). Spatial structure (aggregation) of T. harzianum was evident along 
the entire root, but was not affected by the presence of either P. fluorescens 
2-79RN10 or P. fluorescens B46. However, whether this phenomenon would 
be the same in a natural soil could not be addressed at that time, due to the 
impossibility of distinguishing the added T. harzianum from other indigenous 
fungi. The availability of a GFP transformant of the fungus, as described 
above, may help alleviate this technical difficulty in future experiments. 
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8. POTENTIAL INFLUENCE OF BACTERIAL 

POPULATION SPATIAL STRUCTURE ON GENE 
TRANSFER ON THE RHIZOPLANE 

The ability of bacteria to transfer plasmid-borne genes between species and 
even genera is well known. for example, conjugative or “self-transmissible” 
plasmids belonging to the IncP and IncW groups have been shown to be 
transferred among a wide range of bacteria including soil inhabitants. Some 
nonconjugative plasmids may be mobilized and transferred in the presence 
of conjugative plasmids. The frequency of plasmid transfer events in natural 
habitats remains poorly understood. Mathematical models have been used to 
describe and predict kinetics of conjugative plasmid transfer, and have taken 
the form of analytical (Levin et al., 1979) and simulation (Knudsen et al., 
1988) models, however these models were developed for well-mixed (i.e., 
homogeneous) systems. A previous comparison of plasmid pMON5003 
mobilization rates in broth culture with rates on root surfaces suggested that 

lower than in the liquid medium (Sudarshana, 1995). Also, another previous 
study (Dandurand et al., 1997) showed highly aggregated patterns of rhizo-
plane bacterial populations, and geostatistically quantified those patterns. 

numbers of transconjugants formed on root surfaces were 10- to 100-fold 

Figure 5-5. Scanning electron micrograph of Trichoderma harzianum ThzID1 hyphae and
cells of Pseudomonas fluorescens 2-79RN10, on the pea rhizoplane.
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(e.g., spatial structure which can be quantified using spatial statistics) and 
process (e.g., plasmid transfer kinetics) is promising. 

9. CONCLUDING REMARKS 

Historically, analysis of microbial processes usually has been conducted 
separately from analysis of microbial population and community patterns.  
In many cases, the connection between process and pattern has been ignored, 
in part due to the unavailability of appropriate tools. Geostatistical analysis 

ting the process-pattern cycle. 
provides one such tool, with potential to serve as the critical link in evalua-

 

plasmid) and cells containing the mobilizable plasmid were initialized either 
in randomly selected grid locations, or in highly aggregated patterns. Aggre-
gates were formed using a cellular automaton routine. Geostatistical analysis 
of the simulated patterns showed similar patterns (nugget, sill, range) to 
those experimentally observed by Dandurand et al. (1997) for P. fluorescens 
cells on pea roots. Simulation results indicated that significantly higher 
numbers of transconjugants (cells receiving the conjugative and/or mobilizable 
plasmids) were formed when plasmid donor cells were initialized in aggre-
gates, compared to randomly distributed cells. Thus, although it has been 
shown that parental growth kinetics can strongly affect plasmid transfer 
frequencies, our experimental and simulation results also suggest a strong 
influence of spatial structure of surface-colonizing populations on gene 
transfer. Further investigation of the quantitative relationship between pattern 

We hypothesized that observed lower plasmid transfer rates on the rhizo-
plane are due, at least in part, to the more limited chances for cell-to-cell 
contact imposed by the spatial structure of rhizoplane bacterial populations. 
To address this hypothesis, in a preliminary study we modeled effects of 
bacterial population spatial structure on gene transfer frequencies. A grid of 
1,617 spatial cells was simulated, with each cell 2.5 µm in size. A population 
of recipient cells was initialized in a highly aggregated spatial pattern within 
the grid. Then, equal numbers of donor cells (containing the conjugative 
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Chapter 6 

MICROBIAL DISTRIBUTIONS AND THEIR 
POTENTIAL CONTROLLING FACTORS IN 
TERRESTRIAL SUBSURFACE ENVIRONMENTS
 

R. Michael Lehman 

SD 57006, USA 

Abstract: Terrestrial subsurface environments (below the plow layer) contain an enormous 
amount of the earth’s biomass, yet are relatively undersampled compared to 
topsoil, aquatic, and marine environments. Depth emerges as a primary axis 
for relating distributions of microorganisms and the factors controlling their 
distribution. There is generally a sharp drop in microbial biomass, diversity, 
and activity as organic-rich topsoils deepen to mineral-dominated subsoils. 
Progressively deeper samples from the vadose zone to the capillary fringe and 
into saturated zones often reveal increases in biomass and changes in dominant 
microbial populations. Biomass appears to slowly decline with depth, and cell 
viability is limited by temperature between 4.5 and 6 km. In many subsurface 
environments, spatial distributions of microorganisms are extremely variable, 
frequently defying prediction. In a few highly structured saturated environ-
ments, such as confined or contaminated shallow aquifers, predominant ter-
minal electron accepting activities are arranged in a spatially ordered manner 
that is consistent with selected geochemical measurements. Sampling issues 
specific to subsurface environments still require substantial added effort and 
expense to achieve a reasonable sample density in comparison to most other 
environments. Technological advances in microbial assay methodologies are 
easing some of the methodological boundaries that are often exceeded by 
subsurface samples. 

Keywords: aquifer, distribution, microorganism, spatial, subsurface, vadose 
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1. INTRODUCTION 

It has become apparent that terrestrial subsurface microorganisms are dis-
tributed in an extremely patchy manner and that the patches are quite variable 

1.1. Historical expectations regarding subsurface 
microbial distributions 

It has been estimated that the amount of microbial biomass in subsurface 
environments approximates the amount of all aboveground biomass (Gold, 
1992; Onstott et al., 1999; Pedersen, 2000; Whitman et al., 1998), yet knowl-
edge of subsurface microbial distributions rests on a sparse array of analyzed 
samples. Historical expectations were that biomass declined rapidly with 
depth and soil carbon content, and that the subsurface was largely devoid of 
life (Federle et al., 1986; Ghiorse and Wilson, 1988), despite occasional 
reports of microorganisms in produced waters from petroleum exploration 
and development (Bastin, 1926; Davis, 1967). Interest in subsurface micro-
biology grew in association with accelerated groundwater consumption and 
deterioration, and microbiologically oriented sampling of the subsurface 
largely commenced in the 1970s (Keswick, 1984). Based primarily on find-
ings by the USEPA, USGS, and university researchers, it was generally ack-
nowledged by the mid-1980s that shallow aquifer sediments were colonized 
by substantial numbers of microorganisms, largely bacteria (Ghiorse and 
Wilson, 1988). In the late 1980s, the United States Department of Energy 
(USDOE) initiated a systematic program to investigate the microbiology  
of deeper subsurface environments. Other countries, notably Canada, Sweden, 
Finland, Germany, England, Russia, and Japan, established similar programs, 
stimulated by groundwater contamination issues or by the challenge of 
isolating high-level radioactive waste over long duration (>10,000 years) in 
deep, geologic repositories. Overwhelming, subsurface biomass is prokaryotic 
(Ghiorse and Wilson, 1988; Sinclair et al., 1990; Whitman et al., 1998), and 
it appears that bacteria are resident in all areas of the terrestrial subsurface 
that have been sampled, including cores collected from 2,800 m depth 

in magnitude (Brockman and Murray, 1997). Neither the factors that control 
these distributions nor the distributions themselves have been rigorously 
quantified. To quantify relationships between microbial spatial distributions 
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and their controlling factors, the relevant scales and most probable contro-
lling factors need to be identified. To that end, published data on subsurface

used to support conceptual models of microbial distributions in terrestial
microbial properties from spatially arranged sample sets are reviewed and

subsurface environments. 



 

(Boone et al., 1995; Onstott et al., 1998), and groundwater thought to 
originate from at least 5,300 m depth (Szewzky et al., 1994). 

2. BUILDING CONCEPTUAL MODELS  
OF DISTRIBUTION: DEPTH AS A PRIMARY AXIS 

An inherent and dominating consideration of the terrestrial subsurface habitat 
is the depth axis. At any location, gradients in the subsurface habitat will be 
anchored by their depth from the surface, where organic matter primary pro-
duction is sustained by light energy and dissolved or free gas concentrations 
approach equilibrium with atmospheric levels. Throughout the depth profile, 
the subsurface is strongly structured by the vertical (generally) arrangement 
of geologic units and their weathering profiles. Due to variations in soil profiles 
and underlying geology, some discussion arises as to what is “subsurface” as 
opposed to soils. The depth of soils is often considered synonymous with the 
rooting zone, although the depth of root penetration may vary greatly with 
vegetation, climate, etc. One convention is to define soil inclusive of the 
A, E, and B horizons, but not the weathered parent material or regolith com-
posing the C horizon (Hunt, 1986). Alternative definitions of soils include 
the C horizon, respecting deep-rooted plants (Richter and Markewitz, 1995), 
or use a 2 m depth criterion (Soil Survey Staff, 1975). The “subsurface” 
includes everything below the “soils” or alternatively, everything below 1 m 
(Onstott et al., 1999) or 8 m (Whitman et al., 1998). For the current discus-
sion of microbiology, “subsurface” will be defined as the region beneath the 
intensively studied plow layer soils that chiefly comprise the A and O horizons. 
The less frequently sampled “subsoils” (B horizon to bedrock) usually contrast 
sharply with the overlying topsoils in organic matter and mineral content. 

2.1. Soil-unsaturated subsoil transition: the first  
few meters 

Microbial biomass, diversity, and activity often exhibit parallel declines with 
depth during the transition from the organic-rich topsoils to the mineral-
dominated subsoils , although at some point in the C horizon or bedrock, 
biomass levels become relatively constant with further depth increases as 
long as unsaturated conditions prevail (Fig. 6-1). A decline in biomass (by 
lipid analyses), activity (by FDA hydrolysis), and diversity (PLFA profile 
complexity) was observed >2 m deep profiles sampled within three un-
improved pastures and a minimally managed soybean field in Alabama 
(Federle et al., 1986). Wood et al. (1993) observed 3–4 orders magnitude 
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decrease in culturable aerobic heterotrophs >7 m depth profiles in silty loam 
soils at two sites in western North America. Bone and Balkwill (1988) 
reported decreasing values in total cells, culturable heterotrophs, and hetero-
trophic diversity over a 3 m depth profile containing loamy sand topsoil 
underlain by fine, silty clay at an Oklahoma site. Numerically dominant 
phenotypes differed between surface soils and subsoils. Dodds et al. (1996) 
showed that biomass, respiration, number of CTC-respiring cells, and numbers 
of culturable aerobic heterotrophs decreased >4 m of unsaturated clayey 
soils at a grassland site in northeast Kansas, mirroring the sharp drop in total 
soil organic matter. However, total numbers of cells remained relatively 
constant over the same interval, as did the amount of soluble organic carbon. 
In cropped soil at the same prairie site, microbial properties remained relatively 
constant over the same depth interval, suggesting that tilling may have 
resulted in increased homogenization, even below the actual depth tilled. 
In several coniferous forest soils in Finland, microbial biomass (total PLFA) 
was observed to decrease roughly tenfold over a 0.4 m depth profile (Fritze 
et al., 2000). These authors also found changes in community structure 
(PLFA profiles) between horizons such that O ≠ E ≠ B = BC and that 
actinomycetes were relatively enriched with depth. Roughly 100-fold 
decreases in bacteria and fungal biomass were observed in forests soils at 
two sites in Denmark (Ekelund et al., 2001). Over a 1.5 m depth profile in 
two Indiana agricultural soils, Blume et al. (2002) observed sharp decreases 
in bacterial biomass and found that the community structure (PLFA) in the 
subsurface soils was relatively enriched in gram-positive bacteria compared 
to the topsoils. In 4 m depth profiles from two mid-western US agricultural 
soils of differing textures, Taylor et al. (2002) found sharp decreases in 
microbial abundance (various measures) and activity (enzymes) with depth 
that were well-correlated with declines in soil organic matter content. At two 
California loamy grassland sites, Fierer et al. (2003), found that microbial 
biomass and diversity declined, and community structure was relatively 
enriched in both actinomycetes and gram-positive bacteria with increasing 
depth over a 2 m vertical interval. 

An exception to the general decline in microbiological parameters with 
depth in subsoils may be in deep, organic-rich soils that have been recently 
drained, such as observed in Florida Histosols, where oxygen concentrations 
regulate activity (Tate, 1979). Similarly, in the partially waterlogged soils of 
a Danish bog, higher microbial numbers observed at the depth have been 
attributed to preservation of organic matter and exclusion of protozoan 
predators by the low oxygen tensions (Ekelund et al., 2001). 
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Figure 6-1. Generalized depth distribution of microbial properties from the surface through 
the first several meters of unsaturated subsoil. 

2.2. Unsaturated–saturated transition in the shallow 
subsurface: meters to dekameters 

several meters, and often into a “C” horizon, microbial properties tend to 
level off, without further predictable decreases with depth through the 
“shallow” subsurface. Several scenarios generally present themselves: (i) a 
“shallow” aquifer is encountered, or (ii) a large vadose zone overlies a “deep” 
water table aquifer; (iii) less permeable layers overlay a shallow or deep 
confined aquifer. Discussion again arises as to what is “shallow” and what is 
“deep” subsurface. The “deep subsurface” has been arbitrarily defined by 
 

As the depth of sampling increases in the unsaturated or vadose zone past 
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depths >10–20 m (Fliermans and Balkwill, 1989), >50 m (Sinclair and 
Ghiorse, 1989), >50–100 m (Pedersen, 1993), or other depths within these 
ranges. Often, an aquifer is the target of subsurface microbiological investi-
gations. Although it may be convenient to consider water table aquifers 
shallow, in areas of the arid western USA, the water table may lie at depths 
exceeding 200 m. Due to regional geologic distinctions, it has been proposed 
that the classification of the subsurface be based on aquifer recharge 
characteristics and that the term “deep subsurface” refer to intermediate and 
deep aquifer systems, but not local aquifers (Lovley and Chapelle, 1995). 
However, not all relatively deep locations that have been sampled are 
aquifers. For the current purposes, the shallow subsurface will be loosely 
defined as within 20 m of the surface, generally accessible by direct push 
drilling technologies, and if an aquifer is present, it will be a water table 
aquifer usually consisting of weakly or unconsolidated clastic material. 

Depth-related profiles of solid-associated microbial properties as a shal-
low aquifer is encountered have been largely performed in sedimentary 
systems where there is a capillary fringe. Wilson et al. (1983) reported that 
bacterial cells and culturable heterotrophs decreased from 1.2 (B horizon) to 
3.0 m (C horizon) and then increased or remained constant at 5.0 m in the 
saturated zone of a sandy Oklahoma aquifer. A second sampling at this Lula, 
Oklahoma location also demonstrated an increase in culturable aerobic hetero-
trophs at the capillary fringe and then relatively constant numbers through 
the saturated zone to 6 m (Balkwill and Ghiorse, 1985). Other reports from 
Lula with more intensive depth-stratified sampling demonstrated the pro-
gressive decrease in culturable numbers and diversity from topsoil through 
3 m of subsoil and then an increase to relatively constant numbers through 
3 m of the saturated zone (Beloin et al., 1988; Bone and Balkwill, 1988). 
Subsurface samples collected at this location contained a predominance of 
gram-positive cells and small cellular morphologies (Balkwill and Ghiorse, 
1985; Bone and Balkwill, 1988; Wilson et al., 1983), although deeper (7.5 m) 
aquifer samples produced relatively more gram-negative bacteria (Bone and 
Balkwill, 1988). Lula subsurface isolates tended to be nutritionally flexible 
with respect to substrate concentrations and were often affiliated with taxo-
nomic groups with broad substrate ranges (Balkwill and Ghiorse, 1985; 
Bone and Balkwill, 1988). Predominant populations varied with depth and 
were distinct from surface populations (Bone and Balkwill, 1988). 

At two sites in western North America, Wood et al. (1993) presented data 
that suggested that microbes were most active, producing CO2, at the 
interface between the unsaturated zone and a sandy aquifer. At both the 
cropped and grassland Kansas prairie soil profiles studied by Dodds et al. 
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(1996), microbial parameters indicating biomass and activity exhibited tran-
sient increases as the capillary fringe was encountered and then leveled off 
or rose though the saturated zone to 10 m depth. At several sites in agri-
cultural fields overlying a sandy aquifer on Virginia’s Eastern Shore, Zhang 
et al. (1997), witnessed a 100-fold decrease in culturable aerobic hetero-
trophs with depth over about 3 m, and then numbers increased as the water 
table was encountered. At a nearby location on the Virginia Eastern Shore, 
Zhou et al. (2004) produced 16S rDNA clone libraries for three depth intervals, 
the deepest was saturated sands at 4 m. These authors found the subsurface 
communities to be less diverse and harboring populations distinct from the 
surface. Moreover, the composition of subsurface communities varied dramati-
cally (>90% difference in operational taxonomic units (OTUs)) between 
samples vertically separated by meters in an apparently homogeneous sandy 
subsoil. In a related report that included samples from this Virginia site, 16S 
rDNA clone libraries from several saturated subsurface samples had fewer 
OTUs, but more dominant (high frequency) OTUs compared to corresponding 
low carbon surface samples. Unsaturated subsoils exhibited intermediate 
OTU richness and evenness between the surface and saturated subsurface 
samples. At sites where surface carbon levels were higher, surface soil com-
munities were still very diverse, but exhibited more dominance, similar to 
the subsoils. These authors hypothesized that increased access to carbon, 
either by higher concentrations in the unsaturated surface soils or by increasing 
homogenization in saturated aquifer sediments, leads to decreased compete-
tion and decreased evenness in population distributions. 

So, after the first decline in microbial numbers and diversity from topsoil 
to subsoil, there appears to be no further decrease with depth in the un-
saturated zone. Further, once saturated systems are encountered in shallow 
systems, there is a generally a rise in solid-associated microbial activities 
and numbers and no further depth-related decreases as depth in the saturated 
zone is increased (Fig. 6-2). Several additional themes emerge from the 
current body of work that may apply to shallow subsurface environments:  
(i) subsurface communities are less diverse than surface communities; (ii) sub-
surface communities appear to have different populations than surface com-
munities, (iii) gram-positive bacteria and actinomycetes become relatively 
more abundant in unsaturated subsoils with increasing depth; (iv) gram-
negative bacteria become relatively more abundant in the saturated zone;  
(v) community composition varies considerably among subsurface samples 
collected from the same site; and, (vi) saturated subsurface communities tend 
to have dominant populations. 
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2.3. Deeper depth distribution: dekameters to kilometers 

The initial decline in microbial parameter from the surface to the subsurface 
followed by little or no discernable depth-related trend has also been wit-
nessed in sediment or rock samples collected over wider depth intervals from 
deeper profiles. Sampling campaigns comparing surface samples to depth-
stratified samples from deeper regions have been collected from (a) deeper 
sedimentary aquifers, (b) cross sections that contain both aquifer and aqui-
tard formations, (c) sedimentary vadose zones of the western USA, and  
(d) fractured rock aquifers and highly consolidated deeper formations. 

Figure 6-2. Generalized depth distribution of microbial properties though deepening unsatu-  
rated subsoils and through an encounter with a shallow water table aquifer. 
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2.3.1. Deeper sedimentary aquifers 

In an extensive study of isolates cultured from five coreholes penetrating 
saturated sedimentary formations in the Germany (Kolbel-Boelke et al., 1988), 
the number of viable cells in sediment samples was 10- to 1,000-fold lower 
than surface sample, yet there was no systematic decrease with depth >40 m. 
The numbers and types of culturable organisms strongly differed among 
samples of different depths. Coefficients of variation (CV) for aerobic colony 
forming unit (CFU) ranged from 123% to 226% in the five transects. Within 
a sand–gravel aquifer in northeastern Kansas, total cell numbers and culture-
able heterotrophs in sediment samples were 100- to 1,000-fold lower than 
surface samples, but did not decline even up to a depth of 90 m (Sinclair 
et al., 1990). Microbiological properties of a 30 m sequence of sedimentary 
formations of varying lithology that contained two aquifers was studied in 
southeast Texas (Martino et al., 1998; Ulrich et al., 1998). The shallow aquifer 
was primarily oxidizing and the deeper primarily reducing. There was an 
initial 2–3 log decrease from surface values of total cells and viable aerobic 
heterotrophs in vadose zone sediments, and then values did not decline fur-
ther. Anaerobic heterotrophs and sulfate-reducing bacteria (SRB) decreased 
from surface values of 104–105 cells per gram to zero in unsaturated zone 
sediments. Once the saturated zone was encountered (8 m), total cells and 
viable aerobes remained relatively constant for the remainder of the inter-
vals, while viable anaerobes and SRB increased to 102 and peaked at 104–105 
in the lower, reducing aquifer (Martino et al., 1998). No systemic decrease in 
SRB or iron- and sulfur-oxidizing bacteria with depth was observed across 
the entire profile (Ulrich et al., 1998). 

2.3.2. Cross sections that contain both aquifer and aquitard 
formations 

In samples collected across multiple horizons of eastern US coastal plain 
saturated sediments (Maryland), the number of cells and viable bacteria ini-
tially declined from the uppermost 21 m deep sample to about 100 m deep, but 
then no further declines were observed to a total depth of 168 m (Chapelle 
et al., 1987). In the late 1980s, several 250 m deep profiles of microbiological 
properties were established across at least seven geologic formations, including 
several aquifers, in southeastern US coastal plain sediments (South Carolina). 
Microbial populations generally decreased from surface values through the 
vadose zone, and then increased under saturated conditions. While numbers 
of culturable aerobic heterotrophs were about 100-fold less numerous and 
species richness was less in subsurface samples compared to surface samples 
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at this site, no depth-related decreases were observed in numbers or diversity 
once saturated sediments were encountered (Sinclair and Ghiorse, 1989). Even 
at depths to 265 m, about 107 CFU g–1 were recovered and relatively high 
numbers of other oxygen-utilizing organisms were maintained (Fredrickson  
et al., 1989); other methods for enumerating aerobic heterotrophs yield similar 
results (Balkwill, 1989). Gram-positive bacteria tended to have highest rela-
tive abundances in the vadose zone, while gram-negative bacteria increased 
in the saturated zone. From sample to sample throughout the depth profile, 
bacterial populations varied considerably evidenced by both physiology 
(Balkwill et al., 1989; Fredrickson et al., 1991) and colony morphology 
(Balkwill, 1989). Aerobic CFU had CVs of 128–178% in each of the vertical 
transects. Morphological, physiological, and molecular evidence suggests 
that the aerobic heterotrophic isolates from the subsurface were primarily 
different populations from those isolated from surface soils at this site 
(Balkwill et al., 1989; Jimenez, 1990). Several studies indicated that sub-
surface isolates tended to be capable of existing under low-nutrient conditions 
and were affiliated with taxonomic groups that are nutritionally versatile 
and often capable of degrading complex compounds including aromatics 
(Balkwill et al., 1989; Jimenez, 1990). Frederickson et al. (1988) reported 
that isolates from progressively deeper horizons had a higher occurrence of 
plasmids and larger plasmids. 

2.3.3. Sedimentary vadose zones of the western USA 

In areas of the Western USA, where the water table may be at great depths, 
several studies have examined microbiological properties in unsaturated 
sediments over vertical transects. Deep vadose zones in arid climates tend to 
have very low levels of biomass compared to surface soils and extremely 
patchy distributions (Colwell, 1989; Hersman, 1997; Kieft et al., 1993). At 
five sites with contrasting recharge characteristics in Washington, Balkwill 
et al. (1998) observed that the numbers of culturable organisms and biomass 
(PLFA) declined sharply in the first 1–2 m and then remained relatively 
constant, but often very low, to total depths examined between 10 and 15 m. 
At several of the five sites, the percentage of actinomycetes increased with 
depth. Kieft et al. (1998) reported on microbial depth distributions across 
chronosequences of unsaturated buried loess at two sites in Washington. The 
authors found that at both sites biomass (PLFA), total and viable cells (plate 
counts), and activities (various methods) declined sharply in the first several 
meters, but then remained relatively constant from 10 to >30 m total depth. 
Community composition (PLFA profiles) shifted and appeared to become 
less complex with depth. At an uncontaminated location in south central 
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Washington, viable counts and activity (heterotrophic potential) in vadose 
sediments from a depth range of 30–90 m were compared with sandy surface 
soils (Fredrickson et al., 1993). At this site, viable counts and activity were 
much lower in the subsurface (frequently at or below detection) than the 
surface, although the highest subsurface values occurred in the deepest 
samples collected. 

2.3.4. Fractured rock aquifers and highly consolidated deeper 
formations 

Microbial properties have been determined from sediment and rock samples 
collected from additional sites at varying depths. Often, vertical sampling 
transects were concentrated at certain depths and/or comparative analyses 
were not performed on surface samples. Nonetheless, total cell counts on 
subsurface sample from multiple studies, including those with limited 
vertical distributions, can be plotted on a depth axis to provide a rough view 
of cell number with depth (Fig. 6-3). Although Fig. 6-3 does present total 
cells (for which there is the most data), the majority of samples where cells 
were observed also yielded evidence of cell viability. The primary excep-
tions are some deep, dry vadose zone sediments (Colwell, 1989; Fredrickson 
et al., 1993; Kieft et al., 1993), igneous rock samples (massive basalt) (Kieft 
et al., 1993; Lehman et al., 2004), and saturated sediments of low permeabi-
lity (Colwell et al., 1997; Fredrickson et al., 1997; Kieft et al., 1995) including 
massive clays (Boivin-Jahns et al., 1996; Lawrence et al., 2000), where the 
limited number of tests performed did not reveal cell viability. Over a depth 
range of several kilometers, cell numbers are lower in the subsurface than 
surface soils (∼108–109 cells g–1), however, there remains great variability in 
cell numbers that does not appear associated with depth. So, what are the 
ultimate limiting factors for microbes in the subsurface? Is there an ultimate 
depth past which they will not be found? If 110°C is assumed to be the 
maximum for survival and the average geothermal gradient is approximately 
25°C km–1, then about 4.5 km may be an absolute depth for microbial life to 
persist. The estimated in situ temperature at 2,800 m where viable organisms 
were cultivated was approximately 75°C (Onstott et al., 1998). Alternatively, 
if 150°C (with pressure) is assumed to be the limit of microbial survival, 
then the absolute depth would be closer to 6 km. Other potentially limiting 
factors such as the presence of toxic substances, extreme pH, or radioactive 
fields will only exclude microorganisms from very limited portions of the 
subsurface. Ionic strength is not likely to be an absolute limitation as micro-
organisms have been shown to tolerate saturated (32% NaCl) solutions, and 
while pressure will rise about 100 atm per 1,000 m, many microbes can 
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endure 100s of atm and some can grow at 600–1,000 atm (Madigan et al., 
1997). At deeper depths, physical space may become a factor – if pore 
volumes decrease to <0.1 µm3 – then there will simply be no room for 
microbial cells. Oxygen generally decreases with depth from its source at the 
surface as it is consumed during organic matter oxidation, although many 
relatively deep aquifers remain well-oxygenated (Winograd and Robertson, 
1982). The presence and concentrations of dissolved or free gases will vary 
with depth, distance from recharge, nature of the overlying vadose zone, and 
other location-specific characteristics, yet the most likely impact of local 
atmosphere will be a selection for certain physiologies, not uniform elimi-
nation. The availability of water or water activity will influence the distribution 
and activities of microorganisms in the unsaturated subsurface, but will 
probably not decrease to levels that cause cell dessication and death (Kieft 
et al., 1993). 

Microorganisms need to conduct energy yielding reactions and assimilate 
carbon to maintain cell integrity. The distribution of physiological types and 
the magnitude of activity in subsurface environments will reflect amounts, 
and perhaps quality of available carbon, as well as terminal electron 
acceptors and other nutrients that are sustained by advective and diffusional 
fluxes at a given location. These geochemical parameters will be constrained 
on a larger scale by the broader geological history and regional climate of 
each site, but will also be expressed on the centimeter–meter scale by the 
immediate geochemical and hydrological conditions imposed by the specific 
location. 

3. PATTERNS AMONG SPECIFIC GEOLOGIC 
FORMATIONS AND DEPOSITIONAL 
ENVIRONMENTS 

Up to this point, the microbiological attributes of core samples, sediment or 
rock, have been discussed with respect to depth. Obviously, a lot of knowl-
edge concerning terrestrial subsurface microbiology has been gathered by 
analysis of groundwater samples. At some sites, it has been shown that free-
living groundwater communities may differ significantly in structure and 
potential function from those attached to the geologic media (Bekins et al., 
1999; Godsy et al., 1992; Kolbel-Boelke et al., 1988; Lehman et al., 2004; 
Lehman et al., 2001) and this represents another dimension of spatial variabi-
lity. However, it is important to recognize the limitations inherent in spatially

samples have been collected in bulk from wells that are completely open, 
locating the origin of a particular sample of groundwater. Many groundwater
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Figure 6-3. Microbial cell numbers over a >3 km depth in terrestrial subsurface environments. 

open at the bottom, or screened across some length. In other cases, multi-
level wells have been installed wherein individual inlet ports occur at certain 
intervals (Smith et al., 1991). Straddle-packers have been used to isolate 
sections of an open hole or screened interval to pump water specific for a 
given interval (Lehman et al., 2001). Lastly, diffusion cells separated by 
baffles have been used to collect depth-discrete water samples (Lehman  
et al., 2004; Takai et al., 2003). In many of the studies of vertically stratified 
groundwater samples, decimeter–meter variations in microbial properties 
have been observed. But, regardless of the methods used to acquire the ground-
water samples, there is uncertainty regarding the water’s previous location. 
Even when using multilevel wells, straddle-packers, or diffusion cells sepa-
rated by baffles, there is the chance that the groundwater originated from 
locations above or below the desired sampling point by traveling vertically 
through the formation by natural or induced gradients. The well itself presents 
 

on data to suggest a conceptual model for cell distributions across this broadscale. 
(Adapted from Onstott et al., 1999; Courtesy R. Colwell.) Hand-drawn trend line superimposed
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an intrusion that may lead to short-term artifacts associated with well 
construction, or long-term artifacts due to colonization of the foreign well 
environment. For those reasons, only selected examples of groundwater ana-
lyses that were intentionally conducted on a number of vertically or horizon-
tally arrayed samples will be included in the following discussion. 

The microbiology of a variety of sedimentary sequences has been 
studied. The individual sedimentary units differ in their lithology, exhibiting 
characteristic mineralogy, grain sizes, carbon content, etc. according to the 
origin of the particles, their original depositional environment and subsequent 
history, including metamorphosis. If saturated, the microbiology in a given 
horizon will be influenced by the local geochemistry of the water. Considera-
tion of subsurface sedimentary formations as habitats compels us to assess 
how the subsurface environment differs from that observed at the surface. 
For instance, some locations were originally the sediments of an inland sea, 
others were the floodplain of a meandering river, and some were soils in 
their own right, at various stages of development. All were initially subjected 
to processes that occur at or near the earth’s surface. Yet, over staggering 
time spans, these sediments have been relocated and physically transformed 
so that current conditions do not resemble historic conditions. In comparing 
one sedimentary unit with another, it must be recognized that these units also 
span large time intervals and that deeper is older (usually). The timescale 
becomes important when considering spatial scales of microbes in the 
subsurface. Current evidence suggest that bacteria in some sedimentary 
rocks may be progeny of those that were associated with original deposition, 
while others were subsequently transported to that location at uncertain 
intervals over a long time period (Fredrickson et al., 1995, 1997; Kieft et al., 
1998). This evidence is produced by examining the ages of the sediments or 
rock, the pore water or groundwater ages, the pore structure of the formation 
and neighboring formations, the overall history of geologic formation (e.g., 
temperature history), current and historical recharge, and other hydrogeo-
logical conditions. Therefore, when trying to ascertain distributions, do we 
expect organisms that might have thrived in the originally depositional 
environment? Or, do we confine the search to organisms that have physio-
logies consistent with the current circumstances? There is fairly strong 
evidence that microorganisms can persist isolated in geologic formations for 
very long periods of time (Fredrickson et al., 1995; Lawrence et al., 2000; 
Onstott et al., 1998), with estimated growth rates that appear static (Chapelle 
and Lovley, 1990; Lawrence et al., 2000; Onstott et al., 1998, 1999; Phelps 
et al., 1994). If that is the case, then inactive, but viable cells (original 
progeny or transported) may compose much of the biomass and account for 
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the low percentage of cultivable cells observed in many deeper locations. 
Because of these issues that are unique to or exaggerated in subsurface 
environments and the necessarily selected (and selective) methods used to 
analyze the samples, it might be expected that relatively few of the inhabi-
tants have actually been evaluated. The origin of subsurface microbes in a 
particular formation, their degree of adaptation to the current conditions, and 
their ability to respond to given assays may have strong consequences for 
our perception of subsurface microbial distributions beyond total cells. 

3.1. Vertically distributed patterns within  
the subsurface: centimeters, meters, dekameters 

Microbiological analyses of depth transects through stacked sedimentary 
layers of differing lithologies have produced several trends concerning the 
distribution of microorganisms and their activities in relation to their physico- 
chemical location. These trends can be broken into two groups: (i) those that 
relate to the characteristics of the individual sedimentary unit examined; and 
(ii) those that relate to the juxtaposition of two units with differing 
characteristics. 

3.1.1. Vertical trends according to lithology, meters to dekameters 

A primary trend in the analysis of unconsolidated sedimentary units is a 
relationship between the microbiology and sediment texture. Sediment texture 
directly influences key characteristics including porosity, permeability, water 
potential, and frequently is related to organic carbon and particle mineralogy. 
Chappelle et al. (1987) observed increased numbers of total cells in clay 
layers compared to coarser-grained layers, but the number of viable cells 
was not correlated with sediment texture in their study of Miocene-Lower 
Cretaceous age northern Atlantic coastal plain sediments. Albrechtson and 
Winding (1992) found that sediment texture was correlated with micro-
biological properties in a series of Quarternary glacio-fluvial sediments in 
Denmark. They reported that clay content was associated with higher numbers 
of total cells, although there was a high degree of correlation between clay 
content and organic matter content in these samples. Conversely, activity 
(aerobic C-14 substrate mineralization) was associated with sediment sand 
content and higher permeability (calculated from grain size distributions).  
In size-fractionated aquifer sediments, Albrechtsen (1994) found that the 
number of viable cells and the amount of activity (aerobic C-14 substrate 
mineralization) was highest in the silt-sized particle fraction. In an earlier study 
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of size-fractionated sediments collected from a coastal aquifer, Harvey et al. 
(1984) reported that the majority of bacterial cells were associated with fine-
grained (<20 µm) sediments. In analyses of samples collected from four 
coreholes penetrating a glacial till aquifer (Kansas), total cells and viable 
cells were negatively correlated with sediment clay content, and positively 
correlated with sand content (Sinclair et al., 1990). A number of papers on 
samples collected from Tertiary and Cretaceous age coastal plain sediments 
of the southeastern USA indicate that sediment clay content was negatively 
correlated (and sand content positively correlated) with total cell numbers 
(Sinclair and Ghiorse, 1989), culturable aerobic bacteria (Balkwill, 1989; 
Fredrickson et al., 1989; Phelps et al., 1994; Sinclair and Ghiorse, 1989) and 
anaerobic bacteria (Jones et al., 1989; Phelps et al., 1989, 1994), eukaryotes 
(Sinclair and Ghiorse, 1989), chemoheterotrophic diversity (Balkwill et al., 
1989), denitrifying activity (Francis et al., 1989), aerobic activity (C-14 
substrate mineralization) (Hicks and Fredrickson, 1989; Phelps et al., 1994), 
and anaerobic activity (C-14 substrate mineralization) (Hicks and Fredrickson, 
1989; Phelps et al., 1994, 1989), and growth (C-14 acetate incorporation into 
lipids) (Phelps et al., 1994). Samples with high clay content were associated 
with relatively higher proportions of gram-positive bacteria (Balkwill, 1989; 
Sinclair and Ghiorse, 1989). Despite the overall relationships of microbial 
biomass and activities with sediment texture, there appeared to be consider-
able variation in chemoheterotrophic community composition in samples 
within a single formation and from different formations (Balkwill, 1989; 
Fredrickson et al., 1991). Even given the distance from the surface (>100 m) 
and the apparent ages of the groundwater (up to 1,000s of years in some 
samples (Phelps et al., 1994)), the higher nutrient fluxes enabled by the 
relative high hydraulic conductivities (20–60 kD) of the sandy formations 
should support higher microbial activities in the sandy aquifer layers than 
the clay aquitards (Phelps et al., 1994). In support of this conclusion, the 
addition of water to clay sediments dramatically increased their activity, pre-
sumably by increasing the availability of nutrients in the low-water potential 
clays (Phelps et al., 1994). 

A contrasting relationship of microbial properties with sediment texture 
was observed during analysis of depth-stratified saturated samples (∼1 m 
intervals >172–197 m depth) from a Miocene age profile consisting of fine-
grained lacustrine sediments, a paleosol sequence, and coarse-grained fluvial 
sediments located in south-central Washington. Biomass (PLFA) (Fredrickson 
et al., 1995), number of bacterial cells, aerobic basal respiration (CO2 pro-
duction), and aerobic activity (C-14 glucose and acetate substrate minerali-
zation) were significantly higher in the fine-grained lacustrine sediments 
compared to the other layers (Kieft et al., 1995). Very little anaerobic 
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activity (C-14 substrate mineralization) was apparent in any of the samples, 
although multiple lines of evidence suggest that the presence and activity of 
dissimilatory iron reducing bacteria and SRB were also highest in the 
lacustrine sediments (Fredrickson et al., 1995; McKinley et al., 1997). There 
was a high degree of correlation of total cells and aerobic activities (basal 
respiration and glucose mineralization) with total organic carbon (TOC) 
content of the sediments, which was markedly high in the lacustrine sedi-
ments (∼1%). Unexpectedly, the paleosol sequence did not have high amounts 
of organic carbon (∼0.1%), although the fluvial sands were even lower 
(∼0.03%). Glucose mineralization exhibited an 85% CV over the vertical 
series of samples. It was also noted that the cell numbers observed in these 
saturated zone samples were lower than cell numbers previously reported 
from the shallow unsaturated zone samples collected from the same borehole 
(Kieft et al., 1993). This arid site has much lower rates of surface primary 
production and almost negligible annual recharge rates compared to the 
southeastern coastal plain site. Groundwater ages are estimated to exceed 
13,000 years and permeabilities of all sediments ranged from 1 to <10−3 mD. 
Thus, the fluvial sediments also had low permeability, although relatively 
higher than the lacustrine sediments, and may not have received sufficient 
fluxes of exogenous carbon to maintain any level of activity. Therefore, it 
may be the higher amounts of carbon originally deposited in the sediment 
that provides for the higher microbial numbers and activities in the lacustrine 
sediments, although their in situ activities may be severely limited by 
electron acceptor flux (Fredrickson et al., 1995; Kieft et al., 1995). 

3.1.2. Juxtaposed sedimentary formations: centimeters to meters 

A second recognizable trend in the distributions of microbes and activities  
in stacked sedimentary layers has also been observed at several sites. When 
a low-permeability, higher carbon, fine-grained sedimentary formation lies 
adjacent to a more permeable, coarser-grained formation, diffusion of or-
ganic substrates from higher concentrations in the low permeability sedi-
ments into the higher permeability formation where electron acceptor flux 
may be higher, results in elevated respiratory activities (McMahon and 
Chapelle, 1991) (Fig. 6-4). The organic substrates can be solubilized detri-
tal carbon or fermentation products thereof. Respiration in the coarse grained 
sediments is limited by the low flux of exogenous carbon in the ground-
water. This phenomenon was initially proposed following study of pore 
water organic acid concentrations in a clay-rich aquitard overlaying a sandy 
aquifer in the southeastern USA (McMahon and Chapelle, 1991). It was 
concluded that fermentation predominated in the organic-rich aquitard 
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producing low-molecular weight fatty acids that diffused into the aquifer 
where they supported anaerobic respiration of advectively supplied electron 
acceptors. Peaks in respiratory activity in the coarser-grained sediments may 
be particularly pronounced at the interface between two layers. Such a pat-
tern was reported in a Cretaceous sandstone–shale sequence cored to a total 
depth of 230 m in northwestern New Mexico. In these anaerobic consoli-
dated sediments, peaks in sulfate-reducing activity potentials were observed 
in sandstones adjacent to the interface with high-carbon shales (∼1% TOC) 
(Krumholz et al., 1997). The autoradiograph technique used indicated that 
SRB activities varied considerably within samples at millimeter scales. No 
evidence was found of active fermentation in the shales, but it was proposed 
that acetogens co-occurring at the interface converted the diffusing detrital 
carbon to fuel the SRBs (Krumholz et al., 1999). General anaerobic activities 
(C-14 substrate mineralization) were recorded in sandstones with pore throat 
diameters >0.2 µm, but not shales with pore-throat diameters <0.2 µm, 
although overall detectable microbes and activities were extremely patchy 
thoughout the profile (Fredrickson et al., 1997). Over the entire vertical 
sequence, microbial biomass (PLFA) exhibited 185% CV. Permeability is 
directly related to pore throat diameter, and therefore the shales would expe-
rience low groundwater fluxes and are probably electron acceptor limited. 
Small pore diameters (<0.2 µm) that reduce diffusive fluxes (less connecti-
vity, more tortuosity) and represent a critical boundary for cell movement 
may explain the carbon preserved in the shales. A later study (Walvoord 
et al., 1999) indicated an upwards groundwater gradient at this location and 
that microfractures in the shale may have also contributed to the observed 
microbial distributions. Vertical distributions of groundwater Archaea were 
studied at this site using dialysis chambers incubated in the open corehole 
over an 8 m interval spanning a shale–sandstone interface (Takai et al., 2003). 
rDNA profiles (tRFLP) of Archaeal communities shifted considerably at 
scales of 10s of cm across the interface of the two formations. In conjunction 
with groundwater geochemistry, methanogens were found to be present and 
active in these groundwater samples collected adjacent to the shale. No evi-
dence of methanogens or their activity had been previously observed during 
study of the core samples (Fredrickson et al., 1997; Krumholz et al., 1997). 

Conversely, while fermentation may be occurring in the low permea-
bility, higher carbon sediments, respiration in the same would be controlled 
by diffusion of electron acceptors from the higher permeability sediments. 
This situation was hypothesized to occur in the Miocene lacustrine 
sediments by Fredrickson et al. (1995) based on dissolved pore-water sulfate 
profiles and by McKinley et al. (1997) with additional data on fermentor and 
SRB distributions surrounding the contact interval. It appeared as if fer-
mentation was ongoing within the low permeability lacustrine sediments and 
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was supplied. So, peaks in respiratory activity should occur at the interface, 
but could exist on either side. Samples collected from 30 m of unconsoli-
dated Eocene sediments in east central Texas are another location where the 
diffusion of organic acids (presumably fermentation products) from lower 
permeability high-carbon clays or lignites stimulated SRB activity in the 
adjacent higher permeability sands, particularly at the interface (Ulrich et al., 
1998). Sulfur and iron-oxidizing bacteria were also preferentially present in 
the sandy sediments at these interfaces, even under reducing conditions. Simi-
larly, SRB activity was observed in areas that were considered oxidizing. 
Over the 30 m profile, SRB activity varied several orders of magnitude, even 
when samples were taken <10 cm apart. Finer scale studies performed with 
an autoradiograph technique demonstrated that SRB activity in cores also 
varied at the millimeter scale. It was proposed that pyrite oxidation 
preferentially occurring in the more shallow areas supplied SO4

2− for SRB 
activity in the deeper aquifer. 

Figure 6-4. Diffusion gradients of organic matter from high-carbon, fine-grained sediments 
encounter higher electron acceptor concentrations in low-carbon, coarser-grained sediments, 
and vice versa. 

3.2. Trends within shallow sandy formations: 
centimeters to meters 

Barbaro et al. (1994) examined microbial properties at 10 cm intervals over 
nine 1.5 m vertical transects though a shallow sandy aquifer near Borden, 
Ontario. At these sites dissolved oxygen declined sharply over this depth 
 
 

SO4
2−SRB activity peaked near the edges of the fine-grained sediments where
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interval from values of 5–6 mg L−1 near the top of the aquifer to 1–3 mg L−1 
near the bottom. They found that aerobic numbers and activities (ETS) 
generally declined in parallel with depth and oxygen, although occasional 
peaks were exhibited. No assessment of anaerobic physiologies was per-
formed. Samples collected at 10 cm intervals from three 1.5 m vertical 
transects in unsaturated sandy sediments from Virginia’s Eastern Shore were 
analyzed for a variety of microbial properties (Musslewhite et al., 2003). The 
transects were established at 1–3 m depth and were confined to a sedimento-
logically homogenous stratum. No evidence was provided that indicated redox 
changes over the profile. Microbial properties (biomass, aerobic and anaerobic 
H2 oxidation) varied little over the vertical direction, with slight increases 
near the bottom of the profile where moisture was higher (possibly capillary 
fringe, no groundwater table depth given). 

3.3. 

In the deep vadose zones of arid regions, numbers and activities are very low 
and very sparsely distributed. It appears that water potentials exert an over-
riding control on the activity, and perhaps persistence of microbes in these 
dry sediments. Even at the low (−0.1 to −1.0 MPa) matric water potentials 
commonly observed in arid vadose zones sediments; however, it is unlikely 
that that microbes will be killed by dessication (Kieft et al., 1993). In com-
parison, surface soil water potentials in these same arid regions can fall 
below −10 MPa (Kieft et al., 1993), and some microorganisms can tolerate 
water potentials as low as −400 MPa (Potts, 1994). The effect of low water 
potential is likely to be indirect (Fredrickson et al., 1993; Kieft et al., 1993). 
There are infrequent (if any) saturated episodes to advectively supply or 
redistribute nutrients. Decreasing water potentials (<–0.1 MPa) in the un-
saturated sediments further restrict diffusional fluxes of carbon and nutrients 
required for maintenance activities or growth. Further, the movement of bac-
teria would be expected to decrease as water films become thinner than 1 µm 
below −0.1 MPa (Kieft et al., 1993). Kieft et al. (1998) assessed the 
microbiological properties of two vertical vadose zone sediment profiles with 
contrasting porewater ages. Samples from profiles were composed of relati-
vely uniform silty-fine sand sediments that primarily differed with age as a 
function of depth (chronosequence). A unified and steady decrease with 
depth (15 and 35 m) was observed in all microbiological parameters measured 
on samples collected at approximately 1–2 m intervals. In a similar study of 
arid vadose zone sediments in southeastern Washington, Ballkwill et al. 
(1998) analyzed samples from ∼7 m depth profiles from five sites that 
differed with respect to recharge characteristics. The authors concluded that 
 

Deep vadose zones in arid regions: meters 
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at the higher recharge sites, episodes of preferential flow (at or near saturat-
ing conditions) via vertical fissures allow for periodic recolonization of 
spore-forming bacteria (i.e., Streptomyces) from the surface. The result of 
more frequent recolonization is a more uniform depth profile of populations 
prone to transport that can also thrive under the subsurface conditions. 

3.4. Deeper, low permeability saturated formations 

In samples collected via mining from a massive clay at 224 m depth, very 
low activities and viable cells (aerobic and anaerobic), frequently below 

conclude that the small pore throat dimensions (<0.1 µm) of this formation 

ward through the profile into a more undisturbed, massive clay aquitard, 
distributions of microorganisms became extremely patchy, with occasional 
peaks of uncertain trend. These authors conclude that the low permeability 
(<10−3

Core segments from deep (∼860, 2,000, and 2,100 m) Cretaceous and 
Tertiary sandstones interbedded with shales were analyzed for a variety of 
microbiological properties with considerable emphasis on anaerobic bacteria 
(Colwell et al., 1997). These strata had previously experienced sterilizing 
temperatures (>120°C) and present temperatures ranged from 43°C in the 
860 m samples to 85°C in the 2,100 m samples. Primarily fermentors and 
iron-reducing bacteria were recovered from some of the 860 m samples, 
while the deeper samples yield little evidence of microorganisms. The 
positive enrichments were from 860 m deep sandstone cores that had 
relatively higher permeability (up to 1 mD), higher porosity (up to 12%), and 
higher average pore-throat dimensions (up to 1 µm) compared to adjacent 
shale cores with low permeabilities (<10−3 mD), lower porosity (<5%), and 
smaller pore-throat diameters (<0.2 µm). According to this report, recoloni-
zation of these sandstones was hypothesized to occur via vertical fractures 
due to the relatively young groundwater age. The absence of organisms in 
the deeper cores containing more ancient groundwater was attributed to those 
formations being hydrologically closed since the period of sterilization. 

and diversity of physiological types were high in the less dense, more
weathered saturated sediments overlying the aquitard. Progressing down-

detection, have been reported (Boivin-Jahns et al., 1996). These authors 

preclude sufficient fluxes to sustain microorganisms, despite the high carbon
content (3%) of the clay. In a series of massive clay aquitard and surrounding
clay-rich sediments, Lawrence et al. (2000) used a variety of culture-dependent
and -independent methods to characterize the microbial communities to
a total depth of 122 m. In the upper range of these sequences, numbers

 mD) generally limits fluxes of nutrients, and only occasional loca- 
lized areas (less than millimeter scale) possess favorable conditions. 

155Distribution in Subsurface Environments 



 

3.5. Fractured, crystalline rock 

Fractured igneous rocks such as granite and basalt have also been sampled 
intensively at a limited number of locations to characterize their microbiology. 
The origin of these habitats strongly contrasts with sedimentary systems as 
they were formed en mass, either as a plug emplaced from below, or as flow 
extruded onto the earth’s surface. Igneous rocks exposed to the earth’s surface 
will have encountered various periods of weathering, sometimes being covered 
with sedimentary deposition. Intrusives may undergo further changes via meta-
morphosis or secondary mineralization. Regardless, the temperature of the 
originally molten rock would have rendered them initially sterile. 

The microbiological distributions within the ash-fall volcanic tuff of 
the Ranier Mesa (Nevada Test Site) near the proposed Yucca Mountain 
(Nevada) geologic repository for high-level nuclear waste have been studied 
in several papers. Detectable numbers of cells, biomass (PLFA) viable hetero-
trophs, and diversity of heterotrophs were observed in seven samples arrayed 
over a 50–450 m depth range from three locations (within 10 km) in 
unsaturated tuff (Haldeman and Amy, 1993). Microbiological properties 
strongly varied and samples separated by several meters were as different as 
those separated by >1 km, despite the geophysical similarity of the tuffs. 
There were no reported correlations between microbiological and physical 
properties (including moisture and temperature) of the rock samples. An 
intensive study of the heterogeneity of chemoheterophic bacteria was con-
ducted on a three-dimensional array of samples collected from a 21 m3 
section of the same tuff (Haldeman et al., 1993). Again, a great deal of varia-
tion was observed in the numbers and populations of isolates among the rock 
samples, and there were no apparent correlations with rock physical pro-
perties. A thorough statistical analysis was performed on the relationships 
between biological and abiological properties of these same tuff samples 
(Russell et al., 1994). The magnitude of culturable counts exhibited a co-
efficient of variation of 276% (3D) and it was concluded that the chemo-
heterotrophic populations were distributed randomly thoughout the 21 m3 
tuff section. 

Vertical transects (63–134 m) of microbiological properties were studied 
in two sets of saturated cores collected from the layered basalt flows of the 
Snake River Plain Aquifer in southeast Idaho (Lehman et al., 2004). Twenty-
three basalt cores were analyzed from a well (TAN-37) that was influenced 
by an organic-rich, mixed waste plume and 19 cores from another well 
(TAN-33) that was minimally influenced by this plume. The basalt core 
samples were compositionally similar; however, the physical structure of the 
individual basalt cores at the centimeter–meter scale varied from extremely 
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dense to highly vesicular and each core possessed varying occurrences of 
small fractures (generally infilled with clays or calcite). At the larger scale 
spanning meters to 10s of meters, the core samples varied with respect to 
their proximity to vertically zoned areas of high-lateral hydraulic conducti-
vity. Although groundwater is contained in the basalt matrix, groundwater 
flow primarily occurs via formation level features such as large, open frac-
tures and weathered, rubble zones existing at basalt flow interfaces. The 
basalt is considered a dual permeability geologic media wherein high forma-
tion permeabilities result from the large fractures and rubble zones, while the 
bulk of the basalt matrix possesses low permeability (ca. <1 mD). There may 
be relatively high pore space (∼15%) represented by vesicles in the basalt 
matrix, yet these vesicules may be only minimally connected by small aper-
tures, microfractures, or mineral grain boundaries that greatly restrict flow. 
It was originally hypothesized that the occurrence of the highly conductive 
fracture and rubble zones would control microbiological properties through 
the vertical transect. In basalt cores collected from the relatively pristine 
TAN-33 location where oxic conditions predominate, over a dozen assays 

demonstrated little evidence of viable or active microorganisms (Lehman 
et al., 2004). For the limited number of assays that had a positive response, 
CVs ranged from 100% to 200% over the entire vertical transect (Lehman 
et al., 1999). At the suboxic, contaminated TAN-37 site, much higher values 
were obtained from all assays, however individual parameter magnitudes 
varied considerably over the vertical transect, often exceeding 200% CV. No 
significant positive correlations were observed between measurable micro-
biological properties and the occurrence of highly conductive flow zones 
(identified by multiple geophysical measures) in either well. 

At the Mineral Park Mine (Arizona), 16 cores collected at regular 
intervals between 11 and 103 m deep within an igneous intrusive (biotite-
quartz-monzonite porphyry) were subjected to intensive analysis of micro-
biological properties (Lehman et al., 2001). The rock itself had very low 
permeability and porosity, and groundwater was largely conducted via larger, 
open macrofractures. Groundwater in the upper 25 m had detectable dis-
solved oxygen (1–3 mg L−1) compared to the lower anoxic portion of the 
well. Cores often contained smaller fractures of various sizes which were 
heavily mineralized with quartz, pyrite, chalcopyrite, and molybdenite. No 
neutrophilic aerobic or anerobic chemoheterotrophic bacteria were cultured 
from any of the cores. Using solid media plating approaches, acidophilic 
chemolithotrophic bacteria were also universally absent, while acidophilic 
chemoheterotrophs were enumerated in about half the cores spanning the 
 

robic physiologies, aerobic and anaerobic C-14 substrate mineralization) 
(total cells, viable heterotrophs, enumerations of various aerobic and anae-
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entire depth. No fracture surfaces or fracture infills were examined as these 
were presumed to be contaminated during sample collection. Liquid enrich-
ments using various donors for iron- and sulfur-oxidizing bacteria were 
largely negative, except FeSO4 enrichments on samples from the lower half 
of the vertical sequence. Considering the data in sum, there was little evi-
dence of vertical stratification of microbial properties in this relatively 
uniform crystalline rock. 

The microbiology of deep granitic aquifers in Finland and Sweden have 
been the focus of numerous studies (Pedersen, 1997). This work has been 
primarily conducted on anoxic groundwater collected from boreholes and 
excavations or on biofilms from substrata incubated in the flowing ground-
water. Total cells range from 103 to 107 mL–1 and a variety of physiologies 
have been documented including facultative anaerobic chemoheterotrophs, 
DIRB, SRB, autotrophic and heterotrophic acetogens, and methanogens. 
Analysis of 16 groundwater samples collected from a 65 to 350 m range of 
depths from multiple wells showed total cells did not decrease with depth. 
Multivariate statistical analyses showed that the distributions of physio-
logically distinct populations were largely independent of a range of ground-
water geochemistries (Haveman and Pedersen, 2002). One exception is that 
DIRB and SRB were not cultured from deeper, older, more saline ground-
water. Anaerobic physiologically distinct populations were enumerated from 
groundwaters spanning 200–950 m depth across four sites (Haveman et al., 
1999). Total cells did not decrease with depth. This study concluded that the 
nature of fracture infills in the vicinity of the groundwaters predicted the 
relative population distributions. Specifically SRB numbers were highest 
where iron sulfide minerals filled fractures and DIRB were more abundant 
where fractures were filled with iron hydroxides. In contrast, groundwater 
geochemistry did not predict these anaerobic populations. In a previous 
study of granitic groundwaters, it was found that groundwater TOC cor-
related with total cell numbers (Pedersen and Ekendahl, 1990). A similar 
correlation was observed between TOC and total cell numbers in ground-
waters collected from up to 105 m deep from sedimentary formations in 
Gabon, Africa (Pedersen et al., 1996). 

3.6. Hot spots – vertical gradients stimulated from below 

The possibility exists for deep subsurface communities to exist independent 
of photosynthetically fixed carbon. It has been proposed that autotrophic 
microorganisms form the base of these ecosystems and that they are fueled 
by either hydrogen generated by low-temperature water–rock interactions 
(Stevens and McKinley, 1995) or by H2 and CO2 generated from thermal 
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processes in deeper, hotter regions in the crust or mantle (Chapelle et al., 
2002; Pedersen, 2000). Alternatively, inverted vertical gradients of micro-
organisms may be sustained by thermal decomposition of buried, photo-
synthetically fixed carbon that produces hydrogen, methane, and short chain 
hydrocarbons. In either case, microbial populations would be distributed 
according to the presence of these abiotic reactions that supply the electron 
donors and the availability of CO2. 

4. HORIZONTALLY DISTRIBUTED MICROBIAL 
PATTERNS IN THE SUBSURFACE 

There are few studies that report on horizontally distributed samples of sub-
surface sediments or rocks, primarily due to the expense and effort in coring 
at multiple locations. In order to interpret lateral continuity in micro-
biological properties, not only would depth have to be comparative, but also 
relative sample position within a given geologic formation. Shallow unconsoli-
dated sediments that are accessible by push probe technology could be 
sampled at reasonable expense and effort, but there are few instances where 
such data has been reported. These few exceptions concerning samples 
within a single formation will be discussed below. Several studies report on 
samples that progress laterally from a contaminant point source that strongly 
influences and structures the subsurface communities. Other studies have 
examined groundwater microbiology in association with spatial distributed 
differences in groundwater geochemistry, frequently due to the occurrence 
of contamination. Some of these will be included because of the lack of 
appropriate comparisons for core samples. 

4.1. Horizontally distributed patterns within  
a sedimentary unit 

Information on horizontal distributions can be gained from study of cores 
collected from different locations within laterally contiguous formations. 
Mineralization patterns (aerobic C-14 substrates) (Hicks and Fredrickson, 
1989) and cell growth (acetate and thymidine incorporation) (Phelps et al., 
1989) according to sediment textural characteristics were observed within 
vertical transects through Tertiary and Cretaceous formations cored in the 
southeastern coastal plain. These same mineralization patterns were observed 
in all three boreholes separated by distances up to 16 km. The distribution of 
physiological distinct chemoheterotrophs isolated showed less variability in 
samples collected from the same formation in different boreholes than from 
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samples collected at different depths or formations within a single borehole 
(Balkwill et al., 1989). These results indicate that where formations exhibit 
sharp contrast, there is a degree of lateral continuity in these associated 
microbiological properties with the formation. Although at this same site, 
even closely spaced vertical samples confined to a single formation showed 
substantial heterogeneity in their chemoheterotrophic populations (Fredrickson 
et al., 1991). Together, these observations indicate that the observed lateral 
continuity in formation microbial properties was a relative consequence of 
the coarse differences between formations. 

In the study of fluvial sediments of varying texture from eight boreholes 
(20–30 m deep) within a ∼6 km2 (Germany) area, community structure (based 
on phenotypic testing of chemoheterotrophic isolates) varied greatly among 
the boreholes (Kolbel-Boelke et al., 1988). In nine cores collected within an 
20 m2 area from a shallow (<3 m), sandy aquifer (Borden Ontario), depth 
profiles of activity (ETS) and viable cells were consistent in five of the nine 
boreholes, but exhibited various departures from this pattern in the other four 
boreholes (Barbaro et al., 1994). The rather low numbers and activities 
observed in these sediments with relatively high dissolved organic carbon 
(3–29 mg L−1) led investigators to propose that microbial activity may be 
regulated by the quality of available carbon. 

In a study of excavated samples from three vertical transects each 
separated by 5.5 m in a shallow (2 m), sandy, vadose zone on Virginia’s 
Eastern Shore, depth profiles of microbial properties were strongly consistent 
(Musslewhite et al., 2003). In this sedimentological uniform subsurface 
environment, little lateral variability in microbiological properties was thus 
observed, although most values were generally low. In nearby shallow (<7 m), 
sandy aquifer, Franklin et al. (2000), examined the distribution of microbial 
community profiles (DNA–RAPD) in groundwater samples with respect to 
groundwater geochemistry as it varied in distinct oxic and anoxic zones 
occurring within a 0.02 km2 area. Groundwater communities from oxic and 
anoxic locations were easily distinguished, but geostatistical analysis demon-
strated no relationship between well location and community profiles within 
each location (oxic or anoxic). The results suggest that scales of spatial 
correlation in groundwater communities in this relatively homogeneous 
sandy aquifer must be smaller than the distance between wells in this study 
(10 m). 
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4.2. Horizontally distributed patterns within a fractured 
rocks 

Within uncontaminated, unsaturated volcanic tuffs of the Nevada Test Site, 
there was no evidence of lateral continuity in the microbiology of geo-
physically similar tuff samples within a 21 m3 volume (Haldeman et al., 
1993; Russell et al., 1994). 

In basalt flows of the Snake River Plain Aquifer (southeastern Idaho), 
microbiological properties (inclusive of aerobes and anaerobes) were measured 
in cores from three boreholes arranged along the local hydrological gradient 
at varying distance from a point source of a mixed-waste contaminant plume 
(injection well). Mean property values for vertically distributed cores were 
plotted against distance from the injection well (Fig. 6-5). In this case, the 
eutrophication of an oligotrophic aquifer can easily be detected. While there 
is substantial variation in the magnitude of microbial properties in the lateral 
direction, this variation was associated with contaminant plume as all of the 
detected quantities had correlations >0.93 with TCE concentration (used as a 
relatively conservative tracer of the plume). 

In a spatially broader study of Snake River Plain Aquifer microbial 
communities, groundwater samples were analyzed from 85 wells variably 
distributed over a roughly 1,500 km2 section of the aquifer. Groundwater 
was pumped from the layered basalt aquifer from depths of 60–250 m (depth 
to water table increases in a southerly direction across the region). A total of 
132 groundwater samples were analyzed in triplicate by community-level 
physiological profiling with Biolog plates (O’Connell and Lehman, un-
published data) in an effort to determine a baseline against which perturba-
tions could be compared. The resulting responses were so variable that 
multivariate comparisons were not required, even when comparing samples 
collected from a single well at different dates. Using the number (of 95) carbon 
sources respired as the response, numbers ranged from 2 to 95 (mean = 56) 
positive carbon source utilization tests by the groundwater communities. The 
CV for the number of carbon sources (a very coarse measure) used by these 
132 samples was 466%. Despite the physical heterogeneity of the basalt 
flows that comprise this aquifer, the mineralogical make-up of the basalt is 
very uniform and with very few exceptions, the groundwater is oligotrophic 
with DOC <1 mg L−1. The results indicate a very unpredictable pattern in 
the distribution of groundwater microbial communities in the absence of a 
strong selective gradient (e.g., contaminant plume) or sharply contrasting 
lithological features. 
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Figure 6-5. Distribution of mean values (all cores) of microbiological properties from three 
boreholes in the fractured basalt Snake River Plain Aquifer (SE Idaho) arranged with 
increasing distance (TAN-37, 35 m; TAN-33, 425 m, TAN-48, 710 m) from an injection well 
used for the disposal of sanitary and mixed industrial wastes. (Modified from Lehman et al., 
1999.) 

4.3. Horizontally distributed patterns along  
a groundwater flowpath 

A trend that has been observed in the microbiology of aquifers relates to the 
distribution of predominant terminal electron accepting processes (TEAP) 
along a groundwater flow path. Redox potentials in systems with restricted 
oxygen resupply are driven progressively downwards with the oxidation of 
organic matter. Most subsurface systems have restricted access to atom-
spheric oxygen, either dependent on free gas diffusing though the overlying 
vadose zone or by dissolved gas in water infiltrating from the surface or 
from some horizontally located recharge area. Some of the oxygen is con-
sumed by organic oxidation occurring during recharge/infiltration and the 
remainder is consumed within the aquifer during oxidation of dissolved carbon 
entrained in the groundwaters during its passage through soils. In some 
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instances, detrital carbon deposited in deeper sediments may support res-
piratory activities, although this is likely to be at slow activity rates. Once 
oxygen is consumed, a predictable sequence of TEAPs will be observed 
based on the relative energy yield of these reactions and the availability of 
such acceptors either dissolved in the incoming water or present in the rocks 
(Fig. 6-6) (Lovley and Chapelle, 1995). Oxidized iron may be particularly 
important in the subsurface due to its abundance in solid forms (Lovley, 
1991). This progressive sequence with distance from a recharge site, that is 
similar to that observed with depth in aquatic and marine sediments, will 
result in physiologically distinct populations being more numerous and 
active in horizontally distributed aquifer locations. Exceptions to this pattern 
occur when an aquifer is resupplied with oxygen from the atmosphere, or 
there is little dissolved carbon entering the aquifer in oxygenated recharge 
waters. The evolution of the organic carbon, both in quantity and quality, is 
suspected to govern overall activity rates and the distributions of populations 
associated with various TEAPs (Murphy et al., 1992). In aquifers that 
receive little infiltration from meteoric waters, the evolution of dissolved 
carbon and microbial activities will be associated with progressive age of the 
groundwater (Murphy et al., 1992). Unfortunately, there are few data concern-
ing the composition or quality of organic carbon in aquifers and relation-
ships with microorganisms. 

In samples collected at varying distance from a contaminant point source, 
a continuum of elevated biomass can be observed and/or a continuum of 
predominant physiologies consistent with progressive changes in the local 
redox state (Lovley, 1991). The resulting distributions of biomass are not 
unlike the increase of biomass in a stream or lake near a sewage outfall and 
the sequence of predominant TEAP along the flow path is the reverse of 
uncontaminated aquifers. In this analogous case, it is the overall BOD that 
decreases with distance from the source. Once the added carbon is con-
sumed, the aquifer microbial communities will resume the pattern described 
in the previous paragraph. Contaminated sites tend to receive the most study, 
and this pattern has been commonly observed in groundwater samples. 

One of the most thoroughly documented examples of sediment-
associated microbial community changes associated with distance from a 
carbon source is a study of core samples collected from a shallow, sandy 
aquifer along the flow path at increasing distances from a landfill (Denmark) 
(Ludvigsen et al., 1999). The top of the aquifer is about 3 m deep and  
the aquifer is composed of a heterogeneous assortment of Quaternary- to 
Tertiary-aged sediments of varying texture and origin. Sediment samples 
from depth profiles of nine boreholes arranged along a horizontal transect, 0 
to 305 m from the landfill. Biomass (PLFA) generally decreased with distance 

163Distribution in Subsurface Environments 



 

Figure 6-6. Distribution of predominant TEAPs: Scenario 1 – oxidation of groundwater 
organic matter in a confined or semi-confined aquifer results in decreasing redox potential 
with distance from recharge; Scenario 2 – high concentrations of organic contaminants drive 
redox potential to low levels that subsequently increase with distance from the contaminant 
source as the introduced organic matter is oxidized and dispersed to ambient levels. (Adapted 
from Lovely and Chapelle, 1995.) 

distributed sequences: methanogens, SRB, DIRB, Mn-reducers, and nitrate-
reducers. 

4.4. Other examples of spatial distributions  
at contaminated sites 

In addition to the study of Franklin et al. (2000) described above, several 
other studies have examined subsurface microbial communities or activities 
using a collection of spatially distributed wells. Although these studies do 
not examine core samples, they are included because they specifically illus-
trate horizontal distributions of subsurface microbial properties. Adrian et al. 
(1994) examined methane production rate from well clusters at two geo-
chemically distinct locations impacted by landfill leachate in an otherwise 
homogeneous, shallow (<2.5 m), sandy aquifer. Over a 9-month period, the 
headspace methane concentrations at the two sites were measured in sixteen 
wells arranged in a grid covering 35 m2. Methane production rates over the 
entire period at both sites were extremely variable, with CVs exceeding 
340%. When individual seasons were examined, CVs of methane production 
in each of the two sites still ranged between 200% and 300%. It was 

from the landfill while total cells (AODC) show little discernable pattern.
With increasing distance from the landfill, numbers (MPN and PLFA) of
the following groups reached their peak and then declined in spatially 
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concluded that the magnitudes of methane production in the aquifer were 
log-normally distributed. 

The association of the geochemical and microbiological characteristics of 
groundwater samples has rarely been quantified. Groundwater samples from 
multiple depth intervals from a series of wells located upstream and at regular 
intervals downstream from a landfill were used to relate microbial community 
structure (16S rDNA DGGE profile) to the groundwater geochemistry (Roling 
et al., 2001). Overall, large variations in very complex community profiles 
among the groundwater samples were observed. Multivariate statistical ana-
lysis of community profiles was able to distinguish groundwater samples 
from polluted and unpolluted zones and to correlate these communities and 
their members with contaminant concentrations. This data set was used in 
subsequent geostatistical analyses (Mouser et al., 2005) that found horizontal 
correlation distances of 40–50 m in the community profiles. It must be 
emphasized, that these groundwater samples were taken from a location that 
was highly structured (horizontally) by the landfill leachate. Nonetheless, the 
pattern could not have been quantified without the regular intervals of 
access, horizontal and vertical, that the multiple wells provided in a shallow 
(<8 m), unconsolidated sediments. Some sediment samples were also studied 
at this location, but the geochemistry of the groundwater was not reflected in 
the sediment communities. In another example linking microbiology to geo-
chemistry in wells that were not spatially structured, but varied with respect 
to the occurrence of mixed contaminants, distributions of genes involved in 
nitrate and sulfate reduction were studied in groundwater samples (Palumbo 
et al., 2004). Artificial neural network models were used to establish relation-
ships between the occurrence of two of five groups of dsrAB-related genes 
with uranium and sulfate concentrations and the occurrences of the other 
three groups with pH, nickel, and organic carbon concentrations. 

4.5. Horizontally distributed patterns across regions 

At most study locations, there are insufficient spatially arranged core samples 
to determine trends, let alone quantify these trends. However, the distribu-
tion of the study sites themselves may allow additional trends to be identified. 
Superimposed on the mosaic of historically evolved and complex geologic 
formations that comprise the subsurface environments will be patterns asso-
ciated with modern-day climates. While climate may influence subsurface 
microorganisms, its influence will be largely a function of annual means 
(i.e., temperature and precipitation), rather than the diurnal and seasonal 
fluctuations that may strongly influence terrestrial surface microbes. Regional 
variations in climate will influence the amount and type of surface primary 
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production, land use patterns, and water. So, to the extent that these regional 
trends may result in difference in the delivery of either carbon or water, it 
would be expected that subsurface communities will respond. An example 
might be the deep vadose zone of arid regions, where microbial population 
seem to be considerably less numerous, less diverse, and less active than 
their counterparts in more humid environments. 

5. LIMITATIONS TO UNDERSTANDING 
TERRESTRIAL SUBSURFACE MICROBIAL 
DISTRIBUTIONS 

There are a number of considerations that are either unique to subsurface 
environments or elevated in comparison to surface environments. These con-
siderations may significantly alter conclusions regarding subsurface micro-
organisms. 

5.1. Sampling constraints 

Spatial distributions in subsurface environments have generally resisted quanti-
fication because subsurface environments are: (i) highly complex, (ii) not 
directly observable, (iii) technically and economically difficult to sample, 
and (iv) not intensively studied over longer periods (>10 year). As a result, 
few (if any) subsurface environments have been representatively sampled. 
The overall density of samples is often too low for geostatistical comparisons. 
Sample replication is not usually achieved, and estimates of variance for 
replicate samples attempting to characterize a limited volume are rare. At 
many locations, only a single borehole is investigated, so often n = 1. The 
scale of variability is invariably smaller than the sampling scale, which is 
constrained by the required material for analyses. In a study to determine the 
representative elemental volume (REV) for culturable heterotrophs in vadose 
zone sediments, investigators found that large REVs would be required to 
account for the extreme patchiness of microbial distributions observed in 
these samples (and other subsurface samples) (Stevens and Holbert, 1995). 
Further, a good estimate of REV was not achieved for these sediments due to 
density-dependent growth during dilution plating, a phenomenon that was 
observed in other subsurface studies. Even simple correlations between 
biotic and abiotic variables are difficult as measurements often cannot be 
made on the same material, especially if a large REV is necessary for micro-
biological analyses. Given multiple interacting factors controlling microbial 
 distributions, it is certain that the distributions of these factors will be on 
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differing scales. The exception is when there is a strong overriding selective 
factor such as organic contamination. 

5.2. Methodological constraints 

In addition to the patchy distributions of subsurface microorganism, several 
other characteristics of microorganisms present exaggerated difficulties when 
subsurface samples are analyzed. 

 
1. The percentage of total cells that are culturable is generally orders of 

magnitude lower than surface environments. 
 a) Enumeration detection limits are confronted. 
 b) A small percentage of the community is evaluated. 

2. Cells are frequently small and often indistinguishable from sediment 
particles by direct observation. 

3. Activities are generally very low. 
 a) Assay detection limits are confronted. 
 b) Longer assay durations encourage selection. 
 c) Laboratory conditions sharply contrast with in situ conditions. 

4. In situ activities are technically difficult to measure. 
 

The high disparity between laboratory estimates of subsurface microbial 
activities and their apparent in situ activities has been thoroughly docu-
mented (Chapelle and Lovley, 1990; Phelps et al., 1994). 

6. TENDENCIES AND TRENDS IN TERRESTRIAL 
SUBSURFACE MICROBIAL DISTRIBUTIONS 

Like other environments, microorganisms exhibit heterogeneous distri-
butions at a number of different scales. At the micron scale, microorganisms 
experience the local geochemical gradients that regulate their metabolism, 
although this scale remains a challenge. Minerals are often distributed in 
rocks at the micron and tens of microns scale. Some work has revealed these 
fine-scale distributions of microorganisms with respect to mineral phases 
and their boundaries (Edwards et al., 1998; Lawrence et al., 1997; Taunton 
et al., 2000). At the sediment particle or aggregate scale (microns to milli-
meters), work has shown substantial gradients in populations, both in number 
and type (Albrechtsen, 1994; Murphy et al., 1992). A few studies have speci-
fically addressed variations of subsurface microbial properties at the centimeter 
 scale, particularly with respect to REV (Brockman and Murray, 1997; Stevens 
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and Holbert, 1995). Analyses of frequency distributions of subsurface micro-
bial properties (their magnitude) suggest that they are log-normally distri-
buted (Brockman and Murray, 1997; Zhang et al., 1997), like many other 
environments. Large CVs for microbiological parameters measured on spatially 
distributed samples are consistent with log-normally distributions. Conven-
tionally, sample sizes are approximately 100 g (∼35 cm3), which may be a 
subsample from a larger (∼1–2 kg homogenized sample). Yet, the frequency 
distributions must depend on the sample size in relation to the patch size, 
which is undetermined for most environments. Subsurface microbial pro-
perties clearly vary at the meter scale, both within and between formations, 
and all higher spatial scales. Considering that the spatial variations in popu-
lations and the magnitude of their activities may be as great over 1 mm as 
they are in 1 km, the scale of interest must be determined apriori, and then 
the investigation can turn to detecting the scales of the controlling factors. 
Few reports have even attempted geostatistical analyses of subsurface micro-
bial distributions. Unpublished geostatistical analyses of the centimeter-spaced 
samples from relatively homogenous, bedded vadose sediments indicated a 
vertical variogram range of 15 cm and a horizontal range of 250 cm at one 
site and a vertical range of 1 m at another site for aerobic mineralization 
(Brockman and Murray, 1997). The other two studies analyzed groundwater 
samples. The first (Franklin et al., 2000) could not detect a correlated lateral 
range of microbial community composition at the minimum distance 
sampled (10 m). The second (Mouser et al., 2005) found a lateral range of 
40–50 m at a site strongly structured by landfill contamination. 

6.1. Vadose versus saturated zones 

The trends identified in Figs. 6-1 and 6-2 appear to be most reproducible – 
increasing depth beyond some point is not accompanied by decreases in 
microbial biomass. The initial decrease in biomass from the subsurface is 
strongly related to changes in TOC. In the subsoil region, depth appears to 
be associated with a greater predominance of gram-positive bacteria and 
Actinomycetes. Some observations indicate that cell-specific activities 
may be higher in subsoils compared to surface soils (Blume et al., 2002; 
Federle et al., 1986; Fierer et al., 2003), suggesting these organisms may be 
opportunistic, poised for a fresh supply of carbon. In deeper vadose zones, 
particularly in arid regions, water seems to be the controlling factor on 
populations and activities. Distributions are frequently extremely patchy and 
a low fraction of the total biomass is culturable. The very low activities 
respond to water as it delivers a flux of nutrients (Fredrickson et al., 1993; 
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Kieft et al., 1993). Even under the driest subsurface conditions, the lack of 
water-induced nutrient fluxes will not ultimately limit survival of all bacteria, 
especially when considering the viability of cells that have been isolated 
from nutrient fluxes in amber (Cano and Borucki, 1995), fluid inclusions 
(Vreeland et al., 2000), permafrost (Shi et al., 1997), and highly imper-
meable formations (Fredrickson et al., 1995; Lawrence et al., 2000; Onstott 
et al., 1998) for millions of years. 

Biomass generally increases when sediments are saturated and it has 
been frequently reported that gram-negative bacteria become increasingly 
predominant. The more uniform distribution of nutrients may produce a more 
dominant community structure due to increased competitive opportunities. 
Redox potential in the saturated zone will be a function of its isolation from 
atmosphere, the amount of carbon oxidized near the surface during infiltra-
tion or recharge, the amount of carbon that reaches the aquifer (including 
anthropogenic), and the distance from the recharge source. The ambient 
redox potential should predict the predominance of physiologically distinct 
populations and their activities (Fig. 6-6). There are two primary habitats in 
the saturated, groundwater and sediments (or rock), and different microbes 
may inhabit these environments and respond to perturbations in different ways. 

6.2. Shallow versus deep saturated sediments 

The microbiological activity of shallow aquifers is more likely to be 
controlled by quantity of carbon reaching the aquifer from the surface. In 
comparison, activities in deeper sedimentary aquifers are more likely to be 
related to detrital carbon sources. Shallow aquifers are usually unconso-
lidated sediments and fluxes of electron acceptors should be sufficient, 
although ambient redox conditions will modulate dominant populations and 
activities. In deeper aquifers, groundwater flow is generally slower and the 
flux of electron acceptors may become as important as the flux of carbon in 
controlling overall levels of activity. Deeper formations have lower porosity 
and smaller pore-throat dimensions that restrict movement of cells and the 
diffusion of electron donors and acceptors. Some evidence suggests that 
bacteria cells in shallow aquifers (Balkwill and Ghiorse, 1985) or deeper 
transmissive formation (Brockman and Murray, 1997; Sinclair and Ghiorse, 
1989) may have relatively high culturability and potential for activity, while 
most evidence indicates very low culturability in deep, lower permeability 
and unsaturated formations (Brockman and Murray, 1997; Onstott et al., 
1999). 

It appears that in many deeper subsurface environments, it is the flux 
of nutrients (especially electron donors and acceptors) that limits and  
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distributes microbial populations and their activities. Therefore, the factors 
that control the hydrology seem paramount. Carbon must be present either 
associated with sediments at deposition or remaining in the groundwater 
after its travel from the recharge or infiltration site. In deeper areas with 
older groundwater, the amount and quality of carbon supplied by ground-
water fluxes may be insufficient to support much activity. If detrital carbon 
in sediments is sustaining microbial activity, it must be physically accessible 
to cells via sufficiently size pore throats (>0.2 µm) or there must be suf-
ficient water in the small pores to sustain diffusional fluxes to areas where 
cells exist. Even given the existence of sufficient carbon, fluxes of electron 
acceptors may limit respiratory activity to higher permeability regions where 
groundwater provides a supply of electron acceptors (Fredrickson et al., 
1995). Ultimately survival will be limited by temperature in formations 
deeper than 4–6 km. 

6.3. Vertical versus horizontal distributions 

Microbial biomass and activity initially declines with depth, then remains 
fairly uniform or slightly decreases over increasing depth (Fig. 6-3). Many 
potential controlling variables (T, TOC, porosity) covary with depth over 
varying intervals. The occurrence of different formations varies according to 
changing depth intervals within a single site and between sites. Subsurface 
microbial properties in a single borehole have been observed to vary con-
siderably within formations and between formations with CVs of measured 
properties often exceeding 200%. The microbiology of sedimentary forma-
tions often correlates with textural characteristics. The number of cells in 
fine-grained sediments may be equal or greater than in coarse-grained 
sediments, but the viable cells and activity are usually higher in the coarse-
grained materials. The amount of carbon associated with sediments and the 
relatively permeability of these formations may alter this relationship (Kieft 
et al., 1995). Where high-carbon, fine-grained sediments abut lower carbon 
coarse-grained sediments, areas of higher activity have been observed near 
the interface (Fig. 6-4). The most common explanation is that organic carbon 
or fermentation products thereof diffuse from the fine-grained sediments into 
the coarser-grained sediments where higher fluxes of electron acceptors are 
present. 

indicate a degree of lateral continuity in microbiological properties within a 
formation (Balkwill et al., 1989; Phelps et al., 1989), although this continuity 
may be relative to high contrasts observed between formations at this 
location. Studies of shallow, uniform, unsaturated sands indicate a high 

Data on horizontal distributions of sediment- (or rock-) associated micro-
organisms are limited. Reports on US southeast coastal plain sediments 
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degree of lateral continuity, although little variation was observed vertically 
at this site, and the magnitude of measured properties was very low overall 
(Musslewhite et al., 2003). In other instances discussed above, there appears 
to be high variation (high CVs) in microbial properties measured at laterally 
separated locations. High horizontal and vertical variation in microbial 
properties observed at most sites shed doubt on the reliability of using a 
single control well or borehole for comparative analyses. In locations where 
there is a strong selective pressure such as organic contamination, the 
ambient community may react strongly and predictably (higher biomass, 
TEAP sequence) to the structure imposed on the system. The magnitude of 
the response of the microbial community under conditions of organic 
enrichment will make ambient variations appear very small in comparison. 

6.4. Sedimentary versus crystalline formations 

The microbiology of fractured, crystalline rock environments contrasts 
strongly with that of sedimentary environments. Fractured, crystalline rock 
will not possess any detrital carbon and the groundwater in those envi-
ronments that have been studied is usually low in dissolved carbon. The 
seemingly amorphous rock often defies attempts to find any horizontal or 
vertical trends in microbiological properties. Populations and activities are 
often low or undetectable in the low permeability rock matrix. Fluxes of 
nutrients will control populations and activities in fractured rock; however, 
fracture surfaces have not been well-studied because they are presumed 
contaminated during the sampling process. Groundwater samples often 
produce much higher populations and activities than samples of the rock. 
Given the low organic carbon in igneous rock aquifers, their frequent 
proximity to thermally active regions, and the occurrence of reduced in-
organic energy sources (e.g., sulfides), there may be a higher probability of 
autotrophic populations and processes dominating these regions than many 
sedimentary formations. This has been observed in deep granite (Pedersen, 
2000) and basalt aquifers (Chapelle et al., 2002; Stevens and McKinley, 
1995). 
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Chapter 7 

SPATIAL ORGANISATION OF SOIL FUNGI 
How fungi are organised at different spatial scales  
and the consequences of this for soil function 

Karl Ritz 

National Soil Resources Institute, Cranfield University, Silsoe, Bedfordshire MK45 4DT, UK 

Abstract: Filamentous fungi are unique and significant “spatial integrators” of soil systems. 
By virtue of their indeterminate and mycelial form, they are able to occupy 
large volumes of the soil matrix and influence a panoply of soil-based services 
that underpin the functioning of terrestrial ecosystems. In this chapter, factors 
which affect the spatial organisation filamentous fungi are described and 
reviewed at the scale of the hypha, the mycelium, and the community. Environ-
mental factors such as the architecture of the soil and the spatial distribution of 
nutrient resources play pivotal roles in determining the form and organisation 
of mycelia. Biotic interactions between fungi and other soil-dwelling organisms 
further pattern the fungal colonies and the resultant communities. Some of the 
consequences of such spatial organisation for soil function relate particularly 
to soil structural dynamics, biotic regulation of plant and microbial communities, 
and the transport of nutrient elements through the soil system. 

Keywords: fungi, environmental spatial heterogeneity, biotic interactions, nutrient cycling, 
nutrient transport, soil 

1. INTRODUCTION 

Fungi are ubiquitous members of soil microbial communities, but comprise 
a varying proportion of the biomass in different systems. They tend to domi-
nate in soils containing high proportions of organic matter and low pH, and 
generally constitute a smaller proportion in intensively managed mineral 
soils. They are involved in a plethora of functional roles encompassing  
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a wide range of biological, chemical, and physical processes, and are con-
sequently of great ecological significance. 

Two fundamental growth-forms are manifest by fungi, a discrete spheroid 
cellular form known as holocarpic, and a filamentous form termed eucarpic. 
Holocarpic forms predominate in the yeasts, where growth occurs via the 
genesis and expansion of adjacent cells (“budding”) and results in the for-
mation of short fragmentary chains of largely disconnected cells. Eucarpic 
forms, which predominate within the kingdom, involve the formation of 
filamentous tubes or hyphae, which grow by apical extension and thus elon-
gate into the environment in which the fungi grow. Enzymes present on the 
surface of the hyphae are released into their vicinity and degrade substrates 
into assimilable forms which are subsequently absorbed and used in growth 
and metabolism. Hyphae periodically branch, which leads to the develop-
ment of an interconnected, network of filaments termed a mycelium (Fig. 7-1). 
This is an indeterminate structure which is very efficient in exploring and 
filling space, and means that mycelia are exceptionally well adapted to 
growing in spatially structured environments such as soils (Figs. 7-1; 7-2). 

The aims in this chapter are to review how eucarpic fungi in soils are 

spatial scales, namely, the sub-colony, the mycelium, and the community. 

2. SUB-MYCELIAL SCALE 

This is the basic level at which mycelial organisation is controlled, and it is 
remarkable how the two simple processes of apical extension and branching, 
augmented by higher-order aggregation of hyphae in some species, can lead 
to such a diversity of form and variety of function that is manifest across the 
fungal kingdom. Fundamentally, these properties have a genetic basis and 
are therefore intrinsic to individual fungi. The molecular genetic basis of 
fungal morphogenesis, although the subject of much study, remains poorly 
understood. Hyphae show directional growth in response to external stimuli 
such as electrical fields (Gow, 1990), topographical cues (Read et al., 1997), 
nutrient gradients (Crawford et al., 1993), toxin gradients (Fomina et al., 2000), 
and chemotopic signals (Sbrana and Giovannetti, 2005). Hyphal extension 
rates appear to be governed by the rate of delivery of substrate, via vesicles, 
to the hyphal tip. A sub-cellular structure termed the Spitzenkörper, which 

 

spatially organised, what governs such organisation and what the conse-
quences are for ecosystem function. These issues will be addressed at three 

is a highly dynamic phase-dark body found at the tip of elongating hy-

tion (LopezFranco and Bracker, 1996; Riquelme et al., 1998). The precise 
phae, apparently plays a major role in apical growth and hyphal orienta-
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mechanisms of branching in eucarpic fungi are also not fully comprehended. 
Current thinking is that if the rate of vesicle supply (i.e., substrate for 
building new biomass) to the tip exceeds the capacity for incorporation, it 
apparently triggers branching, which leads to the formation of a new tip and 
therefore an increased sink size that can accommodate the substrate delivery 
rate (Katz et al., 1972; Trinci, 1984; Watters and Griffiths, 2001). However, 

often associated with septae (cross-walls), but this is not a prerequisite, as 
coenocytic (aseptate) fungi also form branches in a consistent manner. 
Branch angles can vary, which leads to different spatial characteristics of 
mycelia even at the earliest stages of development (e.g., Fig. 7-1; see also 
Fig. 1 in Regalado et al., 1997), and is a prerequisite if morphologically 
complex higher-order structures are to be formed. A significant consequence 
of the relationship between vesicle supply rate and branching is that there are 
feedback mechanisms invoked whereby branch frequency is more likely to 
be increased where available substrate concentrations are high, and increased 
branching results in the development of a greater surface area for further 
substrate uptake. This provides a mechanistic basis for the foraging strategies 
that are apparent in many fungi and discussed in more detail below. As 
connected networks, mycelia are highly coordinated living systems, and 
their indeterminate nature makes them phenotypically very plastic. Within 
a single mycelium, a variety of physiologically distinct processes can be 
occurring simultaneously in different regions, as well as substantial mor-
phological and functional differences being manifest (Cairney and Burke, 
1996). 

3. MYCELIAL SCALE 

Whatever the intrinsic genetic ground rules, the extrinsic environment plays 
a significant governing role upon the development and form of fungal 
colonies. Since mycelia are spatially distributed systems, their organisation 
often reflects the spatial structure of the environment in which they are 
growing, particularly with respect to habitat space and resource distribution. 

Spatial Organisation of Soil Fungi 

whilst apical and sub-apical branching is common, branches do not neces- 
sarily arise in the vicinity of hyphal tips. In some species, branches are 
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Figure 7-1. The fungal mycelium and its spatial organisation up to the centimetre scale.  
(a) The fundamental structural unit of eucarpic fungi – the branching hypha. (From Jennings 
and Lysek, 1999.) (b) Early developmental stages of a mycelium of Trichoderma viride 44 h 
(left) and 48 h (right) after germination of a spore (arrow). Scale bar = 100 µm. (From Ritz 
and Crawford, 1990.) (c) Foraging growth of T. viride in the presence of a discrete nutrient 
resource (circle), from the point of inoculation (square). Scale bar = 5 mm. (d) Spatial patterns  
in a single mycelium of T. viride reflecting local underlying concentrations of substrate. Three 
such concentrations are present: high and low in an alternating tessellation of circular 
domains, and very low in the interstitial regions. Note relatively greater density (branch 
frequency) of mycelium on both high- and low-nutrient domains that are distal from the point 
of inoculation (denoted by square). Scale bar = 5 mm. (From Ritz et al., 1996.) (e) Foraging 
behaviour of Agrocybe gibberosa, changing from explorative cords to exploitative colonising 
fans at tips of foraging cords of when piece of straw (to right of image) is encountered. Scale 
bar = 5 mm. (From Robinson et al., 1993.) (f ) Foraging system of Hypholoma fasciculare in 

182 Chapter 7



Habitat space 

Soil pore networks define the physical framework in and through which 
hyphae must grow and mycelia develop. The mycelial form is well suited to 
growth in porous structures since hyphae in contact with surfaces can absorb 
nutrients from the substratum, and the branched nature of the mycelium pre-
sents a large surface area/volume ratio. Apical extension of hyphae allows 
growth through air gaps and a concomitant bridging between surfaces 
(Fig. 7-2). The limits of such aerial growth are unknown, but distances of 10 
mm for undifferentiated hyphae are clearly attained. When considered as a 
single entity, the aerial hypha appears to be an efficient means of exploring 
space, but there appears to be some form of metabolic cost associated with it 
at the mycelial level. Otten et al. (2004) studied how the width of experi-
mentally prescribed gaps in sand and a sandy loam affected the spatial extent 
of mycelia of Rhizoctonia solani and the ability of mycelia that had bridged 
such gaps to colonise substrate bait comprising sterile Papaver seeds. The 
average radial expansion rate of the colonies was approximately 67% faster 
along the direction of a gap compared to other directions. However, coloni-
sation efficiency was reduced, but not totally curtailed, by increasing gap 
width up to 6.5 mm (Fig. 7-3a). The orientation of the gaps also significantly 
affected colonisation efficiency, with the gap either perpendicular or parallel 
(relative to the growing front of the mycelium) to the direction of the tar-
get bait. The colonisation efficiency was either reduced by up to 50% or 
enhanced by up to 140% (Fig. 7-3b). Gaps can therefore act as barriers or 
preferential pathways depending on the spatial geometry of both fungus and 
environment. 

The spatial dimension in which mycelia develop also appears to be an 
important factor in determining the degree to which they fill space. This has 
rarely been considered in any detail, possibly because experimental myco-
logists have been wedded to the Petri dish for too long. When growing in 
a predominantly two-dimensional mode, i.e., across a plane surface, the 
amount of resource needed to fill space is considerably less than if three-
dimensional volumes are to be filled, with a power-law relationship relative 
to radius. In experimental systems, mycelia have been demonstrated to show 

 

 
 
 

presence of wood bait. Inoculum was placed on lower wood block, and a remote bait has been
located by foraging cords (left); over time, the mycelium prevails in the newly colonised 
resource and regresses on the older domain. Scale bar = 2 cm. (From Dowson et al., 1988.) 
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preferential growth over sand and soil surfaces compared to growth into the 

3.1. 
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Figure 7-2. Fungal mycelia in the soil environment. (a) Mycelium of Rhizoctonia solani 
growing in sterilised arable soil, visualised in a thin section stained with SCRI Renaissance 
2200. UV epifluorescent illumination. Image width = 150 µm. (b) Unidentified mycelium 
growing in soil pore, visualised in a thin section of undisturbed pasture soil, stained with 
Fluorescent Brightener 28. Note proliferation of hyphae on pore wall in left of image. Bright 
spherical objects are sporangia. UV epifluorescent illumination. Image width = 150 µm.  
(c) Hyphae of Fusarium oxysporum f. sp. raphani colonising a pair of adjacent soil aggre-
gates. Aggregate on left is sterile, hence extensive mycelial development. Aggregate on right 
is non-sterile; reduced mycelial growth is due to competitive effects of indigenous microflora 
and reduced nutrient levels therein. Image width = 1 cm. (d) Unidentified hyphae bridging 
roots of Plantago lanceolata growing in non-sterile field soil. Note abundance of mucilage 
films. Image width = 2 cm. 

soil matrix (Otten et al., 2004), and this has large implications for the 
epidemiological development of soil-borne fungal diseases (Otten and 
Gilligan, 2006). Even in natural environments, the foraging cord systems of 
wood-decomposing basidiomycetes and mycelial fans of ectomycorrhizal 
(ECM) species appear to be virtually two-dimensional, since the litter layers 
which represent the primary matrix through which they grow are generally 
relatively shallow. Many experimental systems utilise two-dimensional sys-
tems largely for convenience, but with the advent of non-destructive tomo-
graphic imaging techniques, this should change. Spatially explicit modelling 
of mycelial growth is also increasing in sophistication and many of the 
contemporary approaches (e.g., Meskauskas et al., 2004; Falconer et. al., 2005; 

 
Boswell et al., 2007) can, in principle, be extrapolated to three dimensions. 
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Figure 7-3. Colonisation efficiency, measured as the proportion of replicates in which 
Rhizoctonia solani spreading over soil (black symbols) or sand (open/grey symbols) surfaces 
colonises a target seed at 30 mm distance from the point of inoculation 13 days after such 
inoculation, (a) in relation to the width of a gap midway between inoculum and bait and (b) in 
relation to the orientation of a 2 mm wide gap perpendicular or aligned to the predominant 
growth direction of the mycelium. (Adapted from Otten et al., 2004.) 
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In organic soils and litter horizons, purely physical constraints are 
unlikely to occur due to the inherent friability of the matrix and the fact that 
many fungi inhabiting such substrates possess enzymes capable of degrading 
constituent organic material. However, in mineral soils, physical constraints 
are of more significance, both directly by presenting barriers to passage, and 
indirectly via control of water distribution and associated transport of gases. 
In structured mineral soils, the pore network is a highly complex three-
dimensional labyrinth with varying degrees of connectivity and tortuosity 
and ultimately defines the available paths which hyphae can take. In prin-
ciple, hyphae should be unable to penetrate pores narrower than their dia-
meters, although they may be able to physically separate soil particles to 
create paths available for growth. This mechanism is known to occur with 
roots, where radial expansion can create a cracking front that eases forward 
extension (Hettiara, 1973), and with earthworms, which can similarly exert 
soil-distorting pressures (McKenzie and Dexter, 1988). It is unclear whether 
these mechanisms occur with fungi. Individual hyphae can exert pressures of 
50 mN m−2 (Money, 2004), and, where hyphal aggregation occurs, pressures 
up to 1.3 kN m−2 can be generated and may be spectacularly manifest, for 
example, as the emergence of basidiocarps through pavements (Niksic et al., 
2004). Schack-Kirchner et al. (2000) did not detect evidence for such 
behaviour when studying thin sections of ECM hyphal distribution in spruce 
forest soil, and argue that such hyphae are inefficient at creating pore space 
by direct physical means. 

Soil bulk density influences the extent to which soils are colonised by 
mycelia. It might be intuitively expected that the higher the bulk density, and 
hence concomitantly smaller relative volume of pore space, the more fungal 
growth would be constrained. However, there is little evidence to support 
this hypothesis. Glenn and Sivasithamparam (1990) measured higher con-
centrations of R. solani in compacted versus uncompacted soils, and greater 
densities of hyphae of Gauemannomyces graminis were also apparent in 
compacted soils (Glenn et al., 1987). Harris et al. (2003) mapped the hyphal 
distribution of R. solani at high spatial resolution in a sterilised mineral soil, 
packed at different bulk densities, but maintained at identical air-filled pore 
volumes. They found fungal extent increased concomitant with soil bulk 
densities from 1.2 to 1.4 Mg m−3 but stabilised thereafter up to a density of 
1.6 mg m−3 (Fig. 7-4). 

However, such effects of bulk density may be contingent on the nature of 
the community present in the soil. In pure-culture experiments, Toyota et al. 
(1996b) detected a reduction in the number of propagules produced by 
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Figure 7-4. Effect of bulk density upon spatial organisation of Rhizoctonia solani grown in 
sterilised soil. (a) Maps of pore networks (left column) and associated distribution of hyphae 
(right column) as visualised in thin sections of soil. In fungal maps, spots denote presence of 
hyphae in underlying region of the section; grey scale relates to mean porosity in associated 
region (black = >90% porosity, white = <10% porosity). (b) Relationship between bulk 
density and fungal extent. (Adapted from Harris et al., 2002.) 

Fusarium oxysporum as soil bulk density was increased from 1.3. to 1.5 
Mg m−3, but no such effect when a competing species of fungus (same 

reduction in propagule numbers of the competing fungus at the higher bulk 
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genus) or a bacterial species was co-inoculated. However, there was an allied 
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density, but not the bacteria. This demonstrates how soil structure can affect 
microbial interactions. 

There is also a significant interaction between the soil water content, 
the pore network and fungal growth. Filamentous fungi are predominantly 
aerobes and water-filled pores are generally oxygen-starved, which curtails 
hyphal extension. Otten et al. (1999) demonstrated that the extent to which 
mycelia of R. solani were able to grow through a mineral soil was very 
sensitive to air-filled porosity. They determined that there were threshold 
values of matric potential below which growth was rapidly curtailed, and 
attributed this to the continuity of air-filled pores, which is governed by 
the three-dimensional distribution of water in the pore network. Schack-
Kirchner et al. (2000) mapped the spatial location of ECM hyphae in a 
spruce forest soil as a function of matric potential. They determined that the 
mean hyphal length density was independent of water status and that the 
majority of hyphae were located in pores significantly larger than the hyphal 
diameter. They also recorded that the percentage of hyphae “embedded in 
the soil matrix” (i.e., in volumes of soil containing fewer large pores) de-
creased significantly with increasing carbon dioxide (CO2) concentration in 
the soil air. They attributed this to the high requirement for oxygen (O2) by 
the mycelia, resulting in a preferential growth in larger pores where gas 
diffusion rates were less constrained. These observations suggest that hyphae 
penetrate water-filled pores only to a very limited extent. 

Resource distribution 

The distribution of nutrient resources has a strong effect upon the spatial 
organisation of fungal mycelia. Historically, this was rarely appreciated by 
experimental mycologists, again perhaps because of a long-held preoccu-
pation with the Petri dish and uniform culture media. However, in, natural 
circumstances, most nutrient resources are heterogeneously distributed. On 
woodland and forest floors, fallen twigs and branches are discrete and dis-
persed, and dung patches and cadavers represent isolated nutrient deposits. 
Within the fabric of soils, the pore network enhances spatial isolation of 
organic matter within its tortuous paths. Ritz (1995) demonstrated the impact 
of spatial heterogeneity in nutrients upon mycelial development by essen-
tially discretising the agar plate concept. He devised a system whereby 
spatial patterns of nutrient resources could be prescribed using tessellations 
of agar tiles of differing composition. Diffusion of nutrients into adjacent 
domains was precluded by an air gap between the tiles, which offered little 
barrier to the growth of hyphae. Tessellations involving a variety of spatial 
patterns of high- and low-nutrient status domains were established, and 
inoculated with a single colony of a number of moulds. Colony development 

3.2. 
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was qualitatively mapped and demonstrated a number of characteristic res-
ponses by different species. In general, hyphal density reflected the under-
lying nutrient status, being high and low in nutrient-rich and nutrient-poor 
domains, respectively, although there was evidence for growth in low-nutrient 
tiles being greater when high-nutrient tiles were present in the tessellation. 
Different colony extension rates within different regions of the same myce-
lium were often observed, being greater on low-nutrient tiles than on high 
domains. Patterns of formation of reproductive structures were strongly in-
fluenced by the underlying heterogeneity in the tessellation. Such structures 

produced by R. solani in tessellations where there was some heterogeneity, 
being absent in the nutritionally uniform arrangements. Furthermore, sclerotial 
production was strongly asymmetric in nutritionally symmetric, but hetero-
geneous, tessellations. Many subsequent studies have since demonstrated the 
effects of spatial heterogeneity upon the organisation of fungal colonies (see 
reviews by Boddy, 1999; Ritz and Crawford, 1999). Some general principles 

This relates to contrasting explorative (searching for substrate) and exploi-
tative (utilising a located resource) growth phases, and demonstrates that 
fungi have distinct foraging strategies. These are particularly well developed 

Foraging strategies expressed by different species can be classified as close-
range, short-range, and long-range, and are each suited to the exploitation of 
different types of spatial distribution in resource units (Boddy, 1993; Rayner, 
1994). Close-range foraging is apposite where resource units are small and 
spatially frequent, and is exemplified by species which produce fairy rings in 
litters or grasslands. Short-range foraging involves the outgrowth of dense 
mycelia from resource bases; outgrowth is then curtailed following contact 
with fresh resources. Degeneration of the older mycelium then occurs as the 
new material is colonised. This strategy is effective where resources are 
relatively small and frequent, but spatially separated. Long-range foraging is 
appropriate where resources are large and spatially distant. Here, outgrowth 
of distinctly sparse, rapidly extending mycelial cords or rhizomorphs occurs 
followed by localised proliferation of assimilative hyphae when a resource 
is encountered. The explorative mycelium can show some degree of per-
sistence and has the consequence of allowing some ability to forage in time 
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and only in high-nutrient tiles by Alternaria alternata. Sclerotia were only 
tended to be formed only in low-nutrient tiles by T. viride and R. solani,

in the presence of nutrients, and are sparse in nutrient-impoverished zones. 
can be drawn. Hyphae tend to proliferate and mycelia are generally dense

mensurate with the natural distribution of substrates utilised by different fungi. 
amongst cord-forming basidiomycetes. Such strategies appear to be com-

in the vicinity of persistent cords, will become colonised by this inoculum. 
as well as space, since resources, which may subsequently be deposited 
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There have been many studies into such foraging strategies by both sapro-
trophic and ectomycorrhizal basidiomycetes (e.g., Boddy, 1999; Donnelly 
and Boddy, 2001; Zakaria and Boddy, 2002; Donnelly et al., 2004; Harris 
and Boddy, 2005). 

Since the fungal mycelium is essentially an interconnected network of 
tubes, there is the potential to transport materials between different regions 
within it (Jennings et al., 1974; Cairney, 1992; Lindahl and Olsson, 2004). 
This ability to translocate materials within the mycelium has profound con-
sequences both for the fungal organism and ecosystem function (Falconer 
et al., 2005; Ritz, 2006). This is how hyphae are able to grow through 
nutrient-impoverished regions – if resources are absent locally, they can be 
imported from elsewhere in the mycelium to the growing tips and be used to 
drive explorative growth. A wide variety of elements can be transported 
within mycelia, predominant amongst them are the major nutrients C, N, P, 
and S. Mycelial connections between patchy resources set up source–sink 
relationships that affect transport within mycelia and are reviewed in detail 
by Ritz (2006). Since such transport occurs within hyphae, it is independent 
of the soil matrix and not subject to diffusive constraints invoked by adsorp-
tion to soil components or tortuous paths, or assimilation by other organisms. 
Fungi therefore affect the transport and distribution of elements in soil sys-

nutrient elements such as cesium and uranium are also mobile within some 
mycelia, and may be concentrated in fruiting bodies, with implications for 
transmission of these materials into higher trophic levels if they are con-
sumed by fauna. 

Faunal grazing of mycelia affects their patterns of morphogenesis. 
Hedlund et al. (1991) showed that when Mortierella isabellina mycelia were 
subject to grazing by the collembolan Onychiurus armatus, the mycelial 
form switched from appressed growth and sporulating hyphae to fast-growing 
fan-shaped sectorial growth, production of extensive aerial mycelium and 
a cessation of sporulation. Collembolan grazing of Hypholoma fasciculare 
growing from woodblocks was shown to reduce the extent and growth rate 
of mycelia, but also induced the development of point growth of cords with 
distinct fanned margins (Harold et al., 2005). Increased grazing pressure 
tends to increase such effects, and different species of grazer also may have 
different effects on such mycelial extension rates and coverage, but appa-
rently not on fractal mass or, fractal surface dimension (Kampichler et al., 
2004). To date, all such grazing effects have been studied in experimental 
microcosms. 

the majority of nutrient cycling and soil transport models. Intriguingly, non-
tems in ways rarely considered by soil scientists and certainly ignored in
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Community scale 

A biological community is defined as an assemblage of populations of 
organisms, with populations being further defined as a group of similar 
organisms, nominally of the same species. Originally devised in the context 
of large, determinate organisms and generally well-defined species, the soil 
fungal community is less readily defined and certainly less readily charac-
terised. Since fungal mycelia are indeterminate systems, the definition of 
what constitutes an individual is not straightforward (Rayner, 1991). Detecting 
precisely which fungi are present in a soil has exercised mycologists for over 
a century, and the debate as to the definitive approach is far from over. 
Again, this is challenged by the indeterminate nature of the organism, and 
issues relating to what the functional unit is – the hypha, the mycelium, the 
propagule or combinations thereof ? 

species being assessed using a wide variety of survey techniques ranging 
from presence of charismatic basidiocarps, though culture-dependent iso-
lation on various media, to sophisticated analyses of nucleic acids directly 
extracted from soil samples. These studies generally show that there are cha-
racteristic assemblages of fungi found under particular ecological circum-
stances and contexts, and more or less consistent ecological successions of 
fungi (see Frankland, 1992; Dighton, 2005), akin to those that occur for 
other classes of organisms at larger ecosystem scales. But these views must 
always be taken with the caveat that the description of the community is 
contingent on the methods used to assess it. The spatial organisation of 
fungal communities in soils has received considerably less attention than 
their taxonomic composition. 

What then defines the spatial organisation of a soil fungal community? 
At any moment in time, the spatial arrangement of the community will be 
defined by a combination of a range of historical and prevailing factors. 
Fundamentally, it must relate to three main factors: 

1. The presence or arrival of inoculum within the domain under 
consideration. 

Notwithstanding that, Beijerink’s principle that “everything is every-
where; the environment selects” is both a spatially and a temporally scale-
dependent concept; this is clearly not the case for fungi at the field scale. 
For example, Boerner et al. (1996), in studying patterns of arbuscular 
mycorrhizal (AM) fungal infectivity along a successional chronosequence in 
Ohio, detected isolated areas within disturbed sites that were devoid of  
AM infectiveness, and many similar bait studies show this phenomenon  
is common. Fungal inoculum arrival at a particular point in space could 
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Hundreds of studies have characterised the constitution of fungal as- 
semblages found in soils and litters from a taxonomic perspective, with 
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originate from a variety of sources including spore rain from aerial sources, 
propagule transport in soil water flows, import via carrier organisms such as 
fauna, ingrowth from mycelia on the boundaries of the domain, residue im-
port from above-ground litter by fauna or via residue and soil management 
(e.g., tillage) in farmed systems. Kaldorf et al. (2004) analysed ECM coloni-
sation of aspen hybrids (Populus spp.) planted in a non-uniform pattern by 

experimental field. They interpreted this data in terms of “vicinal” invasion, 
where incursion of mycorrhizal inoculum is derived from proximal trees 
versus “random” invasion where inoculum arises from dispersed sources. 
Whether such inoculum germinates and becomes established will then be 
contingent on further factors, including those discussed below. 

2. The patterning of the niches in which the constituent species are 
adapted to growing in the context thereof. 

The niche is an all-encompassing concept that is defined by a variety of 
abiotic and biotic factors. The spatial distribution of niches seen by soil 
fungi can be characterised by spatially explicit sampling and associated sta-
tistical analyses of fungal parameters. Mottonen et al. (1999) characterised 
ergosterol concentrations and a variety of other soil properties in a 1 ha 
Pinus sylvestris stand in a notably thorough study based on sampling across 
a regularly spaced grid and two scales. They detected strong spatial auto-
correlation (90% of variance) with a 4 m range apparent in the semi-variogram 
(Fig. 7-5). This spatial pattern was most closely related to pH, organic matter 
thickness and total carbon content. The spatial location of individual trees 
was also mapped in this study, and there was no apparent spatial association 
between ergosterol and trees. Fungal biomass is therefore not necessarily 
affected by proximity to the primary autotrophs in the system at the stand 
scale, but detailed studies of community structure suggest that at higher 
taxonomic resolution, such structures may be apparent. Lilleskov et al. 
(2004) synthesised eight studies involving detailed surveys of spatial 
structure in ECM communities at the stand scale (about 50 m) within US 
forests. They utilised a variety of statistical methods for assessing spatial 
structure and determined that in most of the sites, community similarity 
decreased with distance. There was a general agreement between the 
different tests used, but they were not congruent. They concluded that most 
of the dominant fungal taxa had variogram ranges of approximately <3 m, 
but these went up to 17 m. Berglund et al. (2005) studied the temporal 
dynamics of the composition of wood-decaying fungal communities at  
the scale of individual downed logs and a plot scale of 0.1 ha over 8 years. 
 

was observed with distance from contrasting tree species bordering the 
of spatial homogeneity for some ECM types, but for others, a correlation
morphotyping and nucleic acid analysis and detected contrasting patterns
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Figure 7-5. Spatial structure in fungal biomass in a Pinus sylvestris forest in Finland.  
(a) Semi-variogram of ergosterol concentration (milligram per kiligram) within a 1 ha plot. 
(b) Kriged map of ergosterol concentration in a sub-plot within the main plot. (Adapted from 
Mottonen et al., 1999.) 
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By monitoring 70 logs and seven plots, they detected marked changes in 
species richness and community composition within the logs for both short-
lived corticoid species and perennial polypore species. At the stand scale 
there was no change in the species richness of polypore or corticoid com-
munities, but the latter showed changes in community composition between 
years, reflecting their short-lived fruit bodies. Whilst not based on soil-
inhabiting fungi, this survey is informative in terms of an ecological demon-
stration; however, this survey was based on frequency of occurrence of 
fruiting bodies and therefore did not consider mycelial phases. However, not 
all ECM communities show such strong dynamics. For example, strong 
spatial stability in the genetic structure of a Phialocephala fortinii com-
munity was measured in a 9 m2 plot over 3 years by Queloz et al. (2005). 
Brundrett and Abbott (1995) measured AM infectiveness of soil cores 
sampled from a sclerophyllous forest in Western Australia. A high degree of 
small-scale spatial variability was found in inoculum levels, with variation 
between adjacent cores as great as that from cores taken 15 m apart. By 
assaying both AM and ECM inoculum potential, they detected evidence that 
these two types appeared to be localised in separate domains, and there were 
further domains devoid of either type. Establishing the true scale of such 
domains would require very intensive sampling. Spatial structure in patterns 
of AM fungal infectivity were shown to decrease with time since disturbance 
along a successional chronosequence in Ohio by Boerner et al. (1996), with 
a progression to more homogeneity in infectiveness as the succession 
developed. Patterns of developmental stages within fungal types may also 
show spatial differences. He et al. (2002) measured the frequency of vesicles, 
arbuscules, hyphae, and spores as a function of depth in the Negev desert, 
and detected that spore densities were greatest at 10–20 cm depth, but root 
colonisation was greatest at 20–30 cm. 

It is arguable that nutrient resources will be particularly important in 
defining fungal niches, for the reasons alluded to above. Thus, for sapro-
phytes, this will be the presence and distribution of energy-containing 
substrates, and for mutualists and antagonists, the distribution of hosts. 
However, given the indeterminate and consummate space-filling properties 
of the mycelium, the community members will not necessarily be confined 
to substrate-rich zones. Communities of ECM fungi typically show patterns 
of association related to distance from their host trees (Last et al., 1984; 
Matsuda and Hijii, 1998; Fig. 7-6), and this apparently applies at a plant-
community level as well. For example, Dickie and Reich (2005) showed 
marked changes in fungal community structure as a function of distance 
from forest edges. The abundance of mycorrhizae was greatest near the forest 
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Figure 7-6. Maps of basidiocarp distribution in vicinity of trees in a forest in Japan.  
(a) Distribution of standing trees and crown projection areas of the trees Abies firma and 
Carpinus laxiflora. (b) Location of individual fruit bodies within this area over 3 successive 

(From Matsuda and Hijii, 1998.) 

edge, and declined markedly at around 15 m into abandoned agricultural 
fields. They found high infectivity and diversity near the forest edge, high 
infection but a lower diversity at intermediate distances and both low in-
fection and fungal diversity distant from trees. This appeared to impact the 
degree to which pioneer tree seedlings were infected and therefore may 
influence the rate of successional development. 

Whilst there is often a strong spatial relation between the location of 
mutualistic hosts and their fungal partners, such relationships can be affected 
by other community-level properties, such as the proximity of other fungi 
and plants. Mummey et al. (2005) showed the components of the AM fungal 
community colonising Dactylis glomerata was strongly controlled by the 
presence of Centaurea maculosa in the vicinity. Agerer et al. (2002) made 
detailed maps of the locations of individual fungal species within com-
munities in the vicinity of Picea abies trees, and demonstrated a wide range 
of spatial association, and apparent disassociation, between the variety of 
species present. The “biological” niches seen by fungi will therefore also be 
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years. Each symbol represents a different species, consistently within the figure. Scale bar = 5 m. 
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defined by the spatial organisation of the broader soil community. The 
mechanistic bases of this are discussed in the next section. 

3. The outcome of interactions with other organisms present in the 
domain. 

When mycelia grow through soil, they inevitably encounter other organ-
isms. The interactions that ensue will determine whether passage or pro-
liferation is realised or not, and this will affect the spatial distribution of 
mycelial units within the soil. Toyota et al. (1996a) studied the ability of  
F. oxysporum to colonise aggregates of soil that had been sterilised and 
colonised by single strains of fungi and bacteria compared to sterile controls. 
There was a wide range in the degree of inhibition to colonisation, with other 
genera of Fusarium and known antibiotic-producing bacteria presenting the 
greatest resistance. It was notable that Phanerochaete magnoliae, a fungus 
from an entirely different ecological niche, had very little impact on the 
colonising ability of the soil-inhabiting Fusarium. In a further experiment, 
they demonstrated that greater levels of general microbial diversity in the 
target aggregates inhibited the colonisation ability of the Fusarium, but this 
could be mitigated by increasing the nutrients available exclusively to the 
colonising fungus (Toyota et al., 1996b). 

Interactions between fungal mycelia have been extensively studied both 
in vitro and in soil-based microcosms (e.g., Stahl and Christensen, 1992; 

compatible, the hyphae may fuse together (anastomose) and effectively a 
larger-scale individual is formed, (ii) intermingling, where mycelia ramify 
together with no apparent outcome, (iii) deadlock, where the mycelia lay 
down a resistant barrier at the interaction front and there is no further 
passage of either fungus, (iv) replacement, where one fungus kills the other, 

relative nutritional status and biomass of the individuals involved, and the 
area of the interaction zone. Most studies have involved binary (i.e., single 
pair) interactions, which can hardly be construed as a community, but they 
serve to demonstrate that the extant spatial configuration of a soil fungal 

microcosm systems based on the tessellated agar tile concept, White et al. 
(1998) studied to what extent the temporal dynamics of a three-species 
model fungal community was contingent upon the initial spatial arrangement 
of the constituents, and whether the outcome of interactions between three 
fungal species could be predicted on the basis of knowledge of outcomes 
from binary interactions. They demonstrated that there was a high degree of 

the interaction can follow four outcomes: (i) if the mycelia are somatically 
Boddy, 2000). When two mycelia encounter one another, the outcome of

assimilating the dead mycelium. The outcomes of such interactions are af- 
fected by a variety of genetic and environmental factors, including the 

tic identity and somatic compatibility of the confronting mycelia. Using 
community will be contingent on many factors over and above the gene-
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sensitivity in starting arrangement and stochasticity in the spatial dynamics 

outcomes (Fig. 7-7). It was not possible to predict the interaction outcome of 
three-species systems on the basis of the binary component interactions. In 
further work, it was demonstrated that the development of the model fungal 
communities was related both to the spatial scale of the individual mycelia 
relative to the scale of the entire microcosm system, and the spatial contexts 
of the mycelia at the outset (Sturrock et al., 2002). A cellular automaton 
model based on these experimental systems and calibrated using laboratory-

Encounters with fungal-grazing fauna will not inevitably result in 
consumption – there are feeding preferences and differing degrees of pala-
tability amongst fungal grazers (Bonkowski et al., 2000; Jorgensen et al., 
2003; Sabatini et al., 2004; Kaneda and Kaneko, 2004; Saleh-Lakha et al., 
2005), and thus the community structure of fungal grazers will affect both 
the compositional and spatial structure of the soil fungal community. 

Conclusions 

Filamentous fungi are unique and significant “spatial integrators” of soil 
systems. By virtue of their indeterminate and mycelial form, they are able to 
occupy large volumes of the soil matrix and influence a panoply of soil-
based services that underpin the functioning of terrestrial ecosystems. There 
are many interactions between fungi and soil structure, both in terms of how 
fungi drive structural dynamics, and the impacts of such structure upon fungi 
(Ritz and Young, 2004). It is noteworthy that the architecture of the soil pore 
networks will have a significant modulating influence on many of the factors 
governing the spatial aspects of fungal community structure. The topology 
of the pore network will regulate the transmission of inocula through the soil 
matrix. Soil structure will define the patterning of both abiotic and biotic 
niches in many ways. And it will regulate organismal interactions directly, 
for example by controlling the spatial extent of interactions between 
mycelial fronts, or via constraining accessibility of mycelia and hyphae to 
grazers via size-exclusion mechanisms. The location of inoculum, whether 
mycelial- or propagule-based, and mutualist or antagonist, will affect where 
plants can establish in successions and where they prevail within com-
munities. Source–sink relationships between fungi will affect nutrient trans-
port through the soil fabric. Even in mycology, relatively few studies to date 
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to similar outcomes amongst replicates, and sometimes widely divergent 

derived results further demonstrated the scale-dependency of the fungal com- 
munity dynamics, and suggested that system-level properties were emergent
from the context of the whole system (Bown et al., 1999). 

have explicitly dealt with these issues, and terrestrial ecologists generally 

of the model communities. Identical starting configurations sometimes led

3.4. 

197



Figure 7-7. Maps showing spatial patterns in fungal communities in model systems based on 
tessellated arrays of agar tiles. The system involved inoculating sterile tiles with prescribed 
patterns of three fungal species (A – Poria placenta; D – Coniophora marmorata; H – 
Paecilomyces variotii) as shown in the “START” map. Each array comprised a matrix of 6×6 
tiles each separated by an air gap of 3 mm; the symbols denote which species were present 
within each quadrant of each domain. The associated five maps are examples of the emergent 
spatial configuration in precise replicates of the communities 7 weeks after incubation. Note 
how the tessellation in (a) resulted in a much more consistent spatial pattern in the emergent 
community that the tessellation in (b). (From White et al., 1998.) 
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must take more cognisance of the underground networks that fungi establish 
and run. 
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Abstract: Patchiness of planktonic microorganisms may have important implications in 
microbial communities not only at small scale within habitats but also at large 
scales within lake basins and districts in landscapes, and within oceanic regions 
and biogeographical provinces. However, studies are generally limited to one 
specific planktonic entity (bacterio-, phyto-, or zooplankton) or one spatial scale 
and extent (across oceans or freshwater systems, or within systems), and there 
is still no functional perspective on multiscale patchiness patterns of microbial 
communities and their generative processes. This review presents some of the 
key aspects of plankton spatial heterogeneity including concepts, patterns, and 
processes in the context of a multiscale perspective. The ecological signi-
ficance of spatial heterogeneity for planktonic microorganisms is presented 
with a functional perspective relating distribution patterns to environmental 
processes. The importance of abiotic and biotic forces and that of the bio-
physical coupling in structuring microbial community in aquatic systems at 
scales relevant to ecological states or processes of organisms, populations, and 
ecosystems is discussed. The importance of the application of new and advanced 
technology, as well as statistical approches is presented and their spatial 
relevance discussed. 
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1. INTRODUCTION 

Environmental heterogeneity is fundamental to the structure and dynamics 
of ecosystems (Levin, 1992). Natural ecosystems are heterogeneous at scales 
ranging from microhabitats to landscapes (Sparrow, 1999). In aquatic systems, 
environmental heterogeneity arises as the result of vertical and horizontal 
structuring of marine and freshwater habitats, and is reflected in the dis-
tribution of planktonic microorganisms across multiple spatial scales (Giller 
et al., 1994; Raffaelli et al., 1994; Pinel-Alloul, 1995). Unlike terrestrial 
systems where the spatial distribution of microorganisms is driven by varia-
tions in soil properties and plant distribution in a solid medium (Franklin and 
Mills, 2003), in aquatic systems, spatial variation in planktonic microbial 
communities is influenced by the physical, chemical, and biological properties 
of a fluid medium (Neill, 1994). Environmental drivers of spatial hetero-
geneity in planktonic microorganisms vary hierarchically according to spatial 
scales and microbial entities. At small and fine scales, spatial heterogeneity 
of bacteria, protists and algal cells is due, firstly, to physical processes such 
as local turbulent mixing, thermal stratification, light transparence, and 
nutrient layering of the water column (Reynolds, 1994; Harvey et al., 1997; 
Seymour et al., 2004), and secondly to biological processes such as depth-
stratified grazing by zooplankton (Kettle et al., 1987; Williamson et al., 
1996). For instance, fine-scale vertical physical stratification of aquatic sys-
tems create deep, thin layers of microbial plankton in small, wind-sheltered 
lakes (Pick et al., 1984; Pedrós-Alió et al., 1987; Lindholm, 1992; Gervais, 

Larger and more motile microorganisms such as zooplankton are also 
affected by physical processes but they mainly respond to biological 
processes related to spatial variations in biological drivers such as food re-
sources and/or predators. These larger organisms usually experience medium- 
to large-scale spatial heterogeneity and aggregate along oceanic fronts or in 
lake-water strata that provide high concentrations of food and low vulnera-
bility to predators (Pinel-Alloul et al., 1999; Harvey et al., 2001; Clark et al., 
2001; Masson et al., 2001; Thackeray et al., 2004; Masson et al., 2004). In 
landscapes, large-scale spatial heterogeneity of microbial planktonic com-
munities in freshwater systems reflects regional biogeographical and histori-
cal processes related to geology, topography, and climate, and local changes 
in the morphometry, water chemistry, trophic status, and disturbance of 
lakes and rivers (Pinel-Alloul et al., 1990a, b, Pinel-Alloul et al., 1995; 
Stemberger and Lazorchak, 1994; Stemberger et al., 1996; Pinto-Coelho 
et al., 2005). Studying large-scale spatial heterogeneity of lake plankton in 
landscapes helped develop concepts of metacommunities (Liebold et al., 
2004) and meta-ecosystems (Loreau et al., 2003). Freshwater plankton 

1998), and in continental shelves and coastal fjords of oceans (Cowles, 2003). 
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microbial community is now perceived as a “complex adaptive system” 
(CAS theory; Leibold and Norberg, 2004; Norberg, 2004) in which emergent 
spatial patterns result not only from local processes (within and among 
ecosystems) but also from regional processes related to plankton dispersal 
and hydrological connectivity within lake and river networks (Kratz et al., 
1997; Forbes and Chase, 2002; Shurin et al., 2000; Cottenie et al., 2003; 
Cottenie and De Meester, 2003; Cohen and Shurin, 2003). In oceans, large-
scale patchiness of microbial plankton is related to biogeographical 
provinces (Haury et al., 1978; Longhurst, 1998; Platt and Sathyendranath, 
1999) and major advective forces such as gyres and frontal zones (Clark  
et al., 2001; Garçon et al., 2001; Platt et al., 2005), upwelling currents and 
eddies (Crawford et al., 2005), and coastal freshwater runoffs (Seppäla and 
Balode, 1999) . 

Patchiness is a common feature in plankton distribution in aquatic 
systems and is now viewed as the rule rather then the exception (Pinel-
Alloul, 1995). Plankton spatial heterogeneity occurs on a hierarchical con-
tinuum of scales in aquatic systems ranging in size from the smallest lakes to 
the largest oceanic provinces (Mackas et al., 1985; Giller et al., 1994; Pinel-
Alloul, 1995; Long and Azam, 2001) and this patchiness is fundamental to 
population dynamics, community organization, and stability (Mehner et al., 
2005). Functional heterogeneity is the concept that links spatial patchiness to 
environmental processes operating hierarchically over different scales of the 
environment and different levels of biological organization (Kolasa and 
Pickett, 1991). At the organismal level, the focus is on the morphological, 
physiological, and behavioural responses to small-scale heterogeneity in 
resource availability and threats from competitors, predators, and parasites. 
At the population and community levels, the focus is on the responses to 
large-scale environmental heterogeneity and spacing of suitable natural 
habitat patches in ecosystems and landscapes. Therefore, a multiscale per-
spective is essential to identify and characterize the pertinent scales of 
spatial dependency of aquatic microbial entities, to appreciate the nature and 
magnitude of sources of variation, and to determine the underlying abiotic 
and biotic processes governing the spatial distribution of aquatic micro-
organisms, and their relative forces at multiple scales. 

In this chapter, we have limited the scope of the review to planktonic 
organisms starting from bacteria up to zooplankton. The aim of the review is 
to attract attention to some key aspects of plankton spatial heterogeneity 
including concepts, patterns, and processes in the context of a multiscale 
perspective. Firstly, we briefly examine the concepts and the ecological 
significance of spatial heterogeneity for planktonic microorganisms with a 
functional perspective relating distribution patterns to environmental pro-
cesses. Secondly, we present a multiscale perspective of patchiness patterns 
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of planktonic microorganisms and their generative processes. Then, we dis-
cuss the importance of abiotic and biotic forces and that of the biophysical 
coupling in structuring microbial community in aquatic systems at scales 
relevant to ecological states or processes of organisms, populations, and 
communities. We then examine how biophysical coupling scales up through 

communities in oceans, lakes, and rivers across a continuum of scales. Finally, 
we present and discuss the applicability of recent advanced sampling tech-
nologies to assess plankton spatial heterogeneity along a continuum of scales, 
as well as the relevance of geostatistic, multivariate, and multifractal analy-
ses for describing multiscale spatial patterns of aquatic microorganisms and 
modelling their environmental control. 

2. CONCEPTS AND ECOLOGICAL SIGNIFICANCE 
OF SPATIAL HETEROGENEITY IN PLANKTON 

The concepts of scale and spatial heterogeneity is very promising as the 
integrative basis for modern ecology, since spatio-temporal heterogeneity, 
organizational hierarchies and body size are the main scaling factors for 
ecological patterns and processes (Azovsky, 2000). As ecological systems 
are always hierarchically organized (O’Neill et al., 1986), spatial patchiness 
is now recognized as an essential property of nature (Kolasa and Pickett, 
1991). 

It is well established that spatial distribution of planktonic organisms is 
strongly heterogeneous (Giller et al., 1994; Pinel-Alloul, 1995). This pheno-
menon is commonly called plankton patchiness. Patchiness is a fundamental 

Traditionally, studies on spatial heterogeneity of aquatic organisms focused 
on the estimation and comparison of patchiness and aggregation patterns 
among different communities or environments without referring to their gene-
rative processes. This concept of “measured heterogeneity” based on the 
variance mean ratio (the variance function: see Downing et al., 1987; Pace 
et al., 1991) and other indices of spatial heterogeneity (Downing, 1991) 
provided powerful tools for comparing patchiness patterns at different spa-
tial scales and across ecological entities and ecosystems. However, it lacks 
biological relevance since it reveals little on how organisms are organized in 
relation to environmental processes (Pinel-Alloul, 1995). The alternative 
concept of “functional heterogeneity” arose from a new perspective in which 

planktonic food webs. We, especially, compare the relative influence of abio- 
tic and biotic processes on spatial distribution of microbial planktonic 

property inherent to all plankton communities, and elucidation of its origin
is of significant importance for both research and practical applications. 
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at spatial scales at which individuals, populations, and communities perceive 
habitat variation and operate with environmental factors (Kolasa and Rollo, 
1991). In aquatic systems, microbial planktonic entities can be bacterial and 
algal cells, zooplankton animals, or populations and communities. The degree 

munities. Recent developments in advanced sampling technologies and spatial 
modelling allowing simultaneous analysis of spatial patterns of micro-
organisms and of physical, chemical, and biological properties of the environ-
ment, greatly helped to investigate functional heterogeneity in microbial 

The patchy distribution is fundamental for all microbial communities 
from bacteria to phytoplankton and zooplankton. Aquatic microorganism’s 
patchiness influences population dynamics, nutrient uptake and recycling, 
trophic interactions, feeding, mating, and predation, and overall, plankton 
microbial community structure and function. Heterotrophic bacteria con-
stitute an important share of total plankton biomass similar or higher than 
that of primary producers (Cho and Azam, 1990). Bacterioplankton plays a 
major role in biogeochemical processes and carbon cycling in marine and 

particles and organic matter (Riemann and Søndergaard, 1986; Cho and 
Azam, 1988; Cole et al., 1988). Thus, spatial distribution patterns of hetero-
trophic bacteria play a critical role in the functioning of aquatic systems 
including oceans, lakes, and rivers (Kirchman, 2000; Wetzel, 2001). 

Phytoplankton patchiness is a well-documented phenomenon in oceano-
graphy and limnology (Charlson et al., 1987; Harris, 1994). Plankton com-
munity patchiness (or variability) is of current interest because of its impact 
on water quality, aquatic productivity, eutrophication, and global climate 
changes. Chlorophyll a (Chl-a) biomass is the most comprehensive des-
criptor of phytoplankton patchiness across multiple scales in oceans (Platt 
and Sathyendranath, 1999; Li and Harrison, 2001; Lovejoy et al., 2001; 
Seymour et al., 2005) and freshwaters (Harris, 1994; Reynolds, 1994; Kling 

freshwaters, manifesting the dependence of bacteria on resources supplied 

 
 

tent, and with the level of biological organization, from individuals to com-
of functional heterogeneity increases with habitat complexity and scale ex-

mary producers into the pool of DOC and decomposing the vertical flux of 
freshwater environments, regulating the entry of algal exudates from pri-

et al., 2000; Jones and Knowlton, 2005). Phytoplankton patchiness is coup-
led with bacterial production and zooplankton grazing in both marine and 

to them by phytoplankton, either directly through exudation of labile

planktonic communities in marine and freshwater ecosystems (Sprules et al., 
1992; Postel et al., 2000; Seuront and Strutton, 2003). 
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zooplankton grazers (White et al., 1991; Cowles et al., 1998; Lie et al., 
2004). 

Zooplankton heterogeneity across multiple spatial scales is also an im-
portant focus of aquatic ecological research because zooplankton serves a 
key role in pelagic food webs as they transfer energy from primary produ-
cers to higher trophic levels (Pinel-Alloul, 1995). The ecological importance of 
zooplankton spatial heterogeneity for the structure and functioning of 
aquatic systems has been highlighted with respect to various processes: 
species reproduction, population dynamics, and prey–predator interactions  
in marine water (Legendre and Michaud, 1998; Clark et al., 2001) and 
freshwater (Sprules and Munawar, 1986; Sprules et al., 1991; Pinel-Alloul, 
1995). 

Patchiness of planktonic microorganisms may have important implication 
in microbial communities not only at small scale within habitats but also at 

limited to one specific planktonic entity (bacterio-, phyto-, or zooplankton) 
or one spatial scale and extent (across oceans or freshwater systems, or 
within systems), and there is still no functional perspective on multiscale 
patchiness patterns of microbial communities and their generative processes. 

3. MULTISCALE PERSPECTIVE OF MICROBIAL 
SPATIAL PATTERNS AND PROCESSES 

Plankton patchiness occurs along a hierarchical continuum of spatial scales 
in aquatic systems (Fig. 8-1). Traditionally, scales of plankton patchiness 
have been defined independently in oceans and lakes. In marine ecosystems, 
Haury et al. (1978) proposed six spatial scales of plankton patchiness 
ranging from large to small extents: mega-scale and macroscale (103–104 km), 
mesoscale (102–103 km), coarse-scale (100 m–102 km), fine-scale (1 m–1 km), 
and microscale (1 cm–10 m). In lakes, Malone and McQueen (1983) and 
Pinel-Alloul (1995) proposed four types of spatial scales of plankton 
patchiness: large-scale (>1 km), coarse-scale (10 m–1 km), fine-scale or 
small-scale (1–10 m), and microscale (<1 m). Recently, the range of spatial 
scales of interest for plankton patchiness has expanded. On one hand, 
landscape and latitudinal perspectives applied to lake studies (Kratz et al., 
1997; Pinto-Coelho et al., 2005), allowed assessing spatial heterogeneity of 
freshwater plankton communities at regional (102–103 km) and global 
(103–104 km) scales of similar extent than the largest scales (meso- and 
mega-scale) for marine plankton. On the other hand, new technologies such 
as in situ fluorometry (Beutler et al., 2002; Ghadouani and Smith, 2005), 

nic regions, and biogeographical provinces. However, studies are generally 
large scales within lake basins and districts in landscapes, and within ocea-

208 Chapter 8



Spatial Heterogeneity of Planktonic Microbes 
 
video-recording (Tiselius, 1998; Davis et al., 2004), high-resolution digital 

techniques such as rapid freezing (Krembs et al., 1998a, b) or pneumatically 
operated sampling (Seymour et al., 2000; Lunven et al., 2005) enable the 
study of microbial patchiness at microscale (1 cm–1 m) and nanoscales  
(1 µm–1 cm). All these scales for plankton patchiness in marine and fresh 
waters are nested along a continuum of spatial and time scales (Fig. 8-1). 
This scale-continuum represents an integrative framework for assessing 
multiscale patterns and processes of plankton patchiness in aquatic systems. 

Figure 8-1. Categories of spatial scales in marine and freshwater systems. 

Currently, there is no integrative review on the multiscale characteristics 
of spatial heterogeneity of all planktonic communities in marine and fresh-
water systems. The most recent review (Pinel-Alloul, 1995) focused on zoo-
plankton patchiness and its generative processes in oceans and lakes, and 
proposed a multiscale perspective based on the “multiple driving forces” 
hypothesis. The multiscale perspective implies that the hierarchical levels of 
spatial scales are nested so that large-scale plankton patches consist of 
aggregations of small-scale patches. The physical and biological mecha-

 
tiple driving forces hypothesis (Pinel-Alloul, 1995). The multiple forces 
nisms responsible for structuring zooplankton in space refer to the mul-

camera recording (Benfield et al., 2003) and new fine-scale sampling 
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hypothesis states that neither abiotic processes nor biotic processes alone, 
can explain the complexity of plankton spatial structure in aquatic systems. 
It rather indicates that plankton patchiness patterns are driven by many 
abiotic processes interacting with many biotic processes, and that the relative 
influence of abiotic and biotic processes varies along the scale continuum 
(Fig. 8-1). The relative importance of these processes corresponds to a 
gradation in effects over scales, the physical effects predominating at broad 
spatial scales, while biological effects predominate at finer scales (Pinel-
Alloul, 1995). 

Aquatic microbial communities are organized at a variety of spatial scales, 
which likely reflect the scales of heterogeneity in microbial distribution and 
physical, chemical, and biological properties of the fluid environment (Neill, 
1994). However, as the importance of microorganisms to ecosystems is in 
terms of their mediation of ecological processes, spatial scales investigated 
in studies generally reflect the scales thought to be appropriate for a specific 
community (bacterioplankton, phytoplankton, or zooplankton) and a specific 
generative process (physical or biological forces). Most of studies conducted 
on spatial patterns of microbial organisms in aquatic environments have 
considered coarse community univariate attributes (e.g., total abundance, 
biomass, activity, and production) (Li and Harrison, 2001; Kling et al., 2000; 
Bode et al., 1996; Seymour et al., 2000; Gazol and del Giorgio, 2000), 
although some studies have examined finer multivariate attributes such as 
species assemblages (Pinel-Alloul et al., 1990a, b; Harvey et al., 1997), 
functional guilds (Pinel-Alloul et al., 1996; Reynolds and Petersen, 2000), 
biomass size classes (Masson et al., 2000, 2004), algal spectral groups (Feitz 
et al., 2005), and bacterial morphotypes (cocci, rods, vibrio) or genotypes 
based on molecular techniques (5′nuclease assays, 16 SrRNA genes, ARISA 
profiles) (Fisher and Triplett, 1999; Jochem, 2001; Suzuki et al., 2001). 
Although it has been suggested that, because of the hierarchical nature of 
spatial variability, multiscale analysis is crucial to fully represent the com-
plexity of natural systems, many of the studies on spatial variability of micro-
bial plankton focused on a single scale. Given that environmental factors do 
not necessarily operate independently, or at distinct spatial scales, but on a 
continuum of scales, studying microbial systems using a single analytical 
scale cannot provide a complete understanding of community dynamics 
(Franklin and Mills, Chapter 1, this volume). Multiscale comparisons, in 
which patterns are analysed at different spatial scales, may be more useful 
when trying to identify the factors that control microbial community dis-
tribution. Given that the mechanisms responsible for developing and main-
taining heterogeneity among aquatic microbial communities vary according 
to scale, the extent and nature of biological variability will also differ with 
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scale. Small- and microscale variability in microbial abundance can often be 
as great as, or greater than the variability at the largest scales. For instance, 
abundances of bacteria and phytoplankton can be less variable across large-
scale features in oceanic provinces or regional lake districts, than across 
small-scale features of deep layers of microbial organisms in oceans and 
lakes. The nature and pattern of variability in microbiological community 
will also differ with scale. Over large scales, spatial variability is charac-
terized by distribution patterns that remain relatively stable and are often 
predictable over time. In contrast, microscale processes are generally more 

patchiness (Seymour et al., 2004). 
The idea of considering the spatial variability of planktonic communities 

as a multiscale process was introduced into oceanography by Denman and 
Platt (1976) and Haury et al. (1978) and later into limnology by Pinel-Alloul 
(1995). However, aquatic scientists have only recently begun to focus on 
multiscale comparisons, and started to find evidence for nested scales of 
spatial structure in microbial communities. Multiscale studies on microbial 
patchiness in marine and freshwater systems are still rare but constitute 
exiting new directions for the study of patchiness processes. For bacteria, 
spatial variation in community composition in Wisconsin lakes was analysed 
at small (within-lake) and large (among-lake) spatial scales (Yannarell and 
Triplet, 2004). The magnitude of variation in bacterial community was found 

concentration of bacterial substrates, while small-scale variation was due to 
spatial isolation of lake subbasins. For phytoplankton, the best documented 
multiscale study has been conducted in marine systems over scales of 
millimetres to thousand of kilometres using satellite remote sensing, and 
fluorescence and ocean colour as proxy measurements of chlorophyll bio-
mass (Lovejoy et al., 2001). This multiscale study gave birth to the multi-
fractal cascade picture now accepted as a good approximation to link spatial 
patterns of oceanic turbulence and phytoplankton distribution across scales. 
Under this perspective, mesoscale patchiness associated with algal bloom 
events occur in response to large-scale oceanographical features; embedded 
within these large-scale processes are small-scale and microscale patchiness 
processes occurring across distances of micrometres to centimetres due to 
small-scale horizontal and vertical variations in dissolved organic and in-
organic substrates, sinking particulate matter, turbulence, and water stability 
(Seymour et al., 2005). Studies assessing multiscale variations in phyto-
plankton are still scarce, and the multifractal cascade picture has not been 
fully explored yet. Multiscale analysis of spatial variation in the biomass of 

by the ephemeral existence of discrete spots of high patchiness and low 
intermittent, and are likely to generate spatial distributions characterized

small within lake compared to among-lake variation. Spatial heterogeneity
at large scale was driven by regional gradients in lake productivity and 
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higher than small-scale variation within lakes among stratified water layers 
(Pinel-Alloul et al., 1996). Multiscale studies of zooplankton distribution 
were conducted in marine systems across scales ranging from tens, hun-
dreds, and thousands of kilometres using continuous plankton recording 

(i.e., temperature and salinity) and of phytoplankton cells, indicating that 
biological forces such as food and predators are strong drivers of calanoid 
distribution patterns (Seuront and Lagadeuc, 2001). In coastal lagoon, zoo-
plankton community spatial distribution was studied from microhabitat to 

generating and maintaining the spatial patchiness of zooplankton across 
scales. In freshwater systems, multiscale studies of spatial heterogeneity of 
zooplankton within lakes indicated higher patchiness on the vertical than on 

1991; Pinel-Alloul et al., 2004). Other factors, zooplankton body size, samp-
ling scale, and depth, also accounted for significant variation in zooplankton 
patchiness across scales within lakes (Pinel-Alloul et al., 1988). Multiscale 
studies conducted across scales on zooplankton spatial heterogeneity in lake 
districts showed the greatest variability among lakes in relation to pro-
ductivity gradients, although small-scale variability among water layers in 
thermally stratified lakes can also be of importance (Masson et al., 2004). 

4. MULTISCALE PATTERNS AND PROCESSES  
OF MICROBIAL PLANKTON PATCHINESS 

To adequately review patterns and processes of spatial distribution of plank-
tonic microbial organisms across multiple spatial scales, first we should des-
cribe common patchiness patterns of microbial populations and communities, 
and then determine the driving forces that control their distribution patterns 
at each spatial scale in marine (Table 8-1) and freshwater (Table 8-2) 
systems. 

autotrophic picoplankton and nanoplankton showed that large-scale varia-
tion among lakes driven by gradients in nutrients, conductivity and pH, was 

of marine calanoids differed from this of purely passive chemical variables 
(Piontkovski and Williams, 1995). In coastal areas, multiscale distribution

ecosystem scales (Avois-Jacquet, 2002). Local hydrodynamics, phytoplank-
ton distribution, and zooplankton behaviour were found the main processes 

the horizontal dimensions in well stratified lakes (Pinel-Alloul and Pont, 
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4.1 Mega-scale patterns and processes of microbial 
patchiness in oceans 

4.1.1 Patterns 

Mega- or macroscale patterns of plankton patchiness occur over latitudinal 
gradients among the biogeographical provinces of oceans, showing high 
variability in bacterial and phytoplankton abundance and production 

chlorophyll based on satellite remote sensing of ocean colour partition the 
oceans in four biomes and 57 biogeographical provinces (Longhurst, 1998) 
(Fig. 8-2). These marine ecological provinces represent large patches of 

graphical perspective is an essential step in describing mega-scale functional 
heterogeneity of planktonic microorganisms in oceans which has a great 
potential for the understanding of the long-term effects of global climate 
change on plankton distribution in oceans. Recently, this geographical scheme 
was reinforced by the inclusion of bacteria and picophytoplankton to give a 
macroecological view of microbial spatial heterogeneity among seven eco-
logical provinces of the North Atlantic Ocean (Li and Harrison, 2001). 
Spatial pattern of marine biomes and ecological provinces shown to be robust 
for bacterial and algal communities also appears to influence the diversity 
and abundance of higher trophic levels such as mesozooplankton copepods 
(Woodd-Walker et al., 2002). 

4.1.2 Processes 

Physical forces of water circulation in open oceans are the ultimate causes of 
the spatial structuring of marine ecological provinces and drive mega-scale 
distribution patterns of plankton seen in satellite images (Martin, 2003). 
Marine provinces with common physical forcing have phytoplankton com-
munities that respond in a similar and predictable fashion to changes in local 
environmental forcing (Platt et al., 2005). This physical forcing constitutes 
the first step of a hierarchy of abiotic (sea temperature, nutrient fluxes) and 
biotic (microbial biological coupling) processes which are the proximal 
forces driving plankton patchiness in open oceans. Especially, biotic inter-
actions within microbial food webs have a strong influence on spatial structur-
ing of marine plankton. Mega-scale studies showed strong coupling between 

nity structure (Platt and Sathyendranath, 1999; Platt et al., 2005). This geo-
similar level of plankton biomass with consistent phytoplankton commu-

(Ducklow, 2000; Li et al., 2004), Mega-scale distribution patterns of surface 
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spatial patterns of heterotrophic bacteria and chlorophyll biomass in various 
ecological provinces (Li et al., 2004), and a general coherence in-depth 
profiles of chlorophyll and bacteria (Li and Harrison, 2001). The link 
between sinking particulate organic matter, bacteria, protists, and algae in 
microbial food webs has been proposed as the main scheme of the carbon 
cycle and carbon dioxide (CO2) biological pump in deep oceans (Nagata  
et al., 2000; Hansell and Ducklow, 2003; Yamaguchi et al., 2004). Mega-scale 

Figure 8-2. Mega-scale patterns of plankton patchiness in oceanic provinces: (top) Longhurst’s 
oceanic provinces (Longhurst, 1995); (bottom) remote sensing spatial pattern of chlorophyll 
distribution in oceanic provinces. Data are six-year annual values compiled for 2003. (Modifed 
from http://earthobservatory.nasa.gov/Newsroom/NasaNews/2005/2005030218443.html.) 
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distribution of marine zooplankton was found related to latitude (White  
et al., 1995). Strong and symmetrical latitudinal gradients in zooplankton 
diversity were apparent with the highest diversity at the equator or middle 
latitudes and the lowest at the poles. Oligotrophic tropical regions contain 
more species than their polar counterparts, and the distribution of many taxa 
exhibits a latitudinal cline. However, latitude in itself does not directly deter-
mine richness or biodiversity, but is a covariate of a number of potentially 
causal environmental factors, such as sea temperature, primary production, 
energy availability, and surface area of marine provinces. For instance, spatial 
patterns in copepod diversity in marine provinces are primarily influenced 
by large-scale variation in primary production, and also by the degree of 
coupling between primary and secondary producers (Woodd-Walker et al., 
2002). The general coupling in mega-scale distribution patterns of bacteria, 

4.2 Mesoscale patterns and processes of microbial 
patchiness in oceans 

4.2.1 Patterns 

Mesoscale patchiness in microbial communities is a common phenomenon 
observed in coastal zones of oceans at scales of hundreds to thousands of 
kilometres. Mesoscale patchiness in bacterial abundance and activity were 
reported in upwelling zones of the Northeast Pacific Ocean (Sherr et al., 
2001) and the Arabian Sea (Hansell and Ducklow, 2003), in the deep waters 
of the Pacific Ocean (Nagata et al., 2000), and in the Northern Gulf of 
Mexico and the Mississippi River plume (Jochem, 2001). Mesoscale patchi-
ness of phytoplankton was detected in the Gulf of Alaska (Crawford et al., 
2005) and Finland (Rantajärvi et al., 1998), the Hudson Bay and Hudson 
Strait (Harvey et al., 1997), and in the Spanish shelf of the Atlantic Ocean 

nuous Plankton Recorder (CPR; see section 6) on transects of thousands of 
kilometres in the Atlantic Ocean (Hays et al., 2001; Clark et al., 2001; 
Beaugrand, 2004a), the Sea of Japan (Ashjian et al., 2005), the Pacific Ocean 
(Coyle, 2005), and the Southern Ocean (Hunt and Hosie, 2005) detected meso-
scale patterns with distinct zooplankton assemblages associated to frontal/ 
oceanographic zones. Patchiness of macrozooplankton and krill on scales of 
hundreds of kilometres was also observed in gulfs, shelves, and bays of the 
 
 

phytoplankton, and zooplankton supports the model of hydrodynamic for- 
cing and bottom-up control of microbial patchiness in marine provinces. 

(Bode et al., 1996). Studies on patchiness of marine zooplankton using Conti-
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Atlantic and Pacific Oceans (Simard and Mackay, 1989; Fernandez et al., 
1993; Lo et al., 2004; Roman et al., 2005; Batten and Crawford, 2005), and 
in the St. Lawrence Estuary and Gulf (Descroix et al., 2005). 

The most significant contribution on mesoscale patterns of plankton 
distribution in oceans is the recent Plankton Atlas of the North Atlantic 
(Beaugrand, 2004b), where plankton communities were monitored and mapped 
during the period 1958–2002 based on algal fluorescence and zooplankton 
CPR annual surveys (Fig. 8-3). This Atlas established the long-term varia-
tion in the distribution of 255 species and taxa of algae, protists, and zooplank-
ton, and has been used to investigate changes in biogeography, biodiversity 
and spatial distribution of marine plankton with climate warming. It indicated 
a strong shift of all copepod associations with a northward extension of >10° 
latitude, paralleled with an increase of warm-water species and a decrease of 
cold-water species (Beaugrand et al., 2002a; Beaugrand and Ibañez, 2004; 
Beaugrand, 2004c, 2005). The observed biogeographical shift and the de-
creasing abundances of krill and copepods after the mid-1980s may have had 
serious consequences for exploited resources in the North Sea, especially 
cod recruitment (Beaugrand et al., 2003b). 

4.2.2 Processes 

Physical forces are the ultimate abiotic causes of mesoscale variability in 
microbial abundance and activity in oceanic upwelling zones, as seen for 
mega-scale patchiness. In coastal zones of the North Atlantic Ocean, meso-
scale physical dynamics govern the major time/space scales of bulk micro-
bial variability (biomass, production, and export) and the carbon biological 
pump (Garçon et al., 2001). Mesoscale patchiness in bacterial biomass, 
production, and community (morphotypes and DNA content) is associated to 
salinity gradient, subsurface chlorophyll maxima, autochthonous production 
of dissolved organic matter, and input of nutrients from rivers (Jochem, 
2001; Chin-Leo and Benner, 1992; Amon and Benner, 1998). Physical advec-
tive forces such as tidal, shelf-break, and wind-driven upwelling fronts 
(Franks and Walstad, 1997; Bode et al., 1996; Rantajärvi et al., 1998), anti-
cyclonic coastal eddies (Batten and Crawford, 2005; Crawford et al., 2005), 
and discharge of nutrient-rich freshwaters (Harvey et al., 1997) also govern 
phytoplankton patchiness in marine coastal zones. In deep oceanic zones, 
export and sinking of nutrients and particulate organic carbon from the 
euphotic zone via deep mixing and strong upwelling increase bacterial 
abundance and production (Hansell and Ducklow, 2003) and induce diatoms 
blooms by increasing silica concentrations (Rixen et al., 2005). Organic 
carbon fluxes from abyssal sediment to overlying water increase bacterial 
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abundance and production in near-bottom layers (Nagata et al., 2000). Biotic 
forces interact with abiotic forces in governing microbial patchiness at meso-
scales because the hydrodynamic forcing is transmitted in the microbial food 
web through a strong coupling between bacterial and algal communities (Lie 
et al., 1992; Jiao and Ni, 1997; Robarts et al., 1996; Pedrós-Alió et al., 1999; 
Gasol and Duarte, 2000; Sherr et al., 2001; Jochem, 2001). These common 
spatial patterns can generate subsurface patches of bacteria and phyto-

abundance of bacteria in marine waters has been related to dense blooms of 
the filamentous cyanobacterium Trichodesmium sp. (Biddanda and Benner, 
1997). 

 

plankton decoupled from zooplankton grazing, allowing local phytoplank-
ton biomass to increase, and toxic algae to bloom. For instance, high surface 
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Figure 8-3. Long-term changes in mesoscale patterns of copepod patchiness in the North 
Atlantic Ocean. (Beaugrand, 2004c.) 
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Mesoscale spatial patterns in zooplankton distribution are also closely 
related to major hydrographic and topographic features, river runoffs, up-
welling currents, and advection of marine waters (Lindahl and Hernroth, 
1988; Clark et al., 2001; Harvey et al., 2001; Lo et al., 2004; Roman et al., 
2005; Pedersen et al., 2005; Smith and Madhupratap, 2005). Oceanic fronts 
separated hydrographical regions based on temperature/salinity properties, 
and may function ecologically either as a barrier which separates distinct 
zooplankton communities or as a semi-diffuse front across which cross-
frontal exchange of the distinct communities may occur (Ashjian et al., 2005; 
Coyle, 2005). Six distinct zooplankton assemblages strongly correlated with 
frontal/oceanographic zones were detected along a 2,150 km CPR transect 
in the Southern Ocean (Hunt and Hosie, 2005). Mesoscale distribution of 
euphausiids and amphipods in the northeast Atlantic Ocean are also asso-
ciated with frontal features (Hays et al., 2001). In the St. Lawrence Estuary 
and Gulf, distribution of krill and copepods is mostly controlled by the 
advective forcing of the estuarine circulation, the strong vertical currents, 
and the cyclonic gyre in the Gulf (Descroix et al., 2005). 

distribution of all plankton species, and suggested a good coupling of meso-
scale distribution patterns of ocean temperature, chlorophyll, and calanoid 
copepods (Batten and Crawford, 2005). Mesoscale patchiness of marine 
zooplankton may have profound impact on fisheries. Oceanic zones asso-
ciated with mesoscale anticyclonic currents, hydrographic or bathymetric 
fronts, and freshwater nutrient-rich outflows represent hot spots for secondary 
production, because higher zooplankton biomass can lead to more optimal 
foraging by fish and greater trophic transfer efficiency (Pinca and Dallot, 
1995; Roman et al., 2005). In coastal zones of the Northern Pacific, complex 

Ressler et al., 2005). In the Bay of Biscay in northern Atlantic, the slope 
current and its associated shelf-break frontal structure are crucial in con-
trolling phytoplankton production, zooplankton abundance and grazing, 

(Fernandez et al., 1993). 

Overall, recent studies showed that hydrographic and topographic fea- 
tures in open and coastal oceans play a significant role in shaping spatial 

behaviour shape the spatial patchiness of euphausiids, a major food item 
interactions of mesoscale physical features and diel vertical migration

for important large marine fish and mammals (Simard and Mackas, 1989; 

in governing the structure and function of the whole pelagic food web 
distribution of larvae of fishes and benthic invertebrates, and ultimately
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4.3 Large-scale patterns and processes of microbial 
patchiness in freshwaters 

4.3.1 Patterns 

Large-scale patterns of microbial community patchiness occur among lakes 
and rivers in the landscape at a scale extent (102–103 km) similar to mega-
scale patterns in marine systems. Spatial heterogeneity in bacterial com-
munity was reported within lake districts in temperate zones of North 
America (Letarte and Pinel-Alloul, 1991; Letarte et al., 1992; Cole et al., 
1993; Weisse and MacIsaac, 2000; Smith and Prairie, 2004; Yannarell and 
Triplett, 2004, 2005; Thorpe and Jones, 2005), Europe (Lindström, 2000, 
2001, 2006; Reche et al., 2005) and New Zealand (Freidrich et al., 1999). 
Overall, mean abundance of bacterioplankton in freshwater systems vary by 
three orders of magnitude (105–108 cells·ml−1) (Servais et al., 1995; Kalff, 
2002). Bacterial communities displayed coherent spatial patterns in biomass, 
production and community composition in relation to lake trophic gradients 
at regional scale (Cole et al., 1993; Weisse and MacIsaac, 2000; Yannarell 
and Triplett, 2004, 2005; Reche et al., 2005). Bacterial communities also 
exhibit important spatial variation in abundance (1–13 106 cells·ml−1) among 
rivers (Findlay et al., 1991; Basu and Pick, 1997a; Schultz et al., 2003). 
Large-scale patterns of heterogeneity in chlorophyll biomass, and phyto-
plankton communities were also detected in landscapes among lakes and 
rivers (Pinel-Alloul et al., 1990b, 1996; Basu and Pick, 1996; Kratz et al., 
1997; Kratz and Frost, 2000; Kling et al., 2000; Jones and Knowlton, 2005; 
Chételat et al., 2006). Across large trophic gradients, Chl-a biomass ranges 
from 0.01 to 500 µg L−1 among lakes (TP: 1–500 µg L−1; Wetzel, 2001) and 
from 2 to 257 µg L−1 among rivers (TP: 5–280 µg L−1; Chételat et al., 2006). 
Even on smaller trophic gradient in lakes (TP: 3–34 µg L−1) and rivers (TP: 
7–212 µg L−1), Chl-a biomass varies by more than 10-folds in lakes (0.3–7.6 
µg L−1; Masson et al., 2000), as well as in rivers (1.8–27.6 µg L−1; Basu and 
Pick, 1996). Total phosphorus (TP) and Chl-a biomass in lakes and rivers 
are well correlated and considered the best indicators of cultural eutrophica-
tion and change in catchment geology, topography, and land use (Håkanson 
and Peters, 1995; Basu and Pick, 1996;, Smith et al., 2006; Chételat et al., 
2006). Spatial changes in algal biomass along lake trophic gradients are 
associated to changes in phytoplankton community composition. Pico- and 
nanophytoplancton such as small diatoms and chrysophytes are dominant in 
oligo-mesotrophic lakes while large algae, especially harmful and toxic 
cyanobacteria, predominate in eutrophic and hypereutrophic lakes (Seip and 
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Reynolds, 1995; Reynolds and Petersen, 2000; Wetzel, 2001; Kalff, 2002). 
Large-scale latitudinal studies on spatial variation in zooplankton commu-
nity recently conducted in the USA (Pinto-Coelho et al., 2005) and Europe 
(Gyllström et al., 2005) also revealed a strong relation with trophic status. 
TP concentration was found the most important predictor of large-scale 
variation in zooplankton biomass and community structure, before Chl-a 
biomass (Pinto-Coelho et al., 2005). However, the strength of the relation 
with TP may vary across climate zones (as expressed by the ice cover 
duration), as cold and warm lakes showed different zooplankton responses to 
trophic gradient (Gyllström et al., 2005). Large-scale (102–103 km) studies of 
spatial patchiness of zooplankton were conducted at regional scales in lake 
districts in Canada (Yan, 1986; Pinel-Alloul et al., 1990a, 1995; Keller and 
Colon, 1994; McNaught et al., 2000; Swadling et al., 2000; Rusak et al., 
2002; Masson et al., 2004), USA (Arnolt and Vanni, 1994; Stemberger and 
Lacorzak, 1994; Dodson et al., 2005), South America (Attayde and Bozelli, 
1998) and Northern Europe (Hessen et al., 1995; Waervagen et al., 2002). In 
small undisturbed north-temperate lakes, the majority of large-scale varia-

regions rather than to temporal variation among years (Rusak et al., 2002). 
Large-scale microbial patchiness is also a common phenomenon reported 

at scale extents of several kilometres within large lakes and rivers. Lakewide 
patterns of bacterial and/or algal patchiness were studied in large lakes such 
as Lake Baikal (Fietz et al., 2005), Lake Superior (Hicks et al., 2004), Lake 
Maggiore (Bertoni et al., 2004), Lake Ontario (Hall et al., 2003), and Lake 

whole-lake scale or along inshore–offshore transects were documented in the 
North American Great Lakes (Johannson et al., 1991, Pothoven et al., 2004), 

2004) and Canada (Patalas and Salki, 1992, 1993), and in large tropical lakes 
(Pinel-Alloul et al., 2004; Dejen et al., 2004). Longitudinal and transversal 
distribution patterns of microbial communities were studied in large rivers in 
North America (Maranger et al., 2005; Schultz et al., 2003; Basu et al., 
2000a, b; Basu and Pick, 1997b; Hudon et al., 1996), and Germany (Köhler, 
1994), and in small lake–stream systems (Walks and Cyr, 2004). 

is related primarily to spatial variation in trophic status among lakes and 
tion in zooplankton abundance is spatial in origin; zooplankton patchiness

et al., 2001), in glacial lakes in Scotland (Jones et al., 1995; Thackeray et al., 
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in the alpine lakes in France (Pinel-Alloul et al. 1999; (Fig. 8-4b); Masson

Geneva (Pinel-Alloul et al., 1999) (Fig. 8-4a). Zooplankton patchiness at 



4.3.2 Processes 

Studies of large-scale patterns of distribution in planktonic communities 
among lakes gave birth to two different models of driving forces: The meta-
community and the landscape models. 

The metacommunity model that was developed in ecology and evolution 
implies that lakes are isolated or interconnected patches (Wiens, 1997); it 
suggests that both local environmental processes within lakes and regional 
processes related to microorganisms’ dispersal among lakes govern plankton 
spatial patchiness at the scale of landscapes (Shurin et al., 2000; Mitchels 
et al., 2001a, b; Shurin and Havel, 2002; Cohen and Shurin, 2003; Cottenie 
et al., 2003; Havel and Shurin, 2004; Cottenie, 2005). A recent study on 
biological invasions of freshwater systems by cladoceran zooplankton 
suggests that effective dispersal at global scale among continents is rare but 
greatly increased in the past century with international commerce; however, 
since an exotic species has invaded, its dispersal at regional and continental 
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Figure 8-4a. Large-scale patterns of community patchiness within a large lake (Lake Geneva).
(Reproduced from Pinel-Alloul et al., 1999.) 
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Figure 8-4b. Large-scale patterns of community patchiness within a large lake (Lake Geneva).
(Reproduced from Pinel-Alloul et al., 1999.) 



scale can be rapid if not limited by local environmental factors (Havel and 
Medley, 2006). The dispersal pathways among freshwater habitat patches 
and the probability that dispersing microorganisms will reach suitable 
patches are not only affected by the spatial distance between the different 
habitats but also by their hydrological connectivity within the surrounding 
landscape. Microbial communities in interconnected habitats close to each 
other should be more similar than in distant and isolated habitats. However, 
dispersal and colonization in local habitats may be limited by environmental 
conditions due to physical (drought of ponds, low temperature, anoxic 
conditions, disturbances, etc.) and biological (competition and predation by 
local species) constraints. 

The landscape model that was developed in limnology considers that 
topographic position of lakes in landscapes has profound impact on various 
features of lakes, from trophic status to microbial and fish communities 
(Kratz et al., 1997; Kratz and Frost, 2000). The main drivers of large-scale 
landscape variation in lake features are the water residence time and the 
catchment/lake area ratio (drainage ratio) which increase along the altitudi-
nal and longitudinal gradients. Seepage lakes (also called upland lakes) with 
higher topographic position in the landscape tend to be more isolated, have 
higher water retention time, lower drainage ratio, and are less productive. In 
contrast, drainage lakes (also called lowland lakes) with lower landscape 
position are hydrologically well connected, have shorter water residence 
time, and higher drainage ratio, and they tend to be more productive. As 
topographic position of lakes in the landscape controls their trophic status, 
seepage and drainage lakes would support different microbial communities. 

The application of metacommunity and landscape models to studies of 
microbial patchiness is still in its infancy. However, spatial patterns of micro-
bial communities described in lake districts support the predictions of both 
the metacommunity and landscape models. For instance, bacterial phylo-
genetic diversity is related to lake area and spatial distribution of lakes in a 
high mountain landscape; higher diversity was recorded in large lakes which 
offer more complex habitats and favour higher colonization rate, and lakes 
closer in the landscape had similar bacterial fingerprints (Reche et al., 2005). 
In temperate lakes in Northern America and Europe, spatial patterns in bac-
terial genotypic diversity are related to regional and landscape factors such 
as the geographic location (northern versus southern lakes), topographic 
position (upland and lowland lakes), and hydrological retention time of lakes 
(Yannarell and Triplett, 2004, 2005; Lindström, 2006). Spatial patchiness in 
phytoplankton community is also related to the topographic position of lakes 
which controls nutrient input, water chemistry, and algal biomass (Krast and 
Frost, 2000; Beisner et al., 2003). The consistent and directional processing 
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of materials along the hydrological networks of lakes and streams produces 
large-scale spatial patterns in many limnological variables (alkalinity, con-
ductivity, nutrients, Chl-a) which may govern distribution patterns of micro-
bial communities (Kling et al., 2000). In general, zooplankton spatial patterns 
support the landscape model and reflect regional gradients in lake topo-
graphy, morphometry and trophic status, as well as in watershed land use via 
its effects on nutrient inputs, water chemistry, and development of riparian 
and aquatic vegetation (Pinel-Alloul et al., 1990a, 1995; Stemberger and 
Lazorchak, 1994). Support for the metacommunity model comes from studies 
of zooplankton patchiness and dispersal in isolated or interconnected ponds 
(Cohen and Shurin, 2003; Louette and De Meester, 2005). These studies 
have shown that differences in pond environments at the local scale lead to 
divergence in zooplankton communities and higher patchiness, while the 
dispersal of individuals among ponds at the regional scale leads to con-
vergence in communities and lower patchiness (Michels et al. 2001a, b; 
Cottenie et al., 2003; Cottenie and De Meester, 2003, 2004). 

(seepage and drainage lakes) and resulting gradients in lake productivity, TP, 
pH, water clarity, and dissolved organic carbon (DOC) interact to determine 
bacterial assemblages and diversity (Méthé and Zehr, 1999; Lindström, 
2000, 2001; Horner-Devine et al., 2003; Yannarell and Triplet, 2004, 2005). 
In north temperate lakes and rivers, TP input, a good indicator of lake 
trophic status and landscape position, appears to be the most significant 
driver of spatial variation in Chl-a biomass (Moss et al., 1989; Basu and 
Pick, 1997b; Masson et al., 2000; Smith, 2003) and autotrophic pico- and 
nanophytoplancton biomass (Pinel-Alloul et al., 1996) despite the fact that 
other mechanisms (including DOC input and herbivore grazing) drive the 
phytoplankton dynamics (Beisner et al., 2003). Even in reservoirs and 
shallow lakes subjected to high input or resuspension of non-algal seston, TP 
accounts for 79% of Chl-a variation across systems (Jones and Knowlton, 
2005). Large-scale variation in zooplankton communities is also driven by 
abiotic factors, especially those associated to morphometry of lakes, water 
chemistry, and nutrients (Pinel-Alloul et al., 1990a, 1995; Keller and 
Conlon, 1994; Masson et al., 2004). TP concentration was found the best 
predictor of the biomass of crustacean zooplankton across latitudinal and 
regional scales (McCauley and Kalff, 1981; Pace, 1986; Yan, 1986; Masson 
et al., 2004; Pinto-Coelho et al., 2005; Gyllström et al., 2005). However, 
water chemistry (pH, conductivity and calcium content) can also have 
profound effects on crustacean species distribution (Pinel-Alloul et al., 
 

Overall, abiotic forces such as geographic and trophic gradients are
the main driving forces structuring large-scale patchiness in microbial 
communities in lake districts. Regional heterogeneity in landscape position 
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species: Daphnia longispina often occurred in Ca-rich lakes with low fish 
predation pressure while the smaller D. cristata often occurred in opposite 
conditions. In coastal tropical lakes, zooplankton communities are less sensi-
tive to trophic gradients than to salinity gradients; rotifer species assemblages 
were good indicators of mesohaline and eutrophic conditions (Attayde and 
Bozelli, 1998). 

Although physical forcing is the primary driver of large-scale microbial 
patchiness in freshwaters, biotic forcing produced by the ecological inter-
actions between microbial communities sustains microbial patchiness. 
Bacterial abundance and production covary with phytoplankton abundance 
and production across broad scales in lakes (Bird and Kalff, 1984; Cole  
et al., 1988, 1993; White et al., 1991; Letarte and Pinel-Alloul, 1991; Weisse 
and MacIsaac, 2000; Smith and Prairie, 2004) and rivers (Basu and Pick, 
1997a). However, the apparent coupling between bacterial and algal com-
munities can be caused by common regulating factors such as temperature 
and phosphorus that are thought to act on both communities independently 
(Friedrich et al., 1999). Indeed, bacterial–algal coupling can be weak within 
large rivers and estuaries where allochthonous sources of carbon are more 
important than autochthonous algal sources to sustain bacterial biomass 
(Basu et al., 2000a; Findlay et al., 1991; Maranger et al., 2005). 

Abiotic factors are also the main driving forces of microbial patchiness 
within lakes and rivers. Wind-induced circulation, water temperature and 
stability, water masses structured by lake morphology and river inflows 
explain lakewide spatial distribution of bacteria, phytoplankton, zooplankton, 
and even of large invertebrates such as mysids (Webster, 1990; Patalas and 
Salki, 1992; Jones et al., 1995; Lacroix and Lescher-Moutoué, 1995; Pinel-
Alloul et al., 1999; Thackeray et al., 2004; Pothoven et al., 2004; Fietz et al., 
2005). In tropical systems, inflowing rivers, which carried loads of sus-
pended solids into lakes and reservoirs, also influence zooplankton patchi-
ness (Dejen et al., 2004). Biotic factors affect onshore–offshore horizontal 
distribution of zooplankton prey, which are often inversely related to the 
distribution of fish and invertebrate planktivores (Masson and Pinel-Alloul, 
1998; Masson et al., 2001; Wotjal et al., 2003; Pinel-Alloul et al., 2004; Van 
de Meutter et al., 2004). Within large rivers and estuaries, the higher 
complexity of habitats due to tributaries confluence, fluvial lakes, and littoral 
macrophyte development makes microbial spatial patterns more complex. 
Stable microbial populations develop in impoundment, shallow fluvial lakes 
and littoral dead zones, basins, pools along the main course of the river 
(Köhler, 1994). Lake edge structure, transition from lacustrine to riverine 
 

1990a, 1995; Hessen et al., 1995; Wærvagen et al., 2002). In particular, am- 
bient Ca concentrations appeared to influence the distribution of Daphnia 
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conditions and presence of aquatic vegetation in the littoral zone or at the 
outlet of fluvial lakes greatly govern microbial distribution patterns (Basu 
et al., 2000a, b; Walks and Cyr, 2004). Phytoplankton distribution patterns 
are driven by hydrodynamic processes, change in water residence time 
(Engelhardt et al., 2004), light limitation and turbidity, and resuspension of 
periphyton algae from macrophytes in littoral zones (Hudon et al., 1996; 
Basu et al., 2000b). Physical forcing by faster flushing and shorter residence 
time in the river course increase primary production, but decrease algal 
biomass (Wissel et al., 2005), whereas discharge reduction, longer residence 
time, and low water levels in weedy littoral zones coincide with blooms of 
algal taxa that generate noxious smells and odours (Hudon, 2000). In large 
temperate rivers, spatial variation in zooplankton biomass is related to water 
residence time, Chl-a concentration (Basu and Pick, 1996), development of 
littoral macrophyte beds (Basu et al., 2000b), and fish predation (Jack and 
Thorp, 2002). 

4.4 Coarse-scale patterns and processes of microbial 
patchiness in aquatic systems 

4.4.1 Patterns 

Coarse-scale patterns of microbial patchiness correspond to large-scale 
extent (1–100 km) in marine waters (Haury et al., 1978) and small-scale 
extent (10–1,000 m) in lakes (Pinel-Alloul, 1995). In marine systems, studies 
reported coarse-scale horizontal patchiness in the distribution of sea-ice 
microalgae along coastal transects of tens of kilometres in the Hudson Bay 
(Monti et al., 1996) and of the phytoplankton in the St. Lawrence Estuary 
(Lovejoy et al., 2001). Coarse-scale horizontal patchiness of marine zoo-
plankton is well documented in coastal fjords in northern seas characterized 
by a high exchange of water masses with the ocean outside and important 
freshwater runoff from the drainage basin in spring (Lindahl and Hernoth, 
1988; Falkenhaug et al., 1997). Spatial distribution of zooplankton follows 

marine sites whereas neritic species concentrate in the innermost freshwater 
sites (Falkenhaug et al., 1997). As fjord systems are generally highly 
stratified with sharp pycnocline, physical vertical structuring also affects 
zooplankton distribution. For instance, during autumn, calanoid copepods 
are transported from the ocean to the fjord by inflows of surface oceanic 
waters; once inside the fjord, copepods descend in deep waters and are more 
or less completely washed out of the fjord by the internal renewal of deep 

of fjords. Oceanic and deep-water copepod species aggregate at the outer 
clear gradients in abundance and community composition along the length
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water during winter and spring (Lindahl and Hernoth, 1988). In small estuaries 
temporarily open or closed to the sea by the development of a sandbar, 
riverine conditions during the periods of high rainfall and freshwater runoff, 
or lacustrine conditions during the period of freshwater retention create very 
different coarse-scale spatial patterns in zooplankton abundance and com-
munity structure (Froneman, 2004). In coastal bays and straits, coarse-scale 
spatial patterns in zooplankton distribution and composition are associated to 
environmental gradients in salinity and algal resources; inshore regions 
influenced by freshwater runoff from major rivers are characterized by 
aggregation of euryhaline copepod species, and offshore regions with high 
biomass of phytoplankton by aggregation of herbivorous marine calanoids 
(Harvey et al., 2001). 

In lakes, coarse-scale patchiness of small extent (10 m–1 km) was re-
ported for the phytoplankton in small rivers subjected to hydraulic manage-
ment as river groynes and dead zones (Engelhardt et al., 2004) and in lakes 
receiving major river inflows (Bertoni et al., 2004). However, the most 
documented coarse-scale patterns are the diel vertical (DVM; Ringelberg 
et al., 1991) and horizontal (DHM; Burks et al., 2002) migrations of zoo-
plankton in lakes. In stratified waters, zooplankton face a trade-off situation 
where a choice is made between conditions of warm temperature and high 
food, but high predation pressure in surface waters, and cold temperature 
and low food, but low predation pressure in deep waters. When exposed to 
these vertical trade-offs, zooplankton perform DVM. Many zooplankton 
species, especially Daphnia, a prey of choice for fish larvae, avoid the sur-
face layers during daytime, migrating in swarms downward to deep layers 
and returning to surface waters at night (Gliwicz, 1986; Lampert, 1989; 
Angeli et al., 1995; Ringelberg and Van Gool, 2003). The amplitude of 
DVM varies from <1 m in shallow eutrophic lakes to >50 m in clear 
oligotrophic lakes. DVM patterns and amplitude are stronger in clear waters 
presumably because zooplankton must seek deeper water during the day to 
find light levels low enough to avoid visual fish predation (Dodson, 1990). 
The DVM behaviour in large zooplankton is a phenotypic plastic trait and it 
has been shown to be heritable and genetically variable (Ringelberg et al., 
1991). DVM patterns of Daphnia in large oligotrophic lakes have been the 
most studied (Stirling et al., 1990; Angeli et al., 1995; Ringelberg, 1999; 
Wissel and Ramacharan, 2003; Alonso et al., 2004), although copepods and 
pelagic invertebrate predators also adopt DVM behaviour (Ghan et al. 
1998a, b; Voss and Mumm, 1999; Chang and Hanazato, 2004). In Lake 
Geneva, Daphnia hybrids (D. hyalina x galeata) and diaptomids 
(Eudiaptomus gracilis) have distinct DVM and diel feeding patterns which 
lead to temporal and spatial segregation (Angeli et al., 1995) (Fig. 8-5).  
A strong day/night contrast in depth distribution and feeding activity was 
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observed for the large daphnids while the small daphnids and the diaptomids 
had lower amplitudes of DVM and weaker diel changes in feeding activity. 
These distinct behaviours can be viewed as specific adaptive strategies 

avoidance of visual predators in surface layers. 
In shallow lakes and reservoirs, lack of deep refuges does not enable 

zooplankton species to use DVM to avoid fish predation risk. DHM beha-
viour is used to find a spatial refuge from fish predation during daytime in 
littoral submerged macrophytes (Lauridsen et al., 1999; Burks et al., 2002). 
Large-bodied zooplankton (daphnids and copepods) generally swim towards 
the open water at dusk and toward submerged macrophytes in littoral zones 
at dawn (Wojtal et al., 2003). Daphnia can migrate in swarms on distances 
ranging up to 30 m. DHM patterns are strong when macrophytes density is 
high and associated piscivore fishes are abundant in the littoral zone to con-
trol planktivore fishes and restrict their habitat to open water, then pushing 
zooplankton prey to hide in macrophyte beds during daytime. The impact of 
fishes and pelagic invertebrate predators may be additive and increases the 
likelihood that daphnids use DHM to seek refuge in the littoral zone (Burks 
et al., 2002; Van de Meutter et al., 2004). Macrophyte beds in the littoral 
zone of lakes may also serve as a refuge against predation by large insect 
larvae such as damselfly larvae; however, DHM of Daphnia driven by 
littoral invertebrate predators is in the opposite direction with less prey in 
littoral vegetation at daytime instead of nighttime as seen for DHM patterns 
driven by fish predation (Van de Meutter et al., 2004). 

4.4.2 Processes 

Coarse-scale horizontal patchiness of phytoplankton in marine embayments 
and estuaries are related to salinity and nutrient gradients associated to river 
plumes (Monti et al., 1996). A multifractal model was proposed to explain 
coarse-scale distribution of phytoplankton in the St. Lawrence Estuary, 
involving both in situ growth and turbulence at large scale and grazing by 
zooplankton at smaller scale (Lovejoy et al., 2001). In small rivers, the local 
geometry of river channel, the non-uniformity of river flow, and the varia-
tion in water residence time can create cross-stream heterogeneity and zones 
of prolonged retention of water with enhanced phytoplankton abundance 
(Engelhardt et al., 2004). In lakes, major nutrient inputs from the drainage 
basin and rivers are the most important drivers of phytoplankton coarse-scale 
horizontal heterogeneity (Bertoni et al., 2004). Tidal currents, freshwater 
runoff and local wind regime govern zooplankton spatial patterns in fjords, 
 

and to compromise between avoidance of starvation in deep waters and 
developed by diaptomids and daphnids to limit interspecific competition

Spatial Heterogeneity of Planktonic Microbes 237



Figure 8-5. Coarse-scale patterns of patchiness associated to diel vertical migration (DVM) of 
freshwater zooplankton in Lake Geneva. (Adapted from Angeli et al., 1995.) 

although exchange of zooplankton between fjords and outside oceans is 
strongly influenced by the vertical distribution of zooplankton in stratified 
water masses (Falkenhaug et al., 1995). In estuarine systems, coarse-scale 
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distribution in phytoplankton food resources is not coupled with spatial 
patterns in calanoid abundance because copepod reproduction is negatively 
affect by water discharge and short residence time (Lawrence et al., 2004). 
In intermittently opening estuaries, zooplankton spatial distribution is deter-
mined by the interactive effects of freshwater inflow, water temperature and 
salinity, and estuary mouth status (open or closed) (Froneman, 2004). The 
spatial structure of plankton in coastal bays and straits is influenced by local 
hydrodynamic features, which through their action on surface water tempe-
rature, salinity, and stratification, lead to spatial differentiation of the phyto-
plankton and zooplankton communities (Harvey et al., 2001). 

Many biotic and abiotic factors are recognized to induce DHM and DVM 
patterns in freshwater zooplankton and these factors may vary among lakes. 
The factors that control DHM behaviour are not yet as well understood as 

Blejec, 1994; Angeli et al., 1995; Burke et al., 2002). It has been shown that 
DVM and DHM are induced by chemical substances (i.e., kairomones) exuded 
by fish or invertebrate predators (Lampert, 1989; De Meester et al., 1993; 
Van de Meutter et al., 2004). DVM patterns of Daphnia galeata mendotae 
were shown to be a demographic response to changes in planktivore abun-
dance (Stirling et al., 1990). Moreover, Daphnia DVM frequency and ampli-
tude are adjustable depending on kairomone concentrations, food availability, 

Daphnia are stronger in lakes with littoral piscivores such as pikes which 
force young planktivores fish to forage in pelagic zones and Daphnia to seek 
refuge in littoral macrophyte beds during daytime (Burks et al., 2002). 
Spatial changes in DVM behaviour of copepods among lakes appears to be 
the result of a trade-off between predator avoidance in deep waters and food 
resource acquisition in surface waters (Ghan et al., 1998a). DVM patterns of 
large pelagic invertebrate predators (Chaoborus, Leptodora) are also induced 
by the presence of fish planktivores (Voss and Mumm, 1999; Chang and 
Hanazato, 2004). However, many abiotic factors such as diel light variation, 
water transparency to ultraviolet radiation (UVR), temperature, and oxygen 
levels in deep waters also control zooplankton DVM patterns. The reaction 
to relative changes in light intensity (negative phototaxis) is the primary 
physiological mechanism underlying endogenous rhythm of Daphnia DVM 
behaviour (Ringelberg, 1999; Angeli et al., 1995; Gerhardt et al., 2006). Water 
transparency and colour influences the strength of DVM in zooplankton 
which increases in clear waters (Dodson, 1990). In small lakes of different 
 

those controlling DVM behaviour. Biotic factors related to predation seem

and vertical temperature profile (Winder et al., 2004). DHM patterns of 

to be the most important driving forces for DVM and DHM in macro-
zooplankton (Gliwicz, 1986; Dodson, 1990; Lampert, 1993; Brancelj and
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water transparency and colour, the mean daytime depth position of zoo-
plankton varies from <1 m to >10 m, and is inversely related to water Secchi 
depth transparency (Wissel and Ramacharan, 2003). UVR may also influence 
zooplankton DVM in high-UV lakes (Alonso et al., 2004) inducing surface 
avoidance behaviour, while biotic factors, such as predation and food 
limitation, may be more important in low-UV lakes (Leech et al., 2005). 
Vertical gradients of both temperature and oxygen also influence DVM 
patterns of zooplankton in deep and shallow lakes (Easton and Gophen, 
2003; Wissel and Ramacharan, 2003). Levels of oxygen and temperature 
found in deep waters may at times be so low as to set a lower limit for DVM 
amplitude. Daphnia species have very different DVM patterns and habitat 
partitioning depending of their thermal tolerances (Havel and Lampert, 
2006). Daphnia lumholtzi, an exotic invader species from tropical lakes, has 
typical DVM and is able to use warm surface waters at night whereas 
Daphnia mendotae, a native species of temperate lakes, shows little tendency 
to migrate and remains in deep and cold waters. 

4.5 Small-scale and fine-scale patterns and processes  
of microbial patchiness 

4.5.1 Patterns 

Fine-scale or small-scale patterns of microbial patchiness correspond to 
scale extent of one to several hundreds of metres in marine waters (Haury 
et al., 1978) and one to tens of metres in freshwaters (Pinel-Alloul et al., 
1995). There is a considerable amount of variation in the abundance and 
activity of bacteria over depth and horizontal scales less than tens of metres 
in marine systems. A clear pattern for most of the sites is that of lower bacterial 
abundances and activity at depth below the euphotic zone. However isolated 
“hot spots” of bacterial abundance and activity can produce fine-scale sur-
face or subsurface maxima at specific times and depths. Fine-scale vertical 
patchiness of phytoplankton due to algal blooms also occurs in surface 
waters of marine and freshwater systems. In coastal zones and marine bays, 
they are produced by species of toxic dinoflagellates (Alexandrium fundyense, 
Gymnodinium splendens) which can reach very high abundances (up to 2,400 
cells·L−1) and biomass (Chl-a: 1.7 µg·L−1) (Tada et al., 2001; Martin et al., 
2005; Townsend et al., 2005). In lakes, they are formed by intensive blooms 
of dinoflagellates (Ceratium) in oligotrophic lakes (Schernewski et al., 
2005) or of filamentous and colonial cyanobacteria (Anabaena planctonica, 
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Microcystis aeruginosa, Aphanizomenon flosaquae) in eutrophic lakes 
(Paerl, 1996; Jacoby et al., 2000). However, the most ubiquitous feature of 
fine-scale vertical patchiness is the formation of deep microbial thin layers 

bacteria are common in dimictic or meromictic stratified lakes and reservoirs 
(Camacho et al., 2002; Chapin et al., 2004; Selig et al., 2004; Goddard et al., 
2005) (Fig. 8-6A). They are located below the thermocline or chemocline 
zones and associated to sharp vertical gradients in oxygen and sulphides. 
They are generally composed of a layer of green sulphur bacteria 
(Chlorochromatium aggregatum or Chlorobium phaeobacteroides) above a 
layer of purple sulphur bacteria (Lamprobacter modestohalophilus) (Chapin 
et al., 2004; Camacho et al., 2002, 2003a). Deep layers of photosynthetic 
bacteria are responsible for 20–90% of total photosynthetic production and 
can serve as a carbon source for oxic heterotrophic bacteria and copepods 
(Overmann et al., 1996, 1999). 

Deep chlorophyll maxima (DCM) of phytoplankton are also very 
common in oceans (Cullen, 1982; Gould, 1987; Cowles et al., 1998; Cowles, 

and Glime, 1983; Priscu and Goldman, 1983; Pick et al., 1984; Barberio and 
McCair, 1996; Barberio and Tuchman, 2004) (Fig. 8-6B, C). In oceans, 
DCM established at the base of the euphotic zone (i.e., below 1% of surface 
irradiance) at depths varying between 40 and 100 m close to the pycnocline 
where concentrations of limiting nutrients increases (Ediger and Yilmaz, 
1996; Holm-Hansen and Hewes, 2004; Holm-Hansen et al., 2005). The 
thickness of the DCM pigment band ranges from <1–80 m, but 20 or 30 m is 
common in oceans. Chlorophyll biomass in DCM is generally 3–10 times 
higher than at the surface, and primary production at DCM may account for 
20–30% of total productivity in the water column. The species composition 
of DCM in oceans is associated to different groups, mainly autotrophic 
picoplankton (Synechococcus), mixotrophic flagellates (Chrysochromulina), 
and dinoflagellates (Gymnodinium, Gyrodinium) (Karlson et al., 1996; 
Lunven et al., 2005). In freshwaters, DCM of up to 30 µg·L−1 of Chl-a occur 
at the base of the euphotic zone (0.1–1.3% of surface irradiance) in stratified 
lakes (Fahnenstiel and Glime, 1983; Pick et al., 1984; Gervais, 1997; Pérez 
et al., 2002; Hedger et al., 2004; Barberio and Tuchman, 2004). The deepest 
DCM was reported in the clear ultra-oligotrophic Lake Tahoe (California) at 
100 m deep, owing partly to sinking of diatoms and partly to in situ algal 
growth (Abbott et al., 1984). Chlorophyll concentration at DCM can reach 

oxygen status in deep waters (Lindholm, 1992). In oligotrophic lakes, DCM 

position and species composition vary among lakes depending of the 
levels as high as ten times that of surface waters. DCM size, vertical

thermocline depth, light penetration, lake fertility, nutrient clines, and 

(Fennel and Boss, 2003; Cowles, 2003). Deep thin layers of photosynthetic 

2003) and temperate lakes (Fee, 1976; Moll and Stoermer, 1982; Fahnenstiel 
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layers of phytoplankton can be formed by large blooms of phycoerythrin-
rich picocyanobacteria (Chroococcus) (Perez et al., 2002; Camacho et al., 

(Ochromonas, Cryptomonas, Synura, Mallomonas) (Pick et al., 1984; Gervais, 
1997, 1998; Knapp et al., 2003a, b) which represent an optimal food for 
zooplankton. In mesotrophic lakes, DCM are rather composed of inedible 
algae such large dinoflagellates (Dinobryon, Ceratium hirundinella) (Bird 
and Kalff, 1989; Gross et al., 1997) or phycocyanin-rich filamentous or 
colonial cyanobacteria (Planktothrix rubescens, Limnothrix rosea, Pseudo-
anabaena) (Feuillade, 1994; Walsby et al., 1998; Kurmayer and Jüttner, 
1999; Adler et al., 2000; Ernst et al., 2001; Humbert et al., 2001; Teubner et al., 
2003; Knapp et al., 2003a; Jann-Para et al., 2004; Wojciechowska et al., 
2004; Hedger et al., 2004). Phytoplankton DCM is generally associated with 
high numbers of anoxygenic photosynthetic bacteria and protozoan ciliates 
which may provide a large food supply for zooplankton (Kettle et al., 1987; 
Amblard et al., 1995; Adrian and Schipolowski, 2003). 

Mesozooplankton usually show strong vertical fine-scale patchiness. In 
oceans, mesozooplankton biomass is considerably reduced at depths below 
the lower thermocline and the oxygen minimum zone (OMZ), which is a 
sharp subsurface gradient between oxic surface waters and suboxic deep 
waters. Some mesopelagic copepods show a subsurface abundance peak in 
the lower OMZ, a location of relatively high concentrations of organic 
particles associated to deep microbial layers promoting high feeding rates 
(Smith and Madhupratap, 2005). In lakes with steep vertical gradients, deep-
hypolimnetic rotifer abundance maxima have been detected at the oxic–
anoxic boundary, a food-rich interface retaining sinking dead organic material 
where layers of heterotrophic bacteria and microalgae (Cryptomonas and 
small flagellates) offer high food availability (Miracle and Alfonso, 1993; 
Armengol et al., 1998; Weithoff, 2004; Ignoffo et al., 2005). Daphnia 
populations change their migratory behaviour and fine-scale vertical dis-
tribution in response to the presence and algal composition of DCM (Kessler 
and Lampert, 2004). Daphnids can evaluate the food patches formed by 
DCM both quantitatively and qualitatively, possibly through perception of 
increased ingestion rate and algal associated odours (Van Gool and 
Ringelberg, 1996; Jensen et al., 2001). Daphnia may also perceive signals 
from toxic cyanobacteria as information associated with danger that may 
result in immediately inhibited feeding behaviour, reduced food intake, 
lower biomass and size, and altered swimming behaviour and reproduction 
(Haney et al., 1995; Hietala et al., 1997; Laurén-Määtä et al., 1997; DeMott, 
 

2003b; Pinel-Alloul et al., 2003), small diatoms (Stephanodiscus, Cyclotella,

(Fahnenstiel and Grime, 1983; Ryan et al., 2005) and phytoflagellates 
Aulacoseira granulate, Asterionella formosa, Fragilaria crotonensis)
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Figure 8-6. (A) Deep layers of green and purple photosynthetic bacteria (adapted from 
Servais et al., 1995); (B) deep layers of chlorophyll a and phytoplankton functional groups in 
marine systems (Huisman et al., 2006); (C) deep layers of chlorophyll a and spectral groups 
in oligo-mesotrophic lakes. 

1999; Rohrlack et al., 1999; Kurmayer and Jüttner, 1999; Ghadouani et al., 
2003, 2004). In meso-eutrophic lakes, they are attracted by non-toxic strains 
of Planktothrix agardhii developing in metalimnetic DCM but do not move 
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toward toxic strains (Lauren-Määta et al., 1997). In north temperate oligo-
trophic lakes, some copepods species which are glacial cold-water relicts 
showed habitat selection restricted to relatively deep lakes (>30 m) offering 
a hypolimnetic refuge characterized by low temperatures (less than −10°C) 
and well-oxygenated waters during summer (Kasprzak et al., 2005). Small-
scale horizontal patchiness in the distribution of cladocerans between 
microhabitats (plants, rocks, sediments, open-water) in the littoral zone of 
lakes is a common phenomenon reported by DiFonzo and Campbell (1988) 
and Sakuma and Hanazato (2002). Chydoridae differ in their habitat pre-
ference depending on the animal species/genus; Alona spp. selected plant 
habitat rich in epiphytic algae and oxygen and avoid hypoxic water while 
Chydorus sphaericus was found in lake water or at the sediment surface. 

As seen in freshwaters, one major feature of fine-scale patchiness of 
marine zooplankton is their DVM behaviour. DVM by marine herbivorous 
copepods is commonly observed in pelagic zones of oceans and seas (Atkinson 
et al., 1996; Steele and Henderson, 1998; Pearre, 2003; Bonnet et al., 2005; 
Smith and Madhupratap, 2005) and in coral reefs (Yahel et al., 2005). In the 
Sea of Japan or East Sea, the vertical distributions of zooplankton are modu-
lated by DVM patterns of specific copepods species (Ashjian et al., 2005). In 
the Arabian Sea, very high biomass of DVM move from the surface waters 
at night to the suboxic waters during the day at depth varying from 150 to 
400 m (Smith and Madhupratap, 2005). In the Black Sea, some copepods as 
Calanus do DVM to stay during night in the phytoplankton-rich layer, 

pattern, depending of predation risk and vulnerability based on their body 
size, colour (carotenoid pigment levels) and morphology (Hays et al., 1994; 
Irigoien et al., 2004). In contrast with temperate oceanic habitats where 
DVM is observed for only few species of copepods or euphausiids, the 
migrating community of coral reef is highly diverse and many different taxa 
ascended to the water column in a highly synchronized manner (Yahel et al., 
2005). Small zooplankton emerge first at dusk time, whereas larger zoo-
plankton emerge into the water column only at dark (>1 h after sunset). 

4.5.2 Processes 

Fine-scale horizontal patchiness of phytoplankton during surface algal 
blooms in marine coastal zones are linked to hydrological and advective 
physical forcing by coastal currents and retentive gyres which tend to favour 
reseeding of resting cysts of planktonic dinoflagellates Alexandrium fundyense 
within gulfs and bays (McGillicuddy et al., 2005), In lakes, small-scale 
 

haviour in marine zooplankton (copepods, chaetognaths) is a very flexible 
grazing 10–14% of primary production (Besiktepe et al., 1998). DVM be-
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phytoplankton patches during intensive blooms of Ceratium are linked to 
current gyres in the central zone and wind sheltering effect by vegetation in 
the littoral zone. There is a very good agreement between location and size 
of current gyres and phytoplankton patches. Inside the gyre, the low-flow 
velocity and vertical turbulence allow Ceratium to form distinct vertical 
layers with high density close to the water surface, according to the light 
gradient (Schernewski et al., 2005). 

Deep microbial layers in marine and freshwaters have varying charac-
teristics that suggest multiple processes contributing to their formation and 

water stratification associated to a strong density gradient is a prerequisite 
for the formation of deep microbial layers. In oceans, DCM formation is 
strongly dependent on water-column properties (frontal characteristics, 
nutrient gradients, and euphotic depth) and historical wind stress (Franks and 
Walstad, 1997; Basterretxea et al., 2002). These deep layers of high chloro-
phyll reflect a trade-off of phytoplankton communities exposed to two oppos-
ing resource gradients: light supplied from above and nutrients supplied 
from below (Fig. 8-6A) (Huisman et al., 2006). Deep layers of bacteria are 
closely linked to DCM formation in oceanic provinces and gulfs. Bacteria 
exhibits population maxima in the upper half of the subsurface chlorophyll 
maximum as bacterial distribution and production are linked to phyto-
plankton as the major source of labile bacterial substrates through their pro-
duction and exudation (Jochem, 2001; Lie et al., 1992; Jiao and Ni, 1997; 
Robarts et al., 1996; Pedrós-Alió et al., 1999). In meromictic lakes, the 
extreme water stability and salinity gradient promotes the formation and 
maintenance of deep layers of bacteria and algae in the chemocline at the 
bottom of the mixolimnion (Miracle et al., 1993). In Lake Baikal, subsurface 
maxima of bacterial abundance were recorded at the same depth as the 
maximum of chlorophyll biomass caused by a concentration of phyto-
flagellates at the lower of the thermocline (15 m) which were sustained by 
nutrient supply from the hypolimnion (Nakano et al., 2003). 

In dimictic lakes, strong vertical physical and chemical gradients enable 
DCM to form below the thermocline where light, temperature, and turbu-
lence are low, but nutrients relatively rich. The formation and persistence of 
DCM in lakes is directly tied to their trophic status as indicated by the 
nutrient levels and water light irradiance (Moll and Stoermer, 1982; Pick 
et al., 1984). Most DCM layers were reported for oligotrophic and mesotrophic 
lakes. As lakes move toward increasing eutrophy, the environment available 
for subsurface phytoplankton growth is restricted by shading from epilim-
netic algae growth, and DCM do not developed. Secondly, mechanistic 
models for the formation of DCM in oceans and lakes include several biotic 
processes: phytoplankton sinking, adaptation to low-light photosynthesis, 

maintenance (Gould, 1987; Cowles, 2003). Firstly, physical and chemical 
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buoyancy, respiration, grazing, and mixing (Gould, 1987; Figueroa et al., 
1998). These factors interact to produce a constantly changing vertical pro-
file of cell abundances and chlorophyll biomass. Most of the DCM layers are 
controlled by differential sinking rates of algal cells (sinking diatoms versus 
motile dinoflagellates) generated in the epilimnion, or by in situ production 
in the metalimnion of algae adapted to low-light environment. Below the 
euphotic zone at photosynthetic active radiation (PAR) corresponding to 
0.1–1.3% of surface irradiance (Ryan et al., 2005), algae in the DCM layer 
have greater photosynthetic efficiency and higher chlorophyll content than 
algae at the surface (Karlson et al., 1996; Gross et al., 1997). Planktonic 
cyanobacteria forming DCM in the metalimnion of meso-eutrophic lakes are 
all adapted to low-irradiance level but species composition can vary with 
water column stability: Limnothrix redekei, Planktothrix agardhii, and  
P. rubescens prefer turbulent waters, whereas Microcystis prefer water column 
stability (Wojciechowska et al., 2004). Using a hydrodynamic model, Hedger 
et al. (2004) simulate the vertical distribution of phytoplankton species having 
different properties: the motile large dinoflagellate Ceratium hirundinella 
and the buoyant cyanobacteria Microcystis. They showed that the interaction 
of the phytoplankton properties with the wind-forced circulation was instru-
mental in the determining of spatial distribution of phytoplankton. Buoyant 
cyanobacteria blooming in surface layers became entrained in surface drift 
currents, and accumulate at downwelling areas. In contrast, surface-avoiding 
dinoflagellates that sank from the surface, were pushed upwind and en-
trained in subsurface return currents, and accumulated in deep layers at 
upwelling areas. Nutrient availability also controls the vertical position of 
DCM in aquatic systems. In oceans, as major inorganic nutrients (nitrogen, 
phosphorus, silica, iron) are limited in the surface waters (Holm-Hansen and 
Hewes, 2004; Holm-Hansen et al., 2005), algal populations in DCM are 
utilizing nutrients brought up from depth, and diffusing up across the 
pycnocline (Gould, 1987). In oligotrophic lakes, experimental fertilization or 
inflow of cold nutrient-rich waters in the metalimnion coming from stream 
inflows or hypolimnion waters induce the formation and maintenance of 
DCM during summer stratification (Wurtsbaugh et al., 2001; Sawatzky et al., 
2006). The vertical position of Cryptomonas in DBM of lakes and reservoirs 
depends of both the nutrient and light conditions. Cryptomonas diurnal 
migration is largely regulated by daily light conditions (photon irradiance 

(Synechococcus) are abundant in DCM of deep oligotrophic clear lakes, 
while picocyanin-rich cyanobacteria (Planktothrix rubescens and P. agardhii) 
 

and ammonia (Knapp et al., 2003b). Phycoerythrin-rich picocyanobacteria 
by the nutrient supply levels in the hypolimnion, most importantly by TP
and gradient), whereas Cryptomonas abundance is strongly influenced

Chapter 8246



are dominant in DCM of meso-eutrophic lakes (Camacho et al. 2003b; 
Humbert et al., 2001). The higher phycoerythrin content in coccoid pico-
cyanobacteria of DCM in oligotrophic lakes allow these cyanobacteria to 
efficiently harvest the predominant yellow-green light available at the meta-
limnion, where nutrient availability during stratification is higher than in the 
epilimnion (Perez et al., 2002). Another contributing factor to the develop-
ment of a DCM is algal mixotrophic metabolism. In oceans, mixotrophic 
flagellates as Chrysochromulina benefit from bacteria accumulating in the 
pycnocline, and have advantage over obligate autotrophs in light limited 
situations (Karlson et al., 1996). In freshwaters, Chrysomonads (Dinobryon, 
Ochromonas) forming deep chlorophyll maxima in the metalimnion of lakes 
are sustained by mixotrophic metabolism made of photosynthesis and 
bacteria phagotrophic feeding (Bird and Kalff, 1989). Finally, zooplankton 
grazing may also contribute to DCM formation. Zooplankton grazing in the 
epilimnion along with a downward movement of nutrients via sedimentation 
could contribute to a nutrient-enriched DCM especially in absence of large 
grazers (Pilati and Wurtsbaugh, 2003). Furthermore, losses by grazing at the 
DCM level can be partially offset by nutrient recycling and consequent 
increase in algal growth rates. Depth-differential nutrient deficiencies, as 
well as zooplankton grazing and nutrient recycling interact to maintain the 
DCM in high mountain lakes (Sawatzky et al., 2006). 

In some lakes, migration from one plant to the other constitutes an 
important factor controlling habitat selection and small-scale patchiness of 
chydorid cladocerans (Sakuma et al., 2004). The presence of macrophytes in-
duces higher zooplankton biomass and different species composition of zoo-
plankton from that at the pelagic and other littoral sites without vegetation 
(Chang and Hanazato, 2005). Furthermore, the species composition and the 
spatial structure (length of plant stems and plant density) of macrophytes can 
also influence the fine-scale spatial distribution of rotifer and cladoceran 
communities in shallow lakes (Kuczynska-Kippen and Nagengast, 2006). 
Thus the development of macrophyte beds is a key factor establishing the 
heterogeneity of zooplankton species composition in the littoral zone of 
lakes. In a small South Dakota impoundment, cyclopoids and daphnids were 
more abundant in the vegetated area, while calanoids were more abundant 
in the non-vegetated area (Olson et al., 2004). The littoral zone of shallow 
lakes represents an ecotone, and the macrophytes beds act as a daytime 
refuge for cladocerans as observed for diel horizontal migration of pelagic 
zooplankton. 

Relative changes in light intensity at dawn and dusk can be considered 
the primary stimuli inducing endogenous migratory rhythms in marine zoo-
plankton (Ringelberg, 1995). Even moonlight and lunar eclipse can influence 
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marine DVM patterns. For instance, euphausiids can perceive moonlight and 
stay in surface waters during lunar eclipse instead of sinking after their 
arrival to the surface (Tarling et al., 1999). The phototactic DVM behaviour 
is enhanced by cues from predators and seems to be inhibited by low food 
concentration (Ringelberg, 1995). As in other marine habitats, DVM in coral 
reefs is a light-dependent diel behaviour developed for avoiding intense 
daytime predation by the highly abundant visual planktivorous fish (Yahel 
et al., 2005). A third category of causal factors that may influence zoo-
plankton DVM behaviour and amplitude in marine systems, as seen in fresh-
waters, are the temperature and oxygen vertical gradients and the presence of 
chlorophyll layers (Ringelberg, 1995). In the Sea of Japan or East Sea, the 
vertical distribution of both small copepods and algal fluorescence were 
associated with the vertical structure of the water column and, consequently, 
changed with the changing depth of the pycnocline (Ashjian et al., 2005). In 
the Baltic Sea, the vertical distribution of Oithona similis is determined by 
the salinity stratification in the central basin forcing the marine cyclopoid 
copepod to accumulate in the deep halocline layer, limited from above by 
low salinity and from below by low oxygen concentrations (Hansen et al., 
2004). In the coastal zone of northern Chile, the DVM pattern of the diapto-
mids Eucalanus inermis is related to the strong vertical oxygen gradient 
associated with an intense OMZ. Most developmental stages of the calanoid 

chemical gradients at the base of the oxycline and upper OMZ boundary 
might serve as a site of bacterial and algal accumulation (Hidalgo et al., 
2005). For instance, the marine copepod Acartia tonsa has higher egg 
production with patchy food distribution in vertically structured layers than 
with homogeneous food distribution (Saiz et al., 1993). Feeding on small 
particles and being the major food for micronekton (fish larvae), marine 
copepods form an important link in the food chain, coupling protists to 
higher trophic levels. A recent study on the control of marine copepod DVM 
using Calanus finmarchicus as a model organism (Thorisson, 2006), gave 
strong support to the multiple forces hypothesis and proposed both physical 
(light avoidance) and biological (active food searching, buoyancy) complex 
mechanisms to explain the diel and seasonal vertical migrations of herbi-
vorous copepods in boreal and polar waters. The hypothesis is based on the 
following assumptions. Light avoidance is assumed to operate solely while 
the copepods are satiated and stayed below the euphotic zone to avoid visual 
predators hunting in surface waters. Hungry copepods are assumed to react 
to food smell by increased upward swimming, whereas satiated copepods 
 

the upper zone of the OMZ (30–200 m). This strategy of movement may 
resust in a better utilization of food resources since the strong physical and 

population remained near the base of the oxycline (30–80 m) and within
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maintain low activity and remain in deep zones. High lipid content is 
assumed to affect the buoyancy of the copepods during the season according 
to egg production and lipid storage during periods of algal blooms at spring 
autumn and late winter. 

4.6 Microscale and nanoscale patterns and processes  
of microbial patchiness 

4.6.1 Patterns 

Micro- (1 mm–10 cm) and nanoscale (1 µm–1 mm) patchiness of bacteria 
has been recently detected in marine and freshwaters systems. Spatial hetero-
geneity in marine bacterial abundances was observed in natural samples at 
the centimetre scale with changes in abundance of up to 3.5-fold across 
distance of 10 cm (Mitchell and Fuhrman, 1989). Microscale distribution 
patterns showed patches of high bacterial density (>107cells·ml−1) scattered 
within a matrix of low bacterial density (105cells·ml−1) (Duarte and Vaqué, 
1992). Recently, microscale sampling techniques coupled with flow cytometry 
(FCM) analysis help detecting the existence of microscale heterogeneity in 
the abundance and metabolic activity of marine bacterial communities at the 
millimetre scale with 2–16-fold variation across distances of 9–32 mm 
(Seymour et al., 2000, 2004). Using phylogenetic analysis and experimental 
protocol, Long and Azam (2001) showed that bacterial species richness and 
composition also vary at the millimetre scale in the marine pelagic environ-
ment. In freshwaters, rapid freezing of small samples of water (spatial infor-
mation preservation method (SIP)) allow detecting nanoscale patchiness of 
bacteria in lake water at scales of tens to hundreds of micrometres (Krembs 
et al., 1998a, b). 

In marine waters, there is increasing evidence that persistent small-scale 
features on the 10 cm scale exist over a wide range of marine environments. 
An example of these small-scale features is thin layers of plankton measured 
with in vivo fluorescence as recently documented for protected bays and the 
coastal oceans (Waters and Mitchell, 2002; Waters et al., 2003; Seuront and 
Schmitt, 2005a, b; Seymour et al., 2005). These features occur over sur-
prisingly large horizontal scales (>1 km) and frequently persisted over weeks 
(Cowles et al., 1998). They can consist of a combination of bacterioplankton 
and phytoplankton which persist within specific density gradients in well-
stratified marine waters; they may be beneficial for zooplankton grazers if 
composed for edible algae or harmful if formed by toxic algal species 
(Cowles, 2003). 
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Microscale patchiness of zooplankton is well documented both in marine 
and freshwaters. Microscale patchiness of marine zooplankton due to swarm 
formation, swimming behaviour and grazing of krill, mysids, and copepods 
(O’Brien, 1988; Price, 1989; Tiselius, 1992) have important implications for 
zooplankton trophodynamics, resources patchiness, sexual encounter and 
mating, and predation vulnerability (Seuront et al., 2004a–c). In small lakes, 
aggregation and schooling behaviour is common in littoral crustaceans and is 
also very important for food searching, bisexual reproduction and predator 
avoidance. At the microscale (1–100 cm), cladocerans such as Polyphemus 
pediculus form vertical schools scattered over shallow waters as patches 
composed of feeding and mating groups (Butorina, 1986). In alpine lakes, 
the males and gravid females of the copepod Arctodiaptomus alpinus forms 
dense swarms in scattered patches of the macrophytes Ranonculus eradicatus 
in the shallow zone while ovigerous females were more concentrated in the 
lake center to avoid predation (Schabetsberger and Jersabek, 2004). Mate 
tracking or mate-searching behaviour in calanoid copepod has been explored 
in laboratory by video recording. Males of freshwater calanoids increased its 
speed after detecting females while marine calanoid have a hopping 
behaviour associated with mecanoreception. The reactive distance ranges 
from 2 to 34 mm in marine calanoids and 12–30 mm in freshwater calanoids. 
Males do not swim directly to the females but use chemoreception to capture 
the female from below (Nihongi et al., 2004). 

4.6.2 Processes 

Microscale distribution patterns of subpopulations of bacteria in marine 
coastal habitats reflect physiologically distinct bacterial populations of 
dissimilar activity levels, perhaps influenced by different microscale features 
in the distribution of organic substrates (Long and Azam, 2001; Seymour 
et al., 2004). Marine bacteria aggregate into microscale patches or “hot spots” 
in response to favourable environmental conditions such as around the 
dissolved organic matter diffusing from phytoplankton cells, organic detritus 
particles, and discrete microscale nutrient patches (Seymour et al., 2000). 
At the microscale dimension, seawater is an organic matter continuum of 
tangled polymers and embedded particles including transparent exopoly-
meric particles (TEP), proteinaceous coomassie stained particles (CSP) and 
organic sub-micrometre particles. The potentially gel-like nature of this 
organic matter continuum and the bulk effects of phytoplankton-exuded 
polysaccharides, may act to increase water viscosity and influence turbulent 
drag by elastic effects, which may play an important role in the aggregation 
of microbes, via processes of polymer bridging. Oceanic turbulence could 
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influence the dynamics of the polymer gel field, and seston particles, and in 
turn affect levels of microscale patchiness of marine bacteria in the sea. 
However, before an understanding of these processes can be obtained, focus-
sed research into the relationship between aquatic microorganisms, turbulence 
and the polymer matrix in the oceans and freshwaters, and a greater under-
standing of polymer dynamics within turbulent flow is required (Seymour 
et al., 2000). 

For the marine phytoplankton, there is evidence that turbulent processes 
can generate and control microscale patchiness rather than randomness 
(Seuront et al., 1999). The extreme similarity observed between microscale 
intermittent distributions of temperature, salinity, and phytoplankton bio-
mass suggests a passive behaviour of phytoplankton cells in the turbulent 
flows. Very layers of plankton in marine systems are associated with physical 
features such as thermoclines, pycnoclines, or oxyclines; they are under the 
control of the same physical (water stability and circulation, nutrient inflow 
across the pycnocline) and biological (low-light adaptation, buoyancy, 
grazing) forces as described for the fine-scale DCM in marine systems 

of challenges for the accurate representation of trophic processes. First, if the 
sampling method is too coarse, a local maximum can easily escape detection 
and the average amount of prey is miscalculated (Cowles et al., 1998). This 
problem is not trivial, since water column averages have often shown to be 
below maintenance levels for zooplankton which may be sustained by the 
deep plankton layers. The second major challenge in understanding rate 
processes related to thin layers is that predator–prey interactions may change 
quantitatively due to the presence of dense and spatially confined layers of 
food. These changes may occur because of behavioural changes of plankton 
such as aggregation in or avoidance of these layers. Hence conventional 
functional response models that derive from steady-state experiments may 
be inadequate when dealing with spatially limited, highly aggregated preys 
(Bochdansky and Bollens, 2004). 

Swarms and schools of zooplankton are a feeding and mating unions, and 
vision is the main channel of communication of crustaceans. In freshwaters, 
the size, shape, and density of schools depend on illumination of water, water 
body type, and meteorological conditions (Butorina, 1986). The optimization 
of successful sexual encounters in copepods is the ultimate driving forces 
behind this segregation of both sexes (Schabetsberger and Jersabek, 2004; 
Nihongi et al., 2004). Food searching and predators avoidance are also bio-
logical forces explaining microscale spatial distribution of rotifers and daph-
nids. Experimental studies showed that swimming behaviour of rotifers at 
microscale extent is dependent of the food environment and nutritive status 
of females. The responses of Brachionus calyciflorus to the presence of food 

(Cowles, 2003). The presence of these thin plankton layers poses a new set 
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consisted of an increased rate of turns and a decreasing swimming speed 
(Charoy, 1995). Video recording of swimming behaviour of Daphnia clones 
in presence of infochemicals (kairomones) excreted by their main inverte-
brate (Chaoborus) and fish (young-of-the-year (YOY) perch (Perca fluviatilis)) 
predators indicated that microscale vertical distribution of Daphnia was 
strongly clone dependent. Some clones respond in a particular trait (swimming 
speed, trajectory length, and vertical distribution) to the presence of Chaoborus 
infochemicals, whereas others react only to Perca infochemicals (Weber and 
Van Noordwijk, 2002). Searching for food or mate also induces zooplankton 
patchiness at microscales in marine systems. For instance, krill have some 
means of detecting and remaining within algal patches using active swimming 
behaviour. Krill density was an order of magnitude higher in algal patches 
and their swimming speed doubled. Sinking bouts were almost entirely 
eliminated inside the algal patch. The ability to detect and remain within 
algal patches must be considered as an explanation of euphausiid small- 
scale patchiness (Price, 1989). In marine copepods, mate finding behaviour is 
mediated by pheromone clouds of female copepods, as seen with three-
dimensional video analysis (Kiørboe et al., 2005; Bagøien and Kiørboe, 2005; 
Kiørboe and Bagøien, 2005). Females produce a short and spatially patchy 
pheromone cloud or trail, which induces males to swarm and adopt a rapid 
zigzag or trail swimming behaviour around the females. 

5. IMPORTANCE OF ABIOTIC AND BIOTIC 
COUPLING FOR MICROBIAL PATCHINESS 
ACROSS THE MULTISCALE CONTINUUM 

In any ecological system, factors that regulate the abundance of species vary 
with spatial scale (Wiens, 1989; Ricklefs, 1990; Levin, 1992). The relative 
importance of abiotic and biotic processes in driving aquatic microbial patchi-
ness may vary across spatial scales and plankton food webs. One of the major 
challenges for the disciplines of oceanography and limnology is to measure 
the relative strength of these processes in natural ecosystems, examine the 
interactions among them, and combine this information in an effort to ex-
plain the multiscale patterns of microorganisms’ distribution, abundance, and 
function. Recent attention to processes driving plankton patchiness stems 
from the likely influence of patchiness on species interaction, the modelling 
of population dynamics and assessment of community function. 

The spatial heterogeneity observed in plankton microbial communities in 
marine and freshwaters has a multiplicity of origins. Two classical models 
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are found in the literature: (1) the environmental abiotic control model, 
where abiotic factors related to hydrodynamics, thermal, and chemical 
conditions of the water column, are deemed responsible for the observed 
spatial patterns of microbial organisms; and (2) the environmental biotic 
control model, where the links among microorganisms in the food web 
(competition and predation) are considered to be the primary factors struc-
turing microbial communities. These models have often been viewed as com-
peting or mutually exclusive hypotheses. However, the hypothesis of multiple 
coupling of abiotic and biotic processes has recently been proposed to better 
explain plankton spatial structures in freshwater and marine systems (Pinel-
Alloul, 1995). Here, we discuss the importance of abiotic and biotic coupling 
for driving patchiness for bacteria, phytoplankton and zooplankton across 
the multiscale continuum in aquatic systems. 

5.1  Bacterioplankton 

Spatial patchiness of microbial organisms (bacteria, picocyanobacteria) in 
marine and freshwater systems results from the environmental variation in 
physical, chemical, and biological factors. Different forcing mechanisms and 
ecological interactions dominated at different spatial scales (Fig. 8-7). Our 
multiscale survey shows that abiotic forces are the major drivers of the 
spatial structuring of bacterial microorganisms at every scale, even on the 
nanoscale extent. Physical advective forcing generated by water circulation, 
major hydrographic and topographic fronts, cyclonic gyres, eddies and up-
wellings, river inflows and tidal currents play a predominant role in shaping 
bacterial community attributes on the mega- and mesoscale extents (Table 8-1). 
This physical forcing constitutes a first step in structuring the abiotic environ-
ment, such as sea temperature, salinity gradients, and nutrient fluxes. Even 
on large-scale extents in freshwaters, variation in bacterial communities 
among lakes and rivers is mainly driven by abiotic processes operating at the 
regional and landscape scales, such as lake and river topography and mor-
phology, trophic gradient, water retention time, water chemistry and nutrients 
(Table 8-2). On coarse-scale and fine-scale extents, water vertical strati-
fication and the associated gradients in light, nutrients, and anoxia within 
lakes control the vertical distribution of bacterioplankton, whereas longi-
tudinal and transversal discontinuities in water residence time, light, and 
nutrients conditions influence bacterial distribution patterns in rivers. Even 
on the microscale extent, abiotic processes associated with the polymeri-
zation of the organic matter gel and the micro-patches of nutrients and 
substrates are the first determinants of bacterial distribution (Table 8-1). 
Secondly, bacteria are also under a biotic control at each spatial scale via the 
coupling between bacterial and phytoplankton communities, which both are 

Spatial Heterogeneity of Planktonic Microbes 253



under bottom-up control by nutrients and organic substrates (Tables 8-1, 8-2). 
The biotic interactions within the microbial food web have strong influence 
on the maintenance of the spatial structuring of microbial plankton in aquatic 
systems, except in rivers and humic lakes where the bacterial/algal coupling 
is weak because allochthonous sources of carbon are more important for 
sustaining bacterial activity than autochthonous sources of carbon. Biotic 
control by top-down factors such as grazing is only important on fine-scale 
extents in stratified lakes where deep bacterial layers offer dense patches of 
resources for mixotrophic algae and zooplankton (Table 8-2). Overall, on the 
largest scale extents, physical and bottom-up forcing (nutrients) shape the 
global distribution of bacterial communities (Li and Harrison, 2001). 
However, at smaller scales in local environments, both bottom-up (nutrients) 
and top-down (bacterivores) processes control bacterial community abun-
dance and diversity (Schafer et al., 2001). However, bacterial abundance 
increases primarily with primary productivity is marine and freshwater 
systems (Gasol and Duarte, 2000; Gasol et al., 2002), and top-down effects 
of bacterivores are, in general, less important than bottom-up effects of 
nutrient and trophic status in determining the overall abundance and diver-
sity of bacteria in aquatic systems (Horner-Devine et al., 2003). Often the 
patterns of patchiness observed in bacterial community at local scales may 
be interpreted as of little ecological importance, and averaged out, especially 
in studies conducted over regional and global scales. However, this fine-
scale and microscale variability will often have an ecological relevance that 
is equivalent to, or greater than, the changes observed at larger scales. For 
instance, microscale intermittency of bacteria and edible algae density will 
have a definite effect on the grazing efficiency and growth and survival of 
planktonic consumers, subsequently influencing the flow of carbon through 
the microbial loop (Azam et al., 1983; Overman et al., 1999). 

5.2 Phytoplankton 

As seen for the bacterioplankton, phytoplankton patchiness in marine and 
freshwater systems is mostly under a strong abiotic control by physical advec-
tive forces and bottom-up processes (Fig. 8-8). However, biotic forcing due 
to phytoplankton specific adaptations to low-light photosynthesis, its mixo-
trophic metabolism, and top-down effects of zooplankton grazing are more 
important forces than for the bacterioplankton. Oceanic circulation and 
fronts, mesoscale eddies and gyres, upwelling and tidal currents, as well as 
freshwater inflows in coastal zones shape the mega-scale and mesoscale 
distribution of surface chlorophyll in oceans (Table 8-1). At coarse-scale 
extents, phytoplankton distribution is generally associated with the salinity 
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Figure 8-7. Generative processes driving bacterioplankton patchiness along the multiscale-
continuum in marine and freshwater systems. 

and nutrients gradients induced by river plumes, retentive gyres and coastal 
currents. Secondly, patchiness patterns in phytoplankton abundance are also 
influenced by in situ algal growth, and zooplankton grazing (Table 8-1). 
Important algal blooms of toxic algae may occur in coastal zones under a 
strong bottom-up forcing by nutrient retention and resuspension of resting 
cysts in retentive gyres when zooplankton grazing is weak (Townsend et al., 
2005). On large-scale extents in lakes, phytoplankton patchiness is mainly 
under abiotic control by landscape factors related to lake topography and 
morphometry, water residence time and chemistry (Table 8-2). Total phos-
phorus is the main factor explaining among-lake variation in chlorophyll 
biomass, although biotic factors such as zooplankton grazing can drive the 
phytoplankton dynamics (Beisner et al., 2003). Physical forcing by wind-
induced circulation, water stability, and inflow of rivers shapes lakewide spa-
tial distribution of phytoplankton. In rivers, large-scale variation in phyto-
plankton biomass is also under abiotic control and related to trophic gradients 
(total phosphorus), river channel discontinuities and water retention time, 
even though biotic factors such as macrophyte development may affect trans-
versal distribution of phytoplankton within rivers (Table 8-2). On fine-scale 
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Figure 8-8. Generative processes driving phytoplankton patchiness along the multiscale-
continuum in marine and freshwater systems. 

extents in marine and freshwater systems, DCM were attributed to the 
effects of both abiotic and biotic factors (Tables 8-1 and 8-2). Strong 
stability of the water column associated to sharp vertical gradients in light, 
temperature, and nutrients are prerequisite conditions for the formation of 

may graze on phytoplankton micro-patches. 

5.3 Zooplankton 

Zooplankton organisms were long considered passive members of patches 
that were the product of large-scale physical processes. In oceans, it was 
stated that the structure of zooplankton assemblages was influenced by local 
 

DCM, whereas phytoplankton metabolic adaptations to low-light environ- 
ment (chlorophyll content, buoyancy, motility, and mixotrophy) and depth-
differential zooplankton grazing are very important biotic factors for the
maintenance and persistence of DCM. As seen for bacterioplankton at micro-
scale extent, abiotic forcing by small-scale turbulence is also of major in- 
fluence for microscale phytoplankton patchiness, even though zooplankton 
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hydrodynamic features, which through their action on surface water tempera-
ture, salinity, stratification, and mixing conditions, lead to spatial differentia-
tion of the phytoplankton and zooplankton communities (physical–biological 
coupling) (Harvey et al., 2001). This prevailing viewpoint has shifted to 
accepting that biological processes also contribute strongly to zooplankton 
patchiness (Folt and Burns, 1999), compared to more passive plankton micro-
organisms (bacterio- and phytoplankton). Physical mechanisms alone proved 
insufficient to explain many spatial patterns found in zooplankton (Wiafe 
and Frid, 1996). In general, the environmental processes that generate and 
maintain the spatial patterns of zooplankton are of two types: (1) physical 
processes mainly generated by climatic and hydrodynamic regimes associated 
with bottom topography, such as currents, eddies, turbulent mixing, internal 
waves, and tidal and regional wind forcing are the dominant drivers of large-
scale distribution patterns, and (2) biological processes due to zooplankton 
behaviour such as DVM, food searching, predator avoidance, swimming 
capability, swarming and mating behaviour are the dominant drivers of fine-
scale distribution patterns. New studies about microscale patchiness (Tiselius, 
1992, 1998) have altered our perception of the behavioural capacity and flexi-
bility of zooplankton. Food search, predation reduction, and reproductive 
facilitation have been proposed as the major benefits of aggregation at fine 
and microscales (Ritz, 1994). Overall, all physical and biological processes 
take place at preferential spatial scales, and their relative importance for 

(Avois-Jacquet, 2002). 
Our multiscale survey supports the multiple control of zooplankton patchi-

ness by biotic and abiotic forces in marine and freshwater systems (Fig. 8-9). 
Compared to generally passive members of planktonic communities (bacteria 
and algae), zooplankton is the community for which biotic factors have  
a greater contribution to spatial patchiness than abiotic factors, at least for 
scale of extent of <100 km (Tables 8-1 and 8-2). In oceans and estuaries, 
physical forcing by water circulation patterns is still the major force, al-
though bottom-up coupling with primary producers, plankton diel migration, 
and food-web interactions have important contributions for structuring 
zooplankton patchiness. In lakes, local and regional processes interact to 
influence the composition of zooplankton communities in lacustrine habitats 
at large-scale in landscapes. At local sites, biotic and abiotic factors shown 
to correlate with patterns of zooplankton distribution include lake trophic 
gradient as expressed by TP concentration, water transparency, and acidity, 

 
cesses include landscape position of lakes, colonization history, and dispersal 
chemistry, and predator assemblages (Table 8-2). Regional-scale pro-

controlling zooplankton patchiness is scale-, species- and size-dependent 
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mechanisms, which will influence large-scale trends in zooplankton distri-
bution (Cottenie et al., 2003). Besides among-lake spatial variation at regional 
scale, factors operating at local scale within lakes, such as spatial hetero-
geneity among limnetic strata, including local effects of vertical gradients in 
light, oxygen, and nutrients, and species migratory behaviour and habitat 
preference can exert an important influence on zooplankton community 
patchiness. While zooplankton biomass is predictable at regional scale from 
lake trophic gradient, the size structure of zooplankton communities is inde-
pendent of lake trophic gradient but changed art local scale in relation to fish 
and invertebrate predation pressure (Masson et al., 2004; Masson and Pinel-
Alloul, 1998). Overall, studies on zooplankton DVM patterns in lakes sup-
port the model of multiple driving force of spatial patchiness of zooplankton 
at coarse and fine scales. Ecological plasticity in crustacean DVM and feeding 
patterns results from interactive effects of multiple abiotic and biotic forces. 
Bottom-up control by food resources and top-down control by fish predators 
govern zooplankton DVM and DHM in both marine and freshwater systems. 
The model suggests an endogenous control of zooplankton migration beha-
viour by the relative change in light intensity at dusk and dawn, and an exo-
genous control by the selective predation by fish or invertebrates. Other 
factors such as food resources, water transparency, and vertical gradients in 
temperature and oxygen also regulate migration patterns. Food distribution 
and temperature vertical profiles modulate the actual depth at which the 
animals stop migrating, whereas fish and UVR likely determine the timing 
of migration and its synchronization with rapid light changes at dawn and 
dusk. The most complex model of interactions between abiotic and biotic 
factors for the control of marine copepod DVM has been presented recently 
by Thorisson (2006). It also gives strong support to the multiple forces 
hypothesis and proposes that both physical (light avoidance) and biological 
(active food searching, buoyancy) mechanisms explain the diel and seasonal 
vertical migrations of herbivorous copepods in boreal and polar waters. 
Light avoidance is assumed to operate solely while the copepods are satiated 
and stayed below the euphotic zone to avoid visual predators hunting in 
surface waters. Hungry copepods are assumed to react to food smell from 
algae-rich surface waters by increased upward swimming, whereas satiated 
copepods maintain low activity and remain in deep zones. High-lipid content 
can also affect buoyancy of the copepods during the periods of egg pro-
duction and lipid storage associated to algal blooms at spring, autumn and 
late winter. Finally, microscale distribution of marine and freshwater zooplank-
ton is totally governed by biotic factors related to food- or mate-searching 
behaviour (Tables 8-1 and 8-2). Overall, spatial patchiness of zooplankton 
 
 
microorganisms which possess important dispersal and chemoreception 
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Figure 8-9. Generative processes driving zooplankton patchiness along the multiscale-
continuum in marine and freshwater systems. 

capacities is governed more by biotic than abiotic processes at regional 
(dispersal, colonization) and local (habitat preference, food searching, mate-
searching) scales. Abiotic factors appear prevalent only on very large-scale 
extent of several hundreds or thousands of kilometres (mega- and meso-
scales in oceans) because zooplankton distribution is closely linked to algal 
food resources which spatial distribution is governed by physical forcing. 

6. ADVANCED SAMPLING AND ANALYTICAL 
TECHNOLOGIES 

Historically, the study of spatial distribution of microorganisms in aquatic 
systems has always relied on advances in technology for the simultaneous 
sampling and measurements of the organisms’ distribution and their imme-
diate environment. This challenging adventure has seen its first day in the 
early 1930s when Alistar Hardy designed and built the first mark of the 
CPR, coinciding with the launch of the most ambitious plankton survey in 
the history of aquatic sciences (Hardy, 1935; Hardy, 1939). After 70 years 
since the first trial, the CPR survey collected samples from over 5 million 
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nautical miles resulting in the largest database of plankton distribution in the 
world (Reid et al., 2003). While the CPR survey experienced throughout 
these years a large variety of ships and consequently towing speeds, the 
machine itself remains relatively unchanged in comparison to the original 
prototype (Batten et al., 2003b). In the meantime, technology continued to 
evolve and various sensors designed to measure physical, chemical, and bio-
logical variables were fitted onto the CPR as they became available resulting 
in a whole series of sister instruments such as flowmeters and sensors for 
measuring temperature, conductivity, depth, radiant energy, chlorophyll fluore-
scence, and trubidity (Reid et al., 2003; Brande et al., 2003). In this sense, 
the CPR could be considered a precursor to today’s seagliders which are 
long-range autonomous underwater vehicles fitted with a series of sensors, 
capable of gliding through thousands of kilometres of seawater (Eriksen  
et al., 2001; Rudnick et al., 2004). Wireless technology allows the instrument 
to keep in touch with a land base taking instructions and sending data on a 
near real time fashion (Eriksen et al., 2001). In this section, we will review 
some of the emerging technologies currently applied in aquatic systems for 
the study of plankton patchiness. We will also discuss the future directions 
and how various technologies could be combined and also supported by 
advanced numerical models to better describe plankton patchiness and the 
driving forces behind it. A special focus of this review is to examine how the 
various technologies used in the study of the distribution of microorganism 
in water can successfully resolve the relevant spatial scales across the 
continuum. 

6.1 Continuous Plankton Recorder used in large-scale 
marine and freshwater surveys 

CPR could certainly be considered more than a sampling apparatus, but 
rather a concept which was motivated by Hardy’s strong belief that by sampl-
ing fixed stations, which are miles apart, investigators may not be able to 
describe the true distributions of planktonic organisms. As he wrote in one 
of the earliest description of CPR, published as an appendix in Kemp (1926), 
“at one point one may strike a swarm of Copepods, or between two others 
miss an important zone of Diatoms”. This demonstrates one of the earliest 
awareness that the uneven distribution of plankton in the ocean was the rule 
rather than the exception as it was commonly believed. The first deployment 
of the CPR started an era of investigation and documentation of plankton 
patchiness at ocean-basin scale which lasted for decades (Reid et al., 2003). 
Detailed descriptions of CPR and other comparable instruments such as the 
Longhurst–Hardy Plankton Recorder (LHPR), the Fast Continuous Plankton 
Recorder (FCPR), and the Undulating Oceanographic Recorder (UOR) could 

Chapter 8260



be found in the abundant literature that originated from what is now called 
the Sir Alister Hardy Foundation for Ocean Science (Longhurst and William, 
1976; Aiken, 1981; Warner and Hays, 1994), and especially in a recent issue 
of Progress in Oceanography (e.g., Batten et al., 2003b; Reid et al., 2003; 
Richardson et al., 2004). For the purpose of this review we will focus only 
on some aspects of the technology in the context of the spatial distribution of 
plankton organisms in aquatic systems. 

While CPR first mark was limited to the collection of planktonic 
organisms of a certain size (mesh size ~270 µm), later versions of CPR such 
as CPER were equipped with a suite of sensors designed to measure a 
number of physical and chemical variables such as sea temperature and 
conductivity, depth, PAR, and phytoplankton colour and chlorophyll fluore-
scence (Table 8-3). CPRs were designed to operate in towing mode and were 
typically towed behind volunteer commercial vessels also known as ship of 
opportunity. The CPRs were towed at a subsurface depth of ~10 m and 
collected planktonic samples continuously for about 800 km in a typical 
sample length (Batten et al., 2003a). This sampling regime has allowed the 
collection of about 4 millions of nautical miles from which 190,000 samples 
were analysed for phytoplankton color index (PCI) and zooplankton abund-
ance representing a sampling rate of, roughly, a sample point per ~40 km 
(Reid et al., 2003). The speed of the silk advancement through the mechanism 
can be adjusted reaching sometime a spatial resolution of a sample per ~20 
km (Richardson et al., 2006). Section of the silk band equivalent to a given 
mileage (between 20 and 40 km) is typically cut and PCI visually assessed. 
The sample is then taxonomically analysed for phytoplankton and zoo-
plankton species, usually to the species level (Richardson et al., 2006). The 
abundances are then expressed in cubic metres of what would be interpreted 
as an integrated sample in a running average fashion over the distance of the 
sample, typically hundreds of nautical miles. The analyses of the continuous 
samples generates a set of semiquantitative estimates of large zooplankton 
species, which have been shown to consistently underestimate absolute abun-
dances (Richardson et al., 2004, 2006). CPR surveys suffer some caveats 
due to under-sampling of some fast-moving and delicate components of the 
zooplankton (Hunt and Hosie, 2003) and to decreasing volume of filtered 
water with increasing speed of ships (Jonas et al., 2004). However, many of 
these issues of consistency and comparability with other plankton samplers 
have been investigated throughout the decades of the CPR survey and 
corrected with calibration factors (Batten et al., 2003a; Richardson et al., 
2004). CPR surveys provide pan-oceanic data on geographic distribution, 
species composition, seasonal cycles of abundance, and long-term changes 
during the last 70 years on zooplankton populations in the North Atlantic 
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ocean (Beare et al., 2003), the Southern Ocean (Hunt and Hosie, 2005), and 
the North Sea (Vezzulli and Reid, 2003). CPR data was used successfully to 
resolve spatial and temporal variability at the scale sufficient to address 
ocean basin issues such as algal blooms and eutrophication, plankton bio-
diversity and invasion, fisheries management, climate and hydrographic 
changes (Brander et al., 2003; Richardson and Schoeman, 2004; Leterme 
et al., 2005). 

In freshwaters, a light prototype of the oceanographic CPR (2.22 m long 
with a frame diameter of 0.46 m, a mouth area of 0.024 m2, and a net bag 
1.17 m long with a 0.51 m long filter net of 200 µm mesh size) equipped 
with a digital flow meter, and temperature and pressure probes was used to 
assess vertical and horizontal distribution of crustacean zooplankton, and its 
driving forces in a large alpine lake (Masson et al., 2001). This study was a 
first attempt at coupling high-frequency zooplankton recording and hydro-
acoustic fish survey to assess simultaneously the large-scale distribution 
patterns of YOY fish and their zooplankton prey over a diel cycle (day, 
dusk, and night sampling). It showed that spatio-temporal distribution of 
crustaceans was shaped by predation loss to YOY perch and by antipredator 
behaviour (DVM, DHM) of zooplankton. 

6.2 Remote sensing imagery used on large-scale surveys 
in marine and freshwater systems 

Remote sensing imagery analysis with satellite or airbone-calibrated multi-
spectral scanners has been widely used since several decades for the quanti-
tative detection of the spatial distribution of Chl-a in aquatic systems. In 
oceans, the dynamics and spatial patterns of sea temperature, ocean colour, 
phytoplankton distribution, and associated changes in taxa (diatoms versus 
mixed algae) can be revealed by remote sensing at megascale extent (Platt 
et al., 2005). Recently, the successful launch of the ocean colour program 
Sea-Viewing Wide Field-of-View (SeaWiFS) by NASA in 1997 coincided 
with the start of a new and unprecedented era for the study of phytoplankton 
patchiness in oceans at the global scale (Lavender and Groom, 1999; Hooker 
and McClain, 2000; Werdell and Bailey, 2005). The images produced through 
SeaWiFS program became quickly very popular among the oceanographic 
communities and their use in the study of mesoscale oceanographic features 
is now part of everyday routine in oceanographic institutions. In the last 10 
years, SeaWiFS data have been used in a large number of studies ranging 
from the description of oceanographic features such as large-scale algal 
blooms (Lin et al., 2003; Tang et al., 2003; Tomlinson et al., 2004; Zeichen 
and Robinson, 2004; Perez et al., 2005; Hu et al., 2005) to very detailed 
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process-based studies of iron-induced phytoplankton blooms in combination 
with in situ experiments (Abraham et al., 2000; Boyd et al., 2004). The 
objective of the program were to record a 5-year period of high resolution 
and calibrated ocean colour data and to make it available to the oceano-
graphic community to aid in the understanding of the ocean biological 
productivity at the global scale (Hooker and McClain, 2000; Ruddick et al., 
2000). SeaWiFS provides global coverage every 2 days of ocean surface 
colour reflectance of visible light which is processed through a data pro-
cessing system SeaAPS (Lavender and Groom, 1999) and converted into 
layers of equivalent surface chlorophyll concentrations in milligram per cubic 
metre. SeaWiFS data appear in a variety of ways in more than 600 publi-
cations dealing with various aspects of the ocean. The data collected since 
the start of the program have contributed to the understanding of the temporal

December 23, 2004 will still be available to the scientific communities as 
announced by NASA. Other global programs (NASA’s New Millenium 
Program (NMP)) will be implemented as a replacement of SeaWiFS and 
would include NASA’s Earth Observing Satellite (EOS), Moderate Resolution 
Imaging Spectroradiometer (MODIS), and the European Medium Resolution 
Imaging Spectrometer (MERIS) among others (Hooker and McClain, 2000). 
The first hyperspectral sensor in space (Hyperion and Advanced Land 
Imager (ALI)) has sufficient spectral resolution (30 m) to enable mapping 
from space the phycocyanin and phycoerythrin pigments of cyanobacterial 
blooms in complexe estuarine and coastal systems (Kutser, 2004), and 
colored dissolved organic matter (CDOM) in lake ecosystems (Kutser et al., 
2005). 

Airbone remote sensing using the calibrated airborne multispectral 
scanner (CAMS) or the airborne imaging spectrophotometer for applications 
(AISA) were also used in freshwater systems to evaluate and monitor lake 
water quality at the scale of landscapes. It performs well in retrieving water 
quality variables (total suspended solids, turbidity, Secchi transparency, and 
absorption coefficient of aquatic dissolved organic mater, Chl-a and phaeo-
phytin a) in various lake ecosystems (Kallio et al., 2001) and wetlands (Cózar 
et al., 2005). 

 
 
 
 

the functioning of ocean processes. The data collection with SeaWiFS came 
to an end in 2004, but all the data collected between August 1, 1997 and 

and spatial dynamics of large-scale patchiness and their implications in
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Table 8-3. New technologies applied to assess microbial patchiness at multiple scales for the 
bacterioplankton, phytoplankton, and zooplankton communities in marine and freshwater
systems. 
Technology 
 

Variable 
measured/sampled 

Spatial 
scale 

Depth 
range (m) 

Data processing 

Flow cytometry 
(FCM
Airborne remote 
sensing (CAMS, 
AISA) 
 Ocean colour 
(SeaWiFS) 

Bacteria 

Chl-a
 

  Chl-a 

Macro to 
small 
Large to 
small   

Macro to 
global 

subsurface 

Surface 
 
  
surface 

Sample processinga 

Multispectral scanner 
imaging spectro 
photometerb–d  
Extensive data  
processing and 
calibration 
(SeaAPS)b–d 

Fluorescence 
 

Chl-a Micro to 
small  

0–200 Processing and 
calibratione,f 

Spectrofluorescence Chl-a + other 
pigments 

Micro to 
small 

0–100 Dedicated softwareg,h 

Continuous 
Plankton Recorder 
(CPR) 

Plankton Small to 
meso 

0–10 Sample processingi,j 

Continuous 
Plankton and 
Environmental 
Recorder (CPER)  

Plankton, Chl-a, 
T, Cond., PAR, 
depth 

Small to 
meso 

0–10 Sample processingi,k 

Longhurst–Hardy 
plankton recorder 
(LHPR) 

Plankton Small to 
meso 

0–10 Sample Processingi,l 

Fast Continuous 
Plankton Recorder 
(FCPR) 

Plankton Small to 
meso 

0–10 Sample processingi,k 

Undulating 
oceanographic 
recorder (UOR) 

Plankton, Chl-a, 
T, Cond., PAR, 
depth 

Small to 
meso 

0–120 Sample processingi,k 

Bioacoustic 
techniques 
 Video plankton 
recorder (VPR) 

Zooplankton 
 
 Plankton 

Large to 
meso 
 Micro 

0–120 
 
 0–130 

Dedicated softwarel–r 

 
Dedicated software 

Digital in-line 
holographic 
microscopy 
(DIHM) 

Plankton and 
bacteria size and 
tracks 

Micro 0–15 
(prototype) 

Numerical 
reconstruction 
algorithms  

Optical plankton 
counter (OPC) 

Particle size Micro to 
meso 

0–1000 Dedicated softwaret 

 
 
 

 

 
 
 

 

 
 
 

 

 
 
 

 

continued 
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Technology 
 

Variable 
measured/sampled 

Spatial 
scale 

Depth 
range (m) 

Data processing 

Laser optical 
plankton counter 
(LOPC) 

Particle size and 
shape 

Micro to 
meso 

0–660 Dedicated softwareu 

Long-range 
autonomous 
underwater 
vehicle: seaglider 

Chl-a, T, Cond., 
PAR, depth 

Micro to 
macro 

0–200 Dedicated software; 
near real-time 
wireless 
transmissionv 

aDucklow (2000); bKallio et al. (2001); cCózar et al. (2005); dHooker and McClain (2000); 
eLorenzen (1966); fBerman (1972); gBeutler et al. (2002); hGhadouani and Smith (2005); 
iReid et al. (2003); jHardy (1936), (1939); kAiken (1981); lLonghurst and William (1976); 
mMegard et al. (1977); nHembre and Megard (2003); oLorke et al. (2004); pMair et al. (2005); 
qSutor et al. (2005); rDavis et al. (2005); sGarcia-Sucerquia et al. (2006); tHerman (1988), 
(1992); uHerman et al. (2004); vEriksen et al. (2001) 

6.3 Flow cytometry, fluorometry, and spectrofluorometry 
used on small-scale surveys in marine  
and freshwater systems 

Sampling strategies and analysis have been developed to get an accurate 
estimation of microbial processes not only at large scales but also at small 
scales. Indeed it has been recognized for several years that large volume 
samples may lead to underestimates of productivity due to the inadequate 
sampling of discrete microzones of plankton patchiness, and that even if one 
is interested in large-scale patterns and processes, samples should be taken 
at smaller intervals or distances, otherwise a misleading picture may be 
obtained. The ability to collect and process small samples is critical for 
monitoring microbial populations in spatially heterogeneous and temporally 
dynamic systems such as coastal oceans, lakes, and rivers. The understanding 
of microbial dynamics at small scales is vital not only to understand and 
model the ecology of aquatic microorganisms but for understanding the func-
tioning and phenomenology of entire aquatic ecosystems (Seymour et al., 
2005). 

With the development of sensitive optics, practical laser systems, and 
higher fluorescence with blue-light-excited cyanine dyes and DNA staining, 
the flow cytometric detection and enumeration of bacteria is becoming an 
attractive alternative to epifluorescence microscopy for assessing small-scale 
spatial variation of bacterial communities in marine and freshwater systems 
(Ducklow, 2000; Gasol and del Giorgio, 2000; Jochem, 2001; Legendre et al., 
2001). Discrete subpopulations of heterotrophic bacteria can be identified 
according to variations in green fluorescence and side scatter while auto-
trophic picocyanobacteria (Synechococcus) can be clearly defined according 
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to higher levels of orange and red fluorescence. FCM technology was used 
to describe spatial heterogeneity and temporal dynamics of coastal plank-
tonic microbial community using 10 s (microscale) or 30 min (small-scale) 
sampling intervals. New sampling techniques were recently developed to 
assess micro- and nanoscale patchiness of bacteria. In oceans, a new pneu-
matically sampling device allows to collect water samples with a 4.5 mm 
resolution (Seymour et al., 2000, 2005). In freshwaters, a sampling method 
using rapid freezing of small samples of water (Spatial information pre-
servation method (SIP)) enable to demonstrate that plankton patchiness 
exists on scales of tens to hundreds of micrometres (Krembs et al., 1998a, b). 
Futhermore, novel molecular tools such as genetic fingerprinting with a high 
degree of phylogenetic resolution (automated ribosomal intergenic spacer 
analysis (ARISA), 5′ nuclease assays) were applied for estimating the 
relative spatial diversity in the expression of functionally important genes 
that may serve as proxy of metabolic activities of bacteria in marine and 
freshwater ecosystems (Fisher and Triplett, 1999; Suzuki et al., 2001; 
Yannarell and Triplett, 2004). Bacterial operational taxonomic units (OTUs) 
generated can be used as a surrogate of predominant biodiversity units 
(Horner-Devine et al., 2003; Reche et al., 2005). Recently, it has been shown 
that the combination of analytical flow cytometry (AFC) and denaturing 
gradient gel electrophoresis (DGGE) gives much more information about the 
diversity and dynamics of microbial communities (virus, bacteria, and 
phytoplankton) than either method on its own (Goddard et al., 2005). 

During the past decades, underwater equipments for in situ investigations 
of the distribution of chlorophyll fluorescence in aquatic systems have been 
developed based on applications of fluorometric and spectrofluorometric 
technologies (Grunwald and Kühl, 2004). The phenomenon of chlorophyll 
fluorescence was discovered back in the mid-nineteenth century, however, it 
is until a century later that its use to quantify phytoplankton and photosyn-
thetic bacteria in aquatic systems was attempted (Lorenzen, 1966). Lorenzen 
used a modified model III turner fluorometer to produce a very tight 
relationship between fluorescence and chlorophyll concentrations. This method 
was presented as suitable for continuous measurement of chlorophyll along a 
ship route where water was regularly pumped through and its in vivo 
fluorescence measured on board. It is not too long after Lorenzen’s paper 
that Strickland (1968) published a short note drawing attention to the 
technical problems which caused non-linearity in the relationship between 
chlorophyll and in vivo fluorescence. Other pitfalls of the method have since 
been pointed out and are now known to all the limnological and oceano-
graphic communities (Kruskopf and Flynn, 2006). It is now well accepted 
that the interpretation and the use of in vivo fluorescence must undergo a 
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series of calibrations especially when it is used a proxy for biomass of photo-
synthetic organisms. However, the use of in vivo fluorescence in limnological 
and oceanographical investigations is now considered as routine as the use of 
Secchi disk measurement. This popularity was probably aided by the arrival 
of the first underwater fluorometers which allowed high-resolution measure-
ment of in vivo fluorescence and very detailed description of vertical and 
horizontal distribution of chlorophyll (Wolk et al., 2001). With the recent 
advances in sensor technology, fluorescence sensors are now one of many 
sensors available as options to add to a wide variety of commercially avail-
able multiprobe instruments. Despite the known problems, in vivo fluore-
scence presents a number of advantages that makes it very useful in the 
study of plankton patchiness especially when it is combined with the other 
direct measurement such as algal counts. One of these features is certainly 
the ability of this technique to provide high-resolution measurements (~10 cm) 
and its strong correlation with measurement derived from more traditional 
techniques (Wolk et al., 2001). 

Recently, spectrofluorescence techniques have been introduced and are 
believed to have resolved some of the common problem with what we can 
call now traditional in vivo fluorescence. The main difference is the ability to 
measure fluorescence at a number of wavelengths as opposed to usual 660 nm 
used by the common submersible fluorometers. Another important feature is 
the extensive calibration which resulted in the development of an algorithm 
capable of distinguishing between a number of algal groups based on their 
specific spectral signature (Beutler et al., 2002). Essentially, this instrument 
measures Chl-a fluorescence after a 0.1 ms excitation by 5 light-emitting 
diodes (450, 525, 570, 590, and 610 nm). The fluorescence is then trans-
formed through an algorithm and total biomass of phytoplankton expressed 
in equivalent microgram Chl-a L–1. It is possible to distinguish up to four 
spectral algal groups based on their distinct fluorescence patterns following 
the multiwavelength excitation, which are determined by the composition of 
their antenna pigments contained in the light harvesting complex of photo-
system II (Dau, 1994; Beutler et al., 2003). The green group corresponds to 
phytoplankton species containing Chl-a, b, and xanthophylls, mainly chloro-
phytes and euglenophytes in freshwater lakes. The cyanobacteria group 
includes all those cyanobacteria (usually the majority) with phycocyanin as 
the main phycobilin pigment. The diatom group contains algae with Chl-a, c, 
and xanthophylls (i.e., fucoxanthin or peridinin), which in freshwater plank-
ton are mainly diatoms, chrysophytes, and dinoflagellates. The mixed group, 
usually dominated by cryptophytes and some phycoerythrin-containing 
cyanobacterial species, has a combination of Chl-a, c, and phycoerythrin as 
the dominant phycobilin pigment (Beutler et al., 2003). The biomass of each 
 

Spatial Heterogeneity of Planktonic Microbes 267



of these groups is given in equivalent microgram Chl-a L–1. However, phyto-
plankton group taxonomic reference should not be taken literally but rather 
as a fluorescence spectral designation as defined in Beutler et al. (2003).  
A research team from the Max Planck Institute (Plön, Germany) used several 
algal species representative of each algal group to produce a set of finger-
prints used to capture the signature of each algal group (Beutler et al., 2002, 
2003). This calibration procedure resulted in the generation of algorithm for 
each spectral group which are made available with the instrument and used 
in conjunction with a dedicated software (FluoroProbe 1.62). The fluoro-
probe is also equipped with depth-pressure probe and a thermistor for measur-
ing temperature with an accuracy of 0.05°C according to the manufacturer. 
While the application of this new technology to aquatic systems is still in its 
infancy, its early validations have demonstrated a great potential (Leboulanger 
et al., 2002; Ghadouani and Smith, 2005). 

6.4 Acoustic, optical, and non-optical imaging 
techniques used at coarse and small scales 

Bioacoustic techniques are commonly used in fisheries to detect large 
schools of fish; however, it is only since a decade that this technology has 
been successfully used to detect patches of smaller organisms such as zoo-
plankton and large colonies of phytoplankton (Greene et al., 1998). It was 
shown that high-frequency (192 kHz) sonar systems could be used to detect 
patches formed by small zooplankton organisms measuring approximately 
1 mm (Megard et al., 1997). Recently, this method was successfully used to 
study the distribution of daphnids in a small lake (Hembre and Megard, 
2003). This technology can provide valuable information on the size and 
shape of patches and their temporal and spatial variability (Hembre and 
Megard, 2003); however, little information is provided on the actual com-
position of the patches. It is therefore necessary to complement the data by 
direct measurements such as net hauls. The composition of the patches have 
been successfully verified to be the target species (i.e., Daphnia) in most of 
the published studies (Megard et al., 1997; Hembre and Megard, 2003); 
however, this technology would require extensive on-site validation as the 
composition of plankton and non-plankton particles varies significantly from 
one system to the other, especially in high detritus environments. The use of 
multifrequency (38, 120, 200, and 420 kHz) acoustic technology in studies 
of zooplankton patchiness is now commonplace, and allows to describe fine-
scale spatial distribution of small copepods as well as larger zooplankters 
such as Mysis relicta, Chaoborus, euphausiids, chaetognaths, and polychaetes 
(Gal et al., 1999; Lorke et al., 2004; Mair et al., 2005; Sutor et al., 2005). 
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The Optical Plankton Counter (OPC) is a novel technology designed 
firstly to assess zooplankton distribution in oceans (Herman, 1988), and later 
applied in limnology (Stockwell and Sprules, 1995; Sprules et al., 1998). 
The laboratory version OPC-1L (Focal Technologies, Halifax, Nova Scotia, 
Canada) was designed in the late 1980s with the aim to electronically count 
biological particles of a certain size based on the Coulter principle (Herman, 
1988). It was shown that the OPC was able to detect most of the small and 
large zooplankton ranging in size from 250 µm up to 5 mm in equivalent 
spherical diameter (ESD) (Herman, 1992; Wieland et al., 1997). There 
was a general good agreement between the estimates of zooplankton abun-
dance or biomass based on OPC analysis and those based on other sampl-
ing systems (LHPR or cantilever net plankton) and analytical methods 
(taxonomic-derived biomass using microscope counting and organic bio-
mass of fractionated seston) despite the variability in zooplankton shape and 
composition among aquatic systems and the presence of interfering algal 
particles (Grant et al., 2000; Woodd-Walker et al., 2000; Baumgartner, 
2003; Patoine et al., 2006). The measurements were found to be accurate 
even in water with high proportion of detritus (Zhang et al., 2000). The OPC 
has the ability not only to count the particles but also to provide information 
about the size of each particle (Herman, 1992) and the size distribution  
of crustacean zooplankton communites in oceanic and lacustrine systems 
(Beaulieu et al., 1999; Patoine et al. 2002). Overall, the OPC provides a 
potentially useful tool to monitor zooplankton size structure and biomass 
over large spatial scales in oceans (Edvardsen et al., 2002; Nogueira et al., 
2004) and lake ecosystems (Sprules et al. 1998; Patoine et al., 2002, 2006). 
However, the effectiveness of the OPC to estimate zooplankton biomass 
depends of rigourous calibration studies and applications of specific ellipse 
models to convert ESD data of OPC into biovolume based on zooplankton 
shape and composition (cladoceran versus copepod dominance) (Mustard 
and Anderson, 2005; Patoine et al., 2006). The underwater version of the 
OPC (OPC-1T and OPC-2T) mounted on a towned vehicle along with a 

zooplankton distribution at a fine temporal and spatial resolution and the 
environmental heterogeneity in oceans (Herman et al., 1993) and large lakes 
(Stockwell and Sprules, 1995). The last generation of OPC uses a laser beam 
and is consequently called Laser-OPC or LOPC (Herman et al., 2004). This 
new instrument is meant to address some of the technical issues encountered 
in the use of OPC. LOPC operates with a significant advance relative to 
previous models that is its ability to provide more detailed information about 
the shape of the particles which reflect the light beam. The feature opens 
new perspectives for its use in aquatic systems as it could allow some level 

the ability to perform a large number of in situ measurements of both the 
fluorometer and sensors unit for conductivity, temperature, and depth has 

Spatial Heterogeneity of Planktonic Microbes 269



of fast taxonomical resolution in combination with an image analysis system 
equipped with a shape recognition algorithm. While providing useful infor-
mation at similar spatial scale, bioacoustics, OPC, and LOPC technologies 
still require extensive calibration effort by means of a more direct obser-
vation technique. 

Advances in high-resolution video technology during the last decade 
could provide a valuable support to bioacoustics or OPC methods as it would 
help determine the composition of the counted particles and provide near 

video recording of zooplankton and fish larvae (Bergström et al., 1992; Lenz 
et al., 1995; Tiselius, 1998), digital imagery for the study of mesozooplankton 
distribution at sea in real time has been successfully applied. The newly 
developed fast-two digital video plankton recorder (VPR) systems mounted 
on towed platform could prove useful in combination with these tech-
nologies (Davis et al., 2004; Davis et al., 2005). It allows automatically 
identifying and classifying plankton to major taxa and some dominant 
species while determining their spatial distribution in real time. The results 
of the first deployment of this new VPR are described in details in Davis  
et al. (2005). 

6.5 Emerging technologies and future directions 

It is clear that new technology has always been at the forefront of investi-
gations of the spatial distribution of microorganisms in aquatic systems, 
starting from the smallest bacteria and up to the largest zooplankton species. 
Table 8-3 presents a selection of instrumentation used in these investigations. 
While the list is not exhaustive it clearly shows that with few exceptions, 
every technique only addressed a narrow range of the much wider spatial 
domain which act as a host of various expression of spatial distribution and 
patchiness. It is clear that it is not possible to address a continuum of spatial 
scales when the investigation is limited to the use one or two techniques, 
which is usually the case. One of the challenges facing the exciting field of 
research is to widen the perspective of the investigation by addressing a 
continuum of scale while assessing the spatial heterogeneity in both the 
microbial organisms and their environment. A much broader perspective 
along a continuum of scale is needed to this research to be able to unravel 
the driving forces of spatial patchiness. As stated by Simon A. Levin (1992) 
in his seminal address to the Ecological Society of America, there is no 
single natural scale at which ecological phenomena, especially patchiness, 
should be studied. The key to a better understanding of patchiness and  
its driving forces is obviously dependent on how well we know how 

real-time validation of the data, especially when these instruments are de- 
ployed from ship on long-range cruises. Since the first development of 
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information is passed from one scale to the other (Levin, 1992), as most  
of what we observe at a given scale is only an expression of processes 
operating at a continuum of smaller scales. Any significant development in 
our understanding of this phenomenon will have to be guided by our ability 
to perform simultaneously high-resolution measurement of the physics, the 
chemistry, and the biology along a continuum spatial and temporal scale. 
This means that we need to combine some of the currently available tech-
nologies in a way that would guarantee some coherence between the data 
collected. Limnology and oceanography have developed a critical dependency 
on new instrumentation, which is able to collect a number of variables that 
are transmitted by satellite in real time in some cases and near real time in 
most of the cases. It is to be noted that the variables measured are more often 
physical and chemical variables while the biology is yet to catch up in this 
area. 

Legendre et al. (2001) present a new perspective where the application of 
FCM could help advancing our ability to collect biological data at similar 
resolution as the physical data. It is expected that FCM and other cytometric 
approaches will improve the abibility of biological oceanography and limno-
logy to address the major environment challenges in aquatic systems. More-
over, the new advancement in spectroflurorometry and optical plankton 
counting would have the potential to increase our ability to collect the 
required biological data to address patchiness questions. These instruments 
are becoming smaller in size and their mounting on moored buoys, drifter 
floats, or even long-range gliders is possible in the near future. This would 
allow us to collect biological data able to provide taxonomical information 
directly and without direct observation. In situ optics and hydrographic 
devices such as high-resolution bio-optical sensor capable of resolving centi-
metre scales of fluorescence, temperature, turbidity, and light irradiance are 
crucial for measuring microbial patchiness and determining their generative 
processes. Recently, automated underwater vehicle (AUV) equipped with a 
series of bio-optical sensors and a submersible microscope with hologram-
metry and digital imaging technologies are under development for detecting 
microorganisms’ distribution in waters without chemical treatment and was 
used for detecting the three-dimensional distribution of freshwater algal red 
tide (Ishikawa et al., 2005). The high-resolution sensor mounted on a free-fall 
profiler “Turbulence Ocean Microstructure Acquisition Profiler” (TurboMAP) 
is specifically designed to record simultaneously biological and physical pro-
perties of marine water column, i.e., shear, velocity, temperature, conductivity, 

Image Particle Profiling and Evaluation Recorder (SIPPER) coupled with an 
OPC in a towed platform served to describe spatial variation in the abundance, 
 

in vivo fluorescence and turbidity (Wolk et al., 2002, 2003). The Shadowed 
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biomass, taxonomic composition, and size distribution of marine meso-
plankton (Remsen et al., 2004). The most novel technology of digital in-line 
holographic microscopy (DIHM) was developed recently as a new tools that 
allows real three-dimensional observation and four-dimensional tracking of 
aquatic microorganisms as small as bacteria, protists, and rotifers (Garcia-
Sucerquia et al., 2006). 

7. STATISTICAL METHODS TO ASSESS 

HETEROGENEITY 

The spatial heterogeneity of plankton distribution rose acute methodological 

Statistical methods of spatial analysis (descriptive or inferential) have been 
under development since the 1980s and have offered many approaches to 
demonstrate the existence of spatial structures, describe and map the spatial 
patterns, and analyse the influence of environmental abiotic and biotic factors 
(Legendre and Fortin, 1989; Legendre and Legendre, 1998). Starting around 
two decades ago, various statistical methods are widely used by oceano-
graphers and limnologists to describe spatial patterns of biological data and 
model their environmental control (Table 8-4). They include: (1) univariate 
spatial correlograms and multivariate Mantel correlograms, (2) geostatistical 
methods such as univariate variogram and multivariate clustering with spatial 
contiguity constraint, and methods of kriging for mapping spatial distribu-
tion patterns, (3) multivariate analysis as principal component analysis, cluster 
analysis, indicator value method, and non-metric multidimensional scaling 
(MDS), (4) spectral analysis and multifractal analysis, and (5) variance par-
tioning and canonical analysis which include space as an explanatory vari-
able for modelling the effects of environmental and spatial factors and 
their interactions. Multiscaling approaches such as spectral analysis, wavelet 
analysis, multifractal analysis, and principal coordinates of neighbour matrices 
were recently developed to assess spatial patchiness across multiple scales 
(Seuront et al., 1999; Borcard et al. 2004; Franks, 2005; Keitt and Urban, 
2005). 

Here, we review these statistical methods and present how they were 
used to describe and model spatial patterns of aquatic microorganisms. How-
ever, no mathematical information is given, and readers must refer to specia-
lized books (Legendre and Legendre, 1998). Recently, Dungan et al. (2002), 
Dale et al. (2002), and Perry et al. (2002) presented a balanced view of 
 

AND MODEL MICROBIAL FUNCTIONAL 

problems in quantitative ecology since two decades (Angeli et al., 2006). 
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scale in spatial statistical analysis and concepts; they showed mathematical 
relationships among methods for spatial analysis and gave guidelines for 
selecting statistical methods for quantifying spatial pattern in ecological 
data. The recent review of Beaugrand et al. (2003a) has emphasized how 
important statistical analyses have been, and are likely to continue to be, in 
the interpretation of CPR data for assessing zooplankton mesoscale distri-
bution. These statistical methods improved the sorting of information in the 
CPR database collected from 1958 to 2000 on marine zooplankton, and help 
to evaluate relationships between biological and environmental data 

However, statistical methods used for assessment of spatial patchiness 
cannot be conducted without taking into account a number of theoretical and 
practical considerations. Generally, data collected on the spatial distributions 
of microbial organisms are spatially autocorrelated and thus not suitable for 
traditional statistical analysis (Dutilleul, 1998). Autocorrelation is a very 
general property of ecological variables, and indeed, of all variable observed 
across geographical space (spatial autocorrelation) or along time series 
(temporal autocorrelation) (Legendre, 1993). Spatial autocorrelation which 
comes either form the physical forcing of environmental variables or from 
community processes, present a problem for statistical testing because 
autocorrelated variables violate the assumption of independence of most 
standard statistical procedures. Thus, many of the basic statistical methods 
used in ecological studies are impaired by autocorrelated data (Legendre and 
Fortin, 1989). Recently, several methods have been developed to perform 
valid statistical tests such as t-test¸ correlation analysis, and ANOVAs in the 
presence of spatial autocorrelation (Dutilleul and Pinel-Alloul, 1996; 
Legendre and Legendre 1998). 

7.1 Spatial analysis and geostatistical approaches 

Spatial and geostatistical analyses require biological data that are labeled 
with the spatial coordinates at which measurements were collected. The 
spatial structure of microbial community can be illustrated by spatial uni-
variate or multivariate correlograms using either Moran’s I and Geary’s  
c spatial autocorrelation coefficients. In case of multivariate data (such as 
species composition), we can use Mantel correlogram (Legendre and Fortin, 
1989). Correlograms well performed to describe lakewide distribution of 
microbial communities (bacteria, Chl-a, and zooplankton) and environ-
mental factors (water temperature and stability, nutrients, fish) in Lake 
Geneva (Pinel-Alloul et al., 1999) (Fig. 8-4). 
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Table 8-4. Statistical methods used to assess spatial distribution of planktonic microorganisms 
and its generative processes in marine and freshwater studies. 
Statistical methods Systems Microbial 

organisms 
Scales Spatial patterns 

Correlograms 
Mantel correlograms 

Northern 
Pacific, 
Continental 
Shelf1 

Zooplankton Meso Cross-shelf, along-
shore 

 Lake 
Geneva2 

Bacteria, Chl-a 
zooplankton 

Large Lakewide pattern 

Geostatistical 
methods, slope of the 
semi-variogram 

Reservoir, 
China3 

Chl-a Large  Horizontal patterns 

Semi-variance 
Kriging method 

North 
Atlantic4–6 

Calanoid 
Copepods 

Meso Horizontal patterns 

Geostatistical 
methods, variograms 

Continental 
shelf 1 

Zooplankton  Meso Horizontal patterns 

 Tropical 
lagoon7 

Planktonic 
ciliates 

Small Patchy distribution 

 Gulf of St. 
Lawrence8 

Northern Shrimp Large Horizontal patterns 

 Lakes9–11 Zooplankton Large Lakewide patterns 
 Lake 

Trasimeno 
(Italy)12 

Phytoplankton 
Zooplankton 

Small 
to large 

Horizontal 
distribution, 
Lakewide scale 

Multivariate analysis 
PCA 
Centred PCA 
Three-mode PCA 

North 
Atlantic13–15 

Zooplankton 
Calanoid 
copepods 

Meso Horizontal patterns 

PCA Lakes16 Zooplankton Large Landscape patterns 
Cluster analysis Lakes17–19 Zooplankton Large Landscape patterns 
Indicator value 
method  

North 
Atlantic6 

Zooplankton 
Calanoid cope-
pods 

Meso Horizontal patterns 

Non-metric 
multidimensional 
scaling (MDS) 

North Sea20 Zooplankton  Meso Horizontal patterns 

Canonical 
correspondence 
analysis 
CCA, partial CCA 

 Lakes19 Zooplankton 
 

Large Landscape patterns 
 

Spectral analysis Open 
Ocean21  

Temperature, 
Chl-a, 
Zooplankton  

Mega Trans-atlantic 
distribution 

Multifractal analysis North 
Sea22—25 

Zooplankton 
Temora 
longicornis  

Meso Horizontal patterns 
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Statistical methods Systems Microbial 
organisms 

Scales Spatial patterns 

 
    Fine Swimming patterns 
 Oceans29–32 Phytoplankton Meso Multiscale patterns 
Scaling and multi-
scaling methods 
Individual-based 
models (IBM) 

Oceans33,34 Zooplankton Meso Individual spatial 
patterns 

Spatial analysis by 
distance indices 
(SADIE)35 

Nearest- and 
multiple-neighbour 
statistics36 

 Phytoplankton   

Principal coordinates 
of neighbour matrices 
PCNM analysis 

Reef lagoon 

(Guadaloupe)37 

Thau marine 
Lagoon 
(France)38 

Zooplankton 
 
Chlorophyll  

Large 
 
Large 

Costal transects 
 
Whole lagoon  

1Mackas (1984); 2Pinel-Alloul et al. (1999); 3Zhao and Cai (2004); 4Beaugrand and Ibanez, 
(2002); 5Beaugrand (1999); 6Beaugrand et al. (2002b); 7Bulit et al. (2003); 8Simard et al. 
(1992); 9Pinel-Alloul and Pont (1991); 10Masson et al. (2001); 11Thackeray et al. (2004); 
12Ludovisi et al. (2005); 13Reid and Beaugrand (2002); 14Beaugrand et al. (2001); 
15Beaugrand et al. (2000b); 16Masson et al. (2004); 17, 18Pinel-Alloul et al. (1990a, b); 19Pinel-
Alloul et al. (1995); 20Lindley and Williams (1994); 21Piontkovski et al. (1997); 22Seuront and 
Lagadeuc (2001); 23,24Seuront and Schmitt (2005a, b); 25Pascual et al. (1995); 26Schmitt and 
Seuront (2005); 27, 28Seuront et al. (2004a, b); 29Lovejoy et al. (2001); 30Seuront et al. (1996); 
31Seuront et al. (1999); 32Denman and Abbott (1994); 33Seuront and Scrutton (2004); 34Souissi 
et al. (2005); 35Xu and Madden (2003); 36Strutton et al. (1997); 37Borcard et al. (2004); 
38Avois-Jacquet (2002) 
 

Empirical variograms are used as exploratory graphical tools constructed 
to detect and describe spatial patterns, and identify differences in spatial struc-
ture. Variograms can be used to measure the fractal dimension of environ-
mental gradients. However, classical experimental semi-variograms are highly 
sensitive to irregular distribution of observations or sampling sites inside the 
spatial domain (Wackernagel, 1995). As sampling with CPR or other plankton 
sampler is irregular, unbiased estimates of the experimental semi-variogram 
are difficult to obtain. Sen (1989) proposed to calculate cumulative semi-
variograms that were applied to CPR data by Beaugrand and Ibanez (2002). 
Selection of appropriate interpolation methods for spatial representation of 
plankton data is a key stage in making spatial and temporal comparisons of 
biological variables. Kriging method is the most commonly used because it 
has the advantage that it takes into consideration spatial scales of change in 
 

Copepods26–28
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ecological variability. The diversity of calanoid copepods in the North Atlantic 
based on CPR sampling has recently been mapped using this procedure of 
spatial interpolation (Beaugrand, 1999; Beaugrand et al., 2002b). The use 
of the kriging procedure is limited, however by three main problems. First, 
there is the interpretation of the variogram and its approximation using theore-
tical model. Secondly, both geometric and zonal anisotropy must be corrected. 
Thirdly, it is difficult to use kriging for rare species because of the high pro-
portion of zeros in the matrices. In practice, it is hard to verify all these 
parameters when a large number of maps is produced, so another method, 
called inverse squared distance, has been applied (Beaugrand et al., 2000a; 
Planque and Batten, 2000) to map the mean spatial distribution of some key 
species of calanoid copepods in the North Atlantic Ocean. In this case, semi-
variograms were modelled using a spherical model. Geostatistical analysis 
(semi-variogram) and fractal analysis (slope of the semi-variogram) was 
used to evaluate whole-lake spatial distribution of Chl-a in a Chinese reser-
voir (Zhao and Cai, 2004). Geostatistical techniques were also used to examine 
plankton ciliates patches in a tropical coastal lagoon (Bulit et al., 2003), shrimp 
distribution in the St. Lawrence Golf (Simard et al., 1992) and zooplankton 
distribution in the continental shelf of Northern Pacific (Mackas, 1984) and 
macrozooplankton in lakes (Pinel-Alloul and Pont, 1991; Masson et al., 2001; 
Thackeray et al., 2004). 

7.2 Multivariate analysis 

Multivariate analysis help to distinguish plankton assemblages associated 
to specific environmental features. An overview of the multivariate methods 
applied to CPR data from marine zooplankton has been presented by 
Beaugrand et al. (2003a). They include standardized principal component 
analysis (PCA), centred PCA, three-mode PCA, cluster analysis, indicator 
value method, and non-metric multidimensional scaling (MDS). 

Standardised Principal Component Analysis (PCA) helped to illustrate the 
spatial distribution of marine zooplankton in the North Sea around United 
Kingdom, and separates different species associations related to northern and 
southern oceanic, northern and southern intermediate and neritic habitats 
(Reid and Beaugrand, 2002). The spatial pattern was in part explained by 
effect of temperature and salinity gradients. Centred PCA was used to identify 
the spatial patterns in diversity (in terms of number of taxa per CPR sample) 
of calanoid copepods (Beaugrand et al., 2001). The three-mode PCA was 
applied to CPR data to distinguish species association of phytoplankton 
and zooplankton communities along the South Atlantic route from the 
channel of the North Sea near England to the Bay of Biscay (Spain) in the 
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North Atlantic (Beaugrand et al., 2000b). In freshwaters, PCA analysis served 
to study the effects of abiotic and biotic factors on the multiscale variation in 
zooplankton biomass in a lake district (Masson et al., 2004). 

Cluster analysis techniques are powerful multivariate tools that is used to 
group objects and descriptors. Cluster analysis and ordination methods were 
applied to investigate distribution of zooplankton species and enabled visual 
inspection of species and environmental descriptors in the projection of the 
multidimensional space reduced to two dimensions (Pinel-Alloul et al., 1990a, 
b; Pinel-Alloul et al., 1995). 

The indicator-value method (Dufrêne and Legendre, 1997) has been applied 
to identify calanoid copepod species association (Beaugrand et al., 2002b) 
in the North Atlantic. This enables to distinguish six different associations: 
warm-temperate oceanic species assemblage, Bay of Biscay and southern 
European shelf-edge assemblage, temperate neritic, and pseudo-oceanic spe-
cies assemblage, cold-temperate, subarctic and arctic species assemblage, sub-
tropical and warm-temperate species assemblage. Four modulating factors 
have been identified: (1) temperature, (2) hydrodynamics, (3) stratification, and 
(4) seasonal variability. These factors are often linked, but they can act at 
different scales, and their contribution can vary geographically. Moreover, 
this study clearly detected the influence of warm currents on diversity and 
hence the functional characteristics of ecotones west of Europe and the Gulf 
stream extension. 

MDS is a non-parametric ordination method that aims to project multi-
dimensional space into a reduced number of dimensions, generally two. MDS 
offers some advantages over current ordination analysis as principal coordi-
nates, reciprocal averaging, and correspondence analysis by its less direct 
approach – first constructing a dissimilarity matrix to suit the particular form 
of the data and then allowing a general monotonic transformation to dis-
tance. MDS has the advantage of better handle missing data, replication and 
data of non-uniform reliability. The MDS method was used to distinguish 
zooplankton species association in the North Sea (Lindley and Williams, 
1994). 

Methods of canonical correspondence analysis (CCA and partial CCA; 
ter Braak 1986, 1988; Palmer, 1993) are useful to explaining a spatial typo-
logy base on biological data using several sets of environmental factors, and 
to estimate the values of environmental factors from species abundance 
(indicator species), and to demonstrate the agreement between the typologies 
resulting from faunistic and environmental data. Co-inertia analysis has been 
shown as an alternative to CCA (Franquet et al., 1995). Mantel tests also 
allow comparing spatial patterns of biological and environmental variables, 
and testing if there is a significant relationship between the two spatial struc-
tures (Legendre and Fortin, 1989). Partial mantel tests can be computed to 
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include space coordinates as explanatory covariates, and testing the biological– 
environmental relationships after controlling for the influence of the space. 
Finally, a method has been proposed to partition the variation of species 
abundance into independent components: pure spatial, pure environmental, 
spatial component of environmental influence, and undetermined (Borcard 
et al., 1992). It has been used to evaluate the relative importance of abiotic 
and biotic environmental factors, and space on freshwater zooplankton dis-
tribution over large-scale extent (Pinel-Alloul et al., 1995). To evaluate the 
effects of local (small-scale) and global (large-scale) spatial patchiness in 
the spatial distribution of plankton communities (phyto and zoo) in a lake, 
Ludovisi et al. (2005) used the decomposition procedure proposed by 
Thioulouse et al. (1995) and multivariate geostatistical approaches. 

7.3 Spectral analysis and multiscale approach 

Spectral analysis (spatial spectrum and wavelet analysis) has been used 
since the 1970s to analyse spatial patterns in plankton communities (Platt and 
Denman, 1975; Franks, 2005; Keitt and Urban, 2005; Currie and Roff, 2006). 
The advantage of this method is that it allows analysis of anisotropic data, 
which are frequent in ecology. Its main disadvantage is that, like spectral 
analysis for time series, it requires a large database. In spectral analysis, the 
periodogram assumes that the spatial pattern results from a combination of 
repeatable patterns. The periodogram and its R-spectrum and Θ-spectrum 
are very sensitive to repeatability in the data. The slope of spatial spectrum 
(k-spectrum) varied form −2.5 for flat distribution to −0.6 for distribution 
with high numbers of spikes (patchy distribution) (Franks, 2005). In open 
oceans, the power spectra of temperature, Chl-a and zooplankton biomass in 
the surface layer were similar, varying within the range of −3 to −2 in a band 
of wavelengths from 200 km to 10 km (Piontkoski et al., 1997). Wavelet 
analysis is an approach to analysing spatial data, related to spectral analysis. 
Wavelet transform and wavelet-coefficient regression efficiently characterize 
scale-specific patterns (Keitt and Urban, 2005). Wavelet transform have 
become the preferred representation in which to analyse pattern and scale in 
environmental data. Wavelet transform decompose a pattern into a hierarchy 
of different scales. Scale-specific analysis using wavelets hold great promise 
for ecological application concerned with multivariate, multiscaled patterns. 

However, the most interesting method for detecting multiscale patterns of 
spatial distribution recently developed is the principal coordinates of neigh-
bour matrices (PCNM) (Borcard and Legendre, 2002; Borcard et al., 2004). 
The PCNM method, based on the close neighbourhood relationships among 
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the sampling sites, can be used to detect and quantify the spatial patterns 
over a wider range of scales. Continuous recording of all variables is not 
necessary, and the method can be used with irregularly spaced data. PCNM 
analysis achieves a spectral decomposition of the spatial relationships among 
the sampling sites, creating variables that correspond to all the spatial scales 
that can be perceived in a given data set. The significant PCNM variables 
can be directly interpreted in terms of spatial scales, or included in a pro-
cedure of variance decomposition with respect to spatial and environmental 
components. PCNM analysis was used to describe the multiscale spatial varia-
tion of zooplankton biomass inhabiting a coastal reef lagoon (Guadeloupe) 
and to test hypotheses about the biological and physical processes causing 
zooplankton patchiness (Avois-Jacquet, 2002). 

7.4 Multifractal analysis 

There is a great deal of interest in the potential usefulness in applying the 
concepts of fractals to the study of spatial structures in plankton ecology 
(Seuront et al., 1996, 1999; Seuront and Schmitt, 2005a, b). Contrary to basic 
analysis techniques such as power spectral analysis, universal multifractals 
allow the description of the whole statistics of a given spatial field with only 
three parameters (spectral exponent ß, first moment scaling H, universal 
multifractal parameter C). There is now more and more experimental evidence 
of the intermittent and multifractal nature of plankton distribution in marine 
waters (Pascual et al., 1995; Seuront et al., 1996, 1999; Seuront and Lagadeuc, 
2001; Lovejoy et al., 2001; Seuront and Schmitt, 2005b). Theoretical conside-
rations based upon detailed (multifractal) descriptions of the intermittency of 
turbulent kinetic energy dissipation rates and phytoplankton and zooplankton 
distribution at small scales suggest that taking into account intermittency 
in turbulence for critical processes such as predator–prey encounter rates, 
nutrient fluxes around phytoplankton cells, phytoplankton coagulation, and 
the relative size of phytoplankton aggregates and vertical fluxes has 
consequences far from being negligible (Seuront, 2001; Seuront et al., 2001). 
Seuront et al. (1999) used universal multifractals to describe phytoplankton 
distribution in turbulent coastal waters of the English Channel in the North 
Sea. The phytoplankton exhibited a very specific heterogeneous distribution 
over smaller (>10 m) and larger scales (>500 m) dominated by turbulent pro-
cesses whereas, the pattern was obviously dominated by biological processes 
over intermediate scales (10–500 m). Universal multifractal analysis can be 
regarded as a way to delineate the relative contribution of biological and 
physical processes to the spatial pattern in plankton communities, a major 
issue in marine ecology. 
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Multifractal analysis was used to characterize spatial patterns of distri-
bution of a calanoid copepod (Temora longicornis) along the coastal area of 
the North Sea (Seuront and Lagadeuc, 2001). The fractal dimension of the 
spatial structure was D = 1.79, which correspond to patchiness at scales 
ranging from 92 m and 120 km. The fractal dimension estimated from the 
distribution of T. longicornis is very similar to that estimated for the oceanic 
copepod Neocalanus cristatus abundance transects from the subarctic Pacific 
(D = 1.80), over a similar range of scales between 10 m and >100 km. 
Fractal dimensions of phytoplankton distributions range from 1.61–1.67 for 
in vivo fluorescence (Seuront et al., 1999) and from 0.98 to 1.69 for satellite 
images of sea surface Chl-a patterns (Denman and Abbott, 1994). It is not 
new to state that turbulence is the underlying dominant influence on oceanic 
distributions. Variables of primary physical origin, such as temperature, have 
spectra expected of a passive tracer in a turbulent system. Lovejoy et al. 
(2001) showed that phytoplankton must be considered as an active rather 
than passive scalar. Large-scale phytoplankton distribution is determined 
both by passive advection and growth. The fact that copepod’s fractal dimen-
sion was higher than that of intermittent turbulence and phytoplankton distri-
bution suggests that copepod behaviours such as diel migration, phototaxis, 
rheotaxis, social and predation pressure behaviour relevant at the different 
spatial scales induced larger fractal dimensions (i.e., flatter power spectrum 
and weaker scale dependence) in comparison with the phytoplankton under a 
stronger control of physical forces. Furthermore, zooplankton distributions 
are less conservative and sparser than those of phytoplankton. Fractal dimen-
sions also confirms that, generally large life forms show more extreme spatial 
scale aggregations than do smaller and less mobile organisms. 

Multifractals, and in particular universal multifractals, lead to a very pre-
cise characterization of the overall statistical structure of any given inter-
mittent spatial pattern. Thus they appear to be an efficient descriptive tool 
which should also allow modelling of the multiscale detailed variability of 

the distribution of pelagic organisms is indeed of fundamental importance 
in understanding the trophic relationships between planktonic organisms and 
also the related fluxes of matter. Low fractal dimension means a smooth and 
predictable distribution of food particles which can be gathered in a small 
number of patches, whereas high fractal dimension means rough, fragmented, 
space filling, and less predictable distribution of food. Therefore, when a 
predator can remotely detect its food in the surrounding, prey distributions 
with a low dimension should be more efficient. In contrast, when a predator 
has no detection ability, prey distribution with high fractal dimension should 
 

of their surrounding environment (Seuront et al., 1999). Precise knowledge of 
intermittently fluctuating biological fields as well as one of the properties
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be relatively better, because available food quantity and encounter rate be-
come proportional to the searched volume as fractal dimension increases. 
Moreover, the very complex patchy structure associated with a multifractal 
distribution may also change the food signal, usually considered as homo-
geneously distributed in time and space in models of predator–prey encounter 
rates. Indeed, planktonic animals have been shown to remain within patches 
when feeding, or exhibit fine-scale movements in areas of higher food con-
centration. Thus, encounter rates might be very different when organisms feed 
within patches (intensive search) as opposed to the search of new patches 
(extensive search). Thus foraging models will probably incorporate switch-
ing between feeding and searching behaviours as scaled to organism size, in 
order to simulate these complex physical–biological relationships effectively. 

Multifractal analysis was also applied to describe three-dimensional cope-
pod displacements using two-dimensional orthogonally focused and syn-
chronized CCD cameras (Schmitt and Seuront, 2005), and zooplankton swim-
ming behaviour under different intensities of turbulence (Seuront et al., 
2004a, b). A simple, smooth, quasi-linear path is characterized by a low fractal 
dimension (D = 1) while that of a more-tortuous path has a higher fractal 

Scaling and multiscaling approaches such as individual-based models 
(IBM) are based on life history and demographic parameters of zooplankton 
populations (mainly marine copepods) and can be used to evaluate the con-
sequence of individual behaviour and spatial heterogeneity on the emerging 
properties at the population scale (Seuront and Scrutton, 2004; Souissi et al., 
2005). The SADIE methodology (spatial analysis by distance indices) has 
recently been developed to quantify spatial patterns, particularly in deter-
mining the randomness of observed patterns, estimating patches and gaps, 
and quantifying correlation between species (Xu and Madden, 2003). Finally, 
Scheuerell (2004) has developed new statistical methods for gauging the 
degree of aggregation among organisms which can distribute in three di-
mensions in aquatic environments. The nearest neighbour approach (nearest- 
and multiple-neighbour statistics) is based upon the probability of observing 
at least one neighbour within a give n radius (Ripley’s K statistics). The multi- 
neighbour statistical analysis utilizes information on all of the measured 
distance among individuals. Near-neighbour algorithm was used to compare 
the spatial structure of chlorophyll, a non-conservative tracer, with that of a 
conservative tracer, salinity in eastern Antarctica (Strutton et al., 1997). 

dimension reaching a value of D = 2. 

Spatial Heterogeneity of Planktonic Microbes 281



8. CONCLUSIONS 

The concept of spatial heterogeneity at multiple scales is very promising as 
the integrative basis for assessing spatial patterns in aquatic microbial com-
munities and their driving forces. Our review shows that the spatial hetero-
geneity observed in plankton microbial communities in marine and freshwaters 
has a multiplicity of patterns and origins. In aquatic systems, plankton hetero-
geneity arises as the result of vertical and horizontal structuring of marine 
and freshwater habitats. Plankton patchiness occurs along a hierarchical con-
tinuum of spatial scales from mega-scale to micro- and nanoscale patterns, in 
both marine and freshwater systems. Plankton patchiness patterns are driven 
by many abiotic processes interacting with many biotic processes, and the 
relative influence of abiotic and biotic processes varies along the scale con-
tinuum. The relative importance of these processes corresponds to a grada-
tion in effects over scales, the physical effects predominating at broad spatial 
scales while biological effects predominate at finer scales. Our multiscale 
survey supports the model of multiple driving forces for planktonic com-
munities. However, abiotic forces are the most important drivers of patchiness 
for the bacterial and algal components whereas biotic forces greatly in-
fluence zooplankton patchiness. 

Abiotic factors such as physical (water circulation) and bottom-up forcing 
(nutrients) shape the large-scale distribution of marine and freshwater bacterio-
plankton, whereas at smaller scales, both bottom-up (nutrients) and top-down 
(bacterivores) processes control bacterial community abundance and diver-
sity. Bacterial abundance increases primarily with primary productivity and 
top-down effects of bacterivores are, in general, less important than bottom-
up effects of nutrient and trophic status in determining the overall abundance 
and diversity of bacteria in aquatic systems. Phytoplankton large-scale patchi-
ness in marine and freshwater systems is also mostly under a strong abiotic 
control by physical advective forces, landscape factors, and bottom-up pro-
cesses. On fine-scale, deep algal layers are driven by both abiotic (water 
stability, light, temperature, and nutrient gradients) and biotic (chlorophyll-
content, buoyancy, motility, and mixotrophy, zooplankton grazing) factors. 
However, biotic forcing due to phytoplankton specific adaptations to low-
light photosynthesis, mixotrophic metabolism, and top-down effects of zoo-
plankton grazing is more important than for the bacterioplankton. Spatial 
patchiness of zooplankton organisms which possess important dispersal and 
chemoreception capacities is governed more by biotic than abiotic processes 
at regional (dispersal, colonization) and local (habitat preference, food search-
ing, mate-searching) scales. Abiotic factors appear prevalent only on very 
large-scale extent of several hundreds or thousands of kilometres (mega- and 
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mesoscales in oceans) because zooplankton distribution is closely linked to 
algal food resources which spatial distribution is governed by physical 
forcing. 

A large series of new technologies has been developed during the last 
two decades for investigate in situ spatial distribution of microorganisms in 
aquatic systems, starting from the smallest bacteria and up to the largest zoo-
plankton species. Every technology addressed specific scales and types of 
microorganisms. It is still difficult to address a continuum of spatial scales 
when the investigation is limited to the use one or two techniques. One of 
the challenges facing the exciting field of research is to address a much 
broader range of scales simultaneously using complementary technologies 
advancing our ability to collect biological data at similar resolution as the 
physical data. New sampling strategy combining in vivo flow cytometry, 
fluorometry or spectrofluorometry with CPR or OPC would have the poten-
tial to increase our ability to collect the required biological data to address 
patchiness questions. In situ optics and hydrographic devices such as high-
resolution bio-optical sensor capable of resolving centimetre scales of fluore-
scence, temperature, turbidity, and light irradiance, and AUV equipped with 
a series of bio-optical sensors and a submersible microscope with hologram-
metry and digital imaging technologies are crucial for measuring microbial 
patchiness and determining their generative processes. 

Various statistical methods are now used by oceanographers and limno-
logists to describe spatial patterns of microorganisms in aquatic systems. 
They include geostatistical and spatial analysis (correlograms, variograms, 
krigeage), multivariate statistics (clustering, canonical analysis, variance parti-
tioning), spectral and multifractal analyses. However, few methods allow 
assessing spatial patterns with a multiscale perspective. The most innovative 
method for detecting multiscale patterns of spatial distribution is the PCNM. 
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IN FOREST SOILS 
 

Sherry J. Morris1 and William J. Dress2 

1Biology Department, Bradley University, Peoria, Illinois 61625, USA; 2Science Department, 
Robert Morris University, Moon Township, PA 15108, USA 

Abstract: Recent advances in techniques for investigating soil organisms and evaluating 
spatial structure have improved our understanding of the spatial dynamics of the 
soil microbial community. Identifying the scale at which microbial community 
function and interact in forest soils is essential to designing sampling schemes 
that will allow us to adequately evaluate the complex relationships between the 
microbial community and vegetation. Geostatistical tools useful for evaluating 
these relationships include tools that allow researchers to identify the extent to 
which the data are spatially structured and allow for the creation of maps for 
linking organisms and ecosystem characteristics that might exist at different 
scales. Research on the microbial community in forest soils using these and 
other scaling techniques has demonstrated that microbial communities both are 
patterned by and influence the spatial dynamics of the vegetation in their 
environment at scales that range from centimeter to stand size. Microbes are 
key to nutrient cycling and microbial community dynamics respond to the 
vegetation in their immediate vicinity in ways that reflect both the specific 
identity of the microbe and plant and the spatially patterning of the processes. 
The mechanisms that underlie these tight relationships of pattern and function 
reflect the dependence of autotrophs on decomposers and mutualists for nutrient 
acquisition and the long evolutionary history of these organisms. Improved 
understanding of the complex spatial relationships between the microbial 
community and vegetation will improve our ability to provide management 
guidelines that will allow managers to protect our forest resources. 

Keywords: forest soils, bacteria, fungi, microorganism, ecosystem function, community 
structure 
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1. INTRODUCTION 

The distribution and abundance of organisms is a fundamental question add-
ressed in the field of ecology (Clements, 1936; Gleason, 1926). Soil ecologists 
have become increasingly interested in evaluating the spatial distribution of 
organisms and properties in soils as evaluating impact of soil communities 
on ecosystem processes requires an understanding of small-scale mechanisms 
and dynamics. Soil organisms represent a highly diverse community (Lawton 
et al., 1996) that can have tremendous control on ecosystem function and 
structure (Wall and Moore, 1999). These organisms are of great concern 
because they number in the hundreds of billions in soil, are exceedingly 
difficult to culture or separate from soils for study, and the majority have not 
been taxonomically classified. Determining the spatial organization of soil 
organisms and the influence of this organization on ecosystem properties is 
essential for hypothesis testing and evaluating the large-scale impacts of 
disturbances to ecosystems. 

Aside from a few early publications (Zinke, 1962; Zinke and Crocker, 
1962; Mitchell, 1978; Lussenhop and Wicklow, 1984), the vast majority of 
research into the spatial structure of forest-soil organisms has occurred in the 
last 10–15 years. Two main factors have lead to the increased interest in the 
spatial distribution of soil organisms. First, there has been tremendous advance-
ment in techniques for sampling, quantifying, and characterizing microbial 
communities, including automated microscopy, biochemical characterization 
(i.e., PLFA, FAME), and DNA analysis. Second, geostatistical techniques 
(semi-variance analysis, kriging, mantel’s analysis) have allowed a more 
precise analysis of spatial structure and description of the spatial distribution 
of soil biota (Jackson and Caldwell, 1993; Goovaerts, 1998; Rossi et al., 1992). 
As techniques have improved there has been increased awareness of the impor-
tance of small-scale processes on ecosystem dynamics. 

It is well documented that soil organisms play a central role in control-
ling many ecosystem processes, including organic matter decomposition, de-
trital accumulation, nutrient mineralization, immobilization, and development 
of soil structure (Coleman et al., 2004). In respect to concerns over global 
climate change, there is great interest in resolving models of carbon (C) 
exchange into the atmosphere. Forest soils contain 80% of aboveground and 
40% of belowground terrestrial carbon (Dixon et al., 1994) and afforestation 
is receiving increasing attention as a strategy to increase terrestrial C seques-
tration. Clearly, understanding the spatial structure of soil microbes will 
greatly enhance our understanding of natural and disturbed systems, and 
enhance any models of C dynamics. 
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Determining the appropriate scale at which to examine microbial com-
munity structure or function is difficulty. It is likely that the impact of any 
species or community is nested at several scales (Franklin and Mills, 2003). 
Typically, researchers will analyze the spatial distribution of a particular 
organism or community in relation to some process or factor of interest. For 
example, if examining the spatial distribution of organisms in relation to 
landscape topography, the scale of interest may be very large: 25–100 m. 
However, understanding spatial structure soil microbial communities in rela-
tion to soil structure (i.e., micro- and macroaggregates) might investigate a 
scale of <1 cm. Indeed, Nunan et al. (2002) found bacterial samples in the 
top layer of soil from an agricultural field to be structured at the micrometer– 
millimeter scale. Small-scale processes impact landscape scale dynamics and 
mechanistic understanding of microbial function can only be truly app-
reciated if evaluated from multiple scales. 

This review will examine the spatial distribution of soil biota, particularly 

 
• Methodology important for evaluating small-scale dynamics 
• The degree to which the patterning and spatial structure of microbial com-

munities is a consequence of vegetation 
• Whether fine-scale spatial patterns in microbial communities influences 

relatively larger-scale patterns in vegetation 
• Mechanisms that may explain the observed relationships between vege-

tation and the microbial community 

2. METHODOLOGY 

Spatial statistics have become a valuable tool for investigating questions of 
scale. There are a number of useful tools for evaluating the scale at which 
organisms or properties are spatially structured. Geostatistics is one of the 
more common tools for examining the spatial distribution of materials in 
soils. The field of geostatistics was developed in the mining industry in res-
ponse to the need to develop unbiased estimation of resource reserves but 
was then adopted by the fields of soil science and ecology in the 1980s as the 
need for information of the spatial distribution of organisms and materials 
arose. Matheron (1963) provided the basis to the approach to geostatistics. 
His observation was that data collected from short intervals is more alike 
than data collected at longer distances. 

soil microbial communities, in temperate forest ecosystems. We will primarily 
investigate the relationship at the vegetation scale, assessing the relationship
between soil biota and vegetation. We will examine: 
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There are many tools available within geostatistics for examining the 
extent to which data collected are spatially structured. Autocorrelation in-
dices such as Morans I and Geary’s C are useful to determine whether values 
at one point are independent of values at another location. If this is true, the 
data set being examined is not autocorrelated, or is not autocorrelated at the 
scale being examined. Autocorrelation indices are often used together. For 
example Moran’s I (Moran, 1948, 1950) is used to measure correlation bet-
ween neighboring sites, where Geary’s c (Geary, 1954) is used to determine 
the difference between values or, more specifically, the degree of dissimila-

rity between two values. Autocorrelation measurements are also useful to 
determine the landcover distribution or overall landscape patchiness (e.g., 
Legendre and Fortin, 1989; Qi and Wu, 1996; Wu and Jelinski, 1995). 

Another of the most important and basic statistics in geostatistics is the 
variogram. The variogram is a summary of the relationship between measured 
values and the physical distance between two points. The variogram is useful 
to determine the distance (range) at which the samples taken are related in 
a random fashion (i.e., the distance at which the variance level off, the sill). 
It is possible that the variogram, which is plotted on an x, y grid will not pass 
through the origin. This suggests that the measurements taken do not explain 
all of the spatial relationships within the item of interest and there is spatial 
structure within the variable measured at a scale smaller than that measured 
in the study. 

Kriging is also a valuable geostatistical tool. Conceptually, data are 
plotted on a grid and a complete map of the surface of the area from which 
the data were collected by producing estimates of the areas not sampled can 
be produced using kriging variance or the minimized error variance through 
a least-squares regression procedure that allows weights to be calculated 
which minimize standard error. The patterns of distribution of the variable of 
interest can then be observed. Cokriging can also be used to examine the 
relationship of multiple variables across a site based on the data points and 
maps produced with the kriging procedure. 

Fractal geometry is also making an appearance in studies of the spatial 
distribution of organisms and soil dynamics. Although, only really used since 
the early 1990s, the application of fractal analysis has provided insight to 
the spatial or temporal variability to biological and geological variables. The 
fractal dimension, D, (Mandelbrot, 1977) allows one to examine shapes and 
the degree to which shapes repeat across a landscape. This allows one to 
evaluate the extent to which patterning is similar across scales. Fractal ana-
lyis is exceedingly useful as it allows distributions across multiple scales to 
be quantitatively characterized. Monofractal approaches, which were used 
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early on by soil scientists, assumed that soil spatial distribution could be 
described using a single fractal dimension (Kravchenko et al., 1999). Since 
then there has been a push towards using multifractal analyses that view the 
data set as a multifractal spectrum instead of a single value. The ability to 
view soils as a more complex set of interwoven, covarying entities that differ 
across multiple scales is invaluable for evaluating spatial dynamics in soils. 

Tools such as those described above have allowed us to develop a more 
comprehensive understanding of soils as landscapes of great complexity that 
are spatially structured from the microscale to the kilometer scale. While all 
of the tools above are all useful and important for examining spatial scale 
one must be careful that the data collected meet the criteria of the tool used 
for analysis. These tools have been used successfully to evaluate small-scale 
structure allowing us to better link structure and function in communities and 
allowing us to design sampling schemes that are better suited to our needs as 
ecologists. Without the ability to acquire information about phenomenons 
that occur at exceedingly small scales one must oversample to decrease the 
variation relative to the mean to detect differences across treatments or sites. 
A sampling design that is constructed with an inherent understanding of the 
scale of the processes involved will allow more samples to be collected that 
are directed specifically at evaluating hypotheses rather than getting statistic-
cal power to detect differences. 

Obviously, we have not included all tools available for examining the 
degree to which soil properties or entities are spatially structured. As in other 
fields of science, the need for new tools drives their development, and of 
course, this is the case for spatial analysis. The introduction of scale as an 
important concept in ecology has also resulted in a new expansion into 
statistical tools for evaluating scale. 

3. PATTERNING AND SPATIAL STRUCTURE  
OF MICROBIAL COMMUNITIES  
AS A CONSEQUENCE OF VEGETATION 

Vegetation has wide-reaching effects on ecosystem attributes (see reviews 
by Hobbie, 1992; Binkley, 1995; and Chapin, 2003). In temperate forest eco-
systems, in particular, the influence of individual tree species is very strong 
(i.e., Zinke, 1962; Finzi et al., 1998a). Trees can influence the soils at their 
base through the processes of stemflow and throughfall where nutrients from 
the tree are transported to the base of the tree in nonrandom patterns as a 
result altered rainfall distribution through interception by leaves, stems, and 
bole. The type and amounts of materials translocated to the base of the tree 
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differs in terms of overall nutrient content. Trees also influence soils and soil 
nutrient dynamics, thorough differences in root structure and chemical con-
tributions to surrounding soils. Smaller herbaceous species also influence the 
environment in which they live. The amount of influence is often dependent 
on specific plant characteristics (i.e., loss of toxins such as glucosinolates 
from roots) or plant density (i.e., grassroot density has great impact on soil 
structure). Traits exhibited by various species can have long-term impacts on 
ecosystem functions. 

The most widely studied relationship has been between plant species and 
nitrogen (N) cycling. Boerner and Koslowsky (1989) documented differences 
among dominant tree species (including Acer saccharum, Fraxinus americana, 
and Fagus grandifolia) by comparing soils collected beneath tree trunks of 
each species and between canopy areas. Samples collected near the bases of 
trees had significantly greater N-mineralization rates, and this difference was 
greatest for samples collected near the base of A. saccharum. The authors 
concluded that estimates of ecosystem N mineralization would be biased by 
8–20% if the influence of individual trees was not explicitly included. 

Recently, numerous studies have documented the influence of individual 
tree species on N cycling in temperate forest ecosystems, (Binkley and 
Valentine, 1991; Finzi et al., 1998a; Lovett et al., 2004; Dijkstra, 2003; 
Templer et al., 2005; Washburn and Arthur, 2003; Peterjohn et al., 1999; Priha 

and Mitchell (2004) provided evidence that sugar maple (A. saccharum) has 
a significant effect on nitrogen cycling in eastern North American forests. 
There was a significant correlation between the relative abundance of  
A. saccharum and nitrification and N leaching from forested ecosystems. 

In addition to N cycling, individual tree species have been shown to 
alter many other ecosystem properties, including pH and cations (Boerner 
and Koslowsky, 1989; Finzi et al., 1998b), soil C (Boerner and Koslowsky, 
1989; Finzi et al., 1998a) Ca mineralization (Djikstra, 2003), organic acid 
production (Dijkstra et al., 2001), P availability (Boerner and Koslowsky, 
1989), and nutrient uptake (Brandtberg et al., 2004; Templer and Dawson, 
2004). 

Differences among tree species also influence the composition and spatial 
distribution of microbial communities. Several authors have demonstrated 
differences in microbial community structure associated with individual tree 
species (Turner and Franz, 1985; Grayston and Campbell, 1996; Grayston 
et al., 1996; Grayston and Prescott, 2005; Bauhus et al., 1998; Templer et al., 
2003; Gallardo et al., 2000; Leckie et al., 2004). In a series of experiments, 
researches in Finland established robust differences in ecosystem properties 
and microbial communities under different tree species. Field surveys (Priha 
 

and Smolander, 1999; Boerner and Brinkman, 2005). In particular, Lovett 
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and Smolander, 1997, 1999; Priha et al., 2001) of Scots pine, Norway spruce 
and silver birch established at low- and high-fertility sites showed different 
microbial community characteristics (i.e., microbial biomass N, PLFA profiles, 
etc.) in soils collected form adjacent stands of each species. In addition, 
there were differences among litter, organic soil, and mineral soil samples. 

Priha et al. (1999) also examined the influence of individual tree species 
in pot studies comparing microbial community characteristics with different 
tree seedlings grown in a common soil. There were significant differences in 
microbial biomass C and N, and microbial community structure analyzed by 
PLFA among birch, spruce, and pine seedlings grown in an organic soil, but 
not a mineral soil after 1 year. Both the bulk soil in which the seedlings were 
grown and the rhizosphere soil associated with roots were significantly dif-
ferent from control soil (with no seedling). In addition, microbial parameters 
were significantly different among the individual seedlings (Priha et al., 
1999). 

The spatial structure of microbial communities has also been described 
and analyzed using geostatistics (see Table 9-1). Studies of the spatial dis-
tribution of soil microbial communities show that these are also influenced 
by individual tree species. Bacterial biomass, fungal/bacterial ratio and the 
relative concentration of PLFA 16:1ω5 had a range of spatial autocorrelation 
between 3–4 m (Pennanen et al., 1999). The authors attributed this range to 
the distribution of trees (Norway spruce). 

Similarly, Saetre et al. (1999) found similar results studying microbial 
biomass and activity in a mixed spruce–birch (P. abies–Beutula pubescens) 
stand. Microbial respiration was significantly greater under birch trees com-
pared to spruce trees and intercanopy areas. The range of autocorrelation for 
microbial respiration was approximately 4–5 m, corresponding to the zone of 
influence of B pubescens (Saetre et al., 1999). Microbial biomass (measured 
as the sum of PLFA) was signficanlty affected by both P. abies and B. pube-
scens; with significantly lower microbial biomass under P. abies and signify-
cantly greater microbial biomass under B. pubescens. The range of spatial 
autocorrelation for soil microbial biomass was 7–8 m, which the author 
attributed to the distance between P. abies and B. pubescens trees (Saetre 
et al., 1999). 

In addition to influencing the broad-scale patterns of microbial com-
munities between dominant trees, vegetation can influence spatial patterns at 
 

Dress and Frey (2003) found similar patterns in an oak–hickory forest.
The range of autocorrelation for mite abundance, collembola abundance, and
fungal biomass was 2–8 m, with the majority of estimates from 3–5 m. The
authors attributed the spatial distribution to the presence of dominant trees
and major coarse-woody debris. 
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smaller scales. Decker et al. (1999) compared microbial enzyme activity 1 m 
above and below dominant red oak trees in southern Ohio oak–hickory forests. 
Organic matter and acid phosphatase activity was significantly greater 1 m 
downslope while β-glucosidase activity was significantly greater 1 m up-
slope, with no difference in the activity of chitinase or phenol oxidase. 

Table 9-1. Summary of studies utilizing geostatistics to characterize microbial communities in 
forested ecosystems. 

Citation Ecosystem 
Type 

Soil/microbial 
property 

Sampling 
range 

Range of spatial 
autocorrelation 

Pennanen  
et al. (1999) 

Coniferous 
forest 

Bacterial biomass, 
F:B ratio, PLFA 
16:1ω5 

10×30 m 
sampling plot 

3–4 m 

Pennanen  
et al. (1999) 

Coniferous 
forest 

Total microbial 
biomass, fungal 
biomass 

10×30 m 
sampling plot  

Up to 1 m 

Saetre et al. 
(1999) 

Mixed 
coniferous 
forest (spruce, 
birch) 

Soil microbial 
biomass 

14×22 grid; 
sampling plot 

7–8 m 

Saetre et al. 
(1999) 

Mixed 
coniferous 
forest (spruce, 
birch) 

Microbial 
respiration, ground 
vegetation 

14×22 grid 
sampling plot 

4–5 m 

Stoyan et al. 
(2000) 

Poplar (9-year-
old saplings) 

Soil respiration 1×2 m plot 6–11 cm 

Morris 
(1999) 

Oak-Hickory 
hardwood 

Fungal biomass 0.5–2.0 m 
macroplots  

0.36–0.76 m 

     
Morris 
(1999) 

Oak–hickory 
hardwood 

Bacterial biomass 0.5–2.0 m 
macroplots  

1.09–1.96 m 

Morris 
(1999) 

Oak–hickory 
hardwood 

Fungal biomass 10×10 cm 
microplots 

2.9–3.6 cm 

Morris 
(1999) 

Oak-hickory 
hardwood 

Bacterial biomass 10×10 cm 
microplots 

3.6–7.5 cm 

Dress and 
Frey 

Oak–hickory 
hardwood 

Mite and 
collembola 
abundance; fungal 
biomass 

10×5 m plot 2–8 m  

Saetre and 
Bååth (2000) 

Norway 
spruce–birch 

PLFA 14×22 grid; 
2×2 m samples 
and 1.2×1.2 m 
nested grid 
with 0.2×0.2 m 
samples 

1–11 m  

(2003) 
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Similarly, Morris (1999) quantified the spatial variation of microbial bio-
mass in 2.0×0.5 m macroplots and 10×10 cm nested microplots upslope and 
downslope of a single red oak tree. Overall, there was significantly greater 
OC downslope and significantly greater fungal biomass, soil pH, and soil mois-
ture upslope of a single red oak tree but no difference in bacterial biomass. 
Semi-variance analysis showed significant microbial spatial structure at both 
the macro- and microplot scale. Spatial structure accounted for 33–56% of 
the total variance in fungal and bacterial biomass at the macroplot scale and 
28–100% of the total variance of fungal and bacterial biomass at the micro-
plot scale. The maximum distance at which fungal biomass, the fungal:bacterial 
ratio and organic carbon were spatially autocorrelated was approximately 
25–35 cm upslope of the tree and 70–80 cm downslope of the tree. The 
range of spatial autocorrelation for bacterial biomass was larger, from 1–2 m, 
and did not show the same pattern with the slope. In these steeply sloping 
sites, the base of trees represents a barrier to the downslope movement of 
water and materials, potentially compressing the range at which biological 
and biochemical processes operate. 

In one of the few other studies to examine microbial properties at this 
microscale, Stoyan et al. (2000) examined the spatial distribution of soil res-
piration within a 9-year-old poplar stand by sampling a 1×2 m plot. The 
range of spatial autocorrelation was 6.0 and 11.7 cm at two sampling dates. 
At this smaller scale, the primary mechanisms controlling the spatial structure 
of soil respiration was hypothesized to be root growth and mortality, and rhizo-
deposition patterns. 

Although it is clear that single trees have a significant influence on the 
distribution of microbes, the mechanisms that cause variability associated with 
single trees has received less attention. In general, “traits” of individual trees 
has been hypothesized to control the effect individual trees have on eco-
system properties. Detritus quality (foliar root litter) has been hypothesized 
to control N availability through a positive feedback loop, where higher N 
availability leads to litter production with higher N concentration, lower 
defensive chemical concentration (i.e., tannins), faster decomposition, and 
finally greater N availability (Hendricks et al., 2000). Although foliar litter is 
subject to redistribution (Boerner and Kooser, 1989) that would limit the 
local differentiation, root litter is known to proliferate in nutrient rich patches 
(Jackson et al., 1990), has lower nutrient resorption (Nambiar, 1987), and thus 
could certainly cause differences in N dynamics among tree species. Rhizo-
sphere deposition may also influence the may also explain the observed pat-
terns of microbial communities and individual tree species (Hobbie, 1992). 
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Stemflow, rainwater that is intercepted by trees and moves along branches 
and the stem to be deposited at the base of a tree, is another potentially impor-
tant mechanism to explain differences among trees. Stemflow that moves along 
trees becomes enriched with nutrients that either leach for leaves and stems, 
or is residual dry deposition (Gesper and Holowaychuk, 1970; Crozier and 
Boerner, 1986). Different tree species have been shown to have different 
amounts of stemflow based on bark and canopy characteristics (Gesper and 
Holowaychuk, 1970) and different nutrient concentrations in stemflow. These 
differences in stemflow characteristics have been correlated with differences 
in soil characteristics at the base of different trees (Gesper and Holowaychuk, 
1970; Crozier and Boerner, 1986). 

It is likely that none of these potential mechanisms is mutually exclusive. 
Likely, multiple mechanisms could work in concert to produce the observed 
patterns in the field. In addition, mechanisms may vary among different tree 
species, as proposed by Eviner (2004). 

4. IMPACT OF FINE-SCALE PATTERNING  
IN MICROBIAL COMMUNITIES ON LARGER-
SCALE PATTERNS IN VEGETATION 

While there is certainly less data to support the contention that spatial pattern-
ing of microbial communities impacts plant diversity and growth in forest 
soils, evidence is accumulating that microbes have impact on the types and 
number of species in a given area and process rates in ecosystems (Bever, 
1994; Bever, 2003; Fitter, 1977; Van der Heijden et al., 1998; Wardle et al., 
2004; Klironomos, 2002). Host plant growth is altered in a host specific 
fashion by association with pathogens or mycorrhizal fungi thus a mecha-
nism exists for belowground diversity to alter plant community dynamics.  
A greater understanding of the spatial dynamics of the microbial communi-
ties relationship to plant structures such as roots, leaves, and material as they 
hit the surface, will allow us to create the necessary bridges to develop 
mechanisms for microbial impact on plant growth and the degree to which 
microbial spatial patterns impact this growth. 

Our greatest challenge in evaluating the impact of spatial patterning of 
microbes on plant dynamics is not the analysis of the data, as geostatistics 
have provided ample analytical tools for analyzing data sets collected. Our 
greatest challenge today is actually acquiring the samples necessary at a scale 
that is relevant to microbial growth and function. Scaling from microbial 
growth to ecosystem function is a challenge that must be successfully met 
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before we can provide more broad evidence for the impact of microbes on 
structural and functional diversity in plant communities. Solid evidence for 
this link requires a mechanistic understanding at a scale that is smaller than 
has been available to researchers almost until the advent of molecular tech-
niques. Analysis of characteristics of microbial communities has been ham-
pered by the lack of information available from culture data, which in the 
past has been the most common microbial tool. The poor capture with this 
technique (<7% of the organisms in soil) allows the majority of organisms to 
avoid capture. Molecular techniques now allow for the identification of the 
genomes of the organisms in a given area and the genetic makeup of the 
organisms in a given soil. 

However great the challenge, there is subtle evidence currently available 
that the spatial structure of the microbial community does alter community 
structure and function at higher scales. Some of the stronger evidence of these 
impacts comes from the mycorrhizal literature (Klironomos, 2002, 2003). 
Yet, there are additional pieces of evidence in the bacterial and saprophytic 
fungal literature that contribute to an evolving picture of the importance of 
microbes in ecosystem dynamics. While there are many wonderful studies 
that have focused on the impact of belowground systems on plant dynamics, 
we will limit our study to forested ecosystems. 

Mycorrhizae, the mutualistic symbiosis between fungi and plants, have 
long been associated with the success of plant communities. There is a great 
deal of evidence that the development of this relationship allowed aquatic 
plants to transition to land plants (Brundrett, 2002). Water was not likely the 
challenge for plant transitioning to terrestrial systems, the access to phos-
phorus, which is immobile in soil systems, was the challenge. Access to 
phosphorus through a fungal partner allowed plants to emerge from aquatic 
systems. As such early plant communities were influenced highly by the 
availability of fungal partners. 

Recovery of systems following disturbance has always provided insight 
into the mechanisms important to system productivity and stability. Research 
on areas disturbed by the 1980 eruption of Mt. St. Helens has provided infor-
mation on the importance of mycorrhizae in plant establishment. Ten years 
following the eruption, the Pumice Plain, formerly a conifer forest and the 
area most disturbed by the volcano, had very sparse recovery by conifers. 
Allen et al. (1992) found poorly developed ectomycorrhizae (ECM) and few 
fruiting bodies. Hence, lack of ECM fungal recovery in this highly disturbed 
area retarded the recovery of vegetation. Across the Pumice Plain, ECM and 
arbuscular mycorrhizal (AM) fungi were returned to the site by animals 
(Allen et al., 2005). As animals graze patches of vegetation, fungi were dis-
tributed in ways that increased the patchiness of the landscape and promoted 
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the development of resource patches. These resource patches have greater 
organic matter content than if fungi were randomly distributed improving the 
probabilities of survival for fungi and host. 

Boerner et al. (1996) examined six vegetation patterns of different ages 
(stripmine, soybean field, 5-year-old field, 10-year-old field, prairie, woods) 
across a single landscape to determine ECM and AM mycorrhizal infectivity 
across land-use types. They found reduced AM and ECM infectivity in agri-
cultural fields compared to areas with native vegetation. While AM fungi 
had lower infectivity in disturbed sites compared to native, ECM infectivity 
was low- or nonexistent and extremely patchy across the disturbed site. The 
high heterogeneity in ECM across site suggests recovery is a consequence of 
discrete return events possibly establishment by animal transport. As succes-
sional age increases, the ECM infectivity increased such that approaching 30 
years, an ECM-dependent seed dropped anywhere in the matrix would 
encounter ECM. However AM species were more likely to be able to esta-
blish anywhere in the matrix and ECM species limited to patches and 
margins, possibly altering spatial patterns of trees early in succession. 

There have been a large number of studies that have provided evidence 
that mycorrhizal species have different impacts on plant growth. One recent 
study in a broadleaf temperate forest demonstrated the impact of mycorrhizal 
inoculum on tree growth (Lovelock and Miller, 2002). While there were no 
detectable differences in inoculum potential across sites within a single 
forest, inoculum taken from different trees in that forest had different im-
pacts on tree growth when seedlings were established with the inoculum in a 
greenhouse. Thus, differences in effectiveness resulting from spatial distri-
bution of trees will likely alter success of seedlings establishing in specific 
areas. 

There are also recent reports that introduced mycorrhizae may have 
detrimental impacts on ecosystem dynamics. In a study on pine plantations 
and soil carbon Chapela et al. (2001) examined ectomycorrhizal fungi in 
pine plantations. Their research detected poor diversity in pine plantations, 
having three mycorrhizal fungi present compared to 100 in native stands. 
They also detected soil carbon loss and exceedingly old carbon being used 
for fruitbody formation. Their conclusions were that introduced fungi may 
be altering carbon dynamics in forests leading to the decrease in soil carbon 
being detected in pine stands across the country. The degree to which intro-
duced fungi remain in or spread to native forests requires investigation. 

The spatial distribution of bacteria and saprophytic fungi in soil also 
has great potential to alter the diversity and distribution of plants. Negative 
feedback between plant and soil communities has been detected in a number 
of studies (Packer and Clay, 2000; Bever, 2003). Poor seedling recruitment 
was detected within 10 m of maternal tree for Prunus serotina (black cherry) 
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(Packer and Clay, 2000). Presence of the fungal pathogen, identified as a 
Pythium spp. in the soil associated with the maternal plant resulted in death 
of seedlings of the related black cherry seedlings but not other tree species. 
This pattern was detected only in the native range of the black cherry where 
the Pythium spp. was located but not when black cherry was found in 
European forests, where it was an introduced invasive species (Reinhart et al., 
2003). These studies suggest that at the local scale the soil microbial com-
munity is spatially structured in response to the distribution of the above-
ground biomass and the negative feedback of the soil microbial community 
in turn, impacts the spatial distribution of plant species. 

There are a number of studies have begun to detect beneficial bacteria, 
root zone bacteria that impact plant growth (Cooper, 1959; Brown, 1974; 
Schippers et al., 1995; Domenech et al., 2004; Lucas Garcia et al., 2004). 
Beneficial bacteria have been reported to alter plant growth by increasing 
stem length, neck diameter, and shoot weight of the plants for which they 
are associated (Lucas Garcia et al., 2004). As the bacteria were primarily 
detected in the rhizosphere the degree to which they are spatially structured 
at other scales and the specific roles played in positive or negative feedback 
have not been fully evaluated. It is likely that they are spatially structured at 
small scales in forests and differences in the degree to which they are bene-
ficial or host specific could have large impacts at the level of community 
dynamics. These bacteria are being used as inoculants in horticultural prac-
tices to improve establishment of nursery transplants so are introduced 
species across large areas. Interest in these organisms in the near future will 
likely increase with improvement in our ability to use molecular techniques 
to track them. 

5. MECHANISMS 

One of the basic tenets of the field of ecology is that organisms respond to 
their environments either on ecological or evolutionary time frames. Changes 
in the ecological or short time frames often reflect the genetic plasticity that 
is inherent to variation in trait expression. The evolutionary time frame re-
presents long-term changes to genetic materials that are a consequence of 
adaptations to new environments. The short generation time of microbes 
allows very rapid changes in response to environments. The mechanism by 
which microbes and plants become spatially structured is a consequence of 
environmental conditions as discussed above but over longer evolutionary 
times likely results in evolutionary changes to both organisms. There is some 
evidence on this ancient historical signature in the literature. 
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Theoretical studies suggest the local adaptation of microbial communities 
at exceedingly small spatial scales. In a reciprocal transplant study, bacterial 
colonies isolated from an old-growth forest had greater fitness when grown 
in soil collected from their home site compared to soils collected at a dis-
tance (Belotte et al., 2003). Bacterial isolates grown in soil media collected 
10 m from the home site showed only 60% of the maximum growth of the 
home site. Overall, bacterial isolates grown on its home soil had approxi-
mately 50% greater fitness (Belotte et al., 2003). The spatial extent of local 
adaptation was estimated to be 6.1 m (Belotte et al., 2003), a range that  
is similar to many estimates of spatial autocorrelation of soil microbes in 
forested ecosystems. 

In another example of potential local adaptation, Hansen (1999) exposed 
litter bags of individual species (yellow birch, sugar maple, and red oak) and 
mixed litter types in forested ecosystems in North Carolina, USA. The 
species composition of the oribatid mite assemblage differed among each 
individual litter type (Hansen, 1999), and litter bags with red oak promoted 
an assemblage of endophagous mites that increased litter decay. This pattern 
is consistent with local adaptation of decomposer organisms for a particular 
type of detritus, similar to local adaptation. 

The study of Packer and Clay (2000) found survival of black cherry seed-
lings under maternal plants to be quite low for related seedlings but survival 
for unrelated black cherry seedlings and species such as dogwood and tulip 
poplar to be unaffected. 

These data shows a potential evolutionary mechanism to explain the 
patterns observed in forested ecosystems. Dominant trees typically have a 
life span of at least 200 years, with some species with typical life spans of 
0much longer. Clearly, the life span of soil biota is much shorter compared 
to the life span of dominant trees. Even relatively long-lived soil biota (such 
as oribatid mites), have at least 1–2 generations per year, allowing a mini-
mum of 200 generations to respond to the selective influence of the dominant 
trees. Local adaptation is a potential mechanism that could explain the ob-
served patterns of spatial structure. 

More important than simple demonstrations of local adaptation, there 
is growing sentiment that the evolution of mutualisms was dependent on 
microbes being spatially structured in soil (Denison et al., 2003). The pro-
blem of cheating or being a free rider, taking from the host without contri-
buting to host maintenance, is often discussed as a reason that mutualisms 
should be inherently unstable. Spatial patterning in soil microbes is con-
sidered a consequence of poor dispersal skills that increases the likelihood 
that related organisms will be found close together. This spatial pat-
terning may provide a mechanism, primarily kin selection, for the long- 
term stability and wide distribution of mutualisms across organisms.  
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Spatial patterning results in repeated contact of would-be mutualists that 
increases the probability of forming relationships. 

In this way, spatial structure of soil microbial communities may also have 
been a driver in the development of symbiotic nitrogen fixation. Bever and 
Simms (2000) found the only way to explain the development of symbiotic 
nitrogen fixation was through benefits to relatives through kin selection. For 
some rhizobial strains to fix N, the organisms must be in a terminal non-
reproductive state. As such, the evolutionary benefit of fixation cannot be 
passed on to offspring. The benefit therefore must be to free-living N fixers 
distributed in proximity to the root that are capable of benefiting from 
increased root exudation. In their study, mathematical models were used to 
examine the importance of spatial structure in the evolution of N fixation 
and determined that spatial structure was necessary for the evolution of 
nitrogen fixation. 

6. CONCLUSIONS 

Ultimately, the failure to understand microbial dynamics at the smallest scale 
will limit our ability to fully evaluate the impact of microbes on plant dyna-
mics. The most obvious component of our story is that trees alter the spatial 
distribution of soil microorganisms. 

However, the more difficult challenge but ultimately the most important 
scientifically, will be elucidating the impact of the spatial distribution of soil 
organisms on aboveground structure and function. Our goal should be to 
integrate from a single bacterium in the forest floor to its impact on global 
nutrient cycles. While some would argue that individual microbes impact 
global nutrient cycles in a redundant fashion that make knowledge of identity 
and specific role unnecessary, recent studies on the impact of microbes on 
aboveground community dynamics show this to be a weak argument that 
will keep us from fully understanding and protecting natural systems. Microbes 
are spatially distributed in forest soils. Continued investigation into the cause 
and effects of the patterns that develop will improve our ability to protect 
and manage forest systems. 
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