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Introduction1

Jean-Louis Mucchielli and Thierry Mayer

The location choices of multinational firms for their production plants is
an important topic, not least because this phenomenon is accompanied by
so many fears in the public debate. Recent experiences prove that the most
important concerns are linked to trade integration episodes. During the
process of North American Free Trade Agreement (NAFTA) adoption
and implementation, expectations were strong that firms would relocate to
Mexico their manufacturing activity in order to serve the North American
market as a whole from this new low-cost base (the ‘Giant sucking sound’
of Ross Perot, being only the most vivid and famous expression of those
widespread fears). The 1986 enlargement of the European Union (EU) to
Spain and Portugal already witnessed similar concern. The next enlarge-
ment to 10 countries – mostly Central and Eastern European countries –
programmed for May 2004, reinvigorates the arguments of those claiming
that ‘Old Europe’ countries will lose in the process the little manufacturing
industry production left from previous international opening of markets.
By contrast, in 2002, some multinational firms like Canon or Philips have
relocated their assembly plants or their common parts production from
Mexico to China or Thailand.

Will such a large-scale change in the European economic geography take
place? Faced with such questions, we believe that economists should (and
actually can) provide answers. Their work can use different tools, but we
will focus here on two types of methodologies typically employed. A first
approach starts by noting in the examples above that location patterns are
largely the result of decisions by multinational enterprises (MNEs).
Therefore, a clear understanding of what drives the ‘internal geography’ of
multi-plant firms (where the MNE decides to locate each of its plant) is
very useful in order to apprehend global changes in international produc-
tion patterns. There is now a quite large literature aimed at assessing the
theoretical and empirical determinants of the international organization of
production by MNEs that can be usefully mobilized. A second path of
research analyses the equilibrium pattern of international production more
globally as the result of a conflict between agglomerative and dispersive
market forces. It seems clear that the two approaches should interact.
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Firm-level location choice analysis suffers when abstracted from more
general phenomenons like, for instance, the local equilibria on each labour
market, which is clearly both influenced by location choices of MNEs in
the long run and in return affects their production costs and hence their
location decision. Conversely, general equilibrium models depicting inter-
national production patterns lose a lot of their convincing power if they fail
to account correctly for the individual decisions by firms. This book is an
attempt to promote such interactions which, while much needed, seem not
to emerge so frequently and spontaneously.

The volume is hence the result of the encounter of two types of scientific
literature and researchers: the analysis of foreign direct investment location
choices, on the one hand, and the work studying the forces at work in the
shaping of the international economic geography, on the other hand.

The work on the determinants of location choices of multinational firms
has a long and productive history based mostly on industrial organization
and international business theories. The empirical applications in this field
increasingly benefit from an improvement of data and methods availability
– particularly at the level of the firm and of its affiliates (following this
trend, most chapters in this volume use firm-level data). One of the fre-
quently mentioned limitation of this type of research is its focus on partial
equilibrium, where what happens in an industry is usually disconnected
from the rest of the economy.

In parallel, the last decade has witnessed very important developments
in what has been named the ‘New Economic Geography’. The initial
impulse was mostly theoretical and used tools familiar in international
trade theory to predict general equilibrium patterns of industries’ agglom-
eration (see Fujita, Krugman and Venables, 1999, for a complete overview).
The theoretical developments were very rich but, until recently, the empir-
ical aspects of the economic geography have clearly been left aside, to the
point that the leading theorists in the field are now calling for more rigor-
ous empirical implementations and care in the data used to explain inter-
national location patterns of increasing returns industries.

While the two fields obviously have a lot in common, it has only been
recently that researchers have acknowledged the similarities of their
approaches and the possible complementarities. Some were obvious but
oddly left uncovered until now. On the theoretical side, one of the most
interesting parallels is the analysis of location choices as a trade-off
between trade costs and scale economies. This trade-off is deeply rooted in
traditional regional and urban economics that led to recent new economic
developments (Fujita and Thisse, 2002, p. 93, even call it the ‘fundamental
trade-off in spatial economics’). It is also central in the modern theory of
foreign direct investment: Brainard (1993), among others, explicitly formu-
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lates the choice of a firm to invest abroad as a means to reduce trade costs
to consumers (proximity) that has to be balanced with the rise in average
production cost caused by the split of production between smaller plants
(concentration). This is the famous ‘proximity–concentration model’ which
is opposed to the ‘factor endowments’ model. The complementarities also
concern the empirical assessment of likely causes of the degree of spatial
concentration we observe in a lot of modern industries. This volume is the
outcome of the meeting of those two strands of research, materialized in
the very rich two-day workshop held in Paris in May 2002, where many
scholars could exchange views on the current state of the art and the direc-
tion research should take in those topics.

The book is organized in two parts each comprising five chapters. The
first part deals with agglomeration behaviours of MNEs in the context of
international (mostly regional) integration. Leo Sleuwaegen and Reinhilde
Veugelers propose an empirical index of agglomeration in the EU using
detailed plant-level production data of the industry ‘leaders’. The goal is to
assess the impact of the Single Market Programme (SMP) by looking at the
evolution of concentration at three points in time (1987, 1993 and 1997).
The key and important improvement of their approach is that they can
isolate in the overall changes what part is caused by a reorganization of pro-
duction inside the firm. The authors find an overall trend towards dispersion
of production inside the EU. They are then able to show that while leading
firms still have a large share of their production at home, the share of pro-
duction in other member countries inside the same firm increases
significantly during the period. This ‘internal’ aspect is therefore important
in the overall trend towards dispersion, with a slight shift towards southern
member states.

In the second chapter, Jean-Louis Mucchielli and Florence Puech
provide further evidence on firm-level location choices determinants inside
the EU. They focus on the location choices of French affiliates abroad in
seven EU countries comprising of 47 EU regions. They are particularly
interested in the geographical structure of those location choices, assessing
the importance of national borders in the location choice. It appears that
investors consider regions as closer substitutes in their decision when those
regions belong to the same nation, signalling the fact that the impact of
national borders persists even within the single market. They also find
stronger evidence of agglomeration effects at the regional level and detect
a deterrent effect of high wages at the national level (following the way
others work, in Mucchielli, 1998). The influence of borders on location
choices is not limited to this aspect. Indeed, it has been shown repeatedly
that national borders have a surprisingly high (negative) impact on trade
flows (McCallum, 1995; Head and Mayer, 2000; Anderson and van
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Wincoop, 2003). For a multinational firm, this means that locating its
affiliate in a particular European country does not guarantee an easy access
to consumers in surrounding countries, even in the EU. Also important, it
means that an affiliate will be relatively insulated from third countries’ com-
petition on the specific market it is located in. Consequently, the impact of
borders on trade flows has to be correctly assessed, which is the goal of José
De Sousa and Anne-Célia Disdier in their chapter focusing on EU trade.
They improve upon the econometric methods used in the existing literature,
controlling for unobservable characteristics of bilateral trade relationships
between country pairs. Their central result is that the level of market frag-
mentation revealed by the impact of national borders was previously
slightly underestimated.

As stated above, NAFTA also yielded important issues about relocation
of activity from the USA to Mexico. Sylvie Montout and Habib Zitouna
study in their chapter this question for a particularly important industry:
the car industry, for which Mexican production experienced drastic changes
over the recent period, almost entirely due to MNE decisions. This case is
particularly interesting as it deals with an example of a major North–South
regional integration, for which the delocation expectations are highest. The
determinants of automobile production in Mexico are analysed using here
again firm-level data over a long period of time where important changes
in public policies took place. Apart from confirming that the distribution of
car production between Mexico and the USA is influenced in the expected
way by relative labour costs and demand (with labour costs seemingly dom-
inating the location choice), NAFTA is found to exert an important posi-
tive influence on the production of cars in Mexico.

Those first four chapters mostly deal with firms choosing a national loca-
tion site and how regional integration affects those choices. However an
increasingly important question is the impact of regional integration on
location patterns inside countries. This issue is specifically important in
Europe where regional policies rank very high on the political agenda. With
the coming EU enlargement, many candidate countries fear that economic
activity might become more polarized creating internal tensions as well as
more pressure on the European budget if current rules for regional policy
European funds allocation are kept unchanged. The vast recent changes in
the Mexican economic geography underlined by Hanson (1997) suggest
that those phenomenon might be important empirically. The theory is still
unclear on those issues and it is important to know whether the observed
recent dispersion trend in Mexico is what we should generally expect.
Matthieu Crozet and Pamina Koenig-Soubeyran provide a much needed
generalization of the original model by Krugman and Livas (1996). While
Krugman and Livas (1996) claimed that external trade liberalization yields
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less concentration inside the liberalizing country, Chapter 5 shows that this
result is in fact not robust to a generalization of the model and that the con-
clusions are, in fact, much more subtle. When regions inside a country have
a symmetric access to the rest of the world, the original conclusion is
reversed, and we should expect international trade integration to foster
agglomeration. The outcome when regions have different access to interna-
tional markets, is that trade integration generally favours the border region,
except where competition from foreign firms is too fierce.

One of the most important result underlying the New Economic
Geography is the Home Market Effect (HME). In a model with increasing
returns and trade costs, there is a general tendency of countries with a large
share of overall demand to attract a more than proportional share of
output and/or to pay higher factor incomes. This result is a key determi-
nant of spatial concentration, and is studied in detail in the second part of
the book. Keith Head, Thierry Mayer and John Ries use this characteris-
tic to investigate if New Economic Geography is indeed the dominant
explanation of the observed agglomeration of MNEs. There can be numer-
ous alternative explanations for spatial clustering, one of the most popular
being the existence of localized technology spillovers. However this techno-
logical spillovers explanation does not yield a Home Market Effect as
opposed to the increasing returns/trade cost theories. The authors use over
1400 individual location choices by Japanese firms in both the USA and the
EU to investigate which of the two explanations seems more valid. The
empirical analysis provides little support for the Home Market Effect and
is much more positive for the spillovers explanation.

The HME relationship has been shown to hold in a variety of (though
not in all) models with imperfect competition and trade costs, and to be
inconsistent with perfect competition models where trade is caused by
factor endowments differences or national product differentiation.
Federico Trionfetti adds to those results through a theoretical investigation
of the effect of market size on specialization and production patterns in a
Ricardian model of trade. He reveals quite distinctive features of this
model. The size of markets matter for production even in the absence of
trade costs, which is an important difference with the factor endowments
model. The more than proportional reaction of the output share to the
demand share can also arise for sufficiently large demand size asymmetries.
In the work on HME, the emphasis has so far been entirely focused on the
theoretical foundations and the empirical quantification of this phenome-
non. There has been surprisingly little work on the welfare implications of
the HME, despite clear normative consequences of the location patterns of
firms in this type of model. Gianmarco Ottaviano proposes a normative
analysis of the existence of Home Market Effects. His main results point to
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a tendency towards excessive agglomeration of increasing returns to scale
industries in terms of welfare. This pattern is all the more pronounced when
the HME is important, that is, when scale economies are strong and trade
costs are low. Policy implications are therefore that regional policies tend to
have a theoretical justification, but that they should take into account the
structural differences across industries in their action.

Important as market size considerations may be, they are certainly not
the only determinant of location choice. The last two chapters of the
volume reintroduce knowledge-related determinants in the decision as to
where to locate a plant. Fragkiskos Filippaios, Constantina Kottaridi,
Marina Papanastassiou and Robert Pearce study the location of US foreign
direct investment (FDI) flows in Organization for Economic Co-operation
and Development (OECD) countries during the past two decades. They
find that their so-called ‘knowledge-seeking’ variables (the research and
development [R&D] employment variable in particular) indeed provide
additional explanatory power to more traditional determinants, and in par-
ticular to market size. Looking across time, the authors show in particular
that knowledge-seeking determinants appear more important in the latest
years. If knowledge is so important for FDI, then multinational firms will
have an incentive strategically to use those determinants. This is the issue
tackled by Etienne Pfister in the final chapter of this book. This chapter
deals with location choices in a context of different intellectual property
rights’ protection levels across countries. There are some important, and
somehow initially surprising, results arising from the interaction of FDI
and property rights protection. It is shown that higher levels of protection
do not systematically increase the attractiveness of a country, in particular
when market size is important relative to trade costs and when imitation
costs are so high that the FDI strategy by the multinational firms involves
deterring entry by local competitors.

NOTE

1. This volume is the outcome of a workshop held in the University of Paris I Panthéon-
Sorbonne, on May 2002, while many of the authors were visiting the international trade
group of research centre TEAM. The organization of this workshop has only been made
possible by the help of young researchers at TEAM and, most notably, Anne-Célia Disdier
and Pamina Koenig-Soubeyran, who also took a crucial role in preparing this volume.
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PART I

Agglomeration and Multinational Firms’
Location





1. Geographical concentration of
production by leading firms in EU
manufacturing
Leo Sleuwaegen and Reinhilde Veugelers

1.1 INTRODUCTION

The process of market integration, triggered in the European Union (EU)
by the Single Market Programme (SMP), systematically changes the nature
of competition, and therefore the structure of firms and industries. There
is a widespread recognition of the potential benefits in terms of higher
efficiency and increased competition. The ‘official EU’ view, summarized in
the Cecchini Report on the ‘Costs of non-Europe’, anticipated four main
effects, each having implications for the structure of industries and firms:

● direct cost savings due to the elimination of non-tariff barriers, such
as fewer customs delays and costs of multiple certification;

● cost savings derived from increased volumes and more efficient loca-
tion of production (scale and learning economies and better exploi-
tation of comparative advantage);

● tightening of competitive pressures, reduced prices and increased
efficiency as more firms from different Member States compete
directly in the bigger marketplace;

● speedier innovation from increased competitive pressures.

At the same time, policy-makers particularly in smaller regions worry
about what the effects of economic integration will be on the location of
production activities. A common concern among politicians of peripheral
regions in the EU is that economic integration will lead to a loss of indus-
try production and jobs in their regions. These concerns are partly sup-
ported by recent theoretical work, which suggests that economic
integration may indeed lead to increased concentration of production and
larger international inequalities (for example, Krugman, 1991; Krugman
and Venables, 1995).
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However, the theoretical literature as it stands today fails to deliver a uni-
vocal result on the effects of market integration on geographical concentra-
tion of production, identifying both centrifugal and centripetal forces. The
existing empirical studies show only modest changes in geographical con-
centration at the aggregate level. But studies that zero in on sectoral
differences find that there is nevertheless a considerable cross-industry vari-
ation, indicating that industry characteristics on demand and technology
are important to instigate the centrifugal and/or centripetal forces.

This chapter contributes to the empirical literature on the geographical
concentration of production in the EU. A unique dataset of leading firms
in the manufacturing sector of the EU allows us to discuss the evolution of
geographical concentration of production over the period 1987–97. We are
able to move beyond the aggregate and sectoral level to discuss the patterns
of geographical concentration also at the firm level.

Before we present our empirical findings on the trends in geographical
concentration in the EU at the aggregate and industry level in section 1.4
and at the firm level in section 1.5, we review the literature on the impact of
market integration on geographical concentration of production in section
1.2. Section 1.3 explains the empirical methodology we use to measure geo-
graphical concentration.

1.2 THE IMPACT OF MARKET INTEGRATION ON
GEOGRAPHICAL CONCENTRATION OF
PRODUCTION

Changing Geographical Concentration at the Industry Level

The impact of market integration on the geographical concentration of
production attracted much attention in the literature. The implications can
be sketched fairly easily from a simple neoclassical trade perspective. When,
in the pre-integration period, trade is primarily inter-industry, and driven
by comparative advantage, reduced impediments to trade should heighten
the impact of that comparative advantage, leading to increased specializa-
tion and hence more geographical concentration of production. If, on the
other hand, trade is largely intra-industry, resulting from product
differentiation, it is not obvious that geographical concentration should
necessarily change – one way or the other. The ‘new economic geography’
literature analyses the relationship between trade integration and industrial
location in an intra-industry trade setting. A series of papers by Krugman
(1991), Krugman and Venables (1995) and Venables (1996) study the geo-
graphical concentration of industrial production. This literature is based
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on the Spence-Dixit-Stiglitz framework of product differentiation, increas-
ing returns to scale and monopolistic competition, together with trade
costs. A key feature of these models is that once production has agglomer-
ated in a region it continues to agglomerate because of self-reinforcing
demand and supply linkages. Downstream firms use an aggregate of
upstream varieties as intermediate inputs. In the presence of trade costs, a
larger number of upstream firms in a region implies a lower price level for
intermediate inputs. This is a forward link. At the same time, more down-
stream firms create a larger market for upstream firms. This is a backward
link. Trade costs are a force that makes it less attractive to serve markets via
exports. Lower trade costs would therefore be expected to lead to less con-
centration of production, weakening the agglomeration forces. Low trade
costs, of course, also imply a weaker dispersion force. However, as long as
there is a dispersion force that is independent of trade costs, agglomeration
will display a U-shaped pattern with agglomeration of economic activity
for intermediate trade costs and dispersion for high and low trade costs.
Examples of such trade-cost-independent dispersion forces are decreasing
returns in some perfectly competitive sectors (Venables, 1996), factor-based
comparative advantages (Forslid and Wooton, 1999; Fujita, Krugman and
Venables, 1999) and congestion (for example, Helpman, 1999).

In summary, whether market integration will lead to more geographical
concentration of production will depend on whether trade is inter- or intra-
industry, the level of trade costs, and the pattern of comparative advan-
tages and industry characteristics such as scale sensitivity and scope for
product differentiation.

Empirical studies have failed to find strong conclusive evidence in favour
of increased geographical concentration of production. Bearing in mind
the relative growth in intra-industry trade, the EU’s evaluation of the
Single Market Programme (SMP) (1996) concludes that the SMP has gen-
erally not ‘induced more concentration of EU industry around an indus-
trial core’ (European Commission, 1996, pp. 5–6). Most of the follow-up
empirical studies report different, often opposing, results depending on the
level of analysis (national or regional) and the considered time period. In
general the results point to a weak tendency towards less specialisation by
country and less geographical concentration in manufacturing in the
1970s, and a slight reversal of this tendency since the 1980s (Amiti, 1998;
WIFO, 1999).

However, empirical studies zeroing in at the sectoral level, find important
differences between industries. Brülhart and Torstensson (1996) and Amiti
(1999) show that especially industries characterised by strong scale econo-
mies and high to intermediate capital intensity became more geographically
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concentrated following European integration. A more recent study by
Midelfart-Knarvik et al. (2002), using a new measure of spatial dispersion
that takes into account the relative location of clusters of industries, finds
that a number of industries that were initially spatially dispersed have
become more concentrated. These are mainly slow-growing and unskilled
labour-intensive industries. The spatial concentration is usually in periph-
eral low-wage countries. Among industries that were initially spatially con-
centrated, significant dispersion has occurred in a number of medium- and
high-tech industries. Skilled and scientific labour abundance are important
considerations in determining industrial location. The pull of centrality is
becoming more important for industries that are intensive users of inter-
mediate goods. These observations provide some support for the new trade
and economic geography theories.

Changing Geographical Concentration at the Firm Level

Behind the effects on industry structure, are the changing strategies of indi-
vidual firms. At the firm level the removal of non-tariff barriers leads to
major strategic adjustments. Within the process of change, firms hitherto
protected by non-tariff barriers become suddenly confronted with a new
competitive environment. Although it was widely anticipated that the scale
of surviving firms would increase, providing scope for cost economies, little
attention was paid to what this might imply for the structure of individual
firms, that is, how firms would choose to distribute that increased scale
across geographic space.

Market integration makes it easier for firms to enter other EU Member
State markets. This gives rise to major cross-entries of markets within the
EU (frequently through mergers and acquisitions (M&A)). At the same
time, improved co-ordination possibilities and the drive for a better ex-
ploitation of scale and scope economies within Europe change the
configuration of activities, such that certain sub-activities tend to become
more geographically concentrated in some Member States. This concentra-
tion process goes together with the development of more efficient logistics
systems that is made possible by a further deregulation of the transporta-
tion and telecommunication sectors in Europe.

Vandermerwe (1993) predicts the formation of Euro-networks in view of
the ongoing market integration on a European and global scale, with the
structure and location of activities of firms no longer based on specific
countries. As multi-country strategy structures become less efficient, trans-
national firms need to reorganize to a structure that allows a complex strat-
egy. This restructuring should lead to so-called new global and regional
networks, where firms concentrate on their core activities and build close
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relationships with suppliers and distributors. Recent economic geography
models that explicitly include transnational firms show that, because of
economic integration, transnational firms relocate those activities to
peripheral countries which need not be close to consumers or suppliers and
that are labour intensive (Gao, 1999; Raybaudi-Massilia, 2000).

In summary, while market integration provides an incentive for firms,
both EU and non-EU, to enter more Member States, it likewise provides
the incentives to organize production on an EU scale, which might lead
production to be concentrated in fewer geographical sites.

1.3 MEASURING GEOGRAPHICAL
CONCENTRATION OF PRODUCTION WITHIN
THE EU USING THE MARKET SHARE MATRIX

Rather than drawing on published aggregate data, our empirical analysis
enables assessment of changes in geographic concentration of production
at the firm level. At the heart of the analysis is the construction of an EU
‘market share matrix’ (MSM hereafter). This MSM includes estimates of
the turnover of a set of leading manufacturing firms, disaggregated across
industries and individual Member States. In order to show how the MSM
can be used to discuss the trends in geographical concentration, we first
explain the underlying methodology.

The Market Share Matrix

Briefly, the basic idea of this matrix is to identify a set of ‘leading firms’,
and disaggregate their turnover data, extracted from individual company
accounts. A firm qualifies as a ‘leader’, if it is one of the five largest EU pro-
ducers in at least one manufacturing industry. For every such firm, the
matrix includes estimates of its EU turnover (sourced from within the EU)
in each industry in which it operates (not only in those where it is a ‘leader’),
and disaggregates firm turnover according to its production centres across
EU Member States. A three-dimensional matrix built on these principles
can provide estimates of various structural dimensions: market concentra-
tion and geographical concentration of production of the industries, and
intra-EU transnationality and diversification of the matrix firms.

The MSM has been constructed for the years 1987, 1993 and 1997. An
analysis of these three years provides a rich and detailed mapping of how
market concentration, geographical concentration of production, trans-
nationality and diversification have changed over time (Veugelers et al.,
2002). It is important to keep in mind that the changes over time cannot
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solely be attributed to the SMP, although it is a major factor of change in
the considered period. In time-comparable format, the matrix covers 67
manufacturing sectors and the old EU-12 Member States as it was in 1987:
Belgium/Luxembourg, the Netherlands, Germany, the UK, France, Italy,
Denmark, Spain, Portugal, Greece and Ireland.

Although the MSM data clearly offer the advantage of having firm-level
data, there are some disadvantages that need to be noted. First, the analysis
is restricted to the level of the country as the unit of analysis in the MSM.
The regional level would be a more meaningful level of analysis for geo-
graphical concentration. Second, the analysis of geographical concentration
and its changes over time are very sensitive to the composition of the matrix,
being restricted to leading firms only and thus favouring firms from/in large
countries. As the national breakdown of the matrix firms is broadly in line
with the relative sizes of the Member States, the smaller countries are likely
to be underrepresented (see also Davies et al., 1996, ch. 10). Third, because
all firms’ turnovers are disaggregated across a common industrial
classification within manufacturing, all inter-firm or inter-industry compar-
isons are perfectly standardized over a common ‘terrain’. But this terrain is
‘ring-fenced’, and does not include the firms’ operations outside manufac-
turing and outside of the EU-12.

Measuring Geographic Concentration Using the MSM

Most measures of geographical concentration take the form:

M��n
k�1 P·h(P) (1.1)

with P the share of the kth Member State in total production in sector j,
h(Pjk) an assigned weight and n the number of Member States.

This study makes use of the Entropy index as a measure for geographi-
cal concentration, because of its decomposition properties.1 The Entropy
measure weighs each P by the logarithm of its reciprocal (1/P):

E��n
k�1 P· log (1.2)

If all Member States have an equal share in an industry’s production,
Entropy equals log n (Maximum Entropy). If production is concentrated
in only one Member State, the Entropy index is at its minimum and equals
zero. The geographical concentration of production is measured through
the Relative Entropy index. The Relative Entropy index (RE) consists of the

�1
P�
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Entropy index divided by the Maximum Entropy (log n), and is situated in
the [0,1] interval.

REj��n
k�1 · log /log n (1.3)

with Xj production in industry j
with Xjk production in Member State k, industry j.

At the aggregate level, the Relative Entropy becomes:

RE� · log /log n (1.4)

with X total production, Xk total production in Member State k.

To study to what extent production has shifted from northern to south-
ern countries in the EU (the core–periphery notion), the Entropy index can
be decomposed in a within-group component and a between-group com-
ponent. We consider two groups of countries within the EU, Northern
Europe and Southern Europe (Italy, Spain, Portugal and Greece).2

The ‘Entropy Between’ index for two country groups at matrix level is:

Ebetween�P1 log �P2 log (1.5)

with Pi�share of country group i in total production.

The ‘Entropy Within’ index is the weighted average of the Entropy index of
each group:

Ewithin�E1.P1�E2.P2 (1.6)

with Pi�share of country group i in total matrix production
with Ei�Entropy index in country group i.

The higher the Entropy Between index, the more production is equally
spread between both groups of countries. If the Entropy Between index
equals 0, production is concentrated in one of the two country groups. The
maximum value of the Entropy Between index is 0.3 (log 2), indicating a
perfect spread of production between both clusters of countries. The
Entropy Between index will be used as an inverse measure of concentration
of production in northern versus southern countries.

�1
P��1

P�

� X
Xk��

n

k�1

Xk

X

Xj

Xjk

Xjk

Xj
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1.4 CHANGES IN MSM GEOGRAPHICAL
CONCENTRATION AT THE INDUSTRY LEVEL

The present section examines which tendencies show up in the location of
total production of the leading firms in European manufacturing industries
over the period 1987–97. The first part of the section provides a view on the
MSM aggregate data. It shows in which Member States EU production of
leading firms is located. The second part examines the changes in geograph-
ical concentration of production of leading firms by industry.

Country Shares in the MSM

The MSM data clearly show that the location of production of leading
firms within the EU is very concentrated, with two-thirds of matrix produc-
tion located in Germany, France and the UK (Table 1.1). The southern
Member States including Portugal, Spain, Italy and Greece, comprise less
than one-fifth of total matrix production. Within this group of southern
countries, Italy takes up the largest part of manufacturing production with
about 12 per cent of total matrix production.

Table 1.1 Country share of production, 1987–97 (percentage)

1987 1993 1997

GER 0.350 0.390 0.350
FR 0.210 0.200 0.180
UK 0.180 0.160 0.170
NL 0.050 0.040 0.050
BEL/LUX 0.040 0.030 0.040
IRE 0.002 0.003 0.005
DEN 0.002 0.008 0.010
IT 0.120 0.120 0.130
SP 0.040 0.040 0.060
PORT 0.003 0.004 0.007
GR 0.003 0.003 0.003

The geographical structure of production within the EU does not show
dramatic changes over the period of investigation. Germany, France and
the UK continue to account for the majority of total matrix production.
Nevertheless, closer examination of the evolution of country shares of
matrix production shows a shift of matrix production to the southern EU
Member States. Spain, Italy and Portugal take up an increasing part of
matrix production over the period 1987–97 (20 per cent in 1997 versus 16.6
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per cent in 1987). This evolution can be explained by the three following
factors: an increase in the number of leading firms originating from south-
ern Member States, a growth in firm size of incumbent, leading firms from
southern member states in their home market, or an increase in ‘foreign
firm production’, that is, production by leading firms outside their home
country in Southern Europe.

Table 1.2 shows that, with the exception of Italy, there are very few
leading firms originating from the southern Member States. The first factor
to explain the rising share of southern countries in EU leading production,
namely a rise in the number of leading firms, can only be attributed to Italy.
With the exception of the Benelux countries, leading firms from all
Member States, including the southern Member States, have a clear home
market bias, since the majority of their production is still located in their
home market. Nevertheless there is a marked decline of this home market
bias over time for all firms in the matrix (see Veugelers et al., 2003, for more
on this). The only exceptions are the three Spanish matrix firms that con-
tinue to concentrate all production at home. With this strong home market
bias, a second possible factor to explain the rising southern share, is a
growth in home market sales for the Spanish firms.

In line with the decline in home market bias, is the rise in foreign produc-
tion in Member States, that is, production accounted for by foreign owned
matrix firms, as Table 1.3a illustrates. This holds both for northern and
southern Member States. Hence, of growing importance in the explanation
of a country’s share in total matrix production is the growth in foreign firm
production.

The examination of the shares of southern countries in total foreign firm
production (Table 1.3b) reveals a growing attractiveness of this region for
foreign firm production over the period 1987–97. The attractiveness,
however, holds mostly for matrix firms originating from the EU as non-EU
firms locate only 17 per cent of their foreign production in Southern
Europe, compared with 33 per cent for EU firms.

In summary, the share of the southern Member States in EU leading
manufacturing production has increased in the period 1987–97, albeit mod-
estly. This can be related to more Italian firms entering the league of leading
firms in their industry, but a major force is the increasing attractiveness of
southern Member States for FDI, mainly from other EU leading firms.

Geographical Concentration of Matrix Production across Countries

This section examines how matrix production in European manufacturing
industries is geographically concentrated across Member States at the
aggregate level.
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The EU MSM project traces changes in the geographical concentration
of production over the period 1987–97. Since this is a period of ongoing
market integration triggered by the SMP, a time comparison provides sug-
gestive evidence of a trend towards geographical concentration or disper-
sion when EU markets integrate.

Table 1.4 shows a small increase in the Relative Entropy index over the
time period 1987–97, which points to an increase in geographical dispersion
as de-concentration of EU matrix production. Comparing the pre- and
post-1993 period, it seems, however, that the trend towards more geograph-
ical dispersion is only observed in the post-1993 period. Although the trend
seems to point towards geographical dispersion, it is important to empha-
size that the changes are small on average. Also, Midelfart-Knarvik et al.
(2000) find a small increase in geographical dispersion of the overall manu-
facturing industry.

The overall trend of increased geographical dispersion is found both
within northern and southern Member States. Although the Relative
Entropy index increases in both groups, the increase is most notable for the
southern Member States. Nevertheless, the geographical dispersion
remains considerably lower in Southern Europe as compared to the coun-
tries in Northern Europe. This can be related to the lower home market bias
of the smaller northern Member States, as noted above. The stronger geo-
graphical concentration within the southern Member States is explained by
the persistent dominance of Italy in southern production. Spain and
Portugal, however, are catching up with a substantially higher growth rate
of matrix share production over the time period 1987–97, compared with
Italy (8 per cent) (see Table 1.1).
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Table 1.3a Share of foreign firm production in total matrix production by
country, 1987–97 (percentage)

1987 1993 1997

GER 22.91 25.71 31.45
FR 23.70 31.84 41.89
UK 29.36 43.52 54.19
NL 31.62 50.29 67.14
BEL/LUX 71.85 84.11 86.74
IRE 100.00 100.00 92.89
DEN 100.00 52.96 41.34
IT 25.99 34.22 39.76
SP 85.42 87.04 91.89
PORT 98.58 100.00 98.31
GR 100.00 100.00 100.00
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The evolution of the Entropy Between index over the observed time
period is especially interesting as it could yield evidence of a possible shift
in production to the south. Table 1.4 shows slight increases of the
Entropy Between index, indicating a more equal spread of matrix pro-
duction between both groups and thus, a weak trend of geographical dis-
persion towards Southern Europe. This confirms the increasing share of
the southern countries and takes into account that in 1987 the share of
total production in Northern Europe was larger than that in Southern
Europe.

Geographical Concentration at the Industry Level

The aggregate level hides some interesting observations related to industry
specific characteristics. To uncover these industry specificities, the geo-
graphic concentration of matrix production will be discussed at the indus-
try level. Table 1.5 lists the most and least geographically concentrated
industries. The sectors with the least geographical concentration are ‘Glass’
and ‘Dairy products’. ‘Machinery’, a traditional skill-based industry, is
among the most concentrated industries. Note that the car-manufacturing
sector holds a Relative Entropy index of 0.61, which is close to the overall
average (not shown in Table 1.5).

The overall downward trend in geographical concentration at the matrix
level holds generally well at the industry level. Figure 1.1 shows the distri-
bution of the Relative Entropy across the sample of 67 industries for the
years 1987 and 1997.

Whereas in 1987 only about 40 per cent of all industries had a Relative
Entropy that was higher than 0.6 (eight industries even showed a Relative
Entropy smaller than 0.4), in 1997 the majority of the industries (43 out of
67, that is, 65 per cent) had a Relative Entropy that was higher than 0.6.
However, although the average trend is one of increased geographical
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Table 1.4 Overall geographical concentration of matrix production within
the EU, 1987–97

1987 1993 1997

Relative Entropy 0.72 0.71 0.76
Entropy Between 0.20 0.20 0.22
Entropy Within 0.55 0.54 0.57
Relative Entropy North 0.58 0.56 0.60
Share North 0.83 0.83 0.80
Relative Entropy South 0.30 0.31 0.34
Share South 0.17 0.17 0.20



spread of manufacturing activities across all industries, large differences
exist across the industries. Table 1.6 lists the industries with the largest pos-
itive and negative change in geographical concentration.

The sectors which display a decrease in RE index, that is, for which indus-
trial production is concentrating, are sectors which were characterized by
an initial low level of production concentration and are traditional indus-
tries like ‘Leather’ and ‘Steel tubes’. In these sectors the market integration
may have forced these industries to rationalize their too dispersed produc-
tion activities.

Also in the evolution of the Entropy Between index, which is our
measure of geographic concentration between northern and southern
Member States, an important variation exists between different industries.
Table 1.7 list those industries that show a strong shift of production
towards Southern Europe (largest increase in Entropy Between) and those
industries that have reinforced concentration of production in Northern
Europe (largest decrease in Entropy Between) over the period 1987–97.

The only two industries that were concentrating most of their matrix pro-
duction in Southern Europe in 1987 are ‘Pasta’ and ‘Cycles and motor-
cycles’ (these industries are not shown in Table 1.7). Over 1987–97 the
Entropy Between index of the pasta industry has increased from 0.22 to
0.28, indicating a shift of production toward Northern Europe. For the
cycles and motorcycles industry on the other hand, the Entropy Between
index has decreased, pointing at a reinforcement of concentration of pro-
duction in Southern Europe.
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Table 1.5 Industries with highest and lowest level of geographical
concentration, 1997

SPES Industry Relative Entropy 1997

Lowest level of geographical concentration
7 Glass 0.83

41 Dairy products 0.82
44 Grain milling and manufacturing of starch 0.80
39 Oils and fats 0.77
72 Toys and sports goods 0.77

Highest level of geographical concentration
63–64 Wood manufactures 0.31
38 Clocks and watches 0.37
17 Manufacture of machine tools for working 0.38

metals
18 Manufacture of other machinery 0.38
33 Cycles and motor cycles 0.44



In search of the industry characteristics that influence the changes in
geographical concentration, characteristics like scale sensitivity and scope
for product differentiation affecting the intra- versus inter-industry nature
of trade are likely to be important.

Following Davies et al. (1996), we will distinguish differentiated product
industries from those producing homogenous goods. From a theoretical
perspective, this distinction maps closely into the difference between
endogenous and exogenous sunk costs in models of industry structure and
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vertical product differentiation (Sutton, 1991). Within the differentiated
group, industries are disaggregated further according to the method of
differentiation: through advertising versus R&D.3

Table 1.8 summarizes the time-comparable statistics for firms operating
in the different industry types. Both the Relative Entropy and Entropy
Between indices as measures for respectively geographical concentration of
production within the EU and production shift towards Southern Europe
are shown.

Table 1.8 shows that in the period 1987–97 firms active in homogenous
products industries were, at the outset, more geographically concentrated
than firms active in differentiated products industries. This is not surpris-
ing given the importance of fixed sunk cost and scale economies. But over
time, these industries have shown the largest decrease in geographical con-
centration and, thus, have converged to the level of geographical concen-
tration of the differentiated products industries in 1997.

Table 1.8 also shows that both types of industries have shifted an increas-
ing share of production towards Southern Europe. This shift is most pro-
nounced for homogenous products industries.
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Table 1.6 Industries with largest positive and negative change in
geographical concentration, 1987–97

SPES Industry Relative Relative Change
Entropy 1987 Entropy 1997 1987–97

Largest increase in geographical concentration
57 Leather 0.60 0.53 �0.07
38 Clocks and watches 0.43 0.37 �0.06
33 Cycles and motorcycles 0.49 0.44 �0.05

2 Steel tubes 0.59 0.54 �0.05
Largest decrease in geographical concentration

4 Clay products 0.34 0.73 �0.39
44 Grain milling and 0.50 0.80 �0.30

manufacture of starch
13 Man-made fibres 0.38 0.68 �0.30
45 Pasta 0.23 0.52 �0.29
36 Medical instruments 0.43 0.71 �0.28
43 Fish products 0.42 0.66 �0.24

8 Ceramics 0.46 0.67 �0.21
10 Paint and ink 0.45 0.66 �0.21



1.5 GEOGRAPHICAL CONCENTRATION OF
PRODUCTION AT THE FIRM LEVEL

In the previous sections we have focused on the aggregate and industry level
to discuss geographical concentration. However, the aggregate geographi-
cal concentration hides the location strategies of individual firms. These
location strategies of individual firms are very much influenced by the
ownership dimension, as there is still a large, be it diminishing, home
country bias in production, as was pointed out in section 4. Hence, when
we observe in the MSM data a change in geographical concentration of
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Table 1.7 Industries with largest positive and negative change in Entropy
Between, 1987–97

SPES Industry Entropy Entropy Change 
Between Between 1987–97

1987 1997

Industries with largest shift of production from Northern to Southern Europe
55 Textiles 0.06 0.29 0.24
65 Wooden furniture 0.06 0.27 0.22
58 Footwear 0.05 0.21 0.16
37 Optical instruments 0.00 0.16 0.16
67 Articles of paper 0.00 0.15 0.15
10 Paint and ink 0.05 0.19 0.14
50 Other foods 0.13 0.27 0.14
34 Aerospace 0.00 0.13 0.13
4 Clay products 0.00 0.12 0.12

28 Lighting equipment and lamps 0.05 0.16 0.11
Industries with largest increase in concentration of production in Northern Europe

17 Manufacture of machine tools 0.25 0.22 �0.03
for working metals

18 Manufacture of other machinery 0.19 0.16 �0.03
5 Cement, lime and plaster 0.26 0.21 �0.04

62 Wood boards 0.15 0.10 �0.05
19 Computer and office equipment 0.23 0.16 �0.07
32 Railway locomotives and stocks 0.23 0.16 �0.07
44 Grain milling and manufacture 0.24 0.16 �0.08

of starch
42 Fruit and vegetables 0.22 0.13 �0.09
16 Manufacture of tractors and 0.26 0.16 �0.10

agricultural machinery
61 Wood sawing 0.29 0.18 �0.11



production within an industry, this can be the result of a change in geo-
graphical concentration of production by leading firms changing their
transnational production structure within the EU. But it may also simply
reflect the changing geographic concentration of ownership of leading
firms, which concentrate most of their production in their home country.
The MSM is uniquely positioned to disentangle these effects. Table 1.2 doc-
umented that, although there is still a strong home market bias, matrix
firms realize an increasingly larger share of their production outside their
home market. Hence a major factor behind the increasing geographic dis-
persion of production activities within the EU, is the increasing transna-
tional production of EU leading firms.

Geographical Concentration of Production by EU Leading Firms

Table 1.9 shows the increasing importance of transnational production
within the EU by matrix firms based in the EU over the period 1987–1997.

As a consequence of the smaller home country bias of EU matrix firms,
the geographic concentration of their production activities has decreased
as the Relative Entropy index indicates both before and after 1993. In order
to make an accurate comparison, the Relative Entropy index at the individ-
ual firm level is defined as Entropy divided by log n with n the fixed number
of 11 Member States, as is the case at the aggregate level.4 The reported
numbers are unweighted averages of Entropy values per firm. The results
are shown in Tables 1.10 and 1.11.

Table 1.11 details the differences in geographic concentration at the
firm level according to the country of origin. When interpreting the empir-
ical data, we have to re-emphasize that smaller countries are likely to be
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Table 1.8 Geographical concentration by different product-type industries,
1987–97

Relative Entropy Entropy Between

1987 1997 Change 1987 1997 Change
1987–97 1987–97

Type 1: Homogenous 0.52 0.63 0.11 0.17 0.22 0.05
products

Type 2: Differentiated 0.57 0.64 0.07 0.17 0.20 0.03
products

2A: Advertising intensive 0.61 0.68 0.07 0.16 0.19 0.03
2R: Research intensive 0.54 0.61 0.06 0.18 0.19 0.02
2AR: Adv. & res. intensive 0.59 0.65 0.06 0.18 0.22 0.04



underrepresented in the MSM, by using leading producers only. Therefore,
any inference on the average corporate structure for those countries is dis-
torted by a sample selection bias.

Ranking the different Member States by the level of geographic concen-
tration of production, the large Member States are clearly situated at the
upper end of the list, which appears to be due to their larger home market
bias. Apart from the Spanish firms in the matrix, that are all national, the
Italian, German and UK firms also have more geographically concentrated
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Table 1.9 Changes in transnationality of EU matrix firms, 1987–97

1987 1993 1997

Number of transnational EU matrix firms 117 124 138
Country entries per EU matrix firm 3.06 4.01 4.53
Average % home production 81% 76% 70%

Table 1.10 Changes in geographic concentration of production of EU
matrix firms, 1987–97

1987 1993 1997

Entropy (average values) 0.17 0.25 0.32
Relative Entropy (average values) 0.16 0.24 0.31

Table 1.11 Geographical concentration of production of EU matrix firms
by country of origin (Relative Entropy), 1987–97

Relative Entropy, Relative Entropy, Relative Entropy,
1987 1993 1997

GR X X X
SP 0.00 0.00 0.00
IT 0.10 0.18 0.18
DEN X 0.11 0.21
GER 0.12 0.17 0.28
UK 0.19 0.29 0.33
PORT 0.00 X 0.39
FR 0.18 0.30 0.43
BEL/LUX 0.17 0.34 0.51
NL 0.38 0.43 0.53
IRE X X 0.66
Average 0.16 0.24 0.31



production than the EU average. Among the firms originating from the
large Member States, only French firms show a high level of geographical
dispersion of EU production in 1997. Over the period 1987–97 their level
of geographical dispersion has increased significantly.

Geographical Concentration of Production: Comparing EU and non-EU
Leading Firms

The transnational configuration of the activities of non-European firms is
expected to display a somewhat different pattern to the one observed for
European firms. Firms most often start their internationalization process
in neighbouring or culturally related countries following a sequential
process – the so-called staged model of internationalization (Johanson and
Vahlne, 1977) before they move into other countries. Non-European firms
can therefore be expected to be in a more advanced stage of international-
ization and, as a result, will show a lower degree of geographical concen-
tration than their European counterparts. Moreover, to compensate for the
liability of foreignness (Delios and Makino, 2000), these firms should
possess significant intangible assets yielding competitive advantage to
sustain their leading position in Europe. As intangible assets are mostly
deployed Europe-wide, most of these firms are building up transnational
networks which evolve into complex organizations. At the outset such
organizations display a high level of geographic dispersion. Over time, spe-
cialization within the network may lead to more geographical concentra-
tion of activities.

The empirical findings are consistent with the above arguments and show
a considerable higher average number of country entries and a higher level
of geographical dispersion of production for the average non-EU firm than
for the average EU firm (Table 1.12). However, compared with EU firms,
the level of geographic dispersion did not increase equally drastically over
the period 1987–97, leaving more converging patterns of geographical con-
centration.

Within the group of non-EU firms, European firms based outside the EU
(Austria, Finland, Norway, Sweden and Switzerland) show more geo-
graphic dispersion and have increased their geographic dispersion within
the EU, as compared with non-European firms (mostly Japan and the
USA). The high level of geographic dispersion displayed by non-EU,
European firms is mainly explained by their small home markets, and their
need to be present in the larger EU market. Non-European firms on the
other hand have on average diminished their level of geographic dispersion
since 1993, suggesting a rationalization and concentration of EU produc-
tion by these firms.
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Geographical Concentration of Production: Comparing Aggregate and
Firm-Level Evidence

At the firm level a study of geographical concentration of activities analy-
ses the location strategy of firms and changes therein. This allows checking
to what extent firms have reconfigured their activities geographically.
Geographical concentration at the aggregate industry level considers the
concentration of production activities in an industry across Member States
irrespective of the origin of the ownership of this production by firms. The
MSM methodology allows for both types of analysis, and as such provides
value-added to existing empirical studies, which typically focus on one
dimension.

The average level of geographical concentration at the individual firm
level, shown in Table 1.12 is much higher compared with the level of geo-
graphical concentration at the aggregate matrix level, shown in Table 1.4.
This difference in geographical concentration at the aggregate level and
individual level indicates that the location of activities by leading firms
within the EU is not overlapping. The overall spread of activities within the
EU is considerably higher, implying that the leading firms do not cluster
production in the same countries and that the geographic distribution of
ownership of leading firms is an important factor to explain aggregate geo-
graphic concentration. Leading firms still concentrate production in their
home country. However, the increase in transnational production of
leading firms over the investigated period is gradually reducing this home
country bias.
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Table 1.12 Geographical concentration of EU versus non-EU firms,
1987–97 (average values)

Number Country entries Relative 
of firms per firm Entropy

1987 1993 1997 1987 1993 1997 1987 1993 1997

EU firms 191 175 166 3.06 4.01 4.53 0.16 0.24 0.31
Non-EU firms 32 43 57 4.94 5.21 5.23 0.47 0.50 0.50
Non-EU, European 7 9 16 6.71 5.56 6.51 0.51 0.50 0.58

firms
Non-EU, non- 25 34 41 4.20 5.12 4.73 0.45 0.50 0.47

European firms



1.6 CONCLUSION

Using a unique database on EU leading firms, we analysed the geographi-
cal concentration of production across Member States in European man-
ufacturing industries over the time period 1987–97, along with the
implementation of the European Single Market Programme. Production of
leading firms is considerably concentrated in the large Member States.
Tracing changes over the period 1987–97, shows a trend in the direction of
more geographical dispersion of production. This trend towards geograph-
ical dispersion is found both within northern and southern Member States,
and goes together with a slight shift in production toward southern
Member States. A more detailed analysis at the level of the industry reveals
important variation across industries.

The role of industry-specific characteristics influencing the pattern of
geographical dispersion across Member States, provides some deeper
insights into the geographical dispersion of industries within the EU. In
homogenous products industries characterized by high fixed sunk costs
and low possibilities to differentiate products, production displayed a
higher level of geographic concentration. Nevertheless, also in these indus-
tries we find a trend towards more geographic dispersion, especially a shift
towards the southern Member States.

Analysing geographic concentration of production activities at the firm
level, the data show that, over the time period 1987–97, leading EU firms
have displayed an increasing geographic dispersion of their production
activities. This clearly reflects an increase in transnational activity over the
considered time period. The trend towards greater cross-border production
by EU firms is apparent both before and after 1993. This trend towards
more transnational production appears to be broadly based across indus-
tries and countries. It indicates the strength of dispersion forces linked to
lower trade and investment costs across EU Member States. For non-EU
matrix firms geographical dispersion is higher than for EU matrix firms,
but is not expanding at the same rate. The absence of a EU home bias effect,
as well as the fact that most of these non-EU firms are in a more advanced
stage of internationalization, may account for this difference.

We would like to conclude with an important caveat. By solely focusing
on the production of the largest firms in Europe, our findings cannot be
generalized. Further analysis should clarify to what extent our results carry
over to the universe of firms in the EU.
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NOTES

1. The Entropy measure is more sensitive than the Herfindahl index to countries with small
production quantities and reduces the impact of countries with large production. The
Herfindahl index which is defined as the sum of the squares of all n shares, weighs each
share by itself (Jacquemin and Berry, 1979):

H��n
k�1 P ·P (1.7)

2. We should note that the final choice of both groups is not crucial for the results. Including
for instance Denmark, Ireland, Greece, Spain, Portugal as smaller peripheral countries
versus the larger central countries Germany, France, the UK, Italy and Benelux, does not
change the main results.

3. This distinction is operationalized using data on what a ‘typical’ industry spends on adver-
tising and R&D: product differentiation is equated with ‘high’ expenditures on advertis-
ing and/or R&D. Broadly speaking, Type 2A includes industries mainly in food, drink and
tobacco, Type 2R are industries in engineering, broadly defined, without significant sales
to final consumers, and Type 2AR are often consumer durables (see Davies et al., 1996,
pp. 26–31).

4. Normally, the number of country entries at the individual firm level differs from firm to
firm, ranging between 1 and 11. However, this makes the arithmetic average of the Rela-
tive Entropy across all matrix firms not comparable with the Relative Entropy index at the
matrix level. Therefore, the Relative Entropy is calculated for each firm with log n as
denominator, keeping n constant (n�11).
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2. Globalization, agglomeration and
FDI location: the case of French
firms in Europe
Jean-Louis Mucchielli and Florence Puech

2.1 INTRODUCTION

Even though French firms started to invest abroad only recently (French
FDI flows were almost insignificant before the second half of the 1980s),
nowadays France plays an important role in the world with its international
investments. Despite an important decline of its FDI outflows in 2001,
France became the second most important investor ($82.8 billion) behind
the USA (UNCTAD, 2002). However, multinational firms’ location strate-
gies are generally developed by a concentric process illustrated by a progres-
sive international diffusion of their activities. At the beginning of the
internationalization process, plants are settled in border countries and,
then, multinationals progressively invest in farther territories. But at the
end of 2000, French international investments are still strongly located in
the European area: more than the half of the French FDI outwards stock
is located in Europe.1

As regards determinants of firms’ internationalization, two approaches
are complementary. The first is to identify the main incentives which
influence the choice of producing abroad (‘why do firms internationalize
their activities?’). The second concerns firms’ international location choice
(‘where do firms locate?’). With the renewal of interest of spatial economic
geography, increasing numbers of articles in economic literature are
devoted to multinational firms’ location. An important part of these
recent studies emphasizes the phenomenon of FDI agglomeration (see
Ferrer, 1998, for French FDI in European regions; Ford and Strange,
1999, or Mayer and Mucchielli, 1999, concerning the location of Japanese
firms in Europe). Studying multinational firms’ location, some theoretical
and empirical analyses suggest that firms’ strategies could result from a
sequential process. Several geographic scales have to be considered to eval-
uate firms’ location determinants because multinationals seem first to
choose an important geographic area in the world (like a continent), next
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they select a country, then a region and, finally, a specific site for their
investment.

The aim of this chapter is twofold. Using a qualitative approach, we are
trying to highlight the main determinants of the geographic concentration
phenomenon of French firms in manufacturing sectors. Our study focuses
on seven European countries: Belgium, Germany, Italy, the Netherlands,
Portugal, Spain and the UK and 47 administrative European regions
during the period 1987–94. Moreover, we assess if the location of French
multinationals could result from a sequential process where firms at first
choose a country and then a region where they are going to settle a subsid-
iary. The chapter is organized as follows: section 2.2 briefly underlines some
stylized facts on the location of French FDI in Europe according to a
perusal of our data. Section 2.3 outlines the econometric methodology
(conditional logit model and nested logit model). In section 2.4 we present
the database and the chosen variables. Finally, in section 2.5, we discuss the
empirical results.

2.2 STYLIZED FACTS

National and Regional Geographic Concentrations of French
Multinationals in Europe

A descriptive analysis based on the database Enquête-Filiales 2000 of the
French Directory of Economic and Foreign Relationships (DREE) of the
French Ministry of Economics, Finance and Industry underlines that,
nowadays, the main part of the French FDI (more than 38 per cent) is
located in European Union countries. The analysis of the geographic dis-
tribution of French international investments highlights some strong geo-
graphic disparities at international and intra-national levels. The most
attractive countries (in terms of subsidiaries located in the country) are the
UK, Germany, Spain, Belgium and Italy. Those nations regroup more than
75 per cent of French FDI located in Europe. Moreover, several European
regions receive a large part of French multinationals or, conversely, others
are unattractive for French international investments. French FDI is
located in industrialized regions or regions which include the capital of the
country. For instance, considering the main host European regions in terms
of the number of French FDIs, the respective shares of the Eastern region
in Spain, the Lombardy in Italy or the South East in the UK are 8.1 per
cent, 5.1 per cent and 3.9 per cent respectively and the ones of Madrid,
Brussels and London are, respectively, equal to 7.1 per cent, 7 per cent and
6.5 per cent.2
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Measuring the Attractiveness of European Regions

In order to more precisely describe the geographic concentration of French
multinationals in European regions, a ratio denoted R for each region i is
proposed. It is constructed as follows:3

Ri� (2.1)

This ratio can be approached as a regional attractiveness measure which
takes into account the region’s size. The numerator indicates the proportion
of French affiliates settled in the region i and the denominator represents
the share of the region i in the European gross domestic product (GDP).
The benchmark is 1. Values above 1 (respectively below 1) indicate that the
considered regions have a more important share (respectively a less impor-
tant one) than their economic size could have been expected to. This
measure enables the elimination of the regional-size effect because, all
things being equal, important regions (in surface area) would tend to
attract more multinationals than would smaller regions.

Using this ratio, Figure 2.1 illustrates the European regions attractive-
ness for the French multinational firms for the year 2000. As we men-
tioned, industrialized regions (as the Lombardy or the Eastern region in
Spain) and regions which contain the capital have a strong attractive
power. Besides, two large European areas receive an important part of
French affiliates. Regions localized at the centre of the European Union
constitute one of the main destinations of French FDI. This area, defined
by the South of the UK, Belgium, the Netherlands and regions of West
Germany, proportionally locate more French international investments
than their economic size could have been predicted. The second geo-
graphic zone, comprising the northern regions of Portugal and Spain, cap-
tures a great number of French investments. Other peripheral regions are
less attractive: for example, the majority of the Greek, Italian, Finnish or
Swedish regions.

2.3 METHODOLOGY

We can study the French firms’ location decisions by using a database
which registers individually French subsidiaries in the European area.

Stock of French FDI in the region i
Stock of French FDI in Europe

GDP of the region i
Sum of the GDP of all European regions
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Consequently, discrete choice models are particularly well adapted to our
target. Our empirical estimations made on qualitative econometric models
will enable understanding and quantification of the importance of the
main determinants which influence the choice of a specific site. Also, those
econometric models are able to detect whether a hierarchical geographic
structure of the location choice exists.
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Source: Estimations calculated from the Enquête-Filiales DREE 2000 (NUTS 1
classification).

Figure 2.1 Distribution of the French multinationals in European
regions in 2000



Models without a Hierarchical Structure

For the first time, we are going to separately study determinants of French
firms’ location by evaluating independently the influence of location vari-
ables at national and regional levels. Table 2.1 lists some empirical studies
concerning the location determinants of FDI in manufacturing sectors.

Following McFadden (1974), a lot of recent research studies firms’ loca-
tion determinants using a conditional logit model. The conditional logit
model belongs to the discrete choice models. This model is based on the
maximization of firms’ profit functions: all investors will choose a particu-
lar site if and only if this specific location offers the highest profits among
all possible alternatives. By assumption, we consider that when a multina-
tional firm wants to locate a subsidiary abroad, this multinational makes a
discrete choice considering all the possible alternatives (which are unranked
choices).

In this theoretical framework, we consider that each firm can choose
between N possible areas for its future location (the indexing is, of course,
arbitrary). Profits of each firm associated with the location j can be
described as �j�Vj��j where Vj is a function of attributes of the location j
and �j is an unobservable random error term. The linear expression is:
Vj��Xj where Xj is the vector of observable characteristics of the location
j and � is the vector of the parameters (which are going to be estimated).
Note that each firm will choose the location j if the expected profits noted
�j are superior to all of the expected profits of other locations:
�j � max{�k}where k�1, . . . , N that is to say: Pj�P (�j��k) for all k (and
k�j).

In those conditions, if we assume that the random error terms are inde-
pendently and identically distributed according to a Weibull distribution,
McFadden (1974) proved that the probability for a firm to choose the loc-
ation j is given by the conditional logit model: Pj�exp(�Xj)/	

N
k�1exp(�Xk).

Finally, coefficients which constitute the vector � are estimated by the
maximum likelihood technique.

Models with a Hierarchical Structure

An important restriction of the conditional logit model is the hypothesis
concerning random error terms: we assume that they are not correlated
across alternatives. This implies a powerful property called the ‘Independence
of Irrelevant Alternatives’ (IIA). This well-known IIA hypothesis implies that
the ratio of probabilities of any two alternatives is unaffected from the choice
set. In other words, it means that adding another alternative in the sample
will not change the odds ratio between two other alternatives (for more
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details, see for instance McFadden, 1974; Ben-Akiva and Lerman, 1985). As
McFadden (1974) underlined, this assumption is restrictive in many applica-
tions. For example, this property is unlikely to be respected if two alterna-
tives are close substitutes (this might be the case in our study for two regions
of the same country).

A way to relax the IIA property is to use a nested logit model. Such an
econometric model allows the statistician to partition his sample in mutu-
ally exclusive groups which seem to have similar attributes. Consequently,
the nested logit model describes a location process in which individual
choices can be interpreted as a multi-stage dynamic process (hierarchical
decision structure). In our empirical analysis, we create a tree structure (two
stages): nests are constituted by countries (first level) and each nest
regroups their respective regions (bottom level). This structure seems a
priori correct if we consider that two regions which belong to the same
country are closer substitutes than two regions from two different coun-
tries. Therefore, we may think that a firm about to settle a subsidiary abroad
hesitates at first between several potential host countries, then, after the
choice of a country, the firm determines a region inside the chosen country
for its subsidiary. Several articles develop this approach considering the
location of firms, for instance, Hansen (1987), Guimarães, Rolfe and
Woodward (1998) or Mayer and Mucchielli (1999). Also, several authors
include some dummies in their model in order to absorb the correlation
across choices (Bartik, 1985; Woodward, 1992; Head, Ries and Swenson,
1995; 1999).

Basically, let us denote regions r�1, 2, ..., R and countries c�1, 2, ..., C.
Each firm will choose the alternative which maximizes its profits:
�cr � Vcr��cr. Here, the function of the observed characteristics Vcr,
depends at the same time on characteristics of the nest Yc (the country) and
on attributes which vary across regions Xcr. We obtain: Vcr��Xcr�
Yc.
where � and 
 are vectors of parameters which are going to be estimated.

The probability for choosing a country depends at the same time on its
attributes and also on characteristics of alternatives which composed the
nest. We defined an expected maximum utility associated to the nest called
inclusive value (Ic) which is equal to:

Ic�log exp(�Xic) (2.2)

Consequently, the probability Pc, to choose a country c is:

Pc�exp(�Ic�
Yc) exp(�Ij�
Yj)/�
C

j�1

���Rc

i�1
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The probability Pcr to choose a region r is: Pcr�Pr|c�Pc where (2.3)

Pr|c�exp(�Xcr) exp(�Xci) that is to say:

Pcr�(exp(�Xic)�exp(�Ic�
Yc)) exp(�Ij�
Yj)�exp(Ic)

The � coefficient of the inclusive value determines the pertinence of the tree
structure. As McFadden underlined (see, for example, McFadden, 1984),
0�1 is a sufficient condition for a sequential model. On contrary, if
��1 or ��0, the model is equivalent to a conditional logit model. At last,
the value (1��) gives the degree of similarity across alternatives.

2.4 LOCATION DETERMINANTS AT NATIONAL
AND REGIONAL LEVELS

The Database

‘Where should we put that plant?’ This question was asked in the 1970s, by a
person in charge of IBM, at the beginning of an article of a business weekly.
This underlines what professionals call the intangible factors of location
choice. Such factors could be enumerated as a simple list: local demand,
labour cost, infrastructures, universities to a more complex one which
includes economic, social, political and technique factors (Mucchielli,
1998). Those studies often denote some specificities linked to the studied
multinational firm. Conversely, some annual surveys are more able to under-
line some generic and fundamental determinants for each multinational
firm settlement.

In France, the DREE of the French Ministry of Economics, Finance and
Industry annually records French multinationals or multinational firms
with a French participation in the world (more than 10 per cent). In this
study, we use this survey (Enquête-Filiales DREE), which registers all French
multinationals in the world at an individual level. The Enquête-Filiales
DREE 2000 lists international French establishments created until 2001. In
the sample, we only retain multinationals which belong to industrial sectors.
The classification of all sectors of activity is made according to the NAF 60,
which is a French nomenclature of activities. We consequently ranked those
industries according to the NACE (two-digit level European nomenclature)
and we only kept sectors for which we had national and regional data (see
Table 2.2 for a complete list of the 16 manufacturing sectors retained in our

�/��C

j�1

/�
Rc

i�1
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study). Our sample is finally composed of 614 individual location choices of
French multinationals settled between 1987 and 1994 in seven European
countries: Belgium, Germany, Italy, the Netherlands, Portugal, Spain, the
UK and in 47 regions (NUTS 1 level).4 Figure 2.2 presents the 47 European
regions.

Table 2.2 The 16 industrial sectors of activity (NACE two-digit)

22: Production and preliminary processing of metals
24: Manufacture of non-metallic mineral products
25: Chemical products
32: Mechanical engineering
33: Manufacture of office machinery and data processing machinery
34: Electrical engineering
35: Manufacture of motor vehicles and of motor vehicle parts and accessories
36: Manufacture of other means of transports
37: Instrument engineering
41 and 42: Food, drink and tobacco industry
43: Textile industry
45: Footwear and clothing industry
47: Manufacture of paper and paper products; printings and publishing
48: Processing of rubber and plastics
49: Other manufacturing industries

Variables and Expected Signs

At the national (respectively regional) level, the dependent variable is the
country (respectively the region) chosen by each firm. The location deci-
sion is based on the comparison of attributes of each potential site. At
both geographic scales, to understand the location patterns of new plants,
we retain three main groups of explicative variables: demand, cost and
agglomeration variables. We use the well-known distinction of firms’ loca-
tion determinants as market seeking, cost seeking and strategic seeking
(the last one in order to understand the agglomeration behaviour). Those
relevant attributes which may influence the location choice are discussed
below.5

Market seeking
We do not include the GDP as a proxy of demand in the model because
measuring the potential demand by the GDP has the major drawback of
not taking into account the demand of the border territories. Con-
sequently, the retained demand variables are based on a larger notion than
that of the GDP and their definitions are closely related to the idea of the
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potential market of a location site.6 Three variables are proposed. The first,
denoted PMEUn, represents the sum of the GDP of the host country and
of its border countries which belong to the European Union. The second
variable is called PMLn, which is the sum of the host country GDP
plus the GDP of all its adjacent countries (Central and Eastern European
Countries – CEECs – border countries and Switzerland are included).

Globalization, agglomeration and FDI location 45
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Figure 2.2 The tree structure of the location set: seven countries and 47
regions (46 regions NUTS 1 + Portugal NUTS 0)



Finally, if we consider that the CEECs began to trade after 1991, firms may
have considered the CEECs’ demand only after this year. Then the variable
PML91n represents the sum of the host country GDP and of its
border countries except for the CEECs adjacent countries’ GDP which are
only added after 1991. Analysing FDI location determinants, empirical
studies generally find a positive impact of the local demand on the location
choice (see Table 2.1): firms seem to have a greater incentive to settle an
affiliate in areas where there is a high market potential. The expected signs
of PMEUn, PMLn and PML91n are thus positive.

Cost seeking
The average of the annual wage cost per capita in the manufacturing sector
(WCn) is retained. A vast majority of empirical analyses find that
multinationals are attracted to areas where labour costs are low (Coughlin,
Terza and Arromdee, 1991; Friedman, Gerlowski and Silberman, 1992;
Ford and Strange, 1999; Jianping, 1999). Consequently, the coefficient of
WCn is presumed to be negative because high wages would tend to
deter and discourage French investments in the country.

Another variable included in the model is the unemployment rate
labelled Un (long-term unemployment rate in the country).
The expected sign of this variable is unclear because firms may interpret a
high unemployment rate as a result of rigidities on the labour market (neg-
ative impact), or, on the contrary, they can understand it to be a good signal
of a potential availability of workers (positive impact). In the European
area, empirical results of the unemployment rate on FDI are ambiguous:
for instance, Ferrer (1998) found a positive significant impact whereas
Mayer and Mucchielli (1998) detect a negative significant effect.

Strategic seeking
Our third group of location determinants explains the observed geographic
concentration at the national level and also the agglomeration effects
occurring at the regional geographic scale. Here, the strategic behaviour is
analysed towards the propensity to agglomerate activities.

The idea of benefits generated by the geographic proximity of firms is
not recent. As Marshall (1920) underlined, industrial concentration may
provide a potential pool of skilled workers, an easier access to suppliers and
a potential to benefit from knowledge spillovers. Furthermore, multina-
tionals have imperfect information of foreign potential sites (Johanson and
Wiedersheim-Paul, 1975; Hirsh, 1976). Consequently, knowing that other
French or local firms are located in a particular area in the foreign market
may constitute a key determinant in their location strategy. However, some
theoretical debates subsist regarding the importance of forces which tend

46 Agglomeration and multinational firms’ location



to produce an agglomeration phenomenon and those which bring a spatial
dispersion of firms on a given territory (see, for instance, Krugman, 1991;
Fujita, Krugman and Venables, 1999). As an example, on the one hand, the
proximity to other firms could constitute a source of geographic agglom-
eration: for instance, after the location of one firm in a given area, all of the
other firms would rather like to follow the former in order to benefit from
the positive effects of intra-industry or inter-industry externalities. On the
other hand, numerous firms in the same area could create some centrifugal
forces: in this case, firms want to avoid their competitors generating a dis-
persion effect on the territory. In spite of this, empirical studies of FDI
location generally support the fact that the number of local firms has a pos-
itive impact on multinationals location (Head, Ries and Swenson 1995;
1999; Head and Ries, 1996; Ford and Strange, 1999; Crozet, Mayer and
Mucchielli, 2004).

The distinction between several agglomeration/dispersion forces has to
be done to analyse the agglomeration patterns more precisely. First, we
create a variable called IFDIn, which corresponds to one plus the
stock of French manufacturing FDI located in the country until the year
before the settlement.7 We expect a positive sign of IFDIn
because the more the cumulated count of French affiliates settled in a
country, the more attractive the potential host country is. Knowing that
other French multinationals had already settled in a country could be
understood as a positive signal to invest in the host country. Second, we
create a variable labelled SFDIn, which is the sum of French
affiliates of the same sector of activity located in the country until the year
before the settlement. The predicted sign of the SFDIn coefficient is
unclear because it seems that there is not a general geographic concentra-
tion trend of French firms in all manufacturing sectors (Mucchielli and
Puech, 2001). Finally, we would like to emphasize where French multina-
tionals have a typical location behaviour or, for instance, where they only
mimic the one of local firms. For this, the variable EHn repre-
sents the number of employees of the host country which belong to the
same sector of the affiliate in comparison with the whole manufacturing
employment in the country. We expect a positive sign associated to
EHn.

We summarize sources and definitions of the national explanatory vari-
ables in Table 2.3.

The same signs for regional variables are expected as those previously
described at the national level. Nevertheless, the distinction nation/region
allows us to show at which geographic level determinants affect the loca-
tion choice. All regional variables are described in Table 2.4.
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2.5 RESULTS

Empirical results are depicted in Tables 2.5 and 2.6. The estimated
coefficients of explanatory variables are discussed, first, considering the
two geographic levels independently and, second, considering the hier-
archical structure: countries/regions.

Empirical Results without a Sequential Structure

The econometric models 1, 2 and 3 are estimated without an eventual tree
structure: investors consider separately the two geographical levels.

First, it is noteworthy that all significant variables have the expected sign.

48 Agglomeration and multinational firms’ location

Table 2.3 Description of independent variables at national level

Variable Definition Source

PMEUn Sum of the GDP of the host country (the CHELEM
year of the settlement) plus the GDP of
its adjacent European countries

PMLARGEn Sum of the GDP of the host country (the CHELEM,
year of the settlement) plus all of the CEPII
GDP of its adjacent countries

PMLARGE91n Sum of the GDP of the host country (the CHELEM,
year of the settlement) plus all of the GDP CEPII
of its adjacent countries; CEECs’ GDP are
only included after the year 1991

WAGECAPn Annual average wage per capita in each STAN, OECD
sector of activity the year of the affiliate
creation

UNEMPLOYMENTn Long-term unemployment rate in the EUROSTAT
country the year of the settlement

INDUSTRYFDIn One plus the stock of French affiliates in DREE 2000
manufacturing sectors until the year before
the settlement in the country

SECTORFDIn One plus the stock of French affiliates DREE 2000
which belong to the same sector until the
year before the settlement in the country

EMPLOYHOSTn Number of employees in the country STAN, OECD
which belong to the same sector compared
to the whole manufacturing industry
employment in the country



On the demand side, we can emphasize that the three potential market var-
iables are not significant at a 10 per cent threshold at both geographic levels.
This result is quite surprising because this leads us to think that the
expected market size does not influence the location choice of French inves-
tors. Concerning the costs variable, empirical results show that labour costs
have a strong repulsive impact on French multinationals: to increase the
probability of locating a new subsidiary in a particular region or country it
is all the more important that the local level of wages is low. Their
coefficients are quite important (respectively equal to �0.60 and �0.42 at
regional and national levels). This proves that firms are sensitive to the level
of wages they would have to pay if they created a subsidiary in Europe: a
10 per cent increase of the wages per head in a given region will reduce its
probability of attracting French FDI approximately by 6 per cent.8 In the

Globalization, agglomeration and FDI location 49

Table 2.4 Description of independent variables at regional level

Variable Definition Source

PMEUr Sum of the GDP of the host region (the Regio,
year of the settlement) plus the GDP of its EUROSTAT
adjacent European regions

PMLARGEr Sum of the GDP of the host region (the Regio,
year of the settlement) plus all of the GDP EUROSTAT 
of its adjacent regions and CHELEM

PMLARGE91r Sum of the GDP of the host region (the Regio,
year of the settlement) plus all GDP of its EUROSTAT
adjacent regions; CEECs’ GDP are only and CHELEM
included after the year 1991

WAGECAPr Annual average wage per capita in each Structure and
sector of activity the year of the affiliate activity of
creation in the region industry,

EUROSTAT
UNEMPLOYMENTr Long-term unemployment rate in the Regio,

region the year of the settlement EUROSTAT
INDUSTRYFDIr One plus stock of French affiliates in DREE 2000

manufacturing sectors until the year before
the settlement in the region

SECTORFDIr One plus stock of French affiliates which DREE 2000
belong to the same sector of activity until
the year before the settlement in the region

EMPLOYHOSTr Number of employees in the region which Structure and
belong to the same sector compared to the activity of
whole manufacturing industry employment industry,
in the region EUROSTAT
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Table 2.6 Maximum likelihood estimation results of the nested logit models

Models with a hierarchical structure
Variables Model 4 Model 5 Model 6

Regional level
PMEUr 0.18**

(0.09)
PMLr 0.19**

(0.09)
PML91r 0.19**

(0.09)
WCr 0.44 0.46 0.46

(0.45) (0.45) (0.45)
IFDIr 0.56*** 0.55*** 0.55***

(0.08) (0.08) (0.08)
SFDIr 0.35*** 0.35*** 0.35***

(0.10) (0.10) (0.10)
EHr 0.29*** 0.29*** 0.29***

(0.08) (0.09) (0.08)
Ur �0.10 �0.08 �0.08

(0.13) (0.13) (0.13)

National level
PMEUn �0.09

(0.12)
PMLn �0.08

(0.11)
PML91n �0.09

(0.12)
WCn �0.96*** �0.98*** �0.97***

(0.26) (0.26) (0.26)
IFDIn 0.11 0.12 0.12

(0.18) (0.18) (0.18)
SFDIn 0.38*** 0.38*** 0.38***

(0.12) (0.12) (0.12)
EHn 0.05 0.06 0.06

(0.13) (0.13) (0.13)
Un 0.15* 0.14* 0.14*

(0.08) (0.08) (0.08)
Inclusive Value 0.64*** 0.63*** 0.63***

(0.20) (0.20) (0.20)
Log likelihood

Regional level �932.22 �932.77 �932.77
National level �1048.76 �1048.80 �1048.76

Notes:
All variables are taken in logarithm.
Standard errors are in parentheses.
*, ** and *** denote significance levels at 10 per cent, 5 per cent and 1 per cent respectively.



economic literature on FDI location, some studies find a significant nega-
tive impact of labour cost variables (see Table 2.1). In particular, Mayer and
Mucchielli (1999) put the stress on the wages variable which represents a
key determinant at the regional level for Japanese FDI location in Europe.

Moreover, the three agglomeration variables are significant and the
coefficient associated is always positive. French firms detect a positive
signal from areas where some country partners (whether they belong to the
same industry or not) or some local manufacturing activities are located.
In other words, existing local manufacturing activity is estimated to have a
positive effect on new multinationals’ location. In summary, it seems that
agglomeration forces tend to be stronger than dispersion forces and French
FDI copy the location behaviour of local firms or of their country partners.
Ferrer (1998), who studies the location of French FDI in Europe, also finds
that agglomeration variables have a significant positive impact. Besides,
coefficients associated with agglomeration variables IFDI,
SFDI and EH are approximately equal at national and
regional levels. This means that agglomeration variables have the same
influence at both geographic levels. However, we could have expected that
regional coefficients’ values of agglomeration variables would have been
stronger than national ones. Finally, we can note that regional and national
unemployment rates are not significant.

Empirical Results with a Hierarchical Structure

Considering empirical results of nested logit models (models 4, 5 and 6),
the tree structure is relevant and several variables are only significant at the
national level; conversely, others are only significant at the regional level
and at least one variable is pertinent at both geographical scales. It is worth
noting that all significant variables have the correct expected sign.

Relevance of the tree structure
The proposed tree structure is validated (models 4, 5 and 6). Nesting
regions within countries seems to be a good specification of the tree struc-
ture according to the inclusive value coefficient (all coefficients of inclusive
values belong to the unit interval ]0;1[) and to the coefficient significances.

As we underlined, the inclusive value coefficient is essential because it
indicates the degree of choice substitutability. If the inclusive value
coefficient is equal to zero or one, this implies that we can separately model
both geographical levels (two conditional logit models) without the pro-
posed hierarchical structure. However, if the coefficient of the inclusive
value belongs to the unit interval ]0;1[, this proves that nested regions inside
countries is relevant and the value of the coefficient (1��) gives the degree
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of similarity across alternatives. For instance, (1��) close to one attests
that regions which belong to the same nest are very similar; on the oppo-
site, (1��) close to zero indicates that two regions which belong to the
same country are quite different. We can easily see that considering each of
the three models, results rather support the second assumption (coefficient
of the inclusive value is equal to 0.63 or 0.64). In summary, in our econo-
metric models, the significance of the inclusive value coefficient demon-
strates that independently modelling the location choice of French
multinational firms in countries and regions constitutes an inappropriate
approach and the correct econometric method is the nested logit model.

Demand and cost variables
Demand, wages and unemployment variables have an impact on the loca-
tion choice decisions, but their significant influence occurs at different geo-
graphic scales.

The demand variable is only significant at the regional level. This under-
lines that investors consider the regional potential market in their strategies
and a higher regional market size will increase the probability of choosing
a particular region. If we analyse the regional potential market per country
more precisely, we can show that there are some important differences
between regions which belong to the same country. Figure 2.3 depicts the
average regional potential market for the period 1987–94 per country and
standard deviations associated (in Figure 2.3, PMEU is chosen as a proxy
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of the potential market). The variability of regional PMEU inside the same
country is more important than that between countries. Estimations of
nested models confirm this result: the demand variable has a significant
influence on French multinationals’ location strategies at the regional level.
Note that differences between regions of the same country increase if
PMLn or PML91n are retained. This conclusion seems to be
important because one can think that multinationals choose a country and
not a region for its market size.

Conversely, analysing the regional annual value of wages per capita per
country over the same period (Figure 2.4), we can point out that the mean
of the annual regional wages per capita is quite different from one country
to another and associated standard deviations are small. Consequently,
wages per capita is likely to be a national determinant of location choice if
we use a nested approach. As we find in models 4, 5 and 6, the wages vari-
able is only significant at national geographic scale. Besides the level of this
labour cost constitutes a key determinant in FDI location strategies:
coefficients associated with national wages are the most important in the
three nested models (coefficients vary from �0.96 to �0.98). To a certain
extent, this result may revive the debate on the labour costs in Europe and
the potential attractiveness of countries.

Nevertheless, we have to make additional comments. First, Figure 2.4
points out that Belgium and the UK have approximately the same average
regional level of wages per capita in industrial sectors in this period,
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whereas some notable regional differences exist in Italy for this variable.
Second, in our econometric model, we use two different sources of wages
per capita for the two geographic scales so the national average level of
wages per capita is not exactly the same as the average of regional wages
per head.

Agglomeration variables
The nested results of French firms’ location decisions point out some
important agglomeration effects occurring at the same time at national and
regional levels. Nevertheless, only one agglomeration variable is significant
at the national level (SFDIn), whereas all of the three variables
are significant at the regional level (SFDIr, IFDIr and
EHr). According to a well-specified econometric model, empiri-
cal results show that agglomeration effects take place at short distances (for
instance, spatial externalities generated by the geographic proximity such
as externalities of technology knowledge occur in a close environment).
Moreover, regional results demonstrate the simultaneous existence of
intra-industry geographic concentration (from their own country partners
or from local competitors) and inter-industry concentration (French firms
are attracted to regions where there are other French firms). As a result,
French firms are attracted to industrial areas.

2.6 CONCLUSION

Thanks to a qualitative approach, we prove in this chapter that studying
location and agglomeration determinants of French firms at regional and
national scales is relevant because the influence of those factors differs
according to the considered geographic level. Moreover, the multi-stage
process is validated. Consequently, we modelled the location patterns of
the French FDI with a nested structure in order to analyse the location
determinants in European countries and European regions. Econometric
results indicate that several variables influence French firms’ location strat-
egies but their influence occurs generally at a single geographic scale
(national or regional level). As a result, this study shows that policies on the
location choice have to take into account the agglomeration effects which
seem to be forceful at both geographic levels even though cost differences
and the importance of the potential market also have a non-negligible
effect, respectively, at national and regional levels.
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NOTES

1. Source: Banque de France, 2002.
2. Estimations calculated from the Enquête-Filiales DREE 2000 NUTS 1 level.
3. The stock of French FDI means the cumulated count of French FDI.
4. Note that at the NUTS 1 geographical level, Portugal is at the same time a country and a

region.
5. Location determinants are denoted with n at national level and r at the regional one.
6. See on this literature Harris (1954), Friedman, Gerlowski and Silberman (1992) and

Head, Ries and Swenson (1999) for instance.
7. It was necessary to add one to the stock of French FDI because for some sectors the first

French investment was made during the period 1987–94. Consequently, we use the tech-
nique proposed by Head, Ries and Swenson (1995) to avoid any problem by taking the
logarithm form.

8. All explicative variables are taken in logarithm. Thus, coefficients can be roughly inter-
preted as elasticities as the percentage change in new French FDI in the location j given
1 per cent change in the considered explicative variable:

��(1�Pj) (2.4)

Coefficients have to be multiplied by 0.86 at the national level and by 0.98 at the regional
one.
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3. Trade, border effects and individual
characteristics: a panel specification
with instrumental variables
estimators
José De Sousa and Anne-Célia Disdier

3.1 INTRODUCTION

Although trade flows are growing and tariff and non-tariff barriers are
decreasing worldwide, borders still influence the pattern of commercial
transactions. This fact is highlighted by the border effects methodology
which offers an evaluation of the borders’ impact on trade (McCallum,
1995; Helliwell, 1996; Wei, 1996; Wolf, 1997; Head and Mayer, 2000).1 Size
for size and distance for distance, the trade within a given geographical
unity (area, country, and so on) appears higher than that observed with a
given external partner. Measures of border effects are generally carried out
with ordinary least squares (OLS) regressions. These estimations are some-
times conducted using the Heckman’s correction in order to take into
account null flows (Head and Mayer, 2000; 2002).

The objective of this chapter is to wonder about the relevance of such an
econometric approach and test the robustness of the results obtained from the
OLS estimates. In fact, cross-section estimations tend to ignore the unobserv-
able characteristics2 of bilateral trade relations, such as historical, cultural
and linguistic links or the presence of minorities. The existence of a potential
correlation between these unobservable characteristics and a subset of the
explanatory variables runs the risk of obtaining biased estimates. The tradi-
tional method to eliminate this correlation consists in using the within estima-
tor. In transforming the data into deviations from individual means, the
within estimator provides unbiased and consistent estimates. However, all
time-invariant variables are eliminated by the data transformation. In the
setting of our study this elimination represents a serious problem as our inter-
est is in particular attached to the coefficients on the time-invariant variables
(for example, distance, ‘home’). To overcome this problem several authors
propose different instrumental variables estimators for panel data regressions
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(Hausman and Taylor, 1981; Amemiya and MaCurdy, 1986; Breusch, Mizon
and Schmidt, 1989). Using these methods this chapter offers a proper
specification of trade flows and border effects measure.

Our empirical application relates to the bilateral trade flows between the
nine first EU member countries. The study covers the period 1978–95 and
is carried out in a sectoral way. Fixed effects capture the unobservable char-
acteristics of each bilateral trade relation for a given sector. Also fixed time
effects account for the business cycle and changes in openness across all
countries (Egger and Pfaffermayr, 2003).

The remainder of the chapter is organised as follows: in section 3.2, we
set out the empirical model and the data; in section 3.3, we expose the econ-
ometric method of panel data; and then the results are presented in section
3.4. Finally, we conclude in section 3.5.

3.2 EMPIRICAL MODEL AND DATA

The Gravity Equation of Trade

We adopt the gravity equation of trade which has been used extensively in
the literature on border effects (McCallum, 1995; Helliwell, 1996; 1997;
1998; Wei, 1996; Wolf, 1997; Nitsch, 2000; among others). In its basic form
the gravity equation relates the volume of trade between two countries to
their economic size and to transaction costs. Following McCallum (1995)
we have:

ln(Mijt)�
��home��1ln(Yit)��2ln(Yjt)��3ln(Dij)��ijt, (3.1)

where Mijt is the value of goods imported by country i from country j at
time t, Yit (respectively Yjt) is the income of the importer (respectively of
the exporter) and Dij the distance between country i and j used as proxy for
transaction costs.

Gross domestic product (GDP) or gross national product (GNP) is gen-
erally a proxy for the economic size. Instead of using these measures, we
refer to a production measure. For the importing country we retain the
apparent consumption, by subtracting its exports from its production and
by adding its imports. The variable home is a dummy variable equal to one
for intra-national trade and zero for international trade.

This basic specification is commonly augmented by various variables
that are supposed to affect bilateral trade. In line with previous studies we
add a measure of the exchange rate evolution and a language dummy. Our
final specification is given by:

60 Agglomeration and multinational firms’ location



ln(Mijt)�
��home��1ln(Yit)��2ln(Yjt)��3ln(Dij)�
�4exchrijt��5langij��ijt,

(3.2)

where:
exchrijt is the evolution of the bilateral exchange rate,
langij�1 if countries i and j share a language and 0 otherwise.

Data

Our empirical application relates to the bilateral trade flows between the
nine first EU member countries (Belgium, Denmark, France, Germany,
Ireland, Italy, Luxembourg, Netherlands and the UK). Data for Belgium
and Luxembourg are aggregated. The study covers the period 1978–95 and
is carried out in a sectoral way.

Keith Head and Thierry Mayer provide us with their data. See Head and
Mayer (2000) and (2002) for a full description of the database construction.
Production data come from the VISA database (Eurostat) and cover 120
NACE three-digit manufacturing industries. Trade data are taken from the
COMEXT database (Eurostat) and cover 113 NACE three-digit industries
for the sub-period 1978–87 and 120 NACE three-digit industries for the
sub-period 1988–95. The intra-national trade of a country is calculated
referring to the Wei’s (1996) method. Internal and external distances are
drawn up as the weighted sum of bilateral distances between the regions of
the countries. Intra-regional distances are determined with the disk meth-
odology. To capture the exchange rate influence on trade flows we introduce
a variable ‘exchange rate evolution’ in the estimation. As defined in Head
and Mayer (2002) this variable is the number of units of the importer cur-
rency for one unit of the exporter currency. Therefore a negative effect is
expected.

3.3 ECONOMETRIC METHODS OF PANEL DATA

Specification Problems Resulting from Unobservable Characteristics

Compared to time-series or cross-section analyses, panel data allow us to
control for unobservable characteristics which may be correlated with
certain explanatory variables. Not controlling for such unobservable char-
acteristics runs the risk of obtaining biased results. In the setting of our
study this aspect is especially important. Actually, bilateral trade can be
influenced by specific characteristics. For instance, the impact of historical,
cultural and linguistic links on trade flows between Ireland and the UK is
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difficult to observe and quantify. Panel data regressions allow correcting for
such effects. Consider, then, a reformulation of equation 3.2:

Mnt��Xnt��Zn��n��t��nt, (3.3)

where t�1, ..., T is the time index and n�1, ..., N the index identifying each
couple of countries for a given sector; for instance trade between France
and Italy for the sector 221 is an ‘individual’ n.3 Mnt are import flows of
‘individual’ n at time t. �t represent the fixed time effects which are obtained
by the inclusion of T – 1 dummy variables. One of the time effects must
indeed be dropped to avoid perfect collinearity. � and � are conformably
dimensioned parameter vectors associated with Xnt and Zn, which are
defined as follows:

Xnt: Time varying characteristics at time t like Yit, Yjt and exchrijt; Xnt is a
1�K vector of time varying variables;

Zn: Time-invariant characteristics like home, Dij and langij; Zn is a 1�G
vector of static variables.

The unobserved individual effects �n are i.i.d. N(0, ��
2) and may be cor-

related with parts of X and Z. The errors �nt are i.i.d. N(0, ��
2) and are

assumed uncorrelated with Xnt and Zn.

Ordinary Least Squares and Random Effects Estimator

Ordinary least squares estimation leads to biased results owed to the pres-
ence of correlation between certain explanatory variables and unobservable
characteristics. Actually cross-section studies tend to ignore this kind of
correlation by assuming that �n are identical for every individual. Breusch
and Pagan (1980) devise a Lagrange Multiplier test for the random effects
model. The Breusch and Pagan test enables us to examine the presence of
individual heterogeneity in a panel. Under the null hypothesis (��

2� 0) the
chi-squared statistic informs us on the relevance of a panel estimation. lt is
worth noting that our panel is unbalanced. Actually the number of periods
T during which the bilateral trade is observed is not identical for each ‘indi-
vidual’ n. As a result the Breusch and Pagan test is modified in order to take
into account unbalanced data (Baltagi and Li, 1990).

Random Effects Estimator and Within Estimator

When the result of the Breusch and Pagan test rejects the null hypothesis in
favour of the random effect, the OLS regression model is inappropriate.
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However, in the presence of correlation of �n, with Xnt and Zn, random
effects estimator yields biased and inconsistent estimates of the parameters
(�, �, ��

2, ��
2). The traditional method to eliminate this correlation consists

in using the within estimator (also known as fixed effects estimator). This
method amounts to transforming the data into deviations from individual
means. Thus the within estimator provides unbiased and consistent esti-
mates even if �n are correlated with a subset of explanatory variables.

The within estimator which is consistent serves as a benchmark for the
Hausman (1978) test. The specification test devised by Hausman is a test of
the equality of the coefficients estimated by the within and random effects
estimators. If the coefficients differ significantly, either the model is
misspecified or the assumption of no-correlation between �n and Xnt and
Zn is incorrect. Under the assumption of correct specification the Hausman
test examines the appropriateness of the within estimator.

Unfortunately the within estimator suffers from two important defects:
(1) all time-invariant variables are eliminated by the data transformation;
(2) the within estimator ignores variation across individuals in the sample.
In the setting of our study the first problem is the more serious as primary
interest is attached to the coefficients on time-invariant variables (�).

Instrumental Variables Estimators

One option to solve the foregoing problems is to use instrumental variables
estimators. Traditionally this method consists in substituting correlated
explanatory variables with appropriate instruments uncorrelated with
unobservable characteristics (�n). The main drawback is the difficulty in
finding instruments not taken into account by the original specification and
uncorrelated with �n. An alternative solution consists in assuming that
certain variables among X and Z are uncorrelated with �n (Hausman and
Taylor, 1981). These variables serve as instruments for the correlated explan-
atory variables. The main advantage of this technique is to take explanatory
variables included in the model as instruments. This instrumental-variable
estimation technique can be divided into three steps. The first one corre-
sponds to the identification of variables X and Z uncorrelated with the
unobservable characteristics. In consequence we partition matrices X and Z:

X�(X1, X2) and Z�(Z1, Z2), (3.4)

where X1 has k1 columns and X2 has k2 columns, with k1�k2�K, while Z1
has g1 columns and Z2 has g2 columns, with g1�g2�G. The variables
indexed 1 are uncorrelated with �n (X1 and Z1) but the variables indexed 2
are correlated with �n (X2 and Z2).
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The second step consists in transforming variables of the model.
Transformed variables are used as instruments. Hausman and Taylor (1981)
– hereafter HT – assume that deviations from individual means (noted Q)
of varying variables provide unbiased instruments for coefficients �.
Besides, if the number k1, of variables X1, is equal to or higher than g2, the
number of variables Z2, then the individual means (noted P) of X1 (PX1) are
valid instruments for Z2.

4 The HT estimator is then more efficient than the
within estimator. Consequently the instrument set proposed by HT is
AHT � [QX1, QX2, PXl, Z1]. The order condition is satisfied if k1 �g2.

More recently improvements have been suggested in providing addi-
tional instruments. In HT’s approach time varying explanatory variables
uncorrelated with �n are used as two instruments (QX1 and PX1), while
Amemiya and MaCurdy (1986) – hereafter AM – use such variables as
T�1 instruments (QX1 and also separately for each of time periods
t–X*1). Consequently the instrument set proposed by AM is AAM�[QX1,
QX2, X*1, Z1], where X*1 is defined as a NT�TK matrix. Each column of X*1
contains values of Xit for one t only.

X1*� � eT, (3.5)

where eT is the unitary row vector of T dimension.
The order condition is satisfied if Tk1�g2. The consistency of the AM

estimator relies on the assumption of no-correlation between the means of
X1 variables and the unobservable characteristics for all the time periods
t�1, . . . , T. This is a stronger exogeneity assumption than HT hypothesis
of absence of correlation for all the period. However it is hard to imagine
cases in which the HT assumption would hold but the AM’s would not
(Amemiya and MaCurdy, 1986).

Breusch, Mizon and Schmidt (1989) – hereafter BMS – demonstrate that
the AM instrument set AAM�[QX1, QX2, X*1, Z1] is equivalent to
AAM�[QX1, QX2, PXl, (QX1)*, Z1], where (QXl)* is defined in the same
way as X*1, that is each column of (QX1)* contains the deviations from
means of Xit for one t only. They suggest that a potentially more efficient
estimator can be obtained by using time invariant explanatory variables
correlated with �n. Therefore the instrument set proposed by BMS is ABMS
�[QX1, QX2, PXl, (QXl)*, (QX2)*, Z1] extending the AM treatment of the
X1 variables to the X2 variables, that is (QX2)* is defined as (QXl)*. The
order condition is satisfied if Tk1�(T�1)k2�g2.

If the instrumental variables estimators resulting from these proce-
dures are unbiased, they are not efficient. Actually, they ignore the auto-

�X11      X12   ...   X1T

  ...      ...    ...   ...
XN1   XN2   ...   XNT

  �
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correlation structure of the error terms related to the presence of unob-
servable characteristics (�n) (Guillotin and Sevestre, 1994, p. 123).

Thus the third step consists in improving the efficiency of these estima-
tors. Following HT, Guillotin and Sevestre (1994) suggest to apply the
instrumental variable method to the transformed model:

Mnt�(�n�1)Mn.��(Xnt�(�n�1)Xn.)���nZn��n�n�(�nt�(�n�1)�n),
(3.6)

where:

�n� . (3.7)

Unlike Hausman and Taylor (1981, p. 1381), theta correction is here
applied to an unbalanced panel. Nevertheless it remains an additional
difficulty, since it is necessary to replace the variances ��

2 and ��
2 with unbi-

ased estimates. Obtaining these estimates from within and between regres-
sions is more difficult than in the setting of a balanced panel because of a
heteroscedasticity problem. An additional correction must be applied to
achieve efficient and unbiased estimates (Guillotin and Sevestre, 1994, pp.
125–7).

3.4 RESULTS

Table 3.1 summarizes the results of border effects estimations using the
OLS estimator. As did Head and Mayer (2000), we divide the sample into
six sub-periods. The heteroscedasticity is corrected with the White’s (1980)
method. The overall fit of the estimation is globally in line with the exist-
ing comparable papers studying border effects.5 Except for the exchange
rate evolution variable,6 the different estimated coefficients have for all
sub-periods the expected signs and magnitudes and are significant at the 1
per cent level. We note a decrease of the border effect over time. Distance
has a negative effect on bilateral trade and this effect is relatively strong: an
increase of 1 per cent of the distance generates a decrease of the bilateral
trade of about 1 per cent. Trade flows are positively influenced by the
sharing of a language.

We now estimate border effects using the random effects estimates (Table
3.2). As previously mentioned fixed bilateral effects for each sector are
introduced. Except again for the exchange rate evolution variable, all the
estimated coefficients are significant and are very close to the ones obtained
with the OLS estimator. However, the Breusch and Pagan (1980)

� �2
�

�2
� � Tn�

2
�
�

1/2
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Lagrangian Multiplier test of the difference between the OLS and random
effects estimates allows us to reject the OLS regression for each sub-period.
The statistic is distributed as �1

2 and ranged from 8035.44 to 9202.34
according to sub-periods. But a problem remains: in the random effects
regression independent variables are assumed uncorrelated with the unob-
servable characteristics. When this assumption is rejected, the coefficients
are biased and inconsistent.

To test the presence of such correlation we proceed to a within regres-
sion and to a Hausman test (Table 3.3). The transformation of the data
into deviations from individual means provides, even in the presence of a
correlation, unbiased and consistent coefficients. Nevertheless following
this transformation all time-invariant variables (home, distance and
common language) are eliminated. The comparison between Table 3.2
and Table 3.3 shows several differences concerning the estimated
coefficients of time-varying explanatory variables; this suggests the
effective existence of a correlation. The Hausman test of the difference
between random effects and within estimates confirms this result: the null
hypothesis of no correlation is rejected for the six sub-periods. The statis-
tic is distributed a �1

2 under Ho and yields between 94.89 and 192.22
according to sub-periods.

In order to obtain coefficients for the time-invariant variables, estima-
tions using HT, AM and BMS estimators are run. The results are presented
in Tables 3.4, 3.5 and 3.6. As previously underlined, explanatory variables
could be classified into two different groups: The time-varying explanatory
variables (variables X) and the time-invariant explanatory variables (vari-
ables Z); besides each group includes variables that are correlated and
uncorrelated with the unobservable characteristics.

The significant differences for estimated coefficients on Yit and Yjt
obtained with the random effects and within regressions suggest a poten-
tial endogeneity for these variables.7 With this hypothesis we let: X1�
(exchrijt), X2�(Yit, Yjt), Z1 (home, Dij, langij) and Z2�(Ø). The order con-
dition for identification is satisfied for each estimation.

Several conclusions could be deduced from the results. First, note that
the HT estimates are close to the within estimates. This suggests the legiti-
macy of the chosen instruments. This fact is confirmed by the Hausman
test of the difference between the within and HT estimates. The test statis-
tic is ranging from 0.18 (sub-period: 87–89) to 2.62 (sub-period: 78–80) and
is distributed as �1

2. The AM and BMS estimates are very close to the HT
estimates. The Hausman test comparing AM to HT suggests that the addi-
tional instruments introduced by AM cannot be rejected for any time
periods. This conclusion as shown by the Hausman test of the difference
between BMS and AM estimates is also valid for the additional exogeneity

68 Agglomeration and multinational firms’ location
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restriction added by BMS. The statistic of the Hausman test distributed as
�7

2 under the null hypothesis of no correlation is never significant.
Following the elimination of the correlation the coefficients in HT, AM

and BMS estimations are unbiased. Given that these coefficients are very
similar, we discuss the results all together. Observe that the border effects
are now slightly higher than in OLS and random effects estimates.
Coefficients on Yit and above all on Yjt differ significantly from the theoret-
ical unitary income elasticities. This result can be interpreted in two ways.
On the one hand, one part of the production consists of non-tradable
goods (see Anderson, 1979). On the other hand, before the correction of
the correlation, both variables captured a part of the unobservable charac-
teristics. After correction this effect is removed. In other words the fixed
effects allow us to capture these unobservable characteristics in a more
precise way. Finally, the proper estimation of both coefficients impacts on
the magnitudes of the coefficients on distance and common language which
are reduced.

3.5 CONCLUSION

This chapter offers an estimation of border effects using different econo-
metric specifications. Our sample consists of sectoral bilateral trade flows
between the nine first EU member countries. Our results indicate the exis-
tence of a correlation between certain explanatory variables and the indi-
vidual characteristics of trade relations. So OLS and random effects yield
biased and inconsistent estimates. If the within regression provides unbi-
ased and consistent estimates, all time-invariant explanatory variables are
eliminated by the transformation of data into deviations from individual
means. To overcome this problem we apply efficient instrumental variables
estimators for panel data regression models proposed by Hausman and
Taylor (1981), Amemiya and MaCurdy (1986) and Breusch, Mizon and
Schmidt (1989). An important benefit of these methods consists in using
instruments variables derived from the structural equation. It allows con-
trolling efficiently for the individual characteristics as well. These
approaches therefore offer a better estimation of the empirical model. In
particular, border effects are better specified and appear slightly higher.
Also, the magnitudes of the coefficient on distance and on common lan-
guage are reduced.
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NOTES

1. See Helliwell (1998) and Head and Mayer (2002) for a literature review of border effects.
2. The alternative expressions individual effects, individual heterogeneity and specific effects

are often used instead.
3. Our sample consists of sectoral bilateral trade flows between the nine first EU member

countries. Distinct fixed effects are introduced for each direction of trade: Trade between
France (importer) and Italy (exporter) for the sector 221 and the one between France
(exporter) and Italy (importer) for the sector 221 represent two different ‘individuals’.

4. If Z2 is empty, the gain obtained adding individual means of X1 as instruments is margi-
nal (Martinez-Espineira, 2002).

5. However, as our empirical model differs from the one used by Head and Mayer (2000),
note that our results are not identical to the ones obtained by them.

6. For a detailed analysis of the exchange rate volatility impact on border effects, see Taglioni
(2002).

7. Carrère (2002) who analyses the impact of preferential trade agreements on African trade
using the Hausman and Taylor (1981) estimator also finds a correlation between income
variables and unobservable characteristics.
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4. North–south integration and
multinationals: the case of the
automobile industry in Mexico
Sylvie Montout and Habib Zitouna

4.1 INTRODUCTION

In December 1992, Canada, Mexico and the USA signed the North
American Free Trade Agreement (NAFTA), which came into effect on 1
January 1994. It is the first formal regional integration agreement involving
both developed and developing countries. This regional integration implies
the reduction and the elimination of tariff and non-tariff barriers, as well
as a general deregulation and strengthening of competition. Restrictions
on foreign direct investment (FDI) were eased and the financial sector
reformed. This new environment and, in particular, the increased exposure
to foreign competition on the home market and abroad provided an impor-
tant stimulus for foreign direct investment. Indeed, the bringing into force
of NAFTA seems to have a positive incidence on the American investment
flows inwards in Mexico (Stevens, 1998).

The existing theoretical literature on economic integration and FDI
deals with the question of whether regional integration agreements (RIAs),
by eliminating trade barriers, promote FDI flows. Regional integration
creates a larger market which allows some firms to grow larger and stronger
than would have been possible in individual national markets. The main
benefits of integration is to make the region more attractive towards loca-
tion, which should stimulate intra-regional FDI as well as inflows from the
rest of the world.

Norman and Motta (1996) found that increased market accessability
prompts outside firms to invest in the regional block, reducing product
prices, profits of intra-block firms and increasing total surplus. Integrating
economies are more likely to gain from improving intra-regional market
accessability than from tougher external trade policy, and may wish to offer
investment incentives to encourage FDI by outside firms. Norman and
Motta (1993) analysed the effects of the creation of a free trade area (FTA)
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between Eastern European countries on external firms’ strategies in supply-
ing these markets. They showed that both market growth and improved
market accessability lead the external firms to switch from exporting to FDI.

Most theoretical papers deal with effects on FDI of regional integration
between countries at the same stage of development. In this context,
Montout and Zitouna (2002) developed a theoretical model based on FDI
motives described in Neary (2002). The stress was put on north–south
FTAs characteristics, notably wage differences and the possibility of FDI
by firms originating from the area. Results suggest:

● A traditional result in multinational firms strategies models: the
tariff-jumping motive to FDI holds if transaction costs (including
transport and trade barriers) are important relative to additional
fixed costs associated to investing abroad.

● Export platform strategy holds if foreign firms choose to locate in the
low wage country in order to re-export. This motive depends on wage
and trade barriers differences. The more important these differences are,
the more likely foreign firms are to use this strategy when intra-regional
trade costs fall (countries becoming more and more integrated).

● When analysing the influences of domestic firms’ strategies on
foreign ones, an eviction effect may exist. It results from insiders relo-
cation in the low wages country which reduces the market accessibil-
ity advantages of investing there for outsiders.

Empirical studies found a positive incidence of regional integration on
FDIs. Yannopoulos (1990) highlighted the significant growth of
intra-regional FDI flows in the European Union. Moreover, Dunning
(1997) demonstrated the positive incidence of the EU on the inter- and
intracapital flows. In addition, a sectoral analysis on the England agro-food
industry by Morgan and Wakelin (2001) emphasized the increase of foreign
and domestic investment in this sector. Girma (2002) examines the deter-
minants of FDI location choices in the UK using disaggregated data for
manufacturing industry between 1981 and 1991. He concluded that oppor-
tunities created by regional integration deepening have changed the FDI
flows determinants.

Furthermore, Blonigen and Feenstra (1996) underlined the crucial role
of protectionist threat and the existence of tariff barriers. The FDI inflows
from outsiders into the region could obviously go up if the average level of
protection increases as a result of the free trade area. Moreover, the rise in
fears about future protection implies the same outcome. In the same way,
Barrell and Pain (1999) found that Japanese investment flows in European
countries were influenced by trade barriers.
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Blomström and Kokko (1997) analysed in detail the incidence of north
American integration on FDls. They consider that ‘the stronger the en-
vironmental change connected with regional integration and the stronger
locational advantages of the individual country or industry, the more likely
it is that integration agreement will lead to inflows of FDI from the outside
as well as from the rest of the integrating region’ (ibid., p. 31). They high-
light differences in structures of regional blocs by distinguishing
north–north (Canada and the USA) and north–south regional integration
(the inclusion of Mexico). On the one hand, the former agreement had a
negligible impact on FDI flows. On the other hand, the latter had a
significant incidence on inward foreign investment flows in Mexico.

In this chapter, our aim is twofold: first, we study the determinants of
automobile production in Mexico. We find a significant positive (negative)
impact of Mexican demand (costs). United States variables have nuanced
effects. Moreover, we find positive (negative) impact of Mexican relative
demand (costs) on the Mexican production share – regarding Mexican and
US ones. Second, we examine the effects of the creation of NAFTA on
firms operating in the automobile sector. We find a positive impact on the
production of outsiders in Mexico and no significant impact on insiders.
Furthermore, it affected positively the Mexican share of the production of
either insiders and outsiders, suggesting that, all else equal, it promoted
relocation of automobile production in Mexico. Finally, we found that
NAFTA affected firms’ strategies in 1991 for insiders and 1992 for outsid-
ers.

The reminder of the chapter proceeds as follows: section 4.2 describes the
policy framework governing the automotive sector in the NAFTA; in
section 4.3, we develop some stylized facts on the automobile industry in
NAFTA; and we present the econometric study and results in section 4.4.
Finally, section 4.5 concludes.

4.2 THE AUTOMOTIVE REGIME IN THE NAFTA
AREA

Until the late 1980s, Mexico used Auto Decrees, foreign investment regula-
tions, and tariffs to keep the industries segmented along the Rio Grande,
the border with the USA.

Gradually NAFTA eliminates tariffs and trade balancing requirements
on vehicles, and sets up local content requirements. Mexican tariffs on cars
and light trucks from the USA or Canada were reduced from 20 to 10 per
cent on 1 January 1994. The passenger’s car tariff was subsequently reduced
by 1.2 per cent in 1995 and by 1.1 per cent per year, and was totally removed
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on 1 January 2003. For light trucks, the tariff was reduced by 2.5 per cent
per year in order to attain zero on 1 January 2003.

The rules of origin establish procedures for determining whether products
traded within NAFTA are originating within the member countries and,
therefore, are eligible to enjoy the benefits of NAFTA tariff reductions. These
rules have been formulated to encourage production in North America and
to avoid the establishment of export platforms by non-regionally based firms
in any member country of NAFTA. This policy framework was certainly
influenced by the predominant presence of affiliates of multinational firms
in the production structure of this sector. For example, from 1994 to 1997, a
minimum of 50 per cent of a light vehicle’s net cost was required to come
from North America. From 1998 to 2001, this value has increased to 56 per
cent, and it reached 62.5 per cent in 2002. All others vehicles had to meet 50
per cent between 1994 and 1997, 55 per cent between 1998 and 2001, and 60
per cent thereafter.

The local content requirements have encouraged the final automakers to
be directly involved in the domestic production of auto parts and to
develop suppliers networks regionally.

In addition, the NAFTA substantially liberalizes the North American
investment regimes. The agreement establishes a clear, rules-based frame-
work for the impartial treatment of FDI and places strict limit upon the
use of performance requirements. The national treatment provisions con-
stitute the conceptual cornerstone of NAFTA. Several provisions of the
agreement, however, move beyond national treatment either by establish-
ing common norms for the treatment of FDI among the three signato-
ries, or through the adoption of measures based upon reciprocity. The
new environment characterized by security, stability and by a drastic
reduction of tariffs on regionally originating goods may influence the
location strategies of firms. As a matter of fact, US transnational corpo-
rations will be encouraged to rationalize the organization of their north
American operations and to increase foreign direct investment in Mexico.
Nevertheless, some industries, such as automobiles will be protected from
the import competition by strict rules of origin. The principal aims of
NAFTA investment provisions are to create an integrated north
American market.

4.3 STYLIZED FACTS

Since the beginning of the 1980s, the automobile production in Mexico
experienced a significant and continuous increase (see Figure 4.1).
Moreover, the production of foreign companies excluding American firms
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knew an important growth and notably since 1997, which represents the
date of takeover of Chrysler by Benz, a German firm. This takeover
explains the asymmetric evolution of US and outsider companies’ produc-
tion between 1997 and 1998.

The main automobile constructors are Volkswagen, Chrysler, General
Motors, Ford and Nissan. In fact, these multinational firms dominate for
all the considered period with more than 95 per cent of the production (see
Table 4.1). Moreover, the data illustrate the predominant presence of US
firms in Mexico until 1997. During this period, they realize, in mean, more
than 60 per cent of total production. The substantial modifications in this
industry result mainly from investments engaged by Chrysler, Ford and
General Motors.

Figure 4.2 illustrates the evolution of Mexican exports from 1983 to
1999. It translates the important role of the US market in addition to the
Mexican one. At the end of the period, about 90 per cent of the production
is sold in the north American market (USA and Mexico). Indeed, 60 per
cent of the production is intended for local consumption and about 35 per
cent is exported to the US market. Trade relations between Mexico and
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Canada in this industry are negligible. In fact, in the 1990s, about 95 per
cent of Mexican trade in the automobile industry in NAFTA is done with
USA.1 That is why we do not take into account Canadian production,
demand and production costs.

Thus, the location of firms in Mexico seems to be motivated by the prox-
imity to the USA in addition to the advantages of Mexico in terms of
labour costs. Therefore, this automobile production is essentially
influenced by the strategies of multinationals benefiting from Mexican low
wage costs, Mexican market size and proximity to the US market.

4.4 ECONOMETRIC STUDY

The North American Free Trade Agreement, being a north–south regional
integration, may affect the production and the location strategies of multi-
national firms (MNFs). Moreover, the outcome could be different depend-
ing on the origin of the firm: insider or outsider to the trade area.

In our econometric model, our objectives are:
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● We test whether automobile production in Mexico is affected by pro-
duction costs differential between Mexico and the USA. Do Mexican
and US costs affect automobile production in Mexico? In fact, firms
may be incited to locate in the low wages country in order to export
to the largest market.

● Does Mexican or/and US sectoral demand play a role in determining
output of automobile producers in Mexico? It permits us to evaluate
the importance of Mexican demand relative to the US one in deter-
mining automobile production in Mexico.

● We see if NAFTA contributed to the increase (decrease) of the pro-
duction of foreign (local) firms. By foreign firms, we mean outsiders.

● We check if NAFTA affected the location choice of MNFs produc-
tion between the USA and Mexico. Is there a substitution between
both alternative locations?

Data and Variables

In order better to explain firm strategies, we use firm data on automobiles
produced in Mexico and the USA between 1983 and 1999: 40 firms produce
automobiles in Mexico and/or at least for two years in the considered
period. Demand, production costs and regional integration variables are
integrated in the econometric model to explain production and location
strategies of MNFs (see Table 4.2 for a description of variables and data
sources).

Endogenous variable
As a dependant variable, we take the volume and the share of production
per firm in Mexico. We have information only on final goods. To our knowl-
edge, no data is available on parts and components production in Mexico.

Explanatory variables
Mexican output volume is supposed to be partially explained by the pro-
duction of the same firm in the USA (PUS). In fact, in addition to demand
and costs considerations, the production of the same firm in the USA
gives us information about the evolution and the strategy of the multina-
tional firm as a whole. If they are positively correlated, it may illustrate
its whole situation: if a firm is declining (growing), it decreases (increases)
its production in all locations, then reduces (raises) its production in
Mexico abstracting from all other considerations. A positive sign may
also explain the strategy of ‘diversification’ of the firm. Firms can special-
ize in the production of one variety in the USA and another one in
Mexico. On the other hand, if production in the USA negatively affects
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the Mexican production of the same firm, it illustrates a substitution of
the two locations. In this case, firms favour one location which explains
the export platform strategy. For example, until 1987 Volkswagen pro-
duced 45 per cent of its north American output in Mexico. Since 1988, it
produces only in Mexico.
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Table 4.2 Variables used in regressions (sources in parentheses)

Dependent variable
ProdMex Automobile production in Mexico (per firm)

(French Comity of Automobile Constructors, 1983–99)
ShareMex Mexican share of Automobile production (per firm)

(French Comity of Automobile Constructors, 1983–99)

Independent variables
PUS Automobile production in USA (per firm)

(French Comity of Automobile Constructors, 1983–99)

Demand
dregMex differential in registration sales in Mexico relative to previous year

(World Automotive market and
The Society of Motors Manufacturers and Traders Ltd, 1983–97)

dregUS differential in registration sales in USA relative to previous year
(The Society of Motors Manufacturers and Traders Ltd, 1983–99)

Sharedreg Share in Mexican new registration regarding US ones�

Production costs
wagesmex Mexican wages corrected by Productivity per Mexican employee in

the automobile sector�

(calculations made by authors from STAN OECD, 1983–99)
wagesUS US wages corrected by Productivity per US employee in the

automobile sector�

(calculations made by authors from STAN OECD, 1983–99)
Sharewages Share in Mexican wages regarding US ones in the automobile

sector�

(calculations made by authors from STAN OECD, 1983–99)

Regional integration
NAFTAloc A dummy for regional integration for NAFTA firms

�1 for NAFTA firms after NAFTA
NAFTAfor A dummy for regional integration for non-NAFTA firms

�1 for non-NAFTA firms after NAFTA

wagesMex

wagesUS

US wages
US productivity

Mex wages
Mex productivity

dregMex

dregUS



We assume that individual production in Mexico and the Mexican share
of the north American output are influenced by both demand variables and
production costs.

Demand The American and Mexican market size may affect positively the
automobile production in Mexico. We approximate the Mexican and US
demand by a sectoral variable (dregMex and dregUS): differences between
registrations in the considered year with registrations in the previous year.
However, if there is substitution relation between Mexican and US loca-
tions, an increase in the US demand may have no effect on the production
in Mexico. Besides, in the second regression taking Mexican production
share as endogenous variable, a positive effect of Mexican (US) demand
would mean that a marginal increase in the Mexican (US) demand affects
more Mexican production than the US one.

Costs Previous empirical analysis concerning FDI inward in developing
countries put the stress on differential in wage costs between the develop-
ing and developed economies (Woodward and Rolfe, 1993). The low wage
costs represent a considerable advantage for attracting foreign investors
(Klayman, 1994). In the same way, Feenstra and Hanson (1997) show the
positive correlation between wage costs of home countries of MNFs
located in Mexico and investment flows at the benefit of maquiladoras
(assembly plants). Thus, large wage differentials between developing and
developed countries involved in a regional trade agreement incite foreign
firms to locate in the former (Thomas and Grosse, 2001). Therefore the
incidences of US wages in addition to Mexican ones seem to be a relevant
analysis.

We consider US (wagesUS) and Mexican wages (wagesMex) at the sectoral
level. The former (latter) is expected to have a positive (negative) effect on
the Mexican production: an increase in wage differences incites the firms to
produce relatively more in Mexico. In order to take into account the
differences in qualifications, we correct nominal wages by incorporating
Mexican and US productivity per employee. The productivity is measured
as production per worker in the automobile sector.

Regional integration Regional integration is approximated by dummy
variables because of the non-availability of data about trade barriers. We
distinguish the incidence of the creation of NAFTA on domestic
(NAFTAloc) and foreign firms (NAFTAfor) located in Mexico. It equals one
for local (foreign) firm from the date of the creation of NAFTA, and zero
otherwise.
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Regressions

In our database, for almost 50 per cent of observations, there is no produc-
tion in Mexico. This information is important since it illustrates location
strategies of firms: producing in Mexico and/or in the USA. That is why we
use a Tobit model. This model takes into account the values equal to zero
in the dependent variable.

In the first regressions (Table 4.3), we run a Tobit without any panel
analysis. In the first model, the dependent variable is the volume of auto-
mobile production in Mexico (per firm), In the second, we took the
Mexican share – regarding US and Mexican ones – of automobile produc-
tion (per firm).

Table 4.3 Regressions (OLS)

Model (1) (2)
Dependent variable ProdMex ShareMex

ln(PUS) 0.414***
(0.102)

ln(dregMex) 0.259
(0.470)

ln(dregUS) �0.960
(2.486)

ln(wagesMex) 0.308
(0.710)

ln(wagesUS) �1.481
(2.627)

ln(Sharedreg) 0.234
(0.235)

ln(Sharewages) 0.244
(0.483)

NAFTAloc 5.995* 4.140*
(2.337) (1.466)

NAFTAfor �1.526 �0.797*
(2.249) (1.415)

Constant 7.825 �10.064*
(36.910) (1.107)

N 349 407
LR chi(2) 28.79 13.86
Prob�chi(2) 0.0002 0.0078
Pseudo R2 0.0230 0.0100

Note: Standard errors in parenthesis with *, ** and *** denoting significance at the 1 per
cent, 5 per cent and 10 per cent levels.
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In the first model, the sign associated with the US production is positive
and significant, which illustrates a positive and dependent correlation
between the US and Mexican output in this industry. Demand variables are
not significant. Neither Mexican nor US demand had an effect on the pro-
duction of automobiles in Mexico. On the cost side, neither Mexican nor
US wages are significant. Finally, it seems that NAFTA had an impact on
local firms’ production only. Thus, regional integration contributed to the
growth of insiders’ output and had no effect on outsiders’ output.

The results of demand, costs and NAFTA variables have qualitatively
similar effects on production in Mexico and the distribution of production
between the USA and Mexico (model 2 in Table 4.3).

We have to be cautious with these results because of the existence of a
strong heterogeneity between firms. That is why we include firms’ fixed
effects in next regressions (Table 4.4).

In the first model (volume of Mexican production as a dependent vari-
able), the volume of US production has no more significant effect. Giving
the dualistic productive structure between largest constructors which con-
centrate more than 90 per cent of production and the others, representing
small productive units, the equation without fixed effects biased the results.
In fact, production in Mexico is not affected by the production of the same
firm in the USA.

The Mexican demand variable has a positive and significant effect. This
result sheds light on the importance of the Mexican market in determining
the volume of automobile production in Mexico. However, US demand has
no significant effect. Cost variables are both significant. As expected,
Mexican (US) wages have a negative (positive) incidence. Thus, the higher
the wages differential is, the more firms are incited to produce in Mexico.
Recall that, if we do not correct wages by the productivity, results will be
different. In fact, by doing so, we found a positive effect of Mexican wages
which reflects an increase in productivity per employee and obviously not
an increase in costs for firms.

Turning to the effects of NAFTA on insiders and outsiders, we found a
positive impact on the latter meaning that, all else being equal, the creation
of this regional integration attracted foreign investors in this industry,
whereas, there is no incidence on the production of insiders.

The aim of the second model is to emphasize the location choices between
Mexico and the USA. Mexican relative demand regarding the US demand
seems to affect positively the share of automobile production in Mexico rel-
ative to the production in the USA and Mexico. On the cost side, Mexican
relative costs regarding the US costs have a negative effect on the Mexican
share of output. This result illustrates the important role of differences in
production costs in determining the location of automobiles firms.
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Finally, NAFTA had a significant and positive impact on both local and
foreign firms’ Mexican shares. So, abstracting for demand and cost consid-
erations, NAFTA modified the production structure of both insiders and
outsiders. In fact, NAFTA increased Mexican production relatively more
than US production in the automobile industry.

Now, we try to see in which year NAFTA really had an impact on the
distribution of automobile production between Mexico and the USA. By
doing so, we cheek whether firms anticipated gains resulting from improved
market accessability. In fact, in model 2, we chose 1993 as a reference year.
We ran different models and found that, for insiders, 1991 is the first year
for which NAFTA had a significant and positive impact, whereas for out-
siders it is 1992 (model 3).
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Table 4.4 Regressions (Tobit)

Model (1) (2) (3)
Dependent variable ProdMex ShareMex ShareMex

ln(PUS) �0.075
(0.081)

ln(dregMex) 0.173***
(0.104)

ln(dregUS) �0.401
(0.541)

ln(wagesMex) �0.275***
(0.159)

In(wagesUS) 1.075***
(0.589)

ln(Sharedreg) 0.239* 0.189**
(0.088) (0.096)

ln(Sharewages) �0.375** �0.442**
(0.187) (0.208)

NAFTAloc �0.401 1.567* 1.092***
(0.533) (0.555) (0.618)

NAFTAfor 3.043* 1.440* 1.192***
(0.623) (0.602) (0.655)

Constant 7.677 �8.446* �8.408*
(8.050) (0.659) (0.741)

N 349 407 407
LR chi(2) 709.77 606.78 601.05
Prob�chi(2) 0.0000 0.0000 0.0000
Pseudo R2 0.5681 0.4381 0.4339

Note: Standard errors in parenthesis with *, ** and *** denoting significance at the 1 per
cent, 5 per cent and 10 per cent levels.



4.5 CONCLUSION

In this chapter, we employ Tobit estimates in order to study the determi-
nants of automobile production in Mexico. Moreover, we assess the effects
of the creation of the North American Free Trade Agreement on the strat-
egies of MNFs by distinguishing insiders and outsiders to the area.

We find a significant positive (negative) impact of Mexican demand
(costs). United States variables have nuanced effects. Moreover, we find a
positive (negative) impact of Mexican relative demand (costs) on the
Mexican production share – regarding Mexican and US ones.

By examining the effects of the creation of NAFTA on firms operating
in the automobile sector, we find a positive impact on the production of
outsiders in Mexico and no significant impact on insiders.

Furthermore, NAFTA affected positively the Mexican share of the pro-
duction of both insiders and outsiders, suggesting that, all else being equal,
it promoted relocation of automobile production in Mexico.

Finally, we found that NAFTA affected firms’ strategies in 1991 for insid-
ers and 1992 for outsiders, meaning that firms anticipate trade policies.
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5. Trade liberalization and the internal
geography of countries
Matthieu Crozet and Pamina Koenig-Soubeyran

5.1 INTRODUCTION

The need to restructure a large number of European policies before launch-
ing the final part of the enlargement of the European Union (EU) gathers
consensus among European policy-makers. One of the areas of European
action to which particular attention will be directed is that of the European
regional policies, and two new sources of European funding have already
been created specifically for these countries in order to finance regional
development.

In this context, it appears relevant to go one step further and to analyse
the link between the economic integration of the Central and Eastern
European countries (CEECs) with the EU and the economic geography of
these countries: how does trade liberalization have an impact on regional
development patterns within countries?

The relation between trade and the location of production inside coun-
tries has been explicitly studied by recent models of the new economic
geography literature, based on the original model of Krugman (1991).
Indeed, Krugman and Livas (1996), in a two-country three-region frame-
work, suggest that a decrease in international transaction costs between
two countries may foster the dispersion of economic activity inside the
home country. Conversely, Alonso-Villar (2001), Monfort and Nicolini
(2000) and Paluzie (2001), respectively in a three-country, two-country
four-region, and in a two-country three-region framework, show that trade
liberalization is more likely to enhance agglomeration of economic activity
inside the country opening to trade.

Some empirical work on the topic validate Krugman and Livas’s result:
Ades and Glaeser (1995) study an 85 countries sample and find a negative
relationship between trade and urban concentration. Hanson (2001) analy-
ses the consequences of the North American integration process on the
location of activity inside Mexico. He finds a decreasing urban concentra-
tion: industries leave Mexico City to locate closer to the American border.
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However, Henderson (1996, p. 33), in commenting on Krugman and
Livas’s model, suggests bringing one more element into the framework. He
emphasizes that the impact of an increase in trade depends on the internal
geography of the country: ‘The impact of trade on national space is situa-
tion-specific, depending on the precise geography of the country. . . . In
thinking about urban concentration, we may want a more generic or
general framework’ (ibid.). Our focus in this chapter is twofold: first, using
the original new economic geography framework (Krugman, 1991), we
develop a theoretical model containing two countries and three regions
(domestic regions 1 and 2, and foreign region 0). We analyse the impact of
trade liberalization on the internal geography of the domestic country,
using a domestic country in which both regions are equidistant from the
border. We observe that, in a model in which both the dispersion and
agglomeration of economic activity are driven by endogenous elements,
trade liberalization leads to the concentration of activity inside the domes-
tic country. Note that Paluzie (2001) already went through these steps. In
her model, the predicted outcome is agglomeration, but she does not study
thoroughly the reasons for which her result differs from Krugman and
Livas’s result. In contrast, section 5.4 of this chapter is devoted to putting
side by side our model and that of Krugman and Livas, in order to evalu-
ate the origins of the difference in outcomes.

Our second focus in this chapter concerns the configuration in which
both domestic regions do not have the same access to the foreign market.
Coming up to Henderson’s expectations, we generalize the model exposed
in sections 5.2 and 5.3 to look at how the result is altered by having a hetero-
geneous domestic country opening to trade: in this case, we show that trade
liberalization is likely to favour the development of border regions.

5.2 THE MODEL

This section exposes a model previewed by Paluzie (2001), which is a simple
extension of Krugman’s (1991) model of a two-country framework: a
domestic country, containing two regions, opens to trade with an exogenous
foreign country. We want to focus on the evolution of the economic geogra-
phy inside the domestic country during the process of trade liberalization.

Consider two countries: a domestic country, containing two regions,
labelled 1 and 2, and a foreign country, labelled 0. There are two sectors:
one is a monopolistically competitive manufacturing sector, which pro-
duces a differentiated good and stands for all increasing to scale production
activities in the economy. The other is the constant return to scale, perfectly
competitive sector, which produces a homogeneous good. We will assimi-
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late it to the agricultural sector. Factors are specific to each sector. The agri-
cultural and the manufacturing goods are traded both interregionally and
internationally.

The foreign country is totally exogenous: it contains LA0 agricultural
workers and L0 manufacturing workers, which are all immobile. In the
domestic country, regional supply of A labour is fixed: the two domestic
regions contain respectively LA1, and LA2 workers, which are immobile. In
the domestic manufacturing sector, only the total amount of manufactur-
ing labour is fixed: the country has L manufacturing workers, distributed
among regions: L�L1�L2. The interregional distribution of industrial
workers is endogenous: workers are mobile and migrate between the
regions 1 and 2 according to the interregional real wage difference. For the
rest of the chapter, we normalize the total number of industrial workers in
the domestic country: L�1. We set the share of industrial workers in region
1 equal to �: L1��, L2�1��.

The spatial framework of the model is introduced through the use of a
transaction cost variable, representing distance between cities and barriers
to trade. As in similar models, a variety produced in region r is sold by the
firm at mill price and the entire transaction cost is borne by the consumer.
We use an ‘iceberg’-type transaction cost variable, which means that a frac-
tion of the shipped good melts away during the journey. When 1 unit is
shipped, priced p, only 1/T actually arrives at destination. Therefore, in
order for 1 unit to arrive, T units have to be shipped, increasing the price of
the unit received to pT. Trade in the industrial good bears transaction costs,
which differ across regions: T12 is the internal transaction cost, which
applies to interregional domestic trade (with T12�T21). T01 and T02 are
respectively the external transaction costs applying to each domestic
region’s trade with the foreign country. We assume the agricultural good’s
trade is costless, both interregionally and internationally. Therefore, its
price equalizes everywhere: pA1�pA2�pA0. The agricultural good is pro-
duced under perfect competition, and we choose technical coefficients
equal to 1. As a result in each region pA�wA. Finally, we use the agricul-
tural good as a numéraire, therefore wA�1 in each region.

Consumers and Price Indices

Every consumer has the same Cobb-Douglas utility function:

U�M�A1��, with 0�1 (5.1)

M is a composite index of the consumption of the manufactured good, A
is the consumption of the agricultural good. A share � of expenditures
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goes to manufactured goods, and 1�� to the agricultural good. The com-
posite index M is the following CES function:

M� (5.2)

where ci represents the consumption of a variety i of the manufactured
good, and �, is the elasticity of substitution between two varieties (��1).
Given income Y, each consumer maximizes his utility under the budget
constraint Y�pAA��n

i�1 cipi. We get the following demand function, rep-
resenting demand emanating from consumers of region s, addressed to a
producer i located in region r:

ci,rs� �Ys, r, s�0, 1, 2 (5.3)

Equation (5.3) contains the spatial framework: there are R regions, each of
them producing nr varieties of the manufacturing good. The iceberg trans-
port technology implies that the price of each variety i produced in r and
sold in s contains the mill price and the transaction cost: Pirs�PrTrs
(because of the symmetry of all varieties produced in the same region, from
now on we omit the variety index). We use Trs as a general expression which
represents either T12, T01, or T02, assuming that Trr�1 and (until section
5.5) that T01�T02�T12. Using (5.2) and (5.3), we are thus able to derive the
following industrial price index for each region s:

Gs� (5.4)

Individual demand (5.3) can now be written

crs� �Ys, r, s�0, 1, 2 (5.5)

Producers

Manufactured goods are produced in a monopolistically competitive
industry, following the Dixit and Stiglitz (1977) framework. Each producer
has the same production function, expressed in terms of manufacturing
labour: l�
��q, where l is the total cost, in terms of labour, of producing
q varieties. It contains a fixed cost 
 and a marginal cost � per additional
unit produced. Each producer maximizes his profits. As usual in the Dixit
and Stiglitz (1977) model, we obtain constant mark-up equations:

(prTrs)
��

Gs
1��

1
1 � ���R

r�0
nr(prTrs)

1���

p��
irs

�R
r�0 �nr

i�1(pirs)
1��

�

� � 1�� � 1
���n

i�1
ci
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pr� wr� (5.6)

where pr is the price of a variety produced in r and wr is the manufacturing
wage in region r. The equilibrium output of a firm producing in region r is
derived from the free entry condition:

q*
r� (5.7)

and the equilibrium on each region’s labour market allows us to obtain the
equilibrium number of firms in each region:

nr� (5.8)

where Lr is the total number of manufacturing workers in region r.

Short-Term Equilibrium

We now want to fully determine the short-term equilibrium. We derive, for
a given distribution of labour between regions 1 and 2, the value of wr that
verifies equations (5.5), (5.6), (5.7), (5.8) and the equilibrium condition on
the goods’ market. The manufacturing wage equation for each region r is
thus:

wr� (5.9)

with Yr�wrLr�wArLAr, and wAr equal to 1 because we chose it as a numé-
raire. Equation (5.9) is a typical wage equation in new economic geography
models (see Fujita, Krugman and Venables, 1999). It explains that the
larger the number of consumers and the lower the number of competitors
in regions with low transaction costs to r, the higher will be the nominal
wage that a firm producing in r can pay: indeed, the nominal wage in region
r tends to be higher if incomes in other regions with low transaction costs
to r are high. On the other hand, it tends to be lower if other regions with
low transaction costs to r contain a large number of firms (the region’s
industrial price index G�

j
�1 may be regarded as an index of concentration).

We are now able to characterize entirely the equilibrium variables in our
two-country, three-region setting, for a given spatial distribution of
workers. Regional incomes are:

Y1�w1��LA1 (5.10)

� ��


(� � 1)��
R

j�0
YjGj

��1Tjr
1����

1/�1
�

 �� � 1
� �

Lr


�


(� � 1)
�

� �

� � 1�
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Y2�w2(1��)�LA2 (5.11)

Y0�w0L0�LA0 (5.12)

Nominal wages are the solution of the following system, where G and Y
have to be substituted for as functions of wages using (5.4), (5.6), (5.8) and
Yr�wrLr�LArwAr (see the appendix to this chapter):1

w1� (Y0G0
��1T0

1���Y1G1
��1�Y2G2

��1T12
1��) (5.13)

w2� (Y0G0
��1T0

1���Y1G1
��1T12

1���Y2G2
��1) (5.14)

w0� (Y0G0
��1�Y1G1

��1T0
1���Y2G2

��1T0
1��) (5.15)

The industrial price indices are then given by:

G1� [L0(w0T0)
1����w1

1���(1��)(w2T12)
1��]1/1�� (5.16)

G2� [L0(w0T0)
1����(w1T12)

1���(1��)w2
1��]1/1�� (5.17)

G0� [L0w0
1����(w1T0)

1���(1��)(w2T0)
1��]1/1�� (5.18)

We finally derive the real wage of each domestic region, which is made
of the nominal wage deflated by the price index:

�1�

�2� (5.19)

Long-Term Equilibrium

One can see that if ��1/2 (and if LA1�LA2), �1��2: when the industrial
workforce is equally distributed between domestic regions, the real wages

w2
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w1
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�

� 1
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are equalized and there is no incentive for workers to move. But what
happens if we move one worker from region 2 to region 1? This move will
create a real wage differential that may either incite more people to move,
or it may lower the real wage in the destination region, in which case the
equally distributed configuration would be a stable equilibrium. We assume
that industrial workers move between the two regions according to the fol-
lowing migration dynamics:

��1��2 (5.20)

We want to study the relationship between the real wage differential and
the fraction of industrial workers living in region 1. We want to identify the
spatial equilibria of the model, thus the distributions of workers for which
no worker may get a higher real wage by changing location. The equilib-
rium distributions of the workforce thus consist of the values of (�, 1��)
for which either �1��2�0 and ��(0, 1), or �1��2�0 and ��1, or
�1��2�0 and ��0.

Unfortunately, as typically in new economic geography models based on
the original Krugman (1991) framework, �1��2 is not a simple function
of �: we are unable to tell precisely for what values of the parameters of the
model the spatial equilibria are reached. In the next section we will thus use
numerical simulations in order to look at the shape of the real wage
differential function.

The evolution of the real wage differential �1��2 and the equilibrium
spatial distribution inside the domestic country depend on the interaction
of agglomeration and dispersion forces appearing in the equations we
derived above. On the one side, agglomeration forces express the fact that
firms and consumers are interested in locating in the same region, because
of cost and demand externalities: in equations (5.13) and (5.14), the
demand externality emphasizes that a large number of consumers in a
region r represents high local expenditure, allowing firms to pay higher
wages and thus attracting more firms. The cost externality appears in equa-
tions (5.16), (5.17) and (5.18): a high number of firms implies a lot of
locally produced varieties, thus a lower price index and more consumers.

On the other side, the dispersion force emanates from the high competi-
tion on the good and the factor markets when industrial activity is concen-
trated in one location: equations (5.13) and (5.14) point that the nominal
wage of a region diminishes with the increase in competition, and this leads
firms to delocate towards the remote market in order to benefit from lower
competition on that market.

Which equilibrium configuration is finally reached depends on the para-
meters of the models, and specifically on the level of interregional and

d�

dt
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international transaction costs. In the next section we will consider an eco-
nomic integration between the domestic and the foreign country, illustrated
through a decrease of T01, and T02. We will focus on determining how the
presence of a foreign country impacts the internal geography of the domes-
tic country.

5.3 TRADE LIBERALIZATION

This section considers the effect of lowering the international transaction
cost on the spatial distribution of activity, in the case of a homogeneous
country: the two domestic regions have the same access to foreign markets
(T01 and T02 are set equal to T0). We explain how we draw the real wage
differential curves. For a given value2 of T0, we numerically solve �1 and �2
for a range of values of ��(0, 1). We then substitute the obtained �1 and
�2 into �1��2 in order to plot one of the curves below. As shown in Figure
5.1, this is done for three different values of T0.

Let us analyse Figure 5.1 by starting where workers are symmetrically
distributed among regions: ��0.5. This configuration is an equilibrium,
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but it will only be stable if, for a marginal increase in �, the real wage
difference becomes negative. The migration of workers will then bring the
distribution of workers back to the symmetrical configuration.

The situation in which the domestic country is closest to autarky is illus-
trated by the dotted curve, drawn for T0�2.1 (which means that only 1/2.1
�0.47 of the shipped quantity arrives at the final destination, correspond-
ing to a transaction cost of 53 per cent). For this level of transaction costs,
the dispersed configuration is the only stable equilibrium.3 The dashed
curve illustrates the situation when the economy opens slightly. There are
now five equilibria, of which three are stable and two are unstable. While
the symmetric equilibrium is still stable, the agglomerated configuration (in
either region) has become stable as well. Finally, the more trade barriers are
decreased, the more the curve turns upwards; when it comes to cross the x
axis with a positive slope (the level T0�1.5 corresponds to a transaction
cost of 40 per cent), the only stable outcomes are the two agglomerated
configurations. We thus highlight this interesting result: according to our
simulations, an economic integration is most likely to lead the domestic
industrial sector to be spatially concentrated.

Figure 5.2 summarizes how the types of equilibria vary with exter-
nal transaction costs (solid lines indicate stable equilibria, broken lines
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unstable): for sufficiently high T0, there is a unique stable equilibrium in
which the economy is evenly divided between the regions. When T0
decreases below some threshold value (TS, the sustain point), new stable
equilibria appear in which all manufacturing is concentrated in one of the
regions. When a second threshold value (TB, the break point) is attained by
lowering T0, the symmetric equilibrium becomes unstable, leaving the
agglomerated configurations as the only stable outcomes.

Note that simulations’ results show that the values of the sustain and
break point are influenced by the parameters of the model. First, the lower
is �, the higher is the value of the sustain and break points. Indeed, a low
value of �, indicates a high degree of product differentiation: in other
words, the more products are differentiated, the more firms are incited to
concentrate production, even if transaction costs are high. Second, the
values of the sustain and break points increase with the value of �, the
share of expenditure going to manufactured goods. The larger the share of
manufacturing goods, the stronger are cost and demand externalities which
lead firms to concentrate production.

The Forces at Stake

What mechanisms explain this outcome? The decrease of the external
transaction cost allows two additional elements to impact on the domestic
economy: foreign demand and foreign supply. On the one hand, having an
access to a large exterior market lowers the incentive for domestic firms to
locate near domestic consumers, which represent a smaller share of their
sales. Thus the domestic demand externality is weakened by the presence of
the foreign demand (in equations 5.13 and 5.14, income from the foreign
country becomes a more important part of total demand). For similar
reasons, the domestic cost externality is weakened by the presence of the
foreign supply: the foreign firms now represent a much more important
share of the total supply available to domestic consumers (in equations
5.16, 5.17 and 5.18, the presence of the foreign firms now constitutes the
main element that drives the price indices down).

On the other hand, trade liberalization also affects the competition
effects within the domestic country. The competition exerted by foreign
firms on the domestic market is large compared to the competition of other
domestic firms. Therefore, the presence of the foreign supply lowers the
need for domestic firms to locate far from domestic competitors, and thus
lowers the need to disperse economic activity (in equations 5.16, 5.17 and
5.18, as stated before, the presence of foreign firms lowers both price
indices, which then diminish �1 and �2).

It finally appears that while foreign demand and foreign supply decrease
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both the agglomeration and the dispersion forces, the simulations show that
in the end, a strong economic integration has more effect on the dispersion
force: as a result the domestic economy becomes concentrated in only one
location.

5.4 COMPARISONS

Differences under Autarky

The purpose of this chapter is to investigate the relation between trade lib-
eralization and the reshaping of the internal geography of countries, using
the original model of the new economic geography. Krugman and Livas
(1996) analysed the same problematic in a similar framework. However,
their result differs from ours as to the evolution of the domestic spatial
equilibrium configuration. While we observe agglomeration as a final
outcome, their model concludes with the dispersion of economic activity.

The reason why we obtain such differing results lies in the hypotheses
driving the dispersion of the industrial sector. In Krugman and Livas’s
modelling (henceforth KL96), there is no local immobile market to provide
an incentive for firms to delocate to the peripheral region. Instead, an exog-
enous congestion force leads firms to move to the remote region when the
cost of being agglomerated is too high. The crucial point remains in the fact
that KL96’s congestion force does not depend on transaction costs. Hence,
the decrease of external transaction costs may only have an impact on the
incentives of firms and consumers to locate near each other, that is, on the
agglomeration force. The impact of trade liberalization is thus very
different in both models. Economic integration, through the increase of
exports (foreign demand) and imports (foreign supply), lowers agglomera-
tion forces inside the country. While it also lowers dispersion forces in our
model, in KL96’s model the dispersion force has no impact at all.

As a result, in KL96 the only stable equilibrium after trade liberalization
is a dispersed distribution of the industrial sector. In contrast, the frame-
work we propose in this chapter is based on the same forces as those of new
economic geography models of the Krugman (1991) type (henceforth
K91). Therefore, the final outcome bears the characteristic of being the
result of the interaction of two endogenous forces, and in this sense it is a
more general framework.

Note that this difference is visible when comparing both models in their
autarkic two-region version (by setting the external transaction cost to
��). While K91 concludes that a decrease in internal transaction costs
will lead to more agglomeration, in KL96 the autarkic country will see its

Trade liberalization and the internal geography of countries 101



economic activity getting more dispersed. Two features of the KL96 model
explain this difference in outcomes: KL96 contains only one sector, which
exhibits increasing returns-to-scale, and it comprises only mobile workers.
Thus, without the presence of the urban congestion cost, the economy
would be concentrated in one of the regions for all values of the internal
transaction cost.

To illustrate this characteristic, let us look at the configuration of the
domestic economy, in both models, according to the value of the internal
transaction cost. We want to identify the threshold value of T12 at which the
agglomerated equilibrium switches from unstable to stable (the sustain point
of the economy according to T12). We thus set the domestic economy in an
agglomerated configuration (for example in region 1), and determine the con-
ditions under which region 1 real wage (�l) is higher than region 2 (�2): for all
values of T12 for which �1��2, the agglomerated pattern is sustainable,
because industrial workers will not migrate to region 2. Figure 5.3 portrays
the sustain point in both models according to T12. The U-shape of the �2��1
curve in K91 represents the agglomeration–dispersion pattern. When the
internal transport cost T12 equals 1, space plays no role and real wages are
identical. At the right of this point, the curve is downwards-sloping: a slight
increase in T12 augments both agglomeration and dispersion forces, but not
in the same measure. Demand and cost externalities have more influence on
the economy and foster a strong asymmetric configuration, until the relative
strength of the forces inverses. The upward-sloping part of the curve depicts
a relatively more important increase in the dispersion forces, which finally
make the asymmetric pattern unstable. To the right of the sustain point,
industrial activity is symmetrically distributed among regions.

The �2��1 curve in KL96 has two distinct features. First, it does not bear
the upward-sloping part of the K91 U-shaped curve, which means that there
is no dispersion of the economy for high values of T12. Second, at low values
of T12, concentration of industrial activity is not a stable equilibrium
anymore (numerical investigations similar to those exposed in Figure 5.1
indicate that low values of T12 lead to the dispersion of industrial activity).
As explained above, the presence of the urban congestion cost discourages
firms and consumers to support the cost of agglomeration when the internal
transaction costs are very low. Hence, the reasons why we obtain, using a
K91 setting, opposite results to those obtained by KL96 are already present
in the basic hypotheses of the models and in the autarkic two-region settings.

Robustness to Internal Spatial Configurations

An important question arising after comparing the two models concerns
the validity of our results for other values of parameters, and specifically
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for other values of the internal transaction cost. To answer this question,
let us look again at the configuration of the domestic economy according
to the value of the internal transaction cost. We want to analyse how the
threshold value of T12 at the sustain point of the economy varies with T0.

Unfortunately, the three-region framework introduces analytical diffi-
culties that are not present in the two-region or in the four-region case.
Therefore we are not able to present an analytical proof. We will instead use
numerical simulations to investigate how the sustain point of the economy
varies with the evolution of the external transaction cost. Figure 5.4 illus-
trates �2��1, as a function of the internal transport cost T12, and this for
three different values of T0. The first curve is drawn for a very high value of
T0, assimilated to very important barriers to trade. As explained above,
�2��1 is U-shaped. The second curve illustrates the same phenomenon for a
lower value of T0. The visible impact of the economic integration is to lower
the right part of the precedent U-shaped curve. According to the descrip-
tion of the curve in the preceding sub-section, the decrease in T0 specifically
impacts the dispersion forces, because the sustain point shifts to the right of
the figure. Trade openness augments the range of values of T12 for which the
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economy is agglomerated, that is, the effect of the domestic competition
(lower price index) is weakened. This is even more apparent when trade
openness accentuates, to the point that the curve doesn’t display a sustain
point any more: on the last curve, �2 never becomes higher than �1.

According to the simulations, our theoretical result appears to be robust
to the spatial configuration of the domestic economy. Whatever the value
of the internal transaction cost, trade liberalization is most likely to foster
an economic geography concentrated in one of the two domestic locations.
Note that Paluzie (2001), who previewed the theoretical result, did not
investigate how international transaction costs affect the sustain point of
the economy.

Our result is strengthened by Monfort and Nicolini (2000), who come to
identical conclusions in a four regions’ setting. They extend a Krugman
(1991) framework to a two-country, four-region model and show that inter-
national integration, thus the decrease of external transaction costs, is
likely to enhance agglomeration in each of the national economies. The
four region setting is useful because it allows simplifications and lead to
analytical solutions. However, we prefer considering a three-region model.
It seems more appropriate because our main focus is centred on the eco-
nomic geography of the domestic country and it allows us to make direct
comparisons between our result and that of Krugman and Livas.
Moreover, expanding the original Krugman (1991) two-region framework
to a three-region framework allows us to get closer to the modelling of
different and richer configurations such as the hub-city case (see Krugman,
1993). This will be particularly apparent in the next section when analysing
the case of a country containing a border region.

5.5 BORDER REGIONS

We now ask the same question, but in a slightly different framework: by
letting the two external transaction costs differ, we suppose that one of the
domestic cities has a better access to the foreign market (region 2 for
example). We specify a functional form for Trs. Trs represents all the trans-
action costs and consists of a cost related to distance and, for international
trade, an ad valorem tariff. In this section we also adopt a specific and
simplified representation of space à la Hotelling in which country 0 and
region 1 are located at both extremes. Region 2 is the border region. The
segment thus has a length equal to d01, and the distance between 1 and 2 is
d01�d02. We assume that transaction costs are a linear function of distance:
T12�1�(d01�d02) and T01,�(1�tariff) d01.

In order to understand how the economic geography of the country
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evolves with trade openness, as in section 5.3 we use numerical simulations
to display the shape of the interregional real wage difference as a function
of the workers distribution �.

Theoretically, the forces impacting on the domestic economy are
modified since the country now contains two heterogeneous regions. Two
changes are noticeable: first, as observed in section 5.3, foreign demand
lowers the domestic agglomeration force. However, an additional effect
appears, because domestic firms may now choose to locate in the location
closest to the foreign market, which is region 2. We thus highlight one of
the potential effects of trade liberalization, which is to pull domestic firms
towards the border in order for them to benefit from the best access to
foreign demand. Then, foreign supply lowers the domestic dispersion force.
There is also an additional effect due to the heterogeneity of the regions:
region 1, at the end of the segment, allows firms to locate as far as possible
from the foreign competitors. Hence, trade liberalization may push domes-
tic firms towards the remote regions, as a reaction of protection against the
large foreign competition.

Figure 5.5, which is drawn in a similar way as Figure 5.1, illustrates the
impact of these forces according to the degree of trade liberalization. As
observed in section 5.3, the symmetric distribution of workers is a stable
equilibrium for high values of T0. When T0 decreases, the curve comes to
cross the x axis with a positive slope, meaning that only agglomerated
configurations are stable equilibria. However, the curves are not symmetric
anymore with respect to the value ��0.5. The push effect of firms towards
the interior region is to be seen through the shift of the dotted curve to the
right: when the domestic economy is still relatively closed, the increase of
the degree of competition driven by foreign supply dominates the pull
effect. Economic activities are dispersed but there is an asymmetry leading
to the location of more than 50 per cent of the industries in region 1.

The pull effect of firms to the border region is illustrated by the shift of
the dark curve to the right. When T0 is low, the increase of demand ema-
nating from the foreign country dominates the competition effect driven by
foreign firms, and the country’s economic activity is attracted to the border
region. The agglomeration is the only stable equilibrium, but it has more
chances to occur in the closest region to the foreign market. Figure 5.5
shows that the concentration of the industry will only occur in region 1 if
the latter contains more than 80 per cent of the industrial activity of the
country.

The main outcome arising in this section helps to modulate our previ-
ous results. The model shows that trade liberalization may foster two
effects: a pull effect towards border regions and a push effect inside remote
regions. The strength of these phenomena will be shaped by the various
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elements of the model: a large foreign demand for domestic product will
increase the pull of the domestic industrial sector towards low-cost access
regions. Conversely, a large amount of foreign firms exporting to the
domestic market may favour the development of better protected internal
regions.

5.6 CONCLUSION

According to Henderson (1996, p. 33), ‘The impact of trade on national
space is situation-specific, depending on the precise geography of the
country. . . . In thinking about urban concentration, we may want a more
generic or general framework’. In this chapter we proposed pursuing the
analysis of the relation between trade liberalization and the location of pro-
duction inside countries, by deepening two aspects of the issue. First, we
generalized a simple extension of a Krugman (1991) model to a two coun-
tries three-region framework. In a setting in which both the agglomeration
and the dispersion forces are endogenous, trade liberalization fosters
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spatial concentration. Second, we studied the same issue in a spatially
heterogeneous country. We show that when the domestic country contains
a border region and a remote region, trade liberalization generally favours
the development of the border region, when competition pressure from
international markets is not too high.

APPENDIX SHORT-TERM EQUILIBRIUM:
SOLVING NUMERICALLY FOR w1,
AND w2

The appendix intends to provide more details about the numerical solving
procedure of the short-term equilibrium mentioned in section 5.2.

We incorporate equations 5.6 and 5.7 into 5.4 and then substitute 5.4,
5.10, 5.11 and 5.12 into 5.13 and 5.14. We obtain the following two equa-
tions. In spite of their complicated aspect, equations 5.21 and 5.22 allow to
derive, for a given a distribution of the industrial workforce (�, 1��), the
nominal wages w1, and w2. Indeed, with numerical values for the parame-
ters �, �, for the exogenous foreign variables (w0, L0, LA0) and for the
domestic agricultural workers (LA1, and LA2), equations 5.21 and 5.22
contain only two unknowns:

w1
���

� (5.21)

�

w2
���

� (5.22)

�
(w2(1 � �) � LA2

L0(w0T0)1�� � �(w1T12)1�� � (1 � �)w1��
2

�

(w1� � LA1)T12
1��

L0(w0T0)1�� � �w1
1�� � (1 � �) (w2T12)1��

� (w0L0 � LA0)T0
1��

L0w
1��
0 � �(w1T0)1�� � (1 � �) (w2T0)1��

(w2(1 � �) � LA2)T12
1��

L0(w0T0)1�� � �(w1T12)1�� � (1 � �)w1��
2

�

(w1� � LA1)
L0(w0T0)1�� � �w1��

1 � (1 � �) (w2T12)1��

� (w0L0 � LA0)T0
1��

L0w
1��
0 � �(w1T0)1�� � (1 � �) (w2T0)1��
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NOTES

1. The question of the unicity of the solution is difficult to solve when there is more than one
equation involved, and we leave it aside for the moment. We explain the procedure for
solving numerically for w1 and w2 in the appendix to this chapter.

2. The values of the other parameters are: ��6, ��4/5, ��0.4, 
�0.4/5, T12�1.75, L0lL
�10.

3. Figure 5.1 is drawn for a value of T12 for which industry is dispersed in autarky (T0→�).
Similar results are obtained for lower values of T12, but they are not showed here. The
results are not as visible because the economy is already agglomerated.
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PART II

Home Market Effects, Market Size and
Location Strategies





6. Market size and agglomeration
Keith Head, Thierry Mayer and John Ries

6.1 INTRODUCTION

Positive spillovers between firms and factor cost advantages may explain the
observed geographic concentration of industry. Recent research on the
influence of demand on production introduces a third reason for concentra-
tion. Specifically, the so-called ‘home market effect’ implies that locations
with high demand will host a disproportionate share of industry. Thus, pos-
itive spillovers, low factor costs and the home market effect serve as forces
that can result in the agglomeration of industry. Proximity has its costs,
however. If locations are equally attractive, imperfect competition causes
firms producing in the same location to earn lower profits than they would
earn if they were to differentiate geographically. Thus, the competition effect
serves as a force leading to the geographic dispersion of industry.

This chapter measures geographic concentration of Japanese investment
in the USA and Europe and tests for the source of observed concentration.
We begin by employing Ellison and Glaeser’s (1997) measure of concentra-
tion to see if the concentration of Japanese FDI is greater or less than that
predicted by our formulation of their random model of investment. Next,
we use conditional logit estimation to explore whether, after controlling for
market size, the presence of rivals in a foreign location is associated with a
higher or lower likelihood of investment in that location. A negative
coefficient supports home market effects models whereas a positive
coefficient is consistent with positive spillovers between firms. Finally, we
relate a region’s share of investment to its share of demand to test explicitly
for home market effects.

Whether or not observed concentration reflects positive spillovers between
firms operating in proximity (agglomeration economies) is an important
question because theoretical models of agglomeration economies predict
self-reinforcing concentration. These forces enable historical events to deter-
mine the geography of an industry, leading to a pattern of ‘have’ and ‘have
not’ areas that find it difficult to use policy to alter their status. A first step
towards determining the strength and pervasiveness of agglomeration econ-
omies is to measure the extent that geographic concentration of industries
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exceeds a sensible benchmark. Measuring geographic concentration is useful
since its absence would be sufficient evidence to reject the existence of strong
agglomeration economies.

Economists have used two main methods to estimate the significance of
industry concentration. The first focuses on outcomes and measures geo-
graphic concentration at a point in time. A prominent example is
Krugman’s (1991) calculation of Gini indexes for three-digit US manufac-
turing industries. In that study the benchmark for expected activity in a
state is its share of total manufacturing employment. Krugman found that
most industries were fairly concentrated. Ellison and Glaeser (1997)
pointed out that ‘lumpiness’ – a small number of establishments account-
ing for a large share of an industry’s total employment – and randomness
can combine to result in seemingly concentrated outcomes. They proposed
a method to calculate concentration in excess of what would occur in a
random choice model that accounts for lumpiness. A second approach, ini-
tiated by Carlton (1983), examines the process of agglomeration itself.
Using a sample of new entrants, this approach estimates a conditional logit
regression in which the existing amount of industry activity in a state is an
explanatory variable along with a set of controls describing the attractive-
ness of the state.

Positive findings of concentration – the norm in most empirical work –
admit multiple interpretations. Ellison and Glaeser emphasize that their
findings of excess concentration are consistent with a model in which spill-
overs cause industries to cluster as well as a model in which certain locations
possess natural advantages that attract firms in a given industry. To use their
examples, we may think of Silicon Valley’s information technology cluster
as a likely example of the former and Napa Valley’s concentration of win-
eries as a consequence of the latter. In a recent contribution (Ellison and
Glaeser, 1999), those same authors show that about 20 per cent of observed
geographic concentration can be explained by a small set of natural advan-
tages variables. They consequently ‘conjecture that at least half of observed
geographic concentration is due to natural advantages’ (ibid., p. 316) and
attribute the remaining concentration to be explained to spillovers.

Our focus is discriminating between spillovers and a third source of excess
concentration: market size. A recent trade literature shows that large demand
in a country can translate into a disproportionate share of production.
Krugman (1980) first established the result for differentiated goods indus-
tries characterized by free entry and increasing returns to scale where consu-
mers have Dixit-Stiglitz preferences. Feenstra, Markusen and Rose (2001)
extend this result to a Cournot, segmented markets (CSM) framework with
homogeneous goods, free entry, and consumers with Cobb-Douglas utility.
Head, Mayer and Ries (2002) employ a location choice framework to show
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that three models of imperfect competition – the Krugman model, a homo-
geneous good, Cournot model with linear demand, and the monopolistic
competition model of Ottaviano, Tabuchi and Thisse (2002) – yield common
predictions about the relationship between a country’s share of consumers
and its share of firms as well as a country’s share of consumers and its net
exports.

Our empirical work examines the location decisions of over 1400 manu-
facturing investments that Japanese firms made in the USA and the
European Union since 1970. Several considerations motivated the selection
of this sample. First, to compare concentration outcomes with the process
that generated them, one requires information on the establishment dates
for each of the plants existing at the time concentration is measured. While
this seems impractical in the case of indigenous manufacturers, Japanese
firms had virtually no presence in the USA or EU prior to 1970. Hence, we
can observe location patterns during a compact period of time. A second
feature of this sample is that relatively small numbers of investments in each
industry cause the lumpiness problem that Ellison and Glaeser designed
their index to solve. In contrast, there were so many establishments in US
manufacturing that the raw and corrected concentration indexes ended up
being about the same in all but a handful of industries. Finally, governments
in the USA and EU have devoted substantial resources towards attracting
Japanese investment. The wisdom of such outlays depends in part on the
strength and pervasiveness of agglomeration effects.

Section 6.2 employs a location choice framework to derive empirical tests
that help discriminate between the spillover and home market effect expla-
nations of clustering. We show that the spillover model generates concen-
tration in excess of what would be expected in the Ellison and Glaeser
random choice model. However, home market effect models may generate
excess concentration or excess dispersion relative to the random choice
model. In the empirical section that follows, we use Ellison and Glaeser’s
index to measure concentration of Japanese FDI by industry and region
(the USA and Europe). We show that about a third of the manufacturing
industries in our sample exhibit excess concentration. Then we proceed to
test for the source of this excess concentration. First, our conditional logit
estimates reveal that after controlling for demand, firms are attracted to
locations where there exists a high share of Japanese firms, a result consis-
tent with agglomeration and inconsistent with the imperfect competition
models. Next we relate the share of firms in a location to that location’s
share of demand. We find that a disproportionate response (coefficient
greater than one) occasionally occurs for investment in the USA but not in
Europe. Thus, we get only mixed support for the home market effect. We
summarize the results in the final section.
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6.2 THEORY

Head, Mayer and Ries (2002) develop three models of imperfect competi-
tion in the context of the plant-location decision of N firms. The frame-
work is a two-country model where single-product firms choose to locate a
single plant in one country which will serve consumers in both markets.
That paper shows that each model generates a similar set of equations. The
difference in profits equation expresses the difference in the profitability of
locating in two alternative production locations in terms of the distribution
of demand and the existing distribution of firms. The share equation relates
a country’s equilibrium share of firms as a function of its share of consu-
mers. Here, we will summarize the results for these imperfect competition
models and derive a corresponding set of equations for a second model – a
spillover model – that we will show generates somewhat different predic-
tions for the coefficients of these equations. In addition, we will compare
the level of concentration predicted by the imperfect competition and spill-
over models to what would obtain under our formulation of the random
choice model introduced by Ellison and Glaeser (1997). We begin by
describing the models and proceed to derive contrasting predictions that we
can test with FDI data.

The three models of imperfect competition analysed in Head, Mayer and
Ries (2002) are: the Krugman model as formulated in Helpman and
Krugman (1985); the monopolistic competition model of Ottaviano,
Tabuchi and Thisse (2002); and the Cournot, segmented markets model
analysed in Brander and Krugman (1983). Each of the models incorporate
alternative assumptions on the nature of demand, product market compe-
tition, and trade costs. In the Helpman-Krugman model, firms produce a
single differentiated product and there is a constant elasticity of substitu-
tion between goods. Since the authors assume a large number of firms,
when choosing prices firms ignore the effect their pricing decision has on
the overall price level. Trade costs take the iceberg form whereas they are
per unit in the other two models. Firms also produce unique varieties in the
Ottaviano-Tabuchi-Thisse model. Quadratic utility yields individual linear
demand functions. As in the Helpman-Krugman model, firms choose
prices to maximize their profits while neglecting the effect of individual
price changes on the price index. The Brander-Krugman model depicts
trade in homogeneous goods. Head, Mayer and Ries (2002) derive results
for this model based on linear demand. All three models predict that the
large country’s share of output exceeds its share of firms, a result Helpman
and Krugman (1985) call a home market effect.1 Accordingly, we refer to
the three models as home market effects (HME) models.

The spillover model we consider simply posits the profitability of investing
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in a country is a linear function of the number of firms already established
there:

�i�a�bni (6.1)

where ni is the number of firms locating in country i. The profit function is
a reduced form expression. One interpretation is that the presence of firms
in a country reduces the production costs of subsequent investors, thereby
allowing them to produce greater output and gain higher profits.

The Difference in Profits Equation

Head, Mayer and Ries (2002) posit the difference in profits equation
showing the difference in profits associated with investing in country 1
versus 2 in terms of 1’s share of consumers (x) and its share of firms (s) as

��(s, x)��1(s, x)��2(s, x)�cs�dx�e (6.2)

Coefficient d is the demand effect which is positive: A country’s attractive-
ness is increasing in its share of consumers. Coefficient c is the competition
effect which is negative. When marginal costs are equal in the two countries,
this equation is linear for the Ottaviano-Tabuchi-Thisse and Brander-
Krugman models but nonlinear for the Helpman-Krugman model.

The difference in profit equation for the spillover model is

��(s)�bN(2s�1) (6.3)

In contrast to the HME models, this equation is an increasing function of
s and independent of x. Thus, these contrasting predictions can be a basis
for discriminating between the models.

Suppose that firms choose location sequentially and myopically that is
they take the existing value allocation of firms in their industry, s, as given
and do not attempt to influence the subsequent locations of other firms.
Suppose further that the firms perceive the difference in profits between two
locations to be equal to the true (modelled) difference plus a random error
term, denoted u. In that case, the probability a firm will choose country 1
is given by

Pr(�1��2�cs�dx�e��u) (6.4)

We assume u is given by the logistic distribution and estimate the probabil-
ity of choosing country 1 as a function of s and x.
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The HME models predict c0 and d�0 whereas the spillover model pre-
dicts c�0 and d�0.

The Share Equation

We solve for the equilibrium distribution of firms, s, by setting the
difference in profits equation equal to zero. This yields the share equation
which is linear for all three HME models and can be expressed as

s�g�hx (6.5)

where h�d/(�c)�1 and g�e/(�c)0 when marginal costs are equal in the
two countries. The equation generates a greater than one-to-one relation-
ship between a country’s share of firms and its share of output. Since a
country’s share of firms cannot exceed one or be less than zero, the follow-
ing piecewise function describes s:

s� (6.6)

In the case of the spillover model, setting the difference in profits equa-
tion equal to zero and solving for s yields the obvious result that profits are
equal when there is an equal number of firms in each country. However, this
distribution is not an equilibrium as firms could increase profits by moving
to the other country. Thus, the two equilibria are all firms located in
country 1 or all firms located in country 2.

The share equation provides a second means for discriminating empiri-
cally between the HME models and the spillover model. We can estimate

s�g�hx�� (6.7)

where � is an error term. In the HME models, g0 and h�1. In contrast,
s is independent of x in the spillover model. Instead firms tend to com-
pletely concentrate in one country or the other. In the empirical implemen-
tation, there are nine locations. With nine locations, the spillover model
predicts that the intercept will reflect the average location share, therefore
implying g�1/9.

Concentration Relative to the Dartboard

In the remainder of this section, we compare concentration predicted by the
home market effect and spillover models to that of the dartboard model

�
0        if x  � g/h
1        if x � (1 � g)/h
g � hx otherwise
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introduced by Ellison and Glaeser (1997). They envision an investment as a
dart and the host regions as areas on a dartboard. In our formulation,
regions with larger demand are represented by larger areas and, therefore,
are expected to receive larger shares of darts.2 The dartboard model is a sen-
sible ‘baseline’ that can be compared to observed investment concentration.

Ellison and Glaeser consider a measure of concentration, G, calculated
as the sum of squared differences between each host region’s share of
industry-level and aggregate economic activity. If xi is the share of area i
in ‘all’ activity (demand in our formulation) and Si is location i’s share of
activity in a particular industry, the G equals G��(Si�xi)

2, for possible
location choices i�1 ... M. With a large number of darts, the dartboard
model predicts G�0. In this case, investment in a region is distributed in
proportion to the size of demand. Values above zero reflect geographic
concentration.

This index can create a false impression of concentration when invest-
ment is ‘lumpy,’ that is when a small set of investors accounts for most of
the amount invested. A simple example illustrates this case. Consider two
investments into two equal-sized countries. The dartboard model predicts
that half the time both investments will land in the same country and half
the time in opposite countries. Thus, G�0 half the time and is positive
(G�.5) half the time. Lumpiness (only two investments) and random loca-
tion imply the expected value of G will be .25.3 It would be mistaken to
interpret a positive value of G in such cases as concentration due to agglom-
eration economies, the home market effect, or other economic mechanisms.
Thus, we will consider an industry to have excess concentrated when G
exceeds its expected level under the dartboard. Likewise, excess dispersion
occurs when G is less than the dartboard model prediction.

We begin by evaluating the HME models. In the two-country case con-
sidered in Head, Mayer and Ries (2002), the G index can be re-expressed as

G�2(S�x)2 (6.8)

where in our formulation S is country 1’s share of output and x is its share
of consumers. We have already established the distribution of firms, s, as a
function of the distribution of demand, x. In the Helpman-Krugman
model, each firm produces the same output thus S�s for all x. In the
Brander-Krugman and Ottaviano-Tabuchi-Thisse models, output per firm
varies with x. The appendix shows that in the absence of costs differences,
these models predict that output per firm is greater for firms in the large
market. This means that S�s when x�1/2 and Ss when x1/2. Thus, the
large country produces a disproportionate share of output relative to its
share of consumers. Figure 6.1 displays the plots of S and s against x for the
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case of equal marginal costs of production. The 45-degree line in Figure 6.1
indicates the values for which the location of the industry mimics the inter-
national location of demand. The dotted line represents equilibrium s for
the three HME models. It also represents S in the case of the Helpman-
Krugman model. The solid line characterizes equilibrium S for the
Ottaviano- Tabuchi-Thisse and the Brander-Krugman models. The share of
firms grows linearly with the share of consumers with a slope greater than
one. The share of production exhibits a ‘S’ shape around this line, with pro-
duction being even more clustered than firms. Intuitively, when x�1/2 there
are more firms in country 2 and each of these firms produces more than the
firms in country 1 because the transport gives firms in country 2 greater
access to the larger pool of consumers than firms located in country 1.

Figure 6.1 also provides an indication of the behaviour of G in equilib-
rium. Recall that G equals 2(S�x)2 in the two-country case and thus is an
increasing function of the difference between S and x. It equals zero at x�
0, x�1/2 and x�1, and reaches two peaks between these points.

We are interested in contrasting the values of G in our model for
different ranges of the distribution of demand with those expected in the
dartboard model developed in Ellison and Glaeser (1997). The important
insight of Ellison and Glaeser is that G in the dartboard model will be
greater than zero when a small number of establishments accounts for a
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large share of total employment in a region. As discussed earlier, the
example of two darts thrown at a target with two equal-sized areas will
only generate an area’s share of investment matching its share of the
overall target half the time. Thus, expected G in this case will exceed zero.
Ellison and Glaeser determine the expected concentration exhibited by a
dartboard model to be

E[G]�DH (6.9)

where H��zk
2 is the Herfindahl for the plant-level concentration of activ-

ity in the industry (zk is plant k’s share of total output in the industry) and
D�1��xi

2 is a measure of the dispersion of economic activity across loca-
tions. To gain intuition on the terms D and H, consider the case of M iden-
tical countries and N identical firms. This implies H�1/N and D�1�1/M.
Expected concentration, E[G], only approaches zero as N becomes large. In
the case of the empirical work that follows, this condition will not normally
be met so we expect G�0 even if location choice is random as depicted by
the dartboard model.

Figure 6.2 characterizes the relationship between G and DH. We gener-
ate the figure using the Brander-Krugman model and the appendix estab-
lishes that the qualitative results are the same in the other two models.4 DH
has a parabolic shape with a peak at x�1/2 in the three HME models. G
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has two peaks on either side of x�1/2. The figure shows that G can be
either higher or lower than E[G]�DH. GDH when countries are equal
sized (x�.5) or nearly equal sized. This result is due to competition effects
that encourage firms to differentiate geographically. When market size
considerations are absent, firms will never locate in the same country and
we would observe complete dispersion of investment. In the dartboard
model, however, random chance causes firms to cluster with some positive
probability.

As x deviates from .5, however, market size considerations induce firms
to cluster and the large country’s share of output will exceed its share of
demand. This leads to equilibrium concentration in excess of what is
expected under the dartboard model (G�DH). The decline in G in the
outer portions of the graph is related to the corner solutions that occur
in our model where all firms locate in the large country (s�1 or s�0).
This decline in G in the outer portions of the graph creates additional
regions where GDH. In the range of x where s�1 or s�0, all firms in
the industry are located in the same country. Nevertheless, G changes with
the x since it is a function of that variable. G equals zero when the com-
plete concentration of industry mimics the complete concentration of
demand.

With regard to the spillover model, the analysis is much simpler. The
equilibria consist of all firms located in country 1 (s�1) or country 2 (s�
0). In the two-country case, the G index equals 2(S�x)2. Consequently, half
the time G�2(1�x)2 and half the time G�2x2. Thus, on average G�x2�
(1�x)2. Recall that expected concentration, E[G], equals DH where H is the
plant-level Herfindahl index and D�1�[x2�(1�x)2] . Thus,

G�E[G]�G�DH�[x2�(1�x)2](1�H)�H (6.10)

The positive first term is at its minimum value for x�1/2. Setting x�1/2
yields

G�DH�1/2(1�H) (6.11)

This expression is strictly positive as long as the number of firms exceeds
one implying H1. Thus, the spillover model predicts concentration in
excess of the baseline dartboard prediction.

Table 6.1 summarizes the competing predictions of the models in regard
to the Ellison and Glaeser concentration measure, conditional logit estima-
tion of the probability of choosing a location and OLS estimates of the
share equation.
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6.3 EMPIRICS

We start by looking at the G indexes to see if some industries exhibit
significantly negative G�DH. We then estimate a conditional logit on the
location choices of Japanese firms in the USA and in Europe to identify
demand effects, competition effects and spillovers. Finally, we estimate the
relationship between a country’s share of demand and its share of FDI
industry by industry as a test for home market effects. All of the empirical
tests are conducted at the industry level. In the body of this section we
provide tables summarizing the results for the set of industries. The appen-
dix lists results for individual industries.

We use two samples of Japanese FDI in the two major host areas of over-
seas investment: the USA and the European Union. The observations come
from a survey of the Japan External Trade Organization (JETRO, 1996) for
investments in the EU and from a survey by the JEI (Japan Economic
Institute, 1990) for FDI in the USA. We restrict the period covered to be
1970–92 for the US case and 1970–95 for the European one, periods cover-
ing the vast majority of investments. To be able to compare across samples,
we first classify the investments in the same industry classification (namely
three-digit US SIC). We also use the nine US regions as the choice set of
Japanese investors in the USA instead of the US states, because the number
of regions precisely corresponds to the number of European countries we are
considering. We also drop acquisitions for Japanese FDI in the United States
(JETRO does not give any indication on the greenfield/acquisition nature of
FDI in Europe but states that an important share of FDI is greenfield5). Our
sample for Japanese FDI in the USA covers 888 investments, while we have
572 investments in nine European countries (France, Germany, the UK,
Spain, Italy, Ireland, Belgium, the Netherlands and Portugal).

Market size and agglomeration 123

Table 6.1 Discriminating hypotheses

Methodology Estimate Predictions

Pure spillovers HME

Ellison and Glaeser G, DH G�DH any
(1997)

Conditional logit Pi� c�0, d�0 c0, d��c

Share regression si�g�hxi g�1/9, h�0 g0, h�1

ecsi�dxi

	j ecsj�dxj



Table 6.2 gives the summary statistics of G and its expectation under the
dartboard model E[G] for our two samples: Japanese investments in the
nine US regions and in the nine European countries. The formulas for G
and its dartboard expectation shown in the theory section are:

G��(Si�xi)
2,

E[G]�DH
(6.12)

where H��zk
2 is the Herfindahl index of industry plant sizes that is zk is

plant or affiliate k’s share of total employment in the industry. D�1��xi
2

measures the dispersion of economic activity across locations. We consider
two ways of defining xi, the aggregate economic activity in an area. Our
primary measure will be location i’s share of Japanese total affiliate employ-
ment in the considered zone (the USA or the EU). This follow’s Ellison and
Glaeser’s (1997) use of total manufacturing employment. Since the theo-
retical model interprets xi as representing country i’s share of demand, we
also calculate xi using GDPs of European countries and the population of
American regions. We use the figures corresponding to the end of the
sample, that is 1995 GDP for European nations and 1992 population of
American regions.

For investment into the USA and Europe, the first line reports results for
our demand measure of xi (GDP or population). The second line reports
the results for x defined as the total employment of manufacturing
affiliates. This latter interpretation of x was emphasized by Ellison and
Glaeser (1997). To permit comparison with their results, we report the
results for the comprehensive sample of plants in the USA used by Ellison
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Table 6.2 Summary statistics on G

GDH G�DH
Mean H Mean G �� � � ��

Japanese FDI in the USA 0.33 0.38 0% 36% 30% 34%
0.33 0.37 0% 31% 41% 28%

Japanese FDI in the EU 0.35 0.39 0% 29% 38% 33%
0.35 0.36 0% 38% 37% 25%

All US mnfg. est. N/A N/A 0% 3% N/A N/A
0.03 0.07 0% 3% 17% 80%

Note: The signs � and � respectively design that G – DH is negative or positive with an
absolute value inferior to two standard deviations. Conversely, �� and �� repectively
design that G – DH is negative or positive with an absolute value superior to two
standard deviations.



and Glaeser. Their study used states, rather than our nine regions, as the
geographic unit.

To obtain an idea of how large the deviation of the concentration index
G from the dartboard DH is, we use the variance of G defined by Ellison
and Glaeser (1997) as:

Var[G]�2 H2[�xi
2�2�xi

3�(�xi
2)2]��

j  
zj

4[�xi
2�4�xi

3�3(�xi
2)2] (6.13)

We consider FDI in an industry to be geographically clustered when the
absolute value of G�DH is larger than two standard deviations of G.

For each host region, the mean values of the Herfindhal index as well as
the index of raw concentration G is given as well as the percentage of indus-
tries exhibiting concentration lower or greater than the dartboard expecta-
tion. It should first be emphasized that the two samples exhibit striking
similarities in terms of average levels of both industry and geographical
concentration. As could have been expected, the Herfindhal indexes and
raw geographic concentration indexes of Japanese affiliates are much
higher than the corresponding figures for the sample of American firms.
This latter result is a consequence of the much larger number of plants used
by Ellison and Glaeser.

Our first noteworthy result is that no industry in either host area is char-
acterized by a G less than DH by more than two standard deviations. As
emphasized in the beginning of this section, industries with an observed
clustering measure substantially under the dartboard would have been dis-
criminating in favour of the HME models. However, the table reveals that
FDI in no industries in either the USA or Europe exhibit significant excess
dispersion. Instead, roughly 70 per cent of the industries are not substan-
tially more or less concentrated than the dartboard and the remaining 30
per cent exhibit excess concentration.

The next two empirical exercises generate industry-specific estimates of
coefficients for the model specifying the probability of a country/region
receiving investment (conditional logit) and relating the share of FDI to the
share of demand in a country/region. An important point to keep in mind
is that each industry regression for the share equation contains nine obser-
vations (the number of regions/countries). Thus, we have limited informa-
tion to assess the statistical significance of reported relationships.

Table 6.3 summarizes the results of conditional logit estimations by
industry of the location choices of Japanese firms in Europe and in the
USA. For each area, Table 6.3 reports the number of industries for which
the estimation of the conditional logit was possible, the average value of G,
and the distribution of estimated coefficients on variable s, the share of

	�
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firms in the region. There are two rows for each area. The first row gives
results for the unrestricted sample, the second row gives results only for the
industries for which G�DH was greater in absolute value to two standard
deviations of G.

Table 6.3 Summary statistics on conditional logit

Negative c coef. Positive c coef.

# of industries Mean G 10% not sig. not sig. 10% 5%

USA 57 0.32 0% 18% 44% 5% 33%
21 0.45 0% 0% 33% 5% 62%

EU 38 0.33 3% 24% 34% 10% 29%
15 0.43 0% 7% 20% 20% 53%

An important feature of the industry by industry logit estimation of
location choice is that only one industry exhibits a significantly negative
coefficient on s (the Yarn and Thread Industry in the EU (SIC 228). Also
about 40 per cent of the industries exhibit a positive and significant (at the
10 per cent level) influence of rivals’ location on a firm’s location choice
independently of the location zone. This figure is dramatically increased
when one considers the sub-sample of industries that are substantially
concentrated according to the G�DH index. Around 70 per cent of
industries which are much more concentrated than the dartboard also
exhibit a significant positive coefficient on s in the conditional logit esti-
mation. Together, those features leave little support for the HME models
of location choice presented in the theory section which predict a nega-
tive coefficient on s and indicates that the spillovers explanation to clus-
tering may be relevant in a great number of industries. Of course, the
negative influence of product market interactions may exist but it could
be outweighed by positive influences. One positive factor is positive spill-
overs between firms. Moreover, s may be reflecting positive attributes of
regions/countries attracting investments that are not accounted for in our
model.

Our last empirical exercise tests for the home market effect by estimating
equation 6.5 for each of our industries. The HME models yield a more than
proportional relation between the equilibrium share of firms and the share
of demand in the location. The HME models also predict a negative inter-
cept as a result of the home market effect. We thus calculate the share of
Japanese investments in each American region (European nation) at the
end of the sample period and regress it against the share of demand, that
is the share of population (share of GDP) for the same year. The estima-
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tion method is a tobit regression intended to account for the fact that many
industry/location combinations did not get any Japanese investment. Table
6.4 gives summary results of these market size effect estimations. It states
in particular how the coefficient on the demand ratio significantly differs
from one, an indication of the home market effect.

For each area, the first row reports results for the whole sample of
industries and the second row reports the intercept when the coefficient on
demand is significantly greater than one. Although the number of indus-
tries exhibiting a coefficient significantly greater than unity on demand is
not very large (nine for Japanese FDI in the USA, two for Japanese FDI
in the EU), those sectors show a consistent home market effect as they are
generally ones for which the intercept is significantly negative.6 It is note-
worthy that the proportion of industries exhibiting a coefficient on the
share of demand superior to unity is greater in the case of investment in
the USA relative to investment in the EU (the mean value of the
coefficient is 6.04 for FDI in the USA and 1.27 for EU as a hosting zone).
This is consistent with HME model predictions in which the coefficient h
in equation 6.5 is strictly decreasing in the trade cost �. That is, making
the reasonable assumption that trade costs are generally significantly
higher inside the EU than inside the USA, our model predicts that the
steepness of the s curve in Figure 6.1 should be closer to the 45-degree line
in the EU case, resulting in a lower estimate of the coefficient on x for this
sample.

This section has assessed whether the pattern of Japanese FDI in the
USA and Europe is consistent with the predictions of the HME models or
pure spillovers model. We have employed three discriminating tests: the
difference between concentration measure G against the dartboard predic-
tion DH, conditional logit regressions relating the probability of invest-
ment to a location’s existing share of investment and its share of demand,
and the share regression relating a location’s share of industry investment
to its share of demand. Now we identify the industries that seem to be most
consistent with one model or the other. Recall that Table 6.1 displays the
parameter predictions of the models in terms of the three empirical
methods. We consider that an industry ‘passes’ the discriminating test of a
particular model if the estimated coefficient or statistic is consistent with
the prediction shown in Table 6.1.

In general, we consider a parameter estimate to be consistent with a model
if it passes a significance test. In the case of the Ellison-Glaeser measure of
economic concentration, the criterion is whether G is two standard devia-
tions away from DH. With regard to conditional logit regressions, directly
estimated parameters are considered consistent with a model when the t-test
is significant at the 10 per cent level with two exceptions. The prediction of
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the HME models that d��c is not subject to a significance test. In the case
of the share regressions, parameter estimates are evaluated based on a 10 per
cent significance level.

Table 6.5 places industries listed by three-digit SIC numbers into cells
indicating the industry estimates are in accordance with model predictions.
The appendix provides the industry name for each industry number. The
figures in boldface identify industries which correspond to the whole set of
predictions of the model they are classified in.

Table 6.5 Results on discriminating hypotheses

Explaining model

Hosting area Pure spillovers Home market effects

USA 372, 205, 209, 253, 282, 323, 289, 331, 347, 363, 375, 382,
344, 345, 346, 369, 371 386, 394

EU 356, 285, 358, 366, 371, 394 352

Note: Industries in normal font pass two out of three tests in Table 6.1; industries in bold
face pass all three tests.

For instance, industry 371 is characterized by a concentration index
greater than the dartboard by more than two standard deviations. It also
has a positive and significant coefficient c and a coefficient d not
significantly different from zero in the conditional logit. For this industry,
we also find that coefficients g and h are respectively not significantly
different from 1/9 and 0. Thus this industry passes all three tests of the
spillover model. However, some industries only pass some of the discrim-
inating tests and we show industries in normal font that pass tests of two
(out of the three) methods. For instance, there are nine industries charac-
terized by home market effects in the share equation but c is not
significantly negative in the conditional logit. These industries trivially
pass the Ellison-Glaeser test since the HME models do not restrict how G
deviates from DH. We put these industries in normal font in the HME
column as they pass only two of the tests. Correspondingly, normal font
industries in the pure spillovers column are those that pass two tests of this
model.

As can be seen in the table, only a minority of industries that we examine
appear to be consistent with a particular model. Of those that are, most are
consistent with the spillover model. Two points should be kept in mind
when assessing these results. First, we have limited information to conduct
statistical tests: There are a relatively small number of investments in each
industry and nine locations. Second, it is possible that the two competing
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models may have some relevance for a particular industry, thereby making
it impossible to satisfy all requirements of any single ‘pure’ model (there
may be both home market effects and spillovers present).

While the number of industries characterized by spillovers is not very
large, the specific industries turn out to represent a very important share of
Japanese overall investment, particularly in the USA. The three-digit SIC
industry 371 corresponds to motor vehicles assembly and parts and repre-
sents 27 per cent of all Japanese employment in the US sample. Together,
the spillovers industries represent about 41 per cent of total Japanese
affiliates employment in the USA. The equivalent figure is around 17 per
cent for Japanese FDI in the EU with motor vehicles representing 15 per
cent alone. However, we add a caution about the interpretation of these
results as suggesting spillovers characterizes a large share of Japanese
investment. If spillovers exist in an industry, it should be evident in both
host areas. However, only motor vehicles (371) obtains results that are con-
sistent with spillovers for both US and EU regressions.

6.4 CONCLUSION

Industry agglomeration may occur for a number of reasons. Firms in the
same industry may be attracted to locations with favourable factor condi-
tions. They may locate near similar firms to access positive spillovers. The
home market effect is a third reason to observe concentration of industry.

The starting point to investigating the sources of industry concentration
is identification of agglomeration itself. This can be accomplished by com-
paring observed concentration against a sensible benchmark. The bench-
mark we employ is a random choice model of investment where
investment mirrors the distribution of demand subject to random varia-
tion. This baseline model is a particular formulation of the one used in
Ellison and Glaeser (1997). We find significant excess concentration for
over one-quarter of our industries. No industries exhibit significant excess
dispersion.

Our HME models all predict a linear and more than proportional rela-
tionship between the share of firms and the share of local demand in an
industry, which can result in excess concentration. The models give rise to
two empirical tests. First, the probability of a location receiving investment
is a positive function of its share of demand and a negative function of the
share of firms already there. Second, the line relating an location’s share of
investment and its share of demand should have a negative intercept and a
slope exceeding one. We contrast these predictions with those expected
under pure spillover model.
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We employ regression analysis at the industry level to test the models.
The probability and share relations are estimated with conditional logit and
tobit estimation, respectively. The parameter estimates from these regres-
sions are the basis to evaluate the consistency of the data with each model.
The power of these tests are limited by the small number of observations
in the regressions. We find that many industries are consistent with the spill-
over model although the same industries do not emerge in the separate
analysis of the two host areas. There is also partial support for the HME
models. Overall, we find that no single model among the ones we consider
explains the pattern of Japanese FDI across industries. Thus, FDI concen-
tration appears to arise from a number of sources.

APPENDIX 6.1 GEOGRAPHIC CONCENTRATION
BY INDUSTRY

Table 6.6 gives summary results by SIC three-digit industry of the three
empirical methods used in this paper. For each of the two host regions, the
USA and European Union, are given the Gi index, the coefficient c on the
share of previous investments (s) in the conditional logit and the coefficient
on x (hi) in the share equation. Those three coefficients are indexed by i�
eu, us denoting the hosting zone. The G figures are given a sign superscript
indicating whether G is less or greater than the dartboard expectation DH.
A star additionally indicates the industries for which the deviation from the
dartboard is superior to 2 standard deviations.

For coefficients ci and hi, * and † indicate respectively significance at the
5 and 10 per cent levels. Statistical significance is calculated with respect to
0 for ci and with respect to 1 for hi.

APPENDIX 6.2 DATA SOURCES AND
CONSTRUCTION

The data used in this chapter came from four sources:

Japan Economic Institute Greenfield manufacturing investments in the
USA from 1970 to 1990 (operation dates, so some investments dated as
late as 1992).

Japan External Trade Organization Manufacturing investments in
Europe.

Population Estimates Program Population Division, US Bureau of the
Census provides annual estimates of population for each state.
Eurostat Regio provide GDP for each European nation.
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APPENDIX 6.3 FIRM SIZE DIFFERENCES AND G

This appendix first establishes that in the Brander-Krugman model, firms
located in the large country produce greater output than firms located in
the small country. Since the large country hosts a disproportionate share of
firms, this result implies that the large country will produce a dispropor-
tionate share of output. We will then detail the analytics of the
Brander-Krugman relationship between G�DH and x which is plotted in
the text. Although the results are simpler in the Brander-Krugman case, all
qualitative results are similar under the Ottaviano-Tabuchi-Thisse and
Helpman-Krugman models for which we only display the same equilibrium
G�DH against x plots.

Since firms in a given country are identical in our model, in equilibrium
S�sNz2, where z2 is the individual market share of a firm located in country
2. Market shares for a representative firm operating in country k are

zk� (6.14)

where qki is the output of a firm located in country k sold to consumers in
country i and Qi is total output sold to consumers in country i. Inserting
equilibrium quantities available in the appendix of Head, Mayer and Ries
(2002) in this equation allows us to solve for zk and evaluate equilibrium S.

Equilibrium quantities when marginal costs are equal in the
Brander-Krugman model are

q22� , q21� . (6.15)

q11� q12� , (6.16)

where M is the total number of consumers and � measures marginal costs.
Inserting these quantities into Q1�(1�s)Nq11�sNq21 and Q2�(1�s)Nq12
�sNq22, we obtain total quantity consumed and produced on the whole
market:

Q1�Q2� (6.17)

Inserting equilibrium quantities into the formula for zk, we obtain the
difference in market shares:

MN[1 � � � x� � s(�(1 � 2x) )]
N � 1

(1 � x)M(1 � � � � � (1 � s)N�)
(N � 1)

xM(1 � � � (1 � s)N�)
(N � 1)

xM(1 � � � � � sN�)
(N � 1)

(1 � x)M(1 � � � sN�)
(N � 1)

qk1 � qk2

Q1 � Q2
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z2�z1� (6.18)

If z2�z1 then both equal 1/N, so S�s. If firms in country 2 are larger than
firms in country 1, that is z2�z1�0, S will exceed s. This will occur when x
1/2.

Equilibrium z1 and z2 are used to calculate H�(1�s)Nz1
2�sNz2

2 .
Recalling that D�1�x2�(1�x)2, we get

DH�[1�x2�(1�x)2] (6.19)

The equilibrium value of G�(S�x)2�(x�S)2 requires to solve for the
equilibrium share of output S which in turn requires to solve for s as a solu-
tion to �2��1�0:

s� x� (6.20)

Which finally gives us all the elements to trace G and DH as functions of x
in Figure 6.2.

Figure 6.3 plots G�DH for the Helpman-Krugman model. Figure 6.4

1 � � � ( (N � 1)�/2)
Nt

2(1 � � � �/2)
N�

� 1
N

�
(N � 1)2(1 � s)s�2(1 � 2x)2

N[1 � � � �(x � s(1 � 2x) )]2	

�(2x � 1)
1 � � � x� � s[�(2x � 1)]

N � 1
N

Market size and agglomeration 137

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

C
on

ce
nt

ra
tio

n

Share of consumers (x)

G(x)
DH(x)

Figure 6.3 G for the Helpman-Krugman model



plots G�DH for the Ottaviano-Tabuchi-Thisse model. Like the correspond-
ing figure for the Brander-Krugman model shown in the body of the text, G,
DH when country–size asymmetries are small or in regions of x where all
production is concentrated in a single country. For intermediate size asym-
metries, G�DH and concentration is in excess of that predicted by the dart-
board.

NOTES

1. As we are focusing on foreign direct investment here, the term home market might seem
slightly misleading. However, we choose to use this terminology because of its widespread
use.

2. Ellison and Glaeser mainly consider area sizes to reflect the exogenously given overall dis-
tribution of manufacturing. They also show results when income is the size measure.

3. When investment lands in the same country G�(1�.5)2�(0�.5)2�.5 whereas G equals
zero when the investments land in different countries.

4. The figure assumes marginal costs are equal to zero in both countries, trade costs � equal
to 0.1, and a range for N that gives rise to trade in both directions.

5. About 65 per cent of all Japanese FDI in Europe is greenfield. The corresponding figure
for the most represented industry in terms of the number of investments (electronics
devices and components) is around 80 per cent.

6. The two exceptions, one for Europe and one for the USA, have negative estimates of the
intercepts which are not significantly different from zero.
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7. The home market effect in a
Ricardian model with a continuum
of goods
Federico Trionfetti

7.1 INTRODUCTION

An interesting new development in the international trade literature has
made important advancements in the attempt to distinguish empirically
between various models of international specialization and trade. Research
in this stream has developed along both a theoretical and an empirical path
that are complementary to each other. Theoretically, the task is to identify
a testable discriminating criterion; that is, an observable relationship
between endogenous and exogenous variables that is compatible with one
model and incompatible with the alternative(s). The empirical task is to
verify whether such a prediction is observed empirically. If the predicted
relation is observed empirically, then the model with which it is compatible
is empirically the true model to the exclusion of all other models. The dis-
criminating criteria so far utilized in the literature are variants of the ‘home
market’ or ‘market size’ effect. Broadly speaking the market size effect estab-
lishes a relation between demand and output: it says that – ceteris paribus –
a country’s share of world demand is reflected more than proportionally on
the country’s share of world output. Thus, a country with larger than
average demand (market) for good X will host a more than proportionally
larger than average share of world output of good X. The market size effect
is a prediction of models characterized by increasing returns and imperfect
competition, while it is typically not a prediction of constant return per-
fectly competitive models. For this reason the market size effect and its var-
iants have been utilized extensively as a discriminating criterion between
these two classes of models. The theoretical explorations have studied the
effect of market size on international specialization in various models:
Heckscher-Ohlin, Armington, monopolistic competition, Cournot oligop-
oly with and without product differentiation. The purpose of this chapter is
to add a further piece to this mosaic of theoretical explorations by studying
the relation between demand and output in the Ricardian model. In partic-
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ular the chapter explores the effect of market size on international special-
ization in the Ricardian model with a continuum of goods developed by
Dornbush, Fisher and Samuelson (1977).

7.2 RELATIONSHIP TO THE LITERATURE

The comparison between the standard Heckscher-Ohlin model and the
monopolistic competition model developed in Krugman (1980) gives us the
clear cut result shown in Helpman and Krugman (1985): the market size
effect is a prediction of the monopolistic competition model and not of the
Heckscher-Ohlin model. This distinction is utilized for the first time by
Davis and Weinstein (1999; 2003) as a discriminating criterion to distin-
guish between the two models. In their seminal contributions they test
various empirical specification and find stronger evidence of the market
size effect at the regional level (Davis and Weinstein, 1999) than at the inter-
national level (Davis and Weinstein, 2003). A different manifestation of the
market size effect is found in terms of the export pattern rather than pro-
duction pattern. This is found in Krugman (1980) who demonstrates that
the country with a larger market for a monopolistic competitive good will
run a trade surplus in that good. In a theoretical paper Davis (1998) chal-
lenges both versions of the market size effect. He shows that imposing trade
balance in the monopolistic competitive sector and introducing trade costs
in the homogenous goods sector eliminates the market size effect.

In an empirical work Hanson and Xiang (2002) test an export version of
the market size effect. They find evidence in support of the market size
effect in particular for industries with high transport costs and strong
increasing returns; for industries with low transport cost it is neighbour-
hood market size that matters. In a theoretical paper Weder (1995) consid-
ers absolute and relative differences in market size. He finds that, while
absolute differences result in the larger country having the higher wage, it
is relative differences that determine the patter of specialization and trade.
In a later empirical study Weder (2002) finds evidence in support of this
hypothesis; he also finds that the relation between home market and
exports is stronger for industries with high economies of scale.

Head and Ries (2001) have developed a new discriminating criterion
based on the effect of trade costs on the relationship between share of
output and share of demand. They consider two models: one is the
Krugman (1980) model, the other one is the Armington (1969) model. The
latter is characterized by constant returns to scale, perfect competition and
product differentiation by country of origin, thereby reflecting Armington’s
(1969) assumption that consumers perceive national product differently
from foreign product. Head and Ries show an important difference between
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the two models that lies in the effect that trade costs have on the relationship
between market size and international specialization. In the Krugman
model an increase in trade costs reduces the market size effect. Conversely,
in the Armington model, an increase in trade costs increases the effect of
market size on output. This difference constitutes a new discriminating cri-
terion that they utilize in the empirical study. Using data for US and
Canadian manufacturing they find evidence in support of both models
depending on whether within or between variations are considered; most of
the evidence, however, is in favour of the Armington model.

Trionfetti (2001) also develops a new discriminating criterion that he
derives by introducing a home bias in individuals’ preference structure. He
shows that a country tends to specialize in the production of the good for
which it has a relatively large home-biased demand if the good is produced
by an increasing returns monopolistic competitive sector. In contrast this
relationship between home-biased demand and specialization does not
exists in constant return perfectly competitive sectors. This result consti-
tutes a discriminating criterion. He finds that for ten sectors the share of
output is not affected by the share of home-biased demand while for seven
sectors the share of output depends positively on the share of home-biased
demand. Then the first group of sectors is attributed to the constant
returns perfect competitive paradigm, while the second group of sectors is
attributed to the increasing returns perfect competitive paradigm.
Brülhart and Trionfetti (2002) utilize the same discriminating behaviour
but modify the econometric implementation and utilize a more compre-
hensive data set.

In a comprehensive theoretical investigation Head, Mayer and Ries
(2002) have studied the pervasiveness of the market size effect on a number
of different models. Besides the Krugman (1980) monopolistic competition
model based on Dixit and Stiglitz (1977) they consider the Brander (1981)
model which assumes strategic interaction and homogeneous goods, and
the Ottaviano, Tabuchi and Thisse (2002) model which assumes product
differentiation, linear demand and firms reaction to proximity of competi-
tors. They find that both of these models generate the market size effect.
Indeed in the Brander model and in the Ottaviano-Tabuchi-Thisse model
the market size effect is even stronger than in the Krugman model. This
result is interesting because it shows that the peculiar assumptions of the
Dixit-Stiglitz structure are not necessary for the market size effect and can
be considered as inconsequential simplifying assumptions. In the same
paper Head, Mayer and Ries also consider the model by Markusen and
Venables (1988) which assumes an oligopoly where products are
differentiated by country of origin. In this model the relationship between
share of output and share of demand is less than proportional when the
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degree of product differentiation is very high, while it is more than propor-
tional when products are homogeneous, in which case the model reverts to
the Brander model. A further result which appears in Head, Mayer and
Ries (2002) is that whether the relationship between share of output and
share of demand is more than proportional or less than proportional
almost never depends on relative country size. In the Krugman,
Armington, Brander and Ottaviano-Tabuchi-Thisse models the relation-
ship is linear. In the Markusen-Venables model the relationship is non-
linear but the degree of proportionality crosses the value of one only for
some specific values of parameters.

From this tour of the literature it emerges that the market size effect is
quite pervasive and does not depend on the specific assumptions of the
Dixit-Stiglitz structure. The only model in which the market size effect
surely does not emerge is the pure Heckscher-Ohlin model. The three
assumptions of homogeneous goods, constant returns to scale and perfect
competition characterizing this model seem suffcient to assure the absence
of the market size effect.

The only major theoretical paradigm not yet considered by this literature
is the Ricardian model. As is well known, the Ricardian model shares the
assumptions of constant returns to scale, homogenous products and
perfect competition with the Heckscher-Ohlin model. It is interesting to
ask the question as to whether these three assumptions guarantee the
absence of home market effect in the Ricardian model. To this purpose I
consider the Ricardian model with a continuum of goods as developed by
Dornbush, Fisher and Samuelson (1977). Three main conclusions are
derived from this analysis. First, the effect of market size on international
specialisation is positive even in the absence of trade cost. This effect does
not appear in any other model so far studied in the literature. Second, while
there is no market size effect when countries are similar in size, there is a
market size effect when countries are very different in size. This result con-
trasts with the independence of the degree of proportionality from country
size that is found in all other models.1 Third, contrary to the Armington
model, an increase in trade costs reduces the intensity of the relationship
between demand and output. This is also interesting because the Ricardian
model shares with the Armington model the assumptions of perfect com-
petition and constant returns to scale.

The remainder of the chapter is as follows: section 7.3 illustrates the
model, section 7.4 shows the case of zero transport costs, section 7.5 illus-
trates the effect of a home-biased demand, section 7.6 discusses the effect
of transport costs and section 7.7 concludes the chapter.
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7.3 THE MODEL

The structure of the model follows Dornbush, Fisher and Samuelson
(1977). We consider a world composed of two countries: Home and
Foreign. Following the Ricardian tradition we assume that labour is the
only factor of production. Each country is endowed with L and L* units of
labour respectively. The world population is normalized to one so that L�
1�L*. A continuum of goods indexed by z in the interval [0, 1] is produced
in the world economy and the pattern of specialization is determined
endogenously. The input requirement per unit of output of commodity z
for the home country and the foreign country respectively are denoted with
a (z) and a* (z). Following Dornbush-Fisher-Samuelson (DFS) we rank
goods in decreasing order of comparative advantage for the home country.
That means we rank goods such that

(7.1)

for any z!�z"� [0, 1). It is convenient to define A(z)�a*(z)/a(z) as the rel-
ative productivity of the home country. By construction the function A(z)
is decreasing in z and we further assume that it is differentiable so that A"(z)
0 everywhere in [0, 1].

The condition of perfect competition drives prices equal to marginal
costs, thus in each country we have: p(z)�a(z)w, and p*(z)�a*(z)w*. We
assume from the start that trade my be costly and that trade costs are the
same for all goods and the same in each direction. We further assume that
trade costs are of the iceberg type: for one unit sent from either country, a
fraction t� [0, 1] arrives at destination; t�1 is free trade while t�0 is a pro-
hibitive trade cost.

The condition of production in Home (of non-export by Foreign) for
any good z is: p(z) · t�1p* (z) which can be rewritten as: a(z)w�1/t a*(z)w*.
Similarly the condition of production in Foreign (non export by Home) is:
p(z)t�1�p*(z) which can be rewritten as: a(z)w1/t�a*(z)w*. These two
conditions can be more conveniently written making use of the function
A(z). This is:

� A(z) (7.2)

�tA(z) (7.3)
w
w*

1
t

w
w*

a*(z")
a(z")

�
a*(z!)
a(z!)
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For future reference let us denote with z the value of z for which equa-
tion 7.2 is satisfied with equality. Likewise let us denote with z* the value of
z that satisfies equation 7.3 with equality.

Most of the home market effect literature has been able to derive results
under the condition of symmetry between countries. For easiness of com-
parison of the Ricardian model with the other models we conform with this
tradition. We then impose some conditions of symmetry in comparative
advantage. The first symmetry condition we imposes is that A(1/2)�1. That
means that the central commodity requires the same input per unit of
output in both countries (none of the countries has an absolute advantage
in z�1/2). This implies that, absent trade costs, if each country produces
half of the number of commodities in the world we have w/w*�1. The
second symmetric requirement we impose on A(z) is that the comparative
advantage of Home (Foreign) be symmetric around z�1/2. That means
A(z)�1�1�A(1/2�z) for any z� [0, 1/2]. An infinity of functional forms
satisfies this requirement. In the sequel we use a simple linear example
where A(z)�1�a (z�1/2), with a� [0, 2]. The restriction on a is needed if
we assume that all goods will be produced in equilibrium.

Preferences are represented by the expenditure shares. We extend the
Dornbush-Fisher-Samuelson specification in a way that allows for the pres-
ence of a home bias in the preference structure. Thus the expenditure share
on each good is function of the bias towards that good. Let us define with
H(h, z) and F(f, z) the expenditure share on each commodity z for the Home
and Foreign consumers respectively. The parameters h and f represent
intensity of the home bias of Home’s and Foreign’s consumers respectively.
Naturally the expenditure shares must meet the requirement that:

H(h, z)dz�1 (7.4)

F(f, z)dz�1 (7.5)

Goods can be produced anywhere and the pattern of international spe-
cialization is not known ex ante. Therefore we have to be careful and define
the home bias in a way that is independent from the pattern of production
that will realize in equilibrium. What does it mean to like home goods in a
Ricardian model? We define the home bias as a preference for the goods
in which the country has an ex ante comparative advantage. Given the



1

0



1

0
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symmetry of A(z) this means that the Home’s consumers like goods in the
interval [0, 1/2) more than the average and like goods in the interval (1/2, 1]
less than the average while they like the good z�1/2 just as the average.
Naturally this preference structure must meet the requirement represented
by equations 7.4 and 7.5. In the sequel we use a simple linear example in
which the expenditure shares are:

H(h, z)�1�h(z�1/2) (7.6)

F(f, z)�1�f(z�1/2) (7.7)

where h, f� [0, 2] represent the home bias of Home and Foreign respec-
tively. Again the restriction on the value of h and f is necessary if we assume
that all goods are consumed. Home (Foreign) is home biased if h�0 (f�
0). In the sequel for the sake of symmetry we will impose that h�f through-
out the chapter. The cases h�f�0 is the DFS case in which consumers in
neither country are home bias. Figure 7.1 represents our specifications of
A(z) (solid line), H(h, z) (downward sloping dashed line), and F(f, z)
(upward sloping dashed line). The parameters used in Figure 7.1 are: a�2,
h�f�1.

To close the model we need to write the market equilibrium equations or,
which is the same, the trade balance equilibrium. Recalling that z and z* are
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the marginal commodity produced in Home and Foreign respectively, that
is Home produces the set of goods [0, z] and foreign produces the set of
goods [z*, 1], the market equilibrium equation or the trade balance equa-
tion can be written as follows:

� (7.8)

Equations 7.2 and 7.3 taken with equality and equation 7.8 determine
the relative wages w/w* and the marginal values z and z* as function of h,
f, t and L, L*.

We are now ready to study the effect of country size and home bias on
the pattern of international specialization. Let us define the ratio between
home and foreign production as #�z/(1�z*) and the ratio between domes-
tic and foreign labour force as ��L/L*. We want to study the magnitude
of the derivative d#/d�. We modify slightly the terminology normally uti-
lized in the literature. We say that there is a home market effect if the deriv-
ative is positive, and we say that there is a magnification effect if the
derivative is larger than one. This terminology seems more appropriate. If
the derivative is positive, it means that the market size has an effect on
output and, therefore, it seems logical to say that there is a market size
effect. If this effect is more than proportional then, borrowing from other
theorems in trade literature, it seems appropriate to say that there is a
magnification effect (of market size on output). We can also study the home
market effect in terms of the relationship between share output and share
of labour force. Recalling that the world economy produces all goods in [0,
1] and that world endowment of labour is one. The home economy’s share
in output is z and in size is L. There is a home market effect if dz/dL�0 and
there is a magnification effect if dz/dL�1.

We analyse the case of zero transport costs first. We then analyse a case
in which countries are (symmetrically) home biased. Finally, we analyse a
case where transport costs are positive but there is no home bias.

7.4 ZERO TRANSPORT COSTS AND NO BIAS

We start the analysis with the simplest case of zero transport costs (t�1)
and no bias in demand (h�f�0). Equations 7.2, 7.3 and 7.8 determine z,
z* and w/w*. However, when trade costs are zero equations 7.2 and 7.3 are
identical and, consequently, z�z*. Further, when demand is not home
biased the first ratio on the right-hand-side of equation 7.8 simplifies
grandly. Figure 7.2 shows the graphical representation of the equilibrium.

L*
L

�z̄*
0 F(f,z)

[1 � �z̄
0H(h,z)dz]

w
w*
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The upward sloping line is the right-hand-side of equation 7.8 and the
downward sloping line is any of equations 7.2 or 7.3.

Using equations 7.2, 7.3 and 7.8 we have the explicit solution for z:

z� (3aL�2� (7.9)

Figure 7.3 plots z in the a, L plane.
We note from equation 7.9 that z is increasing with L, as it is intuitive,

and ranges between [0, 1] . Note also that z�1/2 when L�1/2. Also note
that as it is intuitive limL→1 z�1 and limL→0 z�0. Quite clearly there is a
market size effect.

We now investigate whether there is a magnification effect. Computing
dz/dL we have:

� �0 (7.10)

The positive sign of the derivative confirms that there is a market size
affected. To check for the presence of a magnification effect we should
check that there is a set of admissible values of a and L that satisfies the
inequality dz/dL�1. The explicit solutions of dz/dL �1 leads to the cum-

3aL � 2 � �(a2L2 � 12aL � 4 � 16aL2)
aL2�(a2L2 � 12aL � 4 � 16aL2)

1
2

dz̄
dL

�(a2L2 � 12aL � 4 � 16aL2)
1

4aL
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bersome expression resulting from the Cardano’s formula. It is more con-
venient to plot equation 7.10 in the a, L space to glean the information we
want. Figure 7.4 plots dz/dL and the plane z�1. It is apparent that for small
and large values of L we have dz/dL�1.
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We conclude that:

Proposition 1 In the Ricardian model with a continuum of goods, with
zero transport costs and with no home bias there is a home market effect
for any relative country size but there is no magnification effect when
countries are fairly similar in size. Conversely when countries are very
different in size there is a magnification effect.

This result is interesting because it contrasts with the result that obtains in
all other models where, absent trade costs, there is no effect at all of market
size on output.

7.5 HOME BIAS

In the previous section we were able to find an explicit solution for z. In this
section we have to confine the analysis at the symmetric equilibrium
because of the highly intractable nature of the equations to be solved. We
also assume that countries are identically home biased (h�f) so that the
bias has non-consequences on the equilibrium. We then find dz/d� at the
symmetric equilibrium (��1; z�1/2) knowing that such equilibrium exists.
Differentiating totally around the symmetric equilibrium and using the
implicit function theorem we have:

�4 � . (7.11)

The derivative is positive but less than one; there is a market size effect but
there is not a magnification effect. An increase in Home’s relative size
results in an increase in the number of goods produced by Home. But this
increase is less than proportional to the increase in Home’s relative size. The
derivative is declining in h. This result tells us that:

Proposition 2 The magnitude of the market size effect is reduced by the
presence of a home bias.

Finally, the derivative equals one in the case of no home bias (h�f�0) and
no comparative advantage (a�0). This is consistent with the fact that the
limit for a→0 of the right-hand-side of equation 7.10 equals one. Also
notice that expression 7.11 evaluated at h�0 equals equation 7.10 evalu-
ated at L�1/2 as it should be. The fact that the lower bound of equation
7.11 is strictly positive is the consequence of the assumption that all goods
are consumed and of the linear specification of households preferences.

�2
5
,1�h � 4

ah � 4a � 16
d#

d�
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7.6 TRANSPORT COSTS

We now introduce transport costs but we assume absence of home bias. It
is convenient at this stage to set a�2 in order to avoid corner solutions.
Equations 7.2 and 7.3 at equality together with 7.8 determine z, z* and
w/w*. Incidentally setting 7.2�7.3 gives us z* as function of z; this is: z*�
z/t2�(2�
)(1�t2)/2at2. This allows us to focus on the solution for z
knowing that the corresponding value of z* can be easily found. Setting h
�f�0 and solving equations 7.2, 7.3 and 7.8 gives us:

z� �(0, 1) (7.12)

It is useful to note some property of this solution. First, z ranges between
zero and one, and it is increasing with L. Further: limt→0 z�1 (in autarky
each country produces the entire range of goods); and limL→1 z�1 (all
goods are produced in Home when the Home economy equals the world
economy).2

We can now verify whether there is a market size and a magnification
effect. Computing the derivative dz/dL gives us the following expression:

��

(7.13)

Once again, plotting the expression against the plane z�1 gives us the
information we want at a glance. Figure 7.5 plots equation 7.13, it is imme-
diately clear that there is a market size effect except at autarky (t�0). Figure
7.5 shows also that there is a magnification effect when Home is very small
or very large and if transport costs are suffciently small.

Thus:

Proposition 3 In the Ricardian model with a continuum of goods and
transport costs there is a magnification effect when countries are different
in size and transport costs are suffciently low.

�� �
� L � 1 � 8t3L

L � 1 �L � 4t3L � L � 1 ��� �
� L � 1 � 8t3L

L � 1 �
�� �

� L � 1 � 8t3L
L � 1 �L2t(L � 1)

1
4

dz̄
dL

4t
L

1 � L
� 1 ���1 � 8t3 L

1 � L�
t

L
1 � L

1
4
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The next information we want to obtain concerns the effect of transport
costs on the home market effect. We compute the derivative (dz/dL)/dt and
plot it in Figure 7.6. It is apparent from Figure 7.6 that (dz/dL)/dt�0 every-
where. This means that:

Proposition 4 In the Ricardian model with a continuum of goods a
decline in trade costs increases the home market effect.

This result can be contrasted with the effect of trade costs on the magnitude
of the home market effect in the Armington model and in the Krugman
model. As shown in Head and Ries (2001), in the Armington model an
increase in trade costs increases the home market effect, which reaches its
maximum value equal to one in autarky. Conversely in the Krugman model
an increase of trade costs reduces the size of the derivative, which reaches its
minimum equal to one at autarky. The Ricardian model with a continuum
of goods behave similarly to the Krugman model, an increase in transport
costs increases the size of the home market effect. This result is interesting
because the Ricardian model shares two key features with the Armington
and Heckscher-Ohlin paradigms, namely, constant returns to scale and
perfect competition. Yet with respect to the effect of trade costs on the mag-
nitude of the market size effect it behaves like the Krugman model. This
further complicates the derivation of robust testable hypothesis.
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7.7 CONCLUSION

The literature on the home market effect has developed very rapidly.
Previous works have studied the effect of market size on international spe-
cialization in a variety of models: Monopolistic competition à la Dixit-
Stiglitz, monopolistic competition with firms reaction to proximity of
competitors, oligopoly with and without product differentiation, as well as
models with constant returns to scale and product differentiation by
country of origin. One result that emerges from this literature is that the
magnification effect is quite pervasive. Only the assumptions of perfect
competitions, constant returns to scale and product homogeneity seemed
to guarantee the absence of the magnification effect.

This chapter’s contribution to this literature is to study the effect of
market size on international specialization in the Ricardian model with a
continuum of goods. The study of the Ricardian framework is particularly
interesting because this framework reunites the three assumptions that
seemed to guarantee the absence of a magnification effect, namely, perfect
competition, constant returns to scale and homogeneous products.
Interestingly this chapter has shown that these three conditions are not
suffcient to exclude the presence of the magnification effect. Propositions 3
and 1 have shown that the magnification effect emerges when countries are
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very different in size. Further, proposition 1 has shown that the market size
effect and the magnification effect can emerge even in the absence of trade
costs. In this respect the Ricardian model behaves differently from all other
models.3 Finally, proposition 4 shows an interesting difference between the
Ricardian model and the Armington model. The two models share the
assumptions of perfect competition and constant returns to scale. Yet in
the former an increase in trade costs decreases the magnitude of the market
size effect, whereas in the latter an increase in trade costs increases the mag-
nitude of the market size effect (Head and Ries, 2002). This means that, in
respect of the effect of trade costs on the magnitude of the market size
effect, the Ricardian model behaves like the Krugman model.

As discussed above, when countries are approximately of equal size the
magnification effect is not a feature of the Ricardian model. This result
combined with the results of the previous literature seems to confirm that
the magnification effect emerges only in models characterized by imperfect
competition and increasing returns. While increasing returns and imperfect
competition are not sufficient, they seem to be necessary conditions for the
magnification effect.4 When countries are very different in size then the
assumption of imperfect competition and increasing returns are not neces-
sary condition any longer. This result may bear implications for the empir-
ical studies when very small countries are in the sample.

NOTES

1. Possibly with the exception of specific parametric configuration of the Markusen-
Venables model.

2. Note also that limL→0 z�1�t2, which means that although a country may be very small
it may produce a large range of goods (possibly all) if trade costs are very high (in
autarky).

3. Trionfetti (2001) has shown that the market size effect at zero trade costs exists in monop-
olistic competition (but not in the Heckscher-Ohlin model) when demand is home biased.

4. Imperfect competition and increasing returns are not suffcient to generate the
magnification effect when demand is home biased (see Trionfetti, 2001; Bülhart and
Trionfetti, 2002).
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8. Footloose capital, market access and
the geography of regional state aid
Gianmarco I.P. Ottaviano

8.1 INTRODUCTION

Market access plays a key role in many recent models of international trade.
Such models study the impact of frictions in goods and factors mobility on
the location of imperfectly competitive industries in the presence of
increasing returns to scale (Helpman and Krugman, 1985). Their central
result is the so-called home market or market size effect (henceforth, HME),
according to which, in the case of a two-country economy, the location with
larger local demand succeeds in attracting a more than proportionate share
of firms in the aforementioned industries. In the case of more than two
countries, rather than local demand, what matters is overall market access
(Krugman, 1993). For example, a small central country may have better
overall market access than a large peripheral one and, thus, despite its local
demand disadvantage, may end up attracting a larger share of imperfectly
competitive firms.1 This pattern of demand-driven specialization maps into
trade flows and generates the theoretical prediction that large central coun-
tries should be net exporters of goods produced under  increasing returns
and imperfect competition.2

From an empirical viewpoint, those predictions seem to find some
support in the data. For example, Feenstra, Markusen and Rose (1998;
2001) argue that the HME is crucial to understand the empirical success of
gravity equations, which explain bilateral trade flows in terms of incomes
and distance between trade partners. Using disaggregated trade data from
Statistics Canada World Database, they show that the HME appears to be
relevant in both differentiated and homogeneous goods sectors, even
though more in the former than in the latter. Using disaggregated data on
UK–US trade, Weder (1997) finds that relative demand has a positive rela-
tionship with net exports as implied by the HME. Davis and Weinstein
(1998; 1999) find evidence of the HME in disaggregated trade data between
OECD countries. Based on disaggregated production data from Eurostat,
Trionfetti (1998), Midelfart-Knarvik et al. (2000) as well as Brülhart and
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Trionfetti (2001) argue that market access is significant in explaining EU
industrial specialization. Finally, analysing disaggregated industry data for
Canadian and US manufacturing, Head and Mayer (forthcoming) also find
supportive evidence for the HME.3

From a theoretical viewpoint, the focus is on the two-country case. The
underpinnings of the HME are unveiled by Krugman (1980) and Helpman
and Krugman (1985) with respect to imperfectly competitive industries
characterized by product differentiation and free entry. Helpman (1990)
qualifies previous results by stressing the demand conditions under which
the HME materializes in those sectors. These conditions require the cross-
elasticity between varieties of a differentiated good to be larger than the
overall price-elasticity of demand for the differentiated good as a whole.
Davis (1998) points out the relevance of the actual incidence of trade costs
in all sectors and shows that, when transportation costs on perfectly com-
petitive goods are considered, the HME may disappear altogether because
trade cost in those sectors can effectively limit the mobility of firms in
differentiated sectors. Feenstra, Markusen and Rose (1998) show that there
is nothing crucial in product differentiation and free entry per se in that the
HME can be expected even in homogenous-good sectors with restricted
entry. All that matters is the presence of positive price–cost margins.
Finally, Head, Mayer, and Ries (2000) point out that, when goods are
differentiated according to their location in the geographical rather than in
product space, the HME might again disappear.

To sum up, the HME seems a robust implication of trade models with
imperfect competition even though its actual intensity is likely to vary
from sector to sector depending on returns to scale, trade costs, entry bar-
riers and elasticities of demand and substitution.4 This statement,
however, is subject to two main caveats. First, it holds if we focus on a
sector insulated from the rest of the economy, that is, the HME is a partial
equilibrium phenomenon that might be washed away by general equilib-
rium interactions as stressed by Helpman (1990) or Davis (1998). Second,
it can be defined rigorously only with two countries that differ in nothing
but size, which is not the case when technology or factor-abundance
driven advantages are present or when products are differentiated accord-
ing to geographical location as in the counterexample by Head, Mayer
and Ries (2000).

Nonetheless, despite its theoretical success and its promising explanatory
power, the welfare properties of the HME are still little understood (see, for
example, Braunerhjelm et al., 2000). In particular, the literature does not
provide any answer to the fundamental question of whether the spatial dis-
tribution of economic activities implied by the HME is efficient for the
economy as a whole. The aim of the present chapter is to give a first answer
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to that question and to show how that answer can be used to discuss the
desirability of current regional policies that, in most cases, aim at promot-
ing the location of firms in peripheral regions as markets get increasingly
integrated.

In particular, the chapter proposes a simple two-country two-factor
model with a monopolistically competitive sector. To focus on the implica-
tions of the HME and in the light of the two caveats discussed above, the
monopolistically competitive market is insulated from all other markets
and one country is a scaled-up version of the other. Monopolistic compet-
itive firms are modelled à la Ottaviano, Tabuchi and Thisse (2002), but
differently from this chapter their location is driven by footloose capital
mobility rather than by workers’ migration. This allows for the description
of a realistic situation in which capital is freely mobile between countries
while labour is not. The model reveals an overall tendency of the monopo-
listically competitive sector to inefficiently cluster in the country that offers
better market access. The more so the stronger the market power of firms
as well as the intensity of increasing returns to scale and the lower the trade
costs. As these features are likely to differ widely across sectors, those results
provide theoretical ground to the promotion of regional policies that are
both region and sector specific.

The chapter is in six additional sections. Section 8.2 describes regional
state aid in the EU as a natural policy background for the theoretical analy-
sis. Section 8.3 presents the model. Section 8.4 shows how the HME arises
as a market equilibrium result. Section 8.5 studies the welfare properties of
the market equilibrium with respect to the level of trade barriers. After
pointing out that also the efficient allocation of firms exhibits a HME, it
argues that the market pattern of firms’ location is suboptimally biased in
favour of the larger (‘central’) country, the more so the lower trade costs
are. Section 8.6 shows that subsidies towards the small (‘peripheral’)
country can be used to restore efficiency. Their amount falls as integration
is deepened, but rises with the distance between centre and periphery.
Section 8.7 concludes.

8.2 POLICY BACKGROUND: EU REGIONAL
INTERVENTION

To define the issues at stake, a natural example is the case of the EU, which
devotes staggering amounts of money to regional objectives. For instance,
in 1997 the total budget of the European Union consisted of the equiva-
lent of 87.6 billion euros, funded mainly through VAT (42.3 per cent), direct
member states’ contribution that are proportional to their GDP (40.3 per

158 Home market effects, market size and location strategies



cent) and custom duties on imports from outside the EU (16.5 per cent).
Most of the budget was devoted to two areas of intervention: 47 per cent
to the Common Agricultural Policy (CAP) and 36.3 per cent to Structural
Funds (SFs). In relative terms, the total endowment of the SFs corresponds
to 1.2 per cent of the joint GNP of EU members states and for the period
from 1994 to 1999 it reached almost 154 billion euros (at 1994 prices). As
to SFs, two main general categories of expenditures can be identified.
Economic aid (76.4 per cent) aims at improving the attractiveness of regions
to firms both indirectly through the provision of public goods (mainly
infrastructures) and directly through the compensation of individual eco-
nomic enterprises. Social aid (9.9 per cent) targets regional unemployment
and human-capital accumulation through education and skill upgrading.
Since member countries’ contributions to the EU budget are proportional
to their respective GDPs, the geographical allocation implies a clear pattern
of international redistribution especially to the advantage of the countries
at the EU periphery, namely Ireland, Greece and Portugal, as well as of
interregional redistribution mainly to the advantage of the less developed
peripheral regions of Italy, Spain and Eastern Germany. Such a pattern is
clearly visible in Figure 8.1, which plots the SFs coverage of population
across countries as a function of an index of geographical peripherality for
the planning period 2000–06.5
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The periphery bias of EU SFs is accompanied by the direct control over
members states’ regional aid aimed at supporting productive (initial) invest-
ment and job creation.6 This is achieved through state aid caps, that is,
upper (percentage) limits to goverment support to private investments no
matter whether the aid comes from local, regional, national or EU sources.
As SFs state aid caps follow the logic of spatial concentration and rule out
support confined to individual firms or areas of activity. The aim is to foster
the development of less-favoured regions by encouraging firms to settle
there and, in any case, to reduce the effects of integration on periphery-to-
centre relocation. The broad principle is that ‘[n]o trading relationship will
work properly without agreed rules on the granting of subsidies’ (European
Commission, 1995) and it is implemented by Articles 92–94 of the Treaty
of Rome (1957). In particular, as clarified by the European Commission
(1995): ‘Article 92 specifies that state aids which distort or threaten to
distort competition by favouring certain companies or the production of
specific goods, and which affect trade between member states, are incom-
patible with the common market’. Figure 8.2 depicts regional state aid caps
across member states as a function of peripherality.7 It matches Figure 8.1
in showing that, as pointed out by Braunerhjelm et al. (2000), ‘[t]he overall
pattern of EU regional policy spending follows precisely the pattern that
might be expected of the Commission, which is trying to achieve regional
convergence [a.k.a., cohesion] in terms of EU GDP per capita’.8
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What has trade theory to say about the above pictures? Is the logic of
redistribution from centre to periphery sound as the EU faces ongoing eco-
nomic integration? If so, is it about equity, efficiency, or both?

As a good approximation we can divide the possible answers into two
main positions. The first is based on the neoclassical world of constant
returns to scale and perfect competitition. In this world countries special-
ize according to their comparative advantage, and each of them as a whole
attains its efficient pattern of production. In other words, trade integration
is Pareto improving. Nevertheless, within the same country there may be
gainers and losers. If disadvantaged interests are geographically concen-
trated, then there is a need for interregional transfers based on equity con-
siderations. Notice, however, that the effects of integration (whether
positive or negative) should be stronger in central regions that, by defini-
tion, are closer to international markets. At the international level, a large
domestic market reduces the gains from trade integration so that, again
based only on equity considerations, if anything, large countries should be
compensated by small ones. Thus, the neoclassical paradigm provides little
support to centre-to-periphery redistribution both on equity and efficiency
grounds.

The second position considers the world of increasing returns to scale
and imperfect competition. As discussed in the introduction, this is the
realm of the HME, that is, (imperfect) trade integration makes firms relo-
cate from peripheral to central regions. This affects negatively the former
and positively the latter. The reason is that firms have market power and
command rents in terms of prices set above marginal costs. These rents are
extracted by firms from consumers and reduce the welfare of a country
when the firms and the consumers involved belong to that same country.
However, when firms and consumers are in different countries, those rents
increase the welfare of the country to which firms belong. As a result, coun-
tries benefit from the expansion of their imperfectly competitive export
sectors (direct rent shifting) as well as from an inflow of formerly foreign
firms in those sectors in so far as rents are not entirely repatriated (indirect
rent shifting) and the inflow lowers domestic consumer prices (Brander and
Spencer, 1984; Helpman and Krugman, 1989; Brander, 1995). Thus, with
imperfect competition, centre-to-periphery relocation implies indeed that
trade integration favours central countries more than peripheral ones,
which may even lose. This provides equity-based support to centre-to-
periphery redistribution.

Compared with the foregoing results this chapter moves one step further
and identifies precise sectoral conditions under which centre-to-periphery
redistribution is desirable not only on equity, but also on efficiency grounds.
When such conditions are met, deeper trade integration enhances spatial
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inefficiency, thus increasing the need for redistribution. At the same time,
however, it reduces the intensity of redistribution required. While these
insights support the EU approach to regional intervention, at the same time
they stress its incompleteness. Indeed, in so far as industry-specific charac-
teristics are likely to determine the practical relevance of spatial
inefficiency, regional policies should be not only region specific, as they cur-
rently are in the EU, but also sector specific.

8.3 THE MODEL

The analytical framework is based on the monopolistically competitive
model put forth by Ottaviano and Thisse (2002) as well as Ottaviano,
Tabuchi and Thisse (2002).9 The economy consists of two countries, H and
F, which are endowed with two factors, capital K and labour L. To fit the
European situation, capital and labour differ in terms of international
mobility. In particular, labour is assumed to be geographically immobile. Its
total stock equals L, and it is evenly distributed so that a $L workers reside
and work in country H. On the contrary, capital is assumed to be perfectly
mobile, it is owned by workers, its total stock equals K, and it is distributed
so that �K units are owned by country H residents (with ��(0, 1)) while �K
units are used in country H production (with�� [0, 1]). Hence, (���)K�0
(0) measures capital inflows to (outflows from) country H from (to)
country F. Since the focus of the analysis is on the HME, we are interested
in situations in which one ‘central’ country (say H) is proportionately larger
than the other ‘peripheral’ one (say F). This requires to set $���1/2.

In the economy there are two sectors, modern and traditional. The
modern sector is capital intensive and supplies a horizontally differentiated
good under increasing returns to scale and monopolistic competition. In
particular, there is an endogenous mass of firms N, each producing a single
variety of the differentiated good by means of a fixed amount � of capital
K. The traditional sector produces a homogeneous good under constant
returns to scale and perfect competition. It uses labour L as the only input
with one unit of L required to produce one unit of output. This good is
freely traded and is chosen as the numeraire. On the contrary, the varieties
of the modern sector are traded at a cost of � units of the numeraire per
unit shipped between the two countries.

Preferences are identical across individuals and described by the follow-
ing quasi-linear indirect utility function which is symmetric in all varieties:

V(y; p(i), i� [0, N])��a p(i)di� [p(i)]2di

N

0

b � cN
2


N

0
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� p(i)di �y�q0 (8.1)

where p(i) is the price of variety i�[0, N], y the consumer’s income, and q0
her initial endowment of the numeraire. In equation 8.1, a�0 expresses the
intensity of preferences for the differentiated product with respect to the
numeraire; b�0 means that the representative consumer is biased toward a
dispersed consumption of varieties, thus reflecting a love for variety; c�0
expresses the substitutability between varieties so that the higher c, the
closer substitutes the varieties. Finally, the initial endowment q0 in the
numeraire is assumed to be large enough for the consumption of the numer-
aire to be strictly positive at the market equilibrium and optimal solutions.

Market clearing implies that the number nH of firms belonging to the
modern sector and located in country H is equal to:

nH��K/� (8.2)

so that the number of firms in F is

nF�(1��)K/� (8.3)

Consequently, the total number of firms (varieties) in the economy is fixed
by endowments and technology and equal to N�K/�.

Entry and exit are free so that profits are zero in equilibrium. Hence,
equations 8.2 and 8.3 imply that any change in the number of firms located
in one country originates from a corresponding change in the locally
employed stock of capital. By equations 8.2 and 8.3, the demand and
supply of capital in each country are equal. As a result, the corresponding
equilibrium returns to capital are determined by a bidding process among
firms which ends when no firm can earn a strictly positive profit at the equi-
librium market prices.

Firms are assumed to take advantage of positive trade costs to segment
markets, that is, each firm sets a price specific to the market in which its
product is sold. This assumption follows from empirical work showing that,
even within a unified economic area, firms succeed to price discriminate
between spatially separated markets (McCallum, 1995; Head and Mayer,
2000). As shown below, in equilibrium arbitrage is not profitable to third
parties.

In what follows, we focus on country H. Things pertaining to country F
can be derived by symmetry. Using the assumption of symmetry between
varieties and Roy’s identity, individual demands for a representative firm in
H are given by:

�
2c

2
 � 


N

0
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qHH�a�(b�cN) pHH�cPH (8.4)

and

qHF�a�(b�cN)pHF�cPF (8.5)

where pHH(pHF) is the price set in H(F) by a firm located in H and

PH�nHpHH�nFpFH (8.6)

PF�nHpHF�nFpFF (8.7)

Clearly, PH/N and PF�N can be interpreted as the price indices prevailing in
countries H and F.

A representative firm in H maximizes its profits, which, after using (8.4)
and (8.5), are defined by:

�H�pHH [a�(b�cN)pHH�cPH] �L�
(8.8)

(pHF��) [a�(b�cN)pHF�cPF] (1��)L��rH

where rH is the return to capital prevailing in H.
Market prices are obtained by maximizing profits while capital returns

are determined as described above by equating the resulting profits to zero.
Since we have a continuum of firms, each one is negligible in the sense that
its action has no impact on the market. Hence, when choosing its prices, a
firm in H accurately neglects the impact of its decision over the two price
indices PH and PF. In addition, because firms sell differentiated varieties,
each one has some monopoly power in that it faces a demand function with
finite elasticity. On the other hand, since the price index enters the demand
function as an additive term (see equations 8.4 and 8.5), a firm must
account for the distribution of the firms’ prices through some aggregate sta-
tistics, given here by the average market price, in order to find its equilib-
rium price. As a consequence, the market solution is given by a Nash
equilibrium with a continuum of players in which prices are interdepen-
dent: each firm neglects its impact on the market but is aware that the
market as a whole has a non-negligible impact on its behaviour.

Since profit functions are concave in own prices, solving the first order
conditions for profit maximization with respect to prices yields the equilib-
rium prices:

pHH� (8.9)
1
2
 
2a � �cN(1 � �)

2b � cN
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pFF� (8.10)

pHF�pFF� (8.11)

pFH�pHH� (8.12)

which depend on the total number of active firms as well as on their distri-
bution between the two countries.

Substracting � from equations 8.11 and 8.12, we see that firms’ prices net
of trade costs are positive regardless of their spatial distribution if and only
if

��trade� (8.13)

The same condition must hold for consumers in F(H) to buy from firms in
H(F), that is, for the demand in 8.5 evaluated at the prices in equations 8.10
and 8.11 to be positive for all �. From now on, equation 8.13 is assumed to
hold. Consequently, we consider a setting in which there is a priori intra-
industry trade.

Using equation 8.13 we observe that more firms in the economy lead to
lower market prices for the same spatial distribution (�; 1��) because there
is more competition in each local market. Similarly, both the prices charged
by local and foreign firms fall when the mass of local firms increases
because competition is fiercer. Equilibrium prices also rise when the degree
of product differentiation, inversely measured by c, increases provided that
equation 8.13 holds. Moreover, it can be easily checked that pHF�pHH�
(that is, there is dumping) so that the prohibition of arbitrage associated
with the assumption of segmented markets is not binding.

Finally, local sales rise with � because of the higher protection enjoyed
by the local firms but exports fall for the same reason. By using equations
8.8, 8.9 and 8.11, it is easy to check that the equilibrium operating profits
earned by a firm established in H on each separated market are as follows:

�HH�(b�cN) p2
HH�L (8.14)

where �HH denotes the profits earned in H while the profits made from
selling in F are

�HF�(b�cN) (pHF��)2 (1��)L (8.15)

2a�

2b� � cK

�

2

�

2

1
2
 
2a � �cN�

2b � cN
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Thus, an increase in the number of firms in one country decreases the
operating profits of local sales due to tougher local competition: the equi-
librium price falls as well as the quantity of each variety bought by each
consumer.

The individual consumer surplus SH in country H associated with the
equilibrium prices in equations 8.9 and 8.12 is then as follows (a symmet-
ric expression holds in country F):

SH(�)��a[�pHH�(1��)pFH]N
(8.16)

� [�p2
HH�(1��)p2

FH]N� [�pHH�(1��)pFH]2N2

which can be shown to be quadratic in �. Differentiating twice this expres-
sion with respect to � shows that SH(�) is concave. Furthermore, equation
8.13 implies that SH(�) is always increasing in � over the interval [0, 1].
Hence, as more firms enter in H, the surplus of residents rises because local
competition becomes fiercer; however, this effect gets weaker and weaker as
the number of local firms increases.

The equilibrium return to capital prevailing in country H can be
obtained by evaluating rH(�)�(�HH��HF)/�, thus yielding the following
expression:

rH(�)� {[2a���cK(1��)]2�L
(8.17)

�[2a��2�b���cK(1��}2(1��)L}

which is also quadratic in �. Standard, but cumbersome, investigations
reveal that rH(�) is convex and decreasing in �. In other words, the equilib-
rium return to capital wage falls with the local number of firms so that,
while SH(�) rises, rH(�) decreases with �. This effect gets weaker and weaker
as the number of local firms increases because the larger their number, the
weaker the marginal impact of a new entrant on the intensity of local com-
petition. Moreover, inspection of the square bracketed terms reveals that
operating profits per unit sold are larger on domestic than on distant sales,
and the more so the smaller the fraction of domestic firms.

8.4 THE MARKET OUTCOME

We are now ready to determine the equilibrium location of firms as the
result of the international allocation of capital. Since it is capital flows that
determine the location of firms, an equilibrium arises when no capital

b� � cK
4(2b� � cK)2�2

c
2

b � cN
2
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owner can earn strictly higher returns by changing the country serviced by
her capital endowment. This happens for 0�1 whenever capital returns
are equalized in the two countries:

rH(�)�rF(�) (8.18)

and for ��1 [��0] whenever rH(1)�rF(1) [rF(0)�rH(0)].10 In these latter
cases the modern sector is clustered in one country only, with the other
country completely specialized in the production of the traditional good.

Using equation 8.17 as well as the corresponding expression for country
F in equation 8.18, the differential return on capital can be expressed as:

rH(�)�rF(�)�C{�[4a���(2b��cK)](��1/2)��2cK(���)} (8.19)

with C� [(b��cK)K]/[2�2(2b��cK)]�0. The differential is, thus, a
decreasing linear function of �.

The right hand side of equation 8.19 shows that the equilibrium spatial
allocation of capital is determined by the interaction of the two terms
inside the curly bracket. The first term depends on the spatial distribution
of consumers (�) while it is independent from the location of firms (�).
Since the coefficient of (��1/2) is positive in so far as equation 8.13 holds,
that term measures a market access advantage due to trade costs saving:
were the overall spatial distribution of firms to mirror the distribution of
consumers (���), it would nonetheless be better to be located in the larger
country because, as mentioned above, operating profits per unit sold are
larger on domestic than on distant sales. This is not necessarily true when
there is a more than proportionate presence of firms in the larger country
(���). In that case, the second term in equation 8.19 points out that there
is a market crowding penalty, which derives from the fact that, as the frac-
tion of firms in the larger market grows, operating profits per unit sold fall
on domestic sales and rise on distant ones (see equation 8.17). This
increases the incentive to export and the associated trade cost burden.
Indeed, if no country offered better market access than the other (��1/2),
then the operating profits maximizing allocation of firms would mirror the
spatial distribution of consumers (���) as that would minimize trade
costs.

Equation 8.19 also reveals that the balance is tilted in favour of market
access when a and � are large (given 8.13) as well as when b, c and K are
small. Under such circumstances, the elasticities of demand and substitu-
tion of a typical variety (see equations 8.4 and 8.5) are both small, thus
implying that a large component of operating profits is independent from
the overall distribution of firms. In particular, as intuition would have it, in
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the limit case of monopoly (c�0) only market access considerations matter
since a firm’s operating profits are unrelated to other firms’ locations.
Finally, the balance between market access and crowding is also affected by
the level of trade costs in that access considerations dominate for low trade
costs, while crowding concerns are crucial for large trade costs. The reason
why is that, with lower trade costs, a larger fraction of operating profits is
independent from the overall location of firms.

Solving equation 8.19 for �, we obtain the equilibrium location of firms:

�M��� (2��1) (8.20)

so that �M is always larger than � whenever ��1/2 and less than 1 when-
ever � is larger than

�cluster� (8.21)

When � falls short of this threshold, the modern sector is clustered inside
country H and country F is completely specialized in the production of the
traditional good. Therefore, the incomplete specialization of F is compat-
ible with international trade flows only if �trade��cluster, that is,

� (8.22)

which shows that the modern sector is more likely to cluster the larger
country H (larger �), the higher the degree of product differentiation (lower
c), the more intense the returns to scale (larger �). When equation 8.22 is
violated, trade always leads to complete specialization of the smaller
country in the production of the traditional good.

The fact that �M is always larger than � (given ��1/2) reveals the exis-
tence of a HME: the larger country H attracts a more than proportionate
number of modern firms. In particular, we have:

� (8.23)

which is larger than 1 whenever � is smaller than:

�HME� (8.24)
4a�

2b� � cK

2�(2a � �b)
�cK

d�M

d�

1
2

�
cK

4(b� � cK)

4a�(2� � 1)
2b�(2� � 1) � cK

4a� � �(2b� � cK)
�cK
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This is indeed the value of � that erases the market access advantage in
equation 8.19.

Therefore, since �HME�2�trade��trade, trade is always associated with a
HME. Moreover, by comparing equation 8.24 with equation 8.21, it is easy
to notice that �HME is the maximum value of �cluster achieved at ��1.
Therefore, we have also �HME��cluster.

The equilibrium capital flow from F to H is:

CFFH�(�M��)K� (8.25)

which is positive given equation 8.13. Of course, this is also a measure of
relocation defined as (�M��)N�CFFH/�. By equation 8.25, the extent of
relocation is a decreasing function of c as well as K and an increasing func-
tion of a as well as � for the same reasons discussed above. Moreover, it is
also a decreasing function of �, implying that capital flows grow as trade
costs fall. Interestingly enough, since, as it can be easily shown, the total
trade volume is also a decreasing function of �, the model predicts that
foreign direct investment and international trade grow together as eco-
nomic integration deepens. As a result, the larger country H increasingly
exchanges the modern good against the services of both factors. In the case
of capital the inflow is direct, while in the case of labour it is embodied in
traditional imports.

8.5 THE EFFICIENT OUTCOME

In principle the model has two potential sources of inefficiency. On the one
side, for a given spatial distribution �, when pricing above marginal cost,
firms do not take into account the social loss in terms of consumer surplus.
On the other, for given prices, when choosing location they do not consider
the impact of their decisions on competitors’ profits and consumers’ sur-
pluses. Notice however that, differently from Dixit and Stiglitz (1977), in
the present setting the total number of firms N is always efficient since, as
a consequence of equations 8.2 and 8.3, that number is determined by the
total endowment of K and the technology parameter �.

Consider initially a first-best planner who has enough instruments to elim-
inate all sources of inefficiency. In other words, assume that the planner is able
(1) to assign any number of firms to a specific country and (2) to use lump-
sum transfers from workers to pay for the loss firms may incur while pricing
at marginal cost. The planner chooses � in order to maximize the following
social welfare function (recall that individual utilities are quasi-linear):

(2� � 1)[4a� � �(2b� � cK)]
2�c
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W(�)�SH(�)�L�SF(�)(1��)L
(8.26)

�rH(�)�K�rF(�)(1��)K�constant

which is simply the sum of all workers’ indirect utilities and where all prices
have been set equal to marginal cost:

pHH�pFF�0 and pHF�pFH�� (8.27)

The planner actually engages in international trade as long as consumers
want to buy foreign varieties (qHF, qFH�0), which is the case if and only if
trade costs are such that:

��O
trade � (8.28)

Since �O
trade�trade, as in Brander and Krugman (1983), there is a range of

relatively large but not prohibitive trade costs in which inefficient commerce
takes place at the market outcome due to the dumping behaviour of firms.

Up to a positive multiplicative constant, the first order condition of the
planner’s problem is:

�[2a���(b��cK)](��1/2)��2cK(���)�0 (8.29)

Straightforward comparison with equation 8.19 shows that the planner
gives less weight to market access than the decentralized outcome. This
happens for the following reason. Starting with ����1/2, as � rises, the
local sales of each firm in H go down while its distant sales go up. The
opposite happens to firms in F. However, given ����1/2, the net result is
an increase in aggregate shipments and thus in aggregate trade costs. The
fact that the planner internalizes this effect explains why the social weight
of market access falls short of the private one.11

Solving equation 8.29 in � yields the first best spatial distribution of
firms:

�O��� (2��1)�� (8.30)

which, under equation 8.28, implies that also the planner delivers a HME
by allocating a more than proportionate share of firms in the larger country.
However, since clearly �O�M, the market outcome has an inefficiently
large number of firms in country H. Moreover, such inefficiency is larger the
stronger the decentralized HME: d�O/d��(1/2)(d�M/d�)�1.

While the first-best planner is an interesting benchmark, in reality

(2a� � �(b� � cK)
�cK

a�

b� � cK
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marginal cost pricing is difficult to implement because of the lack of the
lump-sum instruments involved. It is therefore useful to consider the choice
of a second-best planner who is able to assign any number of modern firms
to a specific country but is unable to use lump-sum transfers from workers
to firms. In this case, the planner chooses � in order to maximize equation
8.26 evaluated at market prices in equations 8.9 to 8.12 so that she engages
in trade if and only if equation 8.13 holds.

The second-best first order condition is:

�[8a�(3b��cK)�3�(2b��cK)2](��1/2)��2cK(8b��3cK)(���)�0
(8.31)

which implies that, relative to market crowding, market access is over-
weighed with respect to the first best, and underweighed with respect to the
decentralized outcome. As the first-best planner, the second-best one inter-
nalizes the adverse trade cost surcharge that additional firms in H impose
on local incumbents. However, since under monopolistically competitive
pricing firms absorb part of the trade costs (pHF � pHH�), the surcharge
is smaller than under marginal cost pricing.

Solving equations 8.31 in � yields the second-best spatial distribution of
firms:

�S��� (2��1) (8.32)

which, given equation 8.13, implies that also the second-best planner deliv-
ers a HME. In particular, we have d�S/d��[(6b��2cK)/(8b��3cK)](d�M

/d�) so that d�M/d��d�S/d��d�O/d��1.
By simple inspection �S�M with

�M��S� �0 (8.33)

so that the market outcome leads to too much concentration also with
respect to the second-best allocation; the more so the stronger the HME. It
is also readily verified that �O�S with:

�S��O� �0 (8.34)

This suggests that both sources of inefficiency work in the same direction
by supporting a spatial distribution of firms that is too uneven. Notice also

�(2a � �b) (4b� � cK) (2� � 1)
2�cK(8b� � 3cK)

�(2a � �b) (2b� � cK) (2� � 1)
�cK(8b� � 3cK)

8a�(3b� � cK) � 3�(2b� � cK)2

2�cK(8b� � 3cK)
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that (�S��O)(�M��S) so that the second best is closer to the first best
than to the market outcome. Finally, the discrepancies between �M, �S, and
�O grow as � falls: economic integration widens the gap between market and
efficient outcomes.

8.6 POLICY IMPLICATIONS

How can a policy-maker implement the efficient spatial distribution of
firms? Are EU policies going in the right direction? To answer these ques-
tions we have to consider once more the logic of the model. For concrete-
ness, we target the second-best allocation.

Modern firms’ location is determined by capital owners decisions on the
provision of their services. These decisions are guided by the differential
between the returns to capital in the two countries, [rH(�S)�rF(�S)]. Since
such differential decreases with�(see equation 8.17) being zero at �M and
�S is smaller than �M, then it must be that [rH(�S)�rF(�S)]�0, that is, at �S

there is a positive gap between capital returns in the larger country H and
in the smaller country F. Any policy tool that is able to fill in that gap will
achieve the second best.

The related gain in terms of overall welfare will be:

W(�S)�W(�M)� (8.35)

which increases as the level of trade costs falls. In other words, economic
integration increases the welfare loss due to the inefficient spatial distribution
of firms at the market outcome.

With the practices of the EU in mind, we consider an investment subsidy
to the fixed costs of firms in F levied through income taxation.12 Let s* be
the optimal investment subsidy per unit of capital invested in F. Then, s* is
such that [rH(�S)�rF(�S)�s*]�0 implying:

s*� (8.36)

This shows that the optimal subsidy is an increasing function of the
trade costs � (since equation 8.13 holds), the total capital stock K, the sub-
stitutability between varieties c, while it is a decreasing function of the
intensity of returns to scale �. Consequently, as trade costs fall, the
optimal subsidy shrinks: as countries get more integrated, the overall
welfare loss due to the inefficient distribution of modern firms rises but, at

�L(2a � �b) (b� � cK) (2� � 1)
2�(8b� � 3cK)

(2� � 1)2(2a � �b)2(b� � cK)L
8c(8b� � 3cK)
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the same time, the amount of international redistribution needed to restore
efficiency falls. The explanation is that, as trade cost falls, firms become
increasingly footloose. While, on the one hand, this fosters their inefficient
concentration in the larger country, on the other, it makes them more sen-
sitive to any differential in subsidies.13 The same effects are associated with
falling c and rising �.

8.7 CONCLUSION

A distinguishing feature of new trade models is the so-called home market
effect, that is, in the case of two countries, the more than proportionate
location of imperfectly competitive increasing-return sectors in the larger
country. However, despite its centrality and the distortions at its origin, so
far the home market effect has attracted surprisingly little attention in
terms of its global welfare implications.

This chapter represents a first step in the direction of filling that gap.
Using a simple new trade model, it has shown that sectors characterized by
increasing returns to scale and imperfect competition tend to be
inefficiently over-concentrated in the larger country, the more so the lower
trade costs are. This implies that, in the process of integration, the demand
for active policy intervention to reduce economic disparities between large
(‘central’) countries and small (‘peripheral’) ones may stand not only on
equity, but also on efficiency grounds. However, industry-specific charac-
teristics are likely to determine the practical relevance of spatial
inefficiency. Accordingly, and different from current EU practice, regional
policies should be targeted not only to specific peripheral regions but also
to specific sectors characterized by steeply increasing returns to scale and
strong firms’ market power.

Stemming from a first attempt, these results are obviously preliminary
and should be qualified by studying more general models of the HME. As
discussed in the introduction, in the wake of existing results, such models
should be built on two main pillars. First, the HME is essentially a partial
equilibrium phenomenon that might be washed away by general equilib-
rium interactions. Consequently, one should focus on a sector insulated
from the rest of the economy. Second, the HME can be defined only when
countries differ in nothing but market access. So far, in the absence of a
benchmark measure of market access with many countries, one should con-
centrate on a two-country economy where market access is simply captured
by local market size.
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APPENDIX

The aim of this appendix is to show that the essence of the reason why the
first best planner delivers a HME is trade costs minimization.14

Accordingly, consider the problem of minimizing aggregate trade costs
under marginal cost pricing (pHH�pFF�0, pHF�pFH��):

min
�   

�[qFH (1��)��qHF�(1��)] (A1)

where, given equations 8.4 and 8.5, quantities shipped are:

qFH�a�(b�cN)pFH�cN[�pHH�(1��)pFH]�a�(b�cN)��
�c(1��)N

(A2)

qHF�a�(b�cN)pHF�cN[�pHF�(1��)pFF ]�a�(b�cN)��
�c�N

(A3)

Thus, after substitution of (A2) and (A3), (A1) can be rewritten as:

min
�   

�{[a��(b�cN)][(1��)���(1��)]��cN[(1��)2��
�2(1��)]}

(A4)

where the first term inside the curly brackets refers to the spatial distribu-
tion of the component of individual import demands that is common to all
consumers no matter where they reside. The associated trade costs are
clearly minimized when all firms are located in the bigger region (whenever
trade costs are low enough to allow for trade). As to the second term inside
the curly brackets, it concerns the spatial distribution of the component of
individual import demands that depends on the location of firms. This is a
convex function of � with a minimum at ���.

The corresponding necessary condition for minimization is:

� [a���(b��cK)](��1/2)��2cK(���)�0 (A5)

where we have used the fact that N�K/�. Condition (A5) shows that trade
costs minimization gives less weight to market access than the first best
outcome. It can be readily solved in � to yield

�T��� (2��1)�� (A6)

where the inequality is granted by equation 8.28.

[a� � �(b� � cK)]
2�cK
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Expression (A6) implies the existence of a HME:

� �1 (A7)

which is, however, less pronounced than in the first best case (�O��T) as it
can be readily verified by comparing (A6) with equation 8.3.

Given previous discussions, the HME is entirely driven by the minimiza-
tion of trade costs associated with the component of individual import
demands that is common to all consumers no matter where they reside.
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NOTES

1. Notice that, as a consequence, with more than three countries, it is not even clear the
benchmark against which to measure the local presence of imperfectly competitive firms.
In other words, ‘more than proportionate’ with respect to what?

2. This implication derives even more strongly from ‘new economic geography’ models
(Fujita, Krugman and Venables, 1999), which show that, in the presence of demand and
cost linkages between factors and firms, the HME can be powerful enough to cause cat-
astrophic agglomeration of imperfectly competitive increasing-return sectors once trade
costs fall below a certain threshold.

3. While finding supportive evidence for the HME, Head and Mayer (forthcoming) stress
the overall better empirical performance of an alternative theoretical explanation
grounded on country-based product differentiation (the so-called Armington model).
Head, Mayer and Ries (2000) clarify the relation between such model and the HME.

4. See, also, Trionfetti (1998) as well as Head, Mayer and Ries (2000) for recent surveys.
5. In Figure 8.1 the chosen measure of the peripherality of a country is the distance of its

capital city from the capital of Germany (the large central country). Such measure is
admittedly rough, but more sophisticated indexes would not alter the basic centre-
periphery pattern revealed by the picture. Population coverage refers to Objective 1
(regions suffering general underdevelopment as signalled by per capita incomes below
75 per cent of the EU average) plus Objective 2 (regions suffering from a concentration

�(a � �b)
�cK

d�T

d�
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of declining industries as measured by observable job losses in specific sectors). The
source of data is European Commission (2001a).

6. Note that, generally speaking, the European Commission rules out any form of operat-
ing aid to firms.

7. The measure of the peripherality is the same as in Figure 8.1. The state aid cap of a
country is selected as the highest regional state aid cap within that country. The source
of data is European Commission (2001b).

8. Such a pattern cannot but be enhanced by the EU prospective enlargement towards the
East. Indeed, the Europe agreements already allow all ten Central European and Baltic
countries to define their entire territories as less favoured regions (Objective 1).

9. The model adopted reproduces the basic features of Dixit and Stiglitz (1977) using
different functional forms. As discussed in Ottaviano, Tabuchi and Thisse (2002), com-
pared with the standard CES implementation of Dixit and Stiglitz’s insights, the present
model’s comparative advantage lies in neater comparative statics results and more
straightfoward welfare analysis with heterogenous agents.

10. Since rH(�) is decreasing while rF(�) is increasing in �, if they cross, they do so only once.
11. The appendix solves the trade costs minimization problem to argue that transport saving

is indeed the driving force behind the HME. That is why some degree of HME is always
optimal.

12. Given quasi-linear utility and workers’ ownership of capital, the exact way income taxes
are raised is immaterial in so far as we think in terms of a net investment subsidy.

13. One may wonder, then, why the EU regional budget has been growing through time? The
answer is ongoing enlargement. In the present model, the simplest way to capture the
joint phenomena of deeper integration between old central members and additional
inclusion of new peripheral ones is to have � rising (the centre grows) and � rising (the
periphery gets more distant) at the same time. On both counts, by equation 8.36, the
optimal subsidy rises.

14. Indeed, in the present setting, since marginal costs are zero, trade costs minimization is
equivalent to total costs minimization.
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9. Empirical evidence on the strategic
behaviour of US MNEs within the
framework of dynamic
differentiated networks
Fragkiskos Filippaios, Constantina Kottaridi,
Marina Papanastassiou and Robert Pearce

9.1 INTRODUCTION

One of the seminal contributions towards a realistic understanding of the
global economy of the past half-century belongs to Hymer (1960) who
challenged the existing theories of foreign direct investment (FDI)1 with his
empirical analysis. The main claim of these theories was that FDI would
flow from capital abundant, and hence low rate of return on capital, coun-
tries, to capital poor, thus high rate of return countries. According to this
argument FDI would be expected to flow mainly from developed to devel-
oping countries on the one hand, while on the other hand most countries
would be almost exclusively either exporters or recipients of FDI capital.
What Hymer demonstrated with his investigation of the immediate post-
war period was that FDI was a two-way flow among advanced economies
and that most countries (even the USA) were both recipients and providers
of FDI capital. An exclusively macro-level theory of FDI as being deter-
mined only by relative capital availability seemed inadequate.

Conceptual thinking in explaining this newly observed behaviour added
two new elements in the relevant literature. First, that firms carrying out
FDI were doing so not just by being motivated by capital considerations,
but also as a way of utilizing more effectively other, more firm-specific,
sources of competitiveness (technology, marketing and managerial exper-
tise). Secondly, those foreign investors were often making their decisions
within a strategic context in response to competitive needs determined by
industry structure2 (that is, by the capabilities and behaviour of other
firms). This latter point gave rise to two alternative strands. Hymer himself
considered international expansion of national firms as a means of extend-
ing the horizons of, competition-suppressing, collusion or cartelization.
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Other analysis (Knickerbocker, 1973; Vernon, 1974; Flowers, 1976;
Graham, 1978) saw it as a competitive response within industries that were
becoming internationalized oligopolies.3

One very considerable area of investigation that can be seen to derive
from Hymer’s critique moved the perspective to the micro-level analysis of
the agents that carry out FDI (that is, the multinational enterprise [MNE]).
An alternative has sought to retain a predominantly macro-level focus on
FDI as reflecting inter-country differences but to broaden the framework
in order to encompass a greater range of factors that could determine firm
behaviour.4 The purpose of the present chapter is to formalize important
implicit complementarities between these two strands of literature. Thus
we retain the view that any meaningful modelling of FDI needs realistically
to reflect the decision processes of MNEs. Further we suggest that one
enlightening way of categorizing these decision-making processes is by
embodying some mix of a set of strategic imperatives. The way in which the
mix of strategic motivations varies between individual FDI decisions is
likely to reflect the characteristics of attracting potentials in particular host
countries, which then leads our approach back to the concerns and vari-
ables embodied in much of recent mainstream FDI analysis.

The next section introduces the background in terms of strategic aims of
MNEs, while section 9.3 states the hypotheses and the independent vari-
ables tested. Section 9.4 describes the datasets and sources along with the
statistical methodology adopted. Section 9.5 then presents and interprets
the results and, finally, section 9.6 presents the conclusions drawn from the
previous analysis.

9.2 CONCEPTUAL FRAMEWORK

This chapter models FDI as indicating patterns in the strategic expansion of
MNEs’ operations as they approach globalized competition through organ-
izational structures configured as ‘dynamic differentiated networks’. Thus
at a point in time an MNE’s competitive posture is activated through a range
of different types of subsidiaries addressing different facets of its strategic
needs.5 Across time this network is subject to continual expansion (new
operations) and restructuring (changing roles of existing subsidiaries) as
competitive needs alter and the potentials of different host countries
develop (or are reinterpreted).6 Here a tripartite typology of strategic imper-
atives or motivations7 for FDI is adopted with the hypothesizing in the next
section relating these to particular aspects of potential host countries.

Market seeking (MS) refers to production within a country with the
objective of supplying the local market or/and a broader region in which
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this market belongs.8 Two distinct elements condition the choice of MS
operations in a country. The first states that the target market should be a
worthwhile (that is, currently or potentially significantly profitable) part of
the firm’s logical competitive environment, while the second refers to the
reasons for which local production rather than trade is a preferable way of
servicing the market. The historical prevalence of MS activity (MNEs
operating through what Porter [1986] terms a multi-domestic strategy), as
many companies made their initial international expansions, was attributed
primarily to the existence of high trade protection.9 A notable residual per-
sistence of an MS motive in MNEs’ operations (despite sustained and
significant lowering of trade restraints) may be due to a more positive
element of this imperative. This takes the form of local responsiveness,
reflecting benefits believed to accrue from reacting to (or, indeed, learning
from) distinctive elements of local tastes and market conditions (for
example, regulations) through product (or process) adaptation.

Although falling barriers to international transactions have weakened
the MS motivation in what is regarded as its original emergence, this has
often been a co-option within the framework of a second strategic imper-
ative taking the form of efficiency seeking (ES). This involves relocation of
production of specific existing goods to a particular country aiming at
sharpening the cost-efficiency of their manufacture in order to enhance (or
defend) MNEs’ competitiveness in those (usually higher-income) markets
where they are already well established. Compared to the multi-domestic
context of MS subsidiaries, such export-oriented ES activities indicate the
emergence of more interdependent global strategies and manifest one
aspect of the modern MNE as a differentiated network.

Both MS and ES represent ways in which MNEs seek to enhance the
benefits they can secure from their mature competitive technologies as
embodied in successful established products. By contrast our third strategic
motivation, knowledge seeking (KS), relates to the internationalization of
the ways in which these companies pursue the medium- and long-term regen-
eration of their competitive scope. This reflects a second development (along-
side freer trade) that has conditioned the strategic evolution of globally
competing enterprises, that is, the greatly increased dispersion of the sources
from which they can acquire key inputs into their creative/learning processes
(market heterogeneity and technological heterogeneity [Papanastassiou and
Pearce, 1999]). Of the variety of ways in which MNEs exercise the KS moti-
vation (in effect involve themselves within the national system of innovation
[Lundvall, 1992; Nelson, 1993] of their host countries), localized product
development10 is the one most likely to be reflected in the FDI flows analysed
here.
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9.3 UNDERLYING HYPOTHESES

The hypotheses relating to MNEs’ broad strategic motivations to the loca-
tion of US FDI involve our seven indicators outlined below.

1. Gross domestic product (GDP): the most widely tested hypothesis of
MS behaviour in previous studies of FDI determinants has been the
direct relationship between the current size (GDP) of a country’s
national market and new investments by MNEs (Culem, 1988;
Veugelers, 1991; Wheeler and Mody, 1992; Barrell and Pain, 1996a;
Braunerhjelm and Svenson, 1996). This direct relationship between
FDI and market size is endorsed within the modelling here. In addition
to that, an indirect supplement to the hypothesis argues that larger host
markets are more appealing to potential investors as economies of
scale are more likely to be captured in local production (Krugman,
1980; Amiti, 1998) so that the option of supply through trade (other
constraints on trade assumed constant) is more readily foregone.

2. GDP growth rate (GDPGR): alongside the absolute measure of market
size, annual growth rates, assumed to represent long-term strategic
commitments by MNEs11 (Culem, 1988; Kobrin, 1979; Veugelers,
1991), complement, in effect, our testing of MS investments. However,
GDPGR is intended here to reflect a specific aspect of the decision-
making process relating to MS, by suggesting that short-term growth
rates are read as signals that indicate the strategic potentials of econo-
mies and thus determine the location and timing of this element of
MNE expansion.

3. Income levels (GDPPC): while GDP reflects the absolute size of
national markets, GDP per capita seeks to test other aspects of MS
motivation through a more qualitative characterization of these
markets. A traditional mode of hypothesizing here (consonant with
trade theories derived from the work of Linder, 1961; McPherson,
Redfearn and Tieslau, 2000) perceives products as generated in the
home country of the MNE (here the USA) and then marketed success-
fully in similar economies. This provides the basis for a positive relation-
ship between FDI and GDPPC (that is, the richer the host country the
more likely it will assimilate US firms’ goods). An alternative argument
may, however, derive from recent work on the willingness of MNEs to
respond competitively to host-country differences. Thus it may be that
the more different a country’s GDPPC from that of the USA (given a
sufficiently high GDP or perceived growth potential) the greater the
benefits of internal supply (FDI rather than trade) in order to respond
to local needs through adapted or newly developed products. With the
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US GDPPC near the top of the OECD countries covered, this points
to the alternative hypothesis of a negative relationship between this var-
iable and US FDI.

4. Competitiveness (COMP): that is, exports divided by exports plus
imports. This variable serves as an indicator of a country’s current
status in terms of international trade competitiveness. Within the
context of purely ES behaviour, therefore, we can hypothesize that US
firms will respond positively to COMP as a measure of a country’s
revealed capacity to support investments that are aimed at competitive-
ness in wider markets. However, in contexts where countries have
become increasingly part of free-trade situations (Europe in the
present analysis, most countries of which form the EU), COMP may
also come to reflect the more widely conceived dimension of MS. Thus
increasingly new US FDI in Europe (also that by Japanese and other
Asian MNEs) may be perceived as initially primarily MS-oriented
(perhaps reflecting a fear of ‘fortress Europe’) but with COMP then
operating within this decision-making process by influencing where in
the free-trade area an investment targeting the whole region is most
effectively located.

5. Unit labour costs (ULC): ULC comprise a very precise element of ES
behaviour under the hypothesis of a negative relationship with FDI. As
many of the industries or stages in production processes that are most
strongly associated with the presence of an ES motivation remain rel-
atively labour intensive, the potential savings in this input can represent
a strongly important element for undertaking FDI. Besides that, ULC
may also function as a quantitative measure that is fairly easily com-
pared (across countries and through time) and as such may serve as a
broader indicator of labour-market conditions (including regulatory
environment) or cost circumstances generally. Labour costs and pro-
ductivity have a pervasive presence in FDI analyses (Cushman, 1987;
Culem, 1988; Veugelers, 1991; Wheeler and Mody, 1992; Barrell and
Pain, 1996; 1999a, 1999b).

6. R&D employment (RDEMPL): serves as an input measure of a
country’s ability to support the KS motivation in MNEs’ strategic
development. Thus the degree of commitment to the education and
training of scientific personnel suggests a country’s ability to provide
sustained support to MNEs’ knowledge-creation and product-devel-
opment aims. RDEMPL may also serve as an indicator of the likeli-
hood of a country’s science-base producing the types of new
technology which MNEs position their KS investments (product
mandate subsidiaries and independent R&D laboratories) to monitor
and tap into.
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7. Patenting (NPAGDP): that is, national patent applications normalized
by GDP. Related to the knowledge-seeking behaviour of firms, the
patents of a country provide an output measure of the current knowl-
edge generation capacity of an economy, as manifest in patentable
scientific results. In a manner that can be associated with the forces of
agglomeration and science-oriented clustering, it can be suggested that
MNEs will seek to position KS FDI within economies, which demon-
strates established and ongoing trajectories of scientific creativity and
technology generation. Kogut and Chang (1991) and Neven and Siotis
(1996) initiated the investigation of R&D intensity as not only a factor
underpinning the ability of firms to compete internationally, but as an
element in countries’ ability to attract MNEs’ investments. The analy-
sis of agglomeration factors in attracting FDI (Wheeler and Mody,
1992; Head, Ries and Swenson, 1995; Braunerhjelm and Svensson,
1996; Barrell and Pain, 1999a) often embodies the implications of
R&D spillovers and knowledge-related learning processes.

Consequently the model we incorporate takes the following form accord-
ing to the hypotheses analysed above:

FDIit�a0�a1GDPit�a2GDPGRit�a3GDPPCit�
a4COMPit�a5ULCit�a6RDEMPit�a7NPAGDPit��i�%it

(9.1)

Where i�1,..., 28 represents country i, t�1982,...,1997 represents time, �i
are the fixed-effects and %it is the error term.

9.4 DATA AND METHODOLOGY

Our sample of countries hosting US FDI covers the 28 OECD members
during the last two decades, that is, from the early 1980s (1982) to the later
1990s (1997). The extended time span and country coverage allowed com-
parative testing of selected sub-samples. In terms of time periods, we sep-
arate the 1980s (1982–89) from the 1990s (1990–97). This permits the
detection of strategic development in MNEs as reflected in a changing
balance of motivations and therefore in attracting host-country character-
istics. Furthermore, in order to better understand differing MNE strategies,
as implemented in variegated contexts, we divided the full OECD sample
into two sub-groups, that is, a European countries group12 and a non-
European group. Data was compiled from various issues of a number of
OECD publications including the Main Economic Indicators, Main Science
and Technology Indicators, International Direct Investment Statistics

Empirical evidence on the strategic behaviour of US MNEs 183



Yearbook and a database in electronic format, the OECD Statistical
Compendium. This range of publications and databases facilitated the
coverage of the relevant economic variables and the valuably extended time
frame (for all OECD countries during their period of membership).

The dependent variable tested in the analysis is annual US direct invest-
ment flows to individual OECD countries, from the International
Investment Statistics Yearbook. The independent variables used and the
hypotheses relating to them are introduced in section 9.4.13

In order to allow for specific country unobserved characteristics, that is,
industrial, cultural and so on, the study used the fixed effects panel estima-
tion technique. The value of the dependent variable (here US FDI flows)
for the ith unit at time t, yit, depends on K exogenous variables (xAit,…,xKit)
�x"it that differ among individuals in a cross-section at a given point of time
and also exhibit variation through time.

The general form of the model is

yit�
i��"Xit�uit (9.2)

where i�1,…, n represents the member countries of the OECD participat-
ing in the sample and t�1,…, t (covering the relevant time period).

�" is a 1�k vector of coefficients constant over time and 
i is a 1�1
scalar constant representing the effects of those variables peculiar to the ith
individual in the same fashion over time.

We formulate the error term uit in a way that represents the effects of the
omitted variables that are specific to both the individual units and time. We
moreover assume that uit is an independently identically distributed
random variable with

E(uit)�0
E(uitu"it)��u

2IT where It is a T�T identity matrix.
E(uiuj)�0 if i� j

The ordinary least squares (OLS) is the best linear unbiased estimator
(BLUE).

Finally, testing for unit roots in panels is relatively recent. We neverthe-
less applied the Im, Pesaran and Shin (1997) test (IPS). We used this test for
two reasons. First, it allows for heterogeneity across the individual i’s and
secondly overall the IPS t-bar test has the most stable size (Choi and Ahn,
1999). More precisely the test is constructed as follows:
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Consider the model:

yit�&iyit�1�z"it��uit, i�1,...,N;t�1,...,T (9.3)

where zit is the fixed effects and 

uit� �ijuit�j�%it (9.4)

which means that uit are serially correlated with different serial correlation
properties across cross-sectional units. We combine the two equations (9.3)
and (9.4) and we get:

yit�&iyit�1� �ij�yit�j �z"it��%it (9.5)

The null hypothesis is H0 :&i�1
For all i and the alternative is H
 :&i�1 for at least one i. The IPS t-bar

statistic is defined as the average of the individual Augmented Dickey
Fuller (ADF) statistic as:

t� t&i
(9.6)

where t&i
is the individual t-statistic of testing the H0 in equation 9.5. Using

some manipulation14 we get that:

tIPS� ⇒N(0,1) (9.7)

The values for E[tiT |&i�1] and Var[tiT |&i�1] have been computed by IPS
using simulations techniques for different values of T and pis. The results
of the IPS test are presented in Table 9.1 and show no evidence of the exis-
tence of a unit root.

Finally concerning the validity of breaking up the sample into the
selected time and country sub-samples, we carried out Chow tests, the
results of which support our distinction (Table 9.2).

�N( t̄ � E [tiT |&i � 1])
�Var[tiT |&i � 1]

1
N

 �
N

i�1

�
pi

j�1

�
pi

j�1

Empirical evidence on the strategic behaviour of US MNEs 185



9.5 RESULTS AND INTERPRETATION

OECD Sample15 and Sub-samples, Full Period 1982–97

All three regressions in Table 9.3 cover the full period 1982–97, first for all
OECD countries and then for its European and non-European subsets.
Among the three potential driving forces of MS investments, GDPPC is the
one that emerges as consistently significantly positive in these regressions.
By contrast we observe a high positive significance for the absolute measure
of the market, GDP, in the Europe sample, whilst this turns out to be neg-
ative – but not significant – for non-Europe. On the other hand, GDPGR
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Table 9.1 Im, Pesaran, Shin unit root test

Series Lags t-bar Psi (t-bar) Prob. Value Obs

FDI 2 �0.982 2.220 0.013 318
GDP 2 �0.552 4.360 0.000 366
GDPGR 1 �2.890 �7.035 0.000 363
GDPPC 2 �0.527 4.486 0.000 366
COMP 2 �1.809 �1.897 0.029 366
ULC 2 �5.442 34.188 0.000 356
RDEMP 2 �0.665 3.799 0.000 366
NPAGDP 2 �1.774 15.937 0.000 342

Notes:
The lag length was selected in order to eliminate the existence of autocorrelation in the
residuals. Prob. Value refers to the probability of accepting the existence of a unit root in
the series.

Table 9.2 Chow tests (F-statistic) for structural breaks in the sample

F-test of equality in equations (time dimension)
F-statistic

FULL 495.64
EUROPE 330.95
NON-EUROPE 143.88

F-test of equality in equations (regional dimension)
F-statistic

EUROPE vs NON-EUROPE 373.70

Note: The null hypothesis is that of no structural break in the sample.



does not appear to comprise an important factor, though the positive sign
for non-Europe may mirror its negative one for GDP by suggesting that
while current absolute GDP does not yet determine MS FDI in these coun-
tries (overlapping tastes being more relevant), their growth rates may be
emerging as indicators of new mass-market potential and thus betoken
more influence for GDP.

Turning to our two measures of the ES imperative we obtain interesting
results with the significant negative sign on COMP for the non-Europe
sample and the positive one for the Europe sample. This would suggest that
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Table 9.3 Econometric results for the full sample, Europe and non-Europe
OECD, with US FDI flows as dependent variable

Full sample Europe Non-Europe

GDP 0.490 3.553*** �0.932
(1.28) (3.35) (�1.07)

GDPGR �0.527 �50.936 110.219
(�0.01) (�0.64) (1.47)

GDPPC 0.103*** 0.071*** 0.1614957*
(4.66) (3.14) (1.60)

COMP �3.704 8.609* �10.406***
(�1.23) (1.73) (�3.40)

ULC �0.046* �2.577*** �0.057
(�1.92) (�2.55) (�1.47)

RDEMP �3.778 �15.153 13.925**
(�0.69) (�1.59) (2.45)

NPAGDP �0.211 0.399 1.657
(�1.21) (1.50) (0.65)

C 1857.851 �7054.418** 2680.9
(1.25) (�2.41) (1.57)

R-square 0.1069 0.174 0.199
F-statistic 6.34*** 8.05*** 3.46***
Sigma_u 1717.53 1716.43 1531.165
Sigma_e 2200.82 2337.81 1421.09
Rho 0.378 0.350 0.537
Obs. 405 294 111
N. of groups 27 20 7

Notes:
t-statistics are in parenthesis, with ***, ** and * denoting significance at the 1 per cent, 5 per
cent and 10 per cent level.
Fixed-effects estimation with robust standard errors. The fixed effects accompanied with an
F-test for their significance can be found in Appendix 9.2.
An unbalanced panel fixed effects estimator was used to correct for the missing observations
before 1990, for the three Eastern European countries.



the factors that determine national trade competitiveness across the former
group of countries actually tend to alienate US FDI. By contrast combin-
ing the positive sign of COMP and the stimulating negative one of ULC
for Europe indicates a conventional short-term ES behaviour.

Of the KS measures NPAGDP does not appear to exert any significant
influence in our samples, while it seems that it is the input version RDEMPL
that impinges more on FDI decisions. Bearing in mind the absence of ES
response to current sources of competitiveness for the non-Europe sample,
the significant role of RDEMPL suggests that US foreign investors are
attracted by the creative potential of an economy’s commitment to genera-
tion of scientific capability. By contrast and very speculatively the negative
– though non-significant – sign on RDEMPL in the Europe sample may
mirror the suggestion of conventional ES motivation there. Thus, it may be
that higher levels of RDEMPL may be perceived as targeting forward-
looking creative aims that offset strident current cost-competitiveness in
national strategy and, thereby, alienate US MNEs that are mainly pursuing
immediate ES objectives.

OECD Sample and Sub-samples, Sub-periods 1982–89 and 1990–97

The tests reported in Table 9.3 for the full time span of 1982–97 reflect the
FDI evolution of US MNEs through a period where most of these firms
will already have adopted global strategies based around a mix of compet-
itive aims and behaviour patterns. Nevertheless, rapid developments in the
international setting may have induced a change in this mix both due to
exogenous factors (the location characteristics of current or potential host
countries) or endogenous ones (increased or decreased, willingness or capa-
bility to embrace particular types of dispersed strategic behaviour). Thus it
is plausible to detect strategic modifications and reorientations in US
MNEs’ investment decisions during this period, especially in the two
decades of 1980s and 1990s. Therefore, dividing our sample into two sub-
periods, namely 1982–89 and 1990–97, is an effective way to deepen our
understanding of the strategic motivation of US MNEs. Table 9.4 reports
regression results for the OECD sample and its Europe and non-Europe
subsets. A notable observation here is that for all our samples the regres-
sions are less successful for 1990–97 than for 1982–89.

Under the presence of an ongoing degree of globalization with the
accompanying intensification of competition and the dramatic increase of
technology and created assets as core competencies, especially in the last
decade, this phenomenon comes to confirm our claim of the existence of
strategic restructuring (in terms of location influences on FDI). It may be
argued, therefore, that US MNEs had not (in the early 1990s) settled into
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a decisively formulated new configuration of motivations. The tests in Table
9.4 do provide some intriguing indications of the nature of this strategic
evolution of US FDI and we now comment on these.

Within the MS variables the most notable result is the loss for both sub-
samples of the significant positive sign on GDPPC in the second period. In
terms of our hypothesis for this variable, this may be interpreted as the
USA becoming less motivated to invest in similarly high-income countries
in order to benefit from taste overlap and sell their centrally created (that
is, US innovated) goods. For non-Europe, GDPGR is much more strongly
positive than elsewhere in both periods, while GDP itself moves from
clearly negatively signed to clearly (statistically significant) positively
signed. This supports our speculation, in Table 9.1, that in this subset of
countries current growth rates are interpreted as reflecting future GDP
potential, with GDP itself, in turn, therefore asserting its place in MS moti-
vation (alongside its persistently significant positive result in the Europe
sample).

Of the ES variables ULC is always correctly (negatively) signed. It
becomes significant for Europe in the second period. An interesting result
emerges in our second ES variable, COMP, for both sub-samples. COMP
switches from being significantly negative in 1982–89 to clearly significant
and positively signed in 1990–97. This provides a clear-cut indication of the
presence of a strategic refocusing across time, with US MNEs initially
appearing to be alienated by the (non-labour-cost) sources of national
competitiveness manifest in sample countries, while beginning to assert
importance to them.16 The output indicator of KS (NPAGDP) is positive
for Europe for 1982–89 (just misses significance) but though always cor-
rectly signed, is never otherwise significant. Evidence for some movement
towards KS is more available in the results for RDEMPL. For Europe this
variable is negatively in 1982–89 but then becomes weakly positive for
1990–97, while it achieves a significant positive result for non-Europe in the
second period. Complementing the argument above for COMP, this sug-
gests that knowledge-related sources of competitiveness become more
attractive to US MNEs (who may previously have felt that the overheads of
creative investments compromised short-run cost competitiveness).

9.6 CONCLUDING REMARKS

The chapter has adapted traditional approaches to the analysis of FDI
drivers to explore how the ongoing changing features of potential locations
within the framework of profound changes in the global economic environ-
ment can impact on investment decisions through the range of strategic
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motivations that define MNEs’ global competitive profiles. The dynamic
differentiated network through which MNEs operate is perpetually open to
reconfiguration as host-countries’ needs and potentials themselves evolve.

In this chapter we analyse the determinants of US FDI in the OECD
area. Our sample covers the 28 OECD countries hosting US FDI during
the last two decades, that is, 1982–97. The results support in particular the
hypothesizing of strategic repositioning of US MNEs’ activities in Europe,
in response to further moves towards an integrated market. Consonant
with that, the decline of conventional (national) market-seeking influences
suggests a more decisive acknowledgement of an integrated union-wide
competitive context. Furthermore, there is an evident reorientation in US
MNEs’ strategic plans evaluating positively the presence of national
sources of competitiveness during the latter years, with cost considerations
being more relevant for the European countries.

An important overall perspective emerging from this analysis is that
MNEs’ operations in a particular country can evolve in ways that are sup-
portive of sustained processes of economic development (Pearce, 2001).
Thus, as a country’s comparative advantage moves away from standardized
cost-effective production inputs towards higher levels of skill and the emer-
gence of distinctive local technology competences and R&D capacity,
MNEs can co-opt these creative scopes within the development-oriented
facets of their own heterogeneous strategic profiles.
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APPENDIX 9.3

Table A9.3 Correlation matrices for the samples

Full Sample (Obs. 405)

FDI GDP GDPGR GDPPC COMP RDEMP NPAGDP

FDI 1
GDP 0.2099 1
GDPGR �0.0153 0.0093 1
GDPPC 0.2117 0.3975 �0.01 1
COMP 0.0458 0.2427 �0.0648 0.369 1
RDEMP 0.1902 0.3696 0.0000 0.5927 0.4729 1
NPAGDP �0.0777 �0.1608 �0.0604 0.1085 �0.0183 0.1544 1

Europe Sample (Obs. 294)

FDI GDP GDPGR GDPPC COMP RDEMP NPAGDP

FDI 1
GDP 0.3949 1
GDPGR �0.0201 0.0117 1
GDPPC 0.2043 0.2503 0.0073 1
COMP 0.0797 0.1473 �0.0446 0.4579 1
RDEMP 0.2357 0.3811 �0.0343 0.5844 0.6245 1
NPAGDP �0.0785 �0.2397 �0.0807 0.0741 �0.0217 0.103 1

Non-Europe Sample (Obs. 111)

FDI GDP GDPGR GDPPC COMP RDEMP NPAGDP

FDI 1
GDP 0.0379 1
GDPGR 0.0068 0.0053 1
GDPPC 0.2857 0.7815 �0.052 1
COMP �0.0823 0.3569 �0.1224 0.2556 1
RDEMP 0.0908 0.4896 0.0795 0.572 0.2689 1
NPAGDP �0.1471 �0.0013 0.1220 0.1218 0.1681 0.4818 1
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NOTES

1. For reviews and critiques of Hymer’s work see Yamin (2000), Cantwell (2000, pp. 13–17),
Dunning and Rugman (1985) and Horaguchi and Toyne (1990).

2. Part of Hymer’s criticism of FDI theory pointed to an industry-specific component.
Thus, in a way that could not be explained by economy-wide capital availability, some
industries were persistently and substantially involved in FDI and others to only a
limited and sporadic degree.

3. A recent strand of literature (for example, Graham, 1998; Veugelers, 1995) has applied
game theoretical approaches to aspects of MNEs’ competitive behaviour.

4. Recent studies providing wide-ranging surveys of this literature are Chakrabarti (2001)
and Seyf (2001).

5. Papanastassiou and Pearce (1999, ch. 2) provides an overview of various categorizations
of MNE subsidiaries and presents (ibid., pp. 24–30) a typology that correlates closely to
the motivation typology used here.

6. Birkinshaw and Hood (1998) include a collection of papers relating to evolutionary pro-
cesses in MNE subsidiaries.

7. The typology of motivations used here adapts earlier approaches of Behrman (1984) and
Dunning (1993).

8. For example, the specific nature of MS behaviour in Western Europe has evolved as indi-
vidual countries have entered the EU (Tavares, 2001a; 2000b; Tavares and Pearce, 2001),
while MS has proved to be a major reason for MNEs’ initial operations in the CEE tran-
sition region (Lankes and Venables, 1996; Mutinelli and Piscitello, 1997; Manea and
Pearce, 2001).

9. In industrial economies, MS investments by MNEs often emerged within the protection-
ist response to the 1930s’ recession, and were sustained by higher growth and continued
trade restraints in the immediate post-war decades. The protectionist import-substitution
strategies of the developing economies in the 1950s/1960s also induced MS investment by
MNEs. Levels and changes of various protectionist policies and instruments as determi-
nants of FDI have been included in several influential studies (Culem, 1988; Kogut and
Chang, 1991; Neven and Siotis, 1996; Barrell and Pain, 1999a; 1999b).

10. This would probably be carried out by product mandate subsidiaries (Bonin and Perron,
1986; Roth and Morrison, 1992; Birkinshaw and Morrison, 1995; Birkinshaw, 1996)
which are authorized (by the parent MNE) to take full responsibility for the development
of a new product, for its manufacture and sustained competitive evolution.
Complementary concepts that embody KS and have received recent analysis include
centres of excellence (Forsgren and Pedersen, 1998; Moore, 2001) and dispersed R&D
networks in MNEs (Kuemmerle, 1999a; 1999b; Pearce, 1999; Pearce and Papanastassiou,
1999; Håkanson and Noble, 2000).

11. Though not relevant to the empirical context here, Culem (1988) and Kogut and Chang
(1991) found growth in the US economy was not significant in attracting inward FDI.

12. US companies’ investment in Europe provided the context for a major early wave of
studies of determinants of FDI. For summaries and critiques of these see Dunning
(1997), Yannopoulos (1990), Clegg (1996) and Tavares (2001a). More recent extensions
of analysis of this context include Barrell and Pain (1999a).

13. Tabulations of descriptive statistics for the variables, by subgroup and time period, are
available from the authors.

14. Using the properties of the residuals and the Lindeberg-Levy central limit theorem.
15. See Appendix 9.1 for definitions of variables and descriptive statistics of the full-period

sample.
16. For an analysis of how KS motivations deploy within Europe, that is, EU core–EU

periphery, see Filippaios et al. (2002). For complementary evidence on EU core, see
Kottaridi, Filippaios and Papanastassiou (2002).
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10. Intellectual property rights and
international location choices:
theoretical modelling and
simulations
Etienne Pfister

10.1 INTRODUCTION

Intellectual property rights (IPR) have long been a neglected field in inter-
national economics. Yet, their introduction in the World Trade Organization
(WTO) agenda, notably through the much discussed TRIPs agreement, has
motivated several theoretical and empirical papers in order to appreciate the
likely consequences of a strengthening of IPR law in developing countries
on the patterns of trade and foreign direct investment (FDI) (Combe and
Pfister, 2001). In this context, the current chapter seeks to evaluate the role
of IPRs in the location choices of multinationals’ subsidiaries.

The extent and direction of the impact of IPRs on cross-border goods
and capital flows remains extremely ambiguous. Consider international
trade (Smith, 1999). On the one hand, stronger protection in the importing
country should increase the market share of foreign IPR owners, thus result-
ing in higher export flows. On the other hand, however, stronger protection
also yields greater market power and higher prices, thus leading to lower
export flows. Some other contributions cast a look at the mode of foreign
entry (Fosfuri, 2000; Markusen, 2001): in this setting, it is often shown that
foreign direct investment is appropriate when the level of IPR protection is
intermediary, that is, high enough to ensure that the local production
process will not be counterfeited, yet too low to risk transfering one’s tech-
nology to a local competitor. These models thus assume that foreign direct
investment and licence contracts result in involuntary technology spillovers
from the IPR owner to the local firms, an issue which is debated in the
empirical literature (Blomström and Kokko, 1998). Alternatively, Siotis
(1999) regards foreign direct investment as a tool to assimilate local technol-
ogies. In that case, strong protection will act as a barrier to these technol-
ogy-sourcing strategies and foreign direct investment will decrease. Finally,
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empirical studies tend to reflect this ambiguity as a wide array of results have
been obtained. Beside, the theoretical uncertainty is compounded by the
need to separate the role of IPR from the more general regulatory frame-
work (including corruption levels, political system, education and so on) of
the importing/local country (see Pfister, 2001, for a survey of these works).

In this chapter, I consider the role of IPR protection in the location of
an innovating subsidiary, an issue which, to our knowledge, has never been
considered before. Another distinctive feature stems from the assumption
that there are no specific technological spillovers due to foreign direct
investment. Therefore, the game equilibrium hinges around a purely strate-
gic consideration (how to deter local competition) rather than on the usual
issue of preventing involuntary spillovers to local firms. Finally, I explicitly
combine industrial strategy (quantity and location choices) with legal
parameters (trial win probability) to explore the complementarity/substitu-
ability relations between IPR protection and foreign direct investment.

The rest of the chapter is organized as follows. The first section presents
the theoretical framework of the game. Then I solve the game and present
the equilibrium. Finally, I use some mathematical simulations to examine
some situations that were previously ruled out by assumption.

10.2 THEORETICAL FRAMEWORK

Presentation

Consider a firm M as the exclusive owner of an innovation whose (inverse)
demand function writes as p�a��Q and which is produced at a constant
unit cost c. M can locate in one of two distinct countries denoted H and L.
The location choice is assumed to be unique and irreversible. Host coun-
tries are perfectly identical except for the level of protection that is granted
to IPR owners. Indeed, when firm M launches a trial against those counter-
feiters located in H (resp., L), its trial win probability is 
h (resp., 
l), with

h�
l. Assuming zero trial costs, M always benefits from litigation.1

Thus, the game unfolds as follows:

● First, firm M locates either in H or in L given 1) the extent of protec-
tion granted in each country, 2) the possibility to export its product
into the other country (at a positive unit cost s).

● Regardless of its location choice, imitating firms enter simultane-
ously into both countries. F designates a fixed imitation cost which is
assumed to be identical for all firms and both countries.

● Then, the imitating firms are litigated by firm M before they even
begin to produce. Because intellectual property law is country
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specific, two separate trials are orchestrated – one against those firms
located in H, another against those located in L – and their outcomes
are assumed to be perfectly independent.

● Finally, firm M and its (non-)infringing competitors set their produc-
tion levels in a simultaneous Cournot fashion. Each one sells on its
domestic market and exports to the other country at a unit cost s.

Discussion

The model proceeds to several assumptions and simplifications. First, we
may note that the multinational firm is risk-neutral and makes no difference
between uncertainty-free competitive strategies and uncertain litigation
outcomes. Besides, that trials intervene before production is made is often
hypothesized in the IPR literature (Choi, 1998) but this clearly contrasts
with the dynamics of real-world litigation processes.

Probably more crucial is the absence of any kind of technological spill-
overs due to foreign direct investment. Hence, there is no involuntary tech-
nology transfer between the subsidiary and its local competitors. First,
location does not enable the subsidiary to absorb some foreign technology.
Accordingly, foreign direct investment cannot be assimilated to a technol-
ogy sourcing strategy (Siotis, 1999), and we may conjecture that this analy-
sis is more appropriate for location choices in emerging or developing
countries. Second, unlike in Markusen (2001), foreign direct investment
(relative to exports) does not facilitate imitation. Quite evidently, if spill-
overs from the subsidiary to the local firms were to increase, so would the
incentive to locate in the stronger protection country. From an empirical
standpoint, the extent of spillovers due to foreign direct investment remains
debated. In a survey, Blomström and Kokko (1998) note that location in
the foreign country may make the subsidiary more competitive (indeed, in
our model, there is no longer any export or tariff cost), thus diminishing the
extent of local competition. This strategic effect had already been discussed
by Smith (1987) and is at the core of the present model.

10.3 A FIVE-FIRM GAME

To make things simpler, we restrict the number of (potential) local imita-
tors to two firms per country. Denote by �i(J) firm i (i�h, l)’s expected
profit when M locates in country J (J�H, L). It can be decomposed into a
domestic component �i

d(J, n) and an export component �i
e(J, n), where n

designates the total number of competitors. n is determined by the out-
comes of the trials faced by the imitators in each country.
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Once the imitation has been made, the imitators’ profits thus write as:

�l(L)�(1�
l) [
h(�l
d(L, 3)��l

e(L, 3))�(1�
h) (�
d
M(L, 5)��e

M(L, 5))]
(10.1)

Indeed, with a probability 
h(1�
l), the imitators in country H are
excluded while those located in L can legally imitate the product of firm M;
hence n�3. Alternatively, with probability (1�
l) (1�
h), the imitating
firms from both countries are allowed to produce so that n�5. Finally, with
a probability 
l, the imitating firms located in L are excluded, in which case
their profits are zero. In a simultaneous Cournot model, equation 1 turns
into:

�l(L)�(1�
l) 
h �(1�
h) (10.2)

where m�a�c. The other profit functions are similarly deduced:

�h(L)�(1�
h) 
l �(1�
l)

(10.3)

�l(H)�(1�
l) 
h �(1�
h)

(10.4)

�h(H)�(1�
h) 
l �(1�
l) (10.5)

At this stage, it is easily shown that in a Cournot setting, the imitators’
expected profits are lower when they are located in country H (�h(H)�l,
(L), �h(L)�l(H)) since they are facing a higher risk of being excluded. On
the other hand, firm M’s location in a country I (I�H, L) also diminishes
the expected profits of those firms located in I relative to the imitators
located in the other country: indeed, the former ones are directly confront-
ing the multinational, which no longer has an exportation cost s to bear.
Therefore, the expected profits of a firm l can be lower than those a firm h
if M has chosen to locate in L and if 
h
h*, with:


h*� (10.6)
6
lm(m � s) � s2(16 � 
l)
6m(m � s) � s2(19 � 4
l)

(m � 2s)2 � (m � 3s)2

36� �m2 � (m � s)2

16��

(m � 3s)2 � (m � 4s)2

36� �(m � s)2 � (m � 2s)2

16��

(m � 3s)2 � (m � 4s)2

36� �(m � s)2 � (m � 2s)2

16��

(m � 2s)2 � (m � 3s)2

36� �m2 � (m � s)2

16��
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Even more importantly, to locate in a country may serve to deter entry by
imitators and reduce competition if the imitation costs are sufficiently high.

Consider now the expected profits of the multinational firm. These are
made of the revenues earned on the location market – �d

M(n, u) – and of the
export revenues – �e

M(n, u) – where n continues to designate the total
number of firms and u denotes the number of competitors in the market
where the revenues are made. In a Cournot setting, it can be shown that:

● the profits in the implantation country exceed those in the export
market: �d

M��e
M;

● both profits are inversely related to the extent of competition, so that:
�l

M (I, n", u)��l
M (I, n!, u) (l�d, e) when n"n! and �l

M (I, n, u")��l
M

(I, n, u!) when u"u!

Depending on the imitation costs, three equilibrium settings are distin-
guished.

First Setting: F<�h(H)

In that setting, the imitation costs are so low that regardless of firm M’s
location choice, both imitators from both countries enter the market.
Foreign direct investment has no strategic impact and the expected profit
of M when it locates in H writes as:

�M(H)�
h
l[�
d
M(1, 0)��e

M(1, 0)]
�
h(1�
l)[�

d
M(3, 0)��e

M(3, 2)]
�
l(1�
h)[�

d
M(3, 2)��e

M(3, 0)]
�(1�
h)(1�
l)[�

d
M(5, 2)��e

M(5, 2)] (10.7)

Indeed, with a probability 
h
l, firm M is a monopolist in both markets;
with a probability 
h(1�
l), both counterfeiters in H are excluded on court
decision but those located in L are allowed to produce; the opposite situa-
tion holds with a probability 
l(1�
h); finally, with a probability (1�
h)
(1�
l), neither attempt to exclude the counterfeiters is successful and the
multinational firm is facing four competitors.

Translating equation 10.7 into a Cournot setting we get:

�M(H)�
h
l �
h(1�
l)

�
l(1�
h) �(1�
h)(1�
l) (10.8)
(m � 2s)2 � (m � 3s)2

36�

m2 � (m � s)2

16�

(m � 2s)2 � (m � 3s)2

16�

m2 � (m � s)2

4�

Intellectual property rights and international location choices 209



with m�a�c. Likewise, the expected profit of firm M when it locates in L
is:

�M(L)�
h
l[�
d
M(1, 0)��e

M(1, 0)]
�
l(1�
h)[�

d
M(3, 0)��e

M(3, 2)]
�
h(1�
l)[�

d
M(3, 2)��e

M(3, 0)]
�(1�
h)(1�
l)[�

d
M(5, 2)��e

M(5, 2)] (10.9)

which also writes as:

�M(L)�
h
l �
l(1�
h)

�
h(1�
l) �(1�
h)(1�
l) (10.10)

Comparing these profits, we deduce that the strong protection country is
chosen when:

(
h�
l) [(�
d
M(3, 0)��d

M(3, 2))�(�e
M(3, 0)��e

M(3, 2))]�0 (10.11)

In a Cournot setting, the expression in brackets is always positive
because the profit loss due to competition increases with the initial profits
(or market share). Thus, entry by imitators incurs a higher loss on the
implantation market (d) than on the export market (e). Indeed, the condi-
tion in equation 10.11 also writes as:

�0 (10.12)

Given that 
h�
l, M always locates in H. Foreign direct investment has no
strategic implication and the most attractive country is that which ensures
the greatest protection, that is, the lowest expected competition.

Second Setting: �h(H)<F<�l(L)

Locating in H now deters the entry by one or both imitators in country H.
On the other hand, locating in L continues to have no strategic effect
because IPR protection in that country is too low and the expected profits
of the local imitators remain high enough even when the subsidiary is
located in L.

Let nh and nl respectively denote the number of counterfeiters located in

3s2(
h � 
l)
4�

(m � 2s)2 � (m � 3s)2

36�

m2 � (m � s)2

16�

(m � 2s)2 � (m � 3s)2

16�

m2 � (m � s)2

4�
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H and L. �i(I, nh, nl) designates the expected profit of firm i (i�h, l) when
M locates in I (I�H, L). Two cases should be distinguished.

First assume that �h(H, 2,2)F�h(H, 1, 2): the presence of firm M in
country H deters entry by only one local imitator. The expected profit of
the multinational thus writes as:2

�M(H, 1, 2)�
h
l[�
d
M(1, 0)��e

M(1, 0)]
�
h(1�
l)[�

d
M(3, 0)��e

M(3, 2)]
�
l(1�
h)[�

d
M(2, 1)��e

M(2, 0)]
�(1�
h)(1�
l)[�

d
M(4, 1)��e

M(4, 2)] (10.13)

which also yields:

�M(H, 1, 2)�
h
l �
h(1�
l)

�
l(1�
h) �(1�
h)(1�
l) (10.14)

In the second case, �h(H, 1, 2)F: foreign direct investment in H deters
entry by both local imitators. Firm M’s expected profits thus write as:

�M(H, 0, 2)�
l[�
d
M(1, 0)��e

M(1, 0)]
�(1�
l)[�

d
M(3, 0)��e

M(3, 2)]
(10.15)

or:

�M(H, 0, 2)�
l �(1�
l) (10.16)

The expected profit associated to locating in L remains given by equation
(10.9). It is easily shown (and intuitive) that �M(H, 0, 2)��M(H, 1, 2)�
�M(H)��M(L). In other words, the incentive to locate in H increases with
the exclusion effect of foreign direct investment as long as locating in L does
not bring any strategic implication. Let us now consider that setting where
the imitation cost is high enough and (some) imitators in L are deterred
through foreign direct investment.

Third Setting: �L(L)<F<�l(H)

The imitation cost F is high enough for foreign direct investment to deter
at least one local imitator in country L. Quite evidently, locating in H would

(m � 2s)2 � (m � 3s)2

16�

m2 � (m � s)2

4�

(m � 2s)2 � (m � 3s)2

25�

m2 � (m � s)2

9�

(m � 2s)2 � (m � 3s)2

16�

m2 � (m � s)2

4�
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also deter entry by local imitators. Again, several cases should be distin-
guished.

Case 1: �l(L, 2, 2)FMin{�h(H, 1, 2); �l(L, 2, 1)}
Regardless of the location choice, foreign direct investment deters entry by
only one local firm. The expected profit associated to a location in country
H is given by equation 10.13. The expected profit associated to a location
in country L now writes as:

�M(L, 2, 1)�
h
l[�
d
M(1, 0)��e

M(1, 0)]
�
l(1�
h)[�

d
M(3, 0)��e

M(3, 2)]
�
h(1�
l)[�

d
M(2, 1)��e

M(2, 0)]
(10.17)

�(1�
h)(1�
l)[�
d
M(4, 1)��e

M(4, 2)]

which translates into:

�M(L, 2, 1)�
h
l �
l(1�
h)

�
h(1�
l) �(1�
h)(1�
l) (10.18)

Comparing equations 10.13 and 10.17 demonstrates that firm M prefers
to locate in the low protection country when:

(
h�
l) [(�
d
M(2, 1)��d

M(3, 0))�(�e
M(2, 0)��e

M(3, 2))]�0 (10.19)

The second term in the bracketed expression reflects the following com-
parison (‘weighted’ by trial win probabilities). If it locates in L, firm M is
a duopolist in the host country and exports to a country where competi-
tion has been eradicated. If it locates in H, firm M is a monopolist in the
host country but it exports to a country where two competitors have
entered. Since this term considers only the exports revenues, it is positive.

The first term reflects the trade-off between a lower but geographically
close competition and a higher but geographically remote competition.
Intuitively, the larger the market and the lower the exportation costs, the
more reduced competition is appreciable while geographical considerations
are losing significance. Indeed, if we substitute Cournot profit functions to
the reduced forms in equation 10.19, we get:

(
h�
l) [14m(m�s)�101s2]�0 (10.20)

(m � 2s)2 � (m � 3s)2

25�

m2 � (m � s)2

9�

(m � 2s)2 � (m � 3s)2

16�

m2 � (m � s)2

4�
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Thus, when the imitation costs are sufficiently high for the foreign direct
investment to deter imitation even in the low-protection country, that
country may be chosen as a location if markets are sufficiently large and
export costs sufficiently low. Indeed, either firm M locates in the strong
protection country, thus abandoning any substantial hope of eradicating
imitation in country L (since judicial protection is so low there), or it
locates in the low protection country to benefit from the strategic, deter-
ring, effect at the cost of exporting to the strong protection country
(knowing that it may well exclude its local imitators through a court
process).

Solving this trade-off obeys the following intuitions. First, the larger the
markets, the more attractive is deterrence since the residual demand faced
by the innovator is increased. In that case, locating in the low-protection
country allows him to reduce competition in both markets: the court
process is favoured in country H (where it is most efficient) and foreign
direct investment is used in the country L.

But locating in L nonetheless presents the drawback of distancing
oneself from the country where all imitators could be brushed off through
a court process. If the exportation costs are low enough, however, the sub-
sidiary still has the possibility of exporting to country H and making a
high profit there. Thus, M locates in L if and only if s m0.31m

Case 2: Max{�h(H, 1, 2); �l(L, 2, 2)}F�l(L, 2, 1)
Now, locating in H deters both imitators while locating in L still allows
entry by one counterfeiter. The strategic impact of FDI is asymmetric and
higher in the strong protection country. Would that still allow a location in
L and under what conditions?

The expected profit associated to locating in H (resp., L) corresponds to
equation 10.15 (resp., 10.17). Substituting Cournot profit function to the
reduced forms and comparing these equations, we get that country L is
chosen provided that:

m(m�s) (512
h�838
h
l�1188
l�162
�s2(3078
l�1053�1472
h�533
h
l)�0

(10.21)

The mathematical evaluation of this condition reveals3 that, except for very
high values of 
l and 
h (superior to 0.9458), country L will be chosen pro-
vided that export costs are sufficiently weak relative to market size and that
the protection in country H is sufficiently strong. Indeed, firm M has a
natural tendency to locate in H and be a local monopolist. As the IPR pro-
tection granted in country H increases, however, the marginal function of

�1463 � 7
101
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the strategic impact of FDI decreases: exclusion through a court process is
likely to be as effective as exclusion through FDI. Therefore, when 
h is
sufficiently high, we get back to the trade-offs outlined in Case 1.
Conversely, location in H is systematically chosen if the IPR protection
there is not high enough (relative to that in country L).

Case 3: �l(L, 2, 1)F�h(L, 2, 2)
Foreign direct investment totally eradicates counterfeiting in the country of
location, regardless of its identity. Thus, the strategic effect of FDI is sym-
metric and stronger than in case 1. The expected profit associated to a loca-
tion in country H is given by equation 10.15. If M locates in country L, its
profit becomes:

�M(L, 2, 0)�
h[�
d
M(1, 0)��e

M(1, 0)]�(1�
h)[�
d
M(3, 0)�

�e
M(3, 2)]

(10.22)

In a simultaneous Cournot setting, this becomes:

�M(L, 2, 0)�
h �(1�
h) (10.23)

Comparing equations 10.15 and 10.22, we deduce that country L is chosen
if:

(
h�
l) [(�
d
M(1, 0)��d

M(3, 0)�(�e
M(1, 0)��e

M(3, 2)]�0 (10.24)

or, equivalently:

2m(m�s)�3s2�0 (10.25)

which is always verified since it amounts to s m0.55m (by assump-
tion, sm/3; otherwise exporting is not a viable strategy). Indeed, those
imitators not located in the country of implantation will be litigated. Since
IPR protection is higher in H, profit maximization requires that litigation
takes place in that country and that M locates in L.

10.4 MATHEMATICAL SIMULATIONS

The above model proceeded to two important simplifications. First, tech-
nological spillovers were deliberately ruled out so that FDI could not facil-
itate imitation. Second, countries H and L had the same technological

�7 � 1
3

(m � 2s)2 � (m � 3s)2

16�

m2 � (m � s)2

4�
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capabilities so that the imitation threat posed by each country at the outset
(that is, the number of potential imitators) was identical. In this section,
these assumptions are relaxed and alternative frameworks are considered
through mathematical simulations. I first determine firm M’s decision rule
and then turn to the simulation results.

Firm M’s Decision Rule

Let nij(i, j�l, h) denote the number of imitators i when M locates in country
j.4 If niinij, FDI has a positive strategic impact for the multinational firm
since it reduces the number of local competitors. Conversely, if nii�nij, FDI
increases the number of competitors thanks to high technological spill-
overs.

If M locates in L, its profit becomes:

�M(L)�
h
l �
h(1�
l)

�
l(1�
h)

�(1�
h)(1�
l) (10.26)

while locating in H brings a profit of:

�M(H)�
h
l �
l(1�
h)

�
h(1�
l)

�(1�
h)(1�
l) (10.27)

Rearranging and comparing these profits, we deduce that country L is
chosen if:

2m(m�s)A�Bs2 (10.28)

(m � nlhs)2 � (m � (1 � nlh)s)2

�(2 � nhh � nlh)2

(m � nlhs)2 � (m � (1 � nlh)s)2

�(2 � nlh)2

m2 � (m � s)2

�(2 � nhh)2

m2 � (m � s)2

4�

(m � nhls)2 � (m � (1 � nhl)s)2

�(2 � nll � nhl)
2

(m � nhls)2 � (m � (1 � nhl)s)2

�(2 � nhl)
2

m2 � (m � s)2

�(2 � nll)
2

m2 � (m � s)2

4�
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where:

A�

�

� (10.29)

B�

�

� (10.30)

Unfortunately, neither A, nor B, is of a constant sign,5 making the
solving of that game highly problematic. In the next section, I present
instead some simulation results that somehow illuminate the main patterns
of the trade-off between the high- and low-protection countries.

Simulation Results

I assume that the number of local competitors goes from 1 to 3, regardless
of the extent of national IPR protection and of firm M’s location choice.
For each country, two protection regimes are considered: 
h�{0.25; 0.75}
and 
l�k
h, with k�{0.25; 0.75}. Depending on how FDI impacts on the
market structure in each country, four cases can be distinguished.

FDI has no strategic impact, that is, it does not affect the number of local
competitors6

This situation broadly corresponds to that described in paragraph 1 and the
subsidiary should locate in the country where expected competition is the
lowest.7

Table 10.1 also considers the case where the number of local imitators is

(1 � 
h) (1 � 
l)
� �n2

hl � (1 � nhl)
2)

(2 � nll � nhl)
2 �

(n2
lh � (nlh)2)

(2 � nlh � nhh)2�


l(1 � 
h)
� � 1

(2 � nhh)2 �
(n2

hl � (nhl � 1)2)
(2 � nhl)

2 �


h(1 � 
l)
� � 1

(2 � nll)
2 �

(n2
lh � (nlh � 1)2)

(2 � nlh)2 �

� 1
(2 � nll � nhl)

2 �
1

(2 � nlh � nhh)2�(1 � 
h) (1 � 
l)
�

� 1
(2 � nhl)

2 �
1

(2 � nhh)2�
l(1 � 
h)
�

� 1
(2 � nll)

2 �
1

(2 � nlh)2�
h(1 � 
l)
�
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higher in country H (nh�nl, configurations 7, 8 and 9)8 and reveals that the
low-protection country will be chosen when its IPR law is not too weak rel-
ative to the high-protection country, so that expected competition could be
lower in L.

FDI has a positive strategic impact in both countries, that is, it diminishes
the number of local imitators9

Table 10.2 reveals that:

● Other things equal, the incentive to locate in L increases with the
extent of the deterrence effect (see configurations 1 and 2).

● The firm M chooses the country where the deterrence effect is
stronger (see configurations 4 to 7) but, as shown in Case 2, above, it
can also locate in country L when the strategic effect of FDI is lower,
provided there is a wide gap between the protection levels (see
configurations 8 to 11).
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Table 10.1 No strategic effect

Parameters

Configuration k 
h nhl nlh nhh nll Results

1 — — 1 1 1 1 H
2 — — 1 2 1 2 H
3 — — 1 3 1 3 H
4 — — 2 2 2 2 H
5 — — 3 3 3 3 H
6 — — 2 3 2 3 H
7 .25 .25 2 1 2 1 L

.75 .25 2 1 2 1 L

.25 .75 2 1 2 1 H

.75 .75 2 1 2 1 H
8 .25 .25 3 1 3 1 L

.75 .25 3 1 3 1 L

.25 .75 3 1 3 1 H

.75 .75 3 1 3 1 L
9 .25 .25 3 2 3 2 L

.75 .25 3 2 3 2 L

.25 .75 3 2 3 2 H

.75 .75 3 2 3 2 H

Notes:
H: country H is chosen.
L: country L is chosen.
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Table 10.2 Positive strategic impact of FDI in both countries

Parameters

Configuration k 
h nhl nlh nhh nll Results

1 .25 .25 2 2 1 1 .31m
.75 .25 2 2 1 1 .31m
.25 .75 2 2 1 1 .31m
.75 .75 2 2 1 1 .31m

2 .25 .25 3 3 1 1 .33m
.75 .25 3 3 1 1 .33m
.25 .75 3 3 1 1 .33m
.75 .75 3 3 1 1 .33m

3 .25 .25 3 3 2 2 .20m
.75 .25 3 3 2 2 .20m
.25 .75 3 3 2 2 .20m
.75 .75 3 3 2 2 .20m

4 .25 .25 3 3 2 1 .65m
.75 .25 3 3 2 1 L
.25 .75 3 3 2 1 .35m
.75 .75 3 3 2 1 .42m

5 .25 .25 2 2 2 1 .75m
.75 .25 2 2 2 1 L
.25 .75 2 2 2 1 .34m
.75 .75 2 2 2 1 .43m

6 .25 .25 3 3 3 1 L
.75 .25 3 3 3 1 L
.25 .75 3 3 3 1 .36m
.75 .75 3 3 3 1 .46m

7 .25 .25 3 3 3 2 .35m
.75 .25 3 3 3 2 L
.25 .75 3 3 3 2 .21m
.75 .75 3 3 3 2 .27m

8 .25 .25 3 3 1 2 H
.75 .25 3 3 1 2 H
.25 .75 3 3 1 2 .16m
.75 .75 3 3 1 2 H

9 — — 3 3 1 3 H
10 — — 3 3 2 3 H
11 — — 2 2 1 2 H
12 — — 3 1 1 1 H
13 — — 2 1 1 1 H
14 — — 3 2 1 2 H
15 — — 3 2 2 2 H
16 .25 .25 3 1 2 1 �.23m
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Table 10.2 (continued)

Parameters

Configuration k 
h nhl nlh nhh nll Results

.75 .25 3 1 2 1 �.22m

.25 .75 3 1 2 1 H

.75 .75 3 1 2 1 �.37m
17 .25 .25 3 2 3 1 L

.75 .25 3 2 3 1 L

.25 .75 3 2 3 1 .37m

.75 .75 3 2 3 1 .56m
18 .25 .25 3 2 2 1 L

.75 .25 3 2 2 1 L

.25 .75 3 2 2 1 34m

.75 .75 3 2 2 1 47m
19 .25 .25 3 2 1 1 H

.75 .25 3 2 1 1 �.34m

.25 .75 3 2 1 1 .31m

.75 .75 3 2 1 1 .28m
20 .25 .25 1 3 1 1 .34m

.75 .25 1 3 1 1 .36m

.25 .75 1 3 1 1 .33m

.75 .75 1 3 1 1 .36m
21 .25 .25 2 3 1 1 .32m

.75 .25 2 3 1 1 .33m

.25 .75 2 3 1 1 .33m

.75 .75 2 3 1 1 .33m
22 .25 .25 2 3 2 1 .45m

.75 .25 2 3 2 1 .57m

.25 .75 2 3 2 1 .35m

.75 .75 2 3 2 1 .40m
23 .25 .25 1 2 1 1 .35m

.75 .25 1 2 1 1 .38m

.25 .75 1 2 1 1 .33m

.75 .75 1 2 1 1 .35m
24 .25 .25 2 3 2 2 .24m

.75 .25 2 3 2 2 .27m

.25 .75 2 3 2 2 .21m

.75 .75 2 3 2 2 .24m
25 .25 .25 1 3 1 2 .20m

.75 .25 1 3 1 2 .21m

.25 .75 1 3 1 2 .20m

.75 .75 1 3 1 2 .21m
26 .25 .25 2 3 1 2 .11m



● The number of local competitors in the absence of firm M also
matters. If nhl�nlh (configurations 12 to 19), either FDI has no impact
in L, in which case country H is chosen if the strategic impact of FDI
is strong enough (nhh�nll) (configurations 12 to 15),10 or FDI also has
a positive effect in country L (configurations 17 to 19), in which case
the low protection country is chosen if the deterrence effect is super-
ior or equal to that in country H (configurations 17 and 18).11

Conversely, if nhlnlh (configurations 20 to 27), the incentive to locate
in country L rather than H is positive if nll�nhh (configurations 20 to
24). If nll�nhh (configurations 25 to 27), country H is chosen if the
exportation costs are sufficiently high relative to market size.

● Finally, we can note that the influence of the strategic effect of FDI
not only depends on the number of excluded competitors but also on
their identity: going from two to one competitor has more influence
on the location choice than going from three to two imitators
(configurations 1 and 3, 5 and 7 ... ).

FDI has a negative impact in both countries, that is, it increases the number
of local competitors12

Table 10.3 reveals that:

● The firm M tends to favour the country where the negative strategic
effect is weaker.13

● On the other hand, if the strategic effect of FDI is stronger in country
H (configurations 12 to 22), the multinational also pays some atten-
tion to the number of firms in country L. That country will be chosen
when the exportation costs are low and the IPR protection in both
economies is relatively similar.14
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Table 10.2 (continued)

Parameters

Configuration k 
h nhl nlh nhh nll Results

.75 .25 2 3 1 2 H

.25 .75 2 3 1 2 .18m

.75 .75 2 3 1 2 .06m
27 — — 2 3 1 3 H

Notes:
H: country H is chosen.
L: country L is chosen.
xm: country L is chosen if sxm (unless indicated).
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Table 10.3 Negative strategic impact of FDI in both countries

Parameters

Configuration k 
h nhl nlh nhh nll Results

1 — — 1 1 1 2 H
2 — — 1 1 1 3 H
3 — — 1 1 2 3 H
4 — — 2 2 2 3 H
5 — — 2 1 2 2 H
6 — — 2 1 2 3 H
7 — — 2 1 3 3 H
8 — — 3 1 3 2 H
9 — — 3 1 3 3 H
10 — — 3 2 3 3 H
11 — — 1 2 1 3 H
12 .25 .25 1 1 3 1 L

.75 .25 1 1 3 1 L

.25 .75 1 1 3 1 .27m

.75 .75 1 1 3 1 .50m
13 .25 .25 1 1 2 1 .95m

.75 .25 1 1 2 1 L

.25 .75 1 1 2 1 .22m

.75 .75 1 1 2 1 .41m
14 .25 .25 2 1 3 1 L

.75 .25 2 1 3 1 L

.25 .75 2 1 3 1 .19m

.75 .75 2 1 3 1 L
15 .25 .25 2 2 3 2 .34m

.75 .25 2 2 3 2 L

.25 .75 2 2 3 2 .11m

.75 .75 2 2 3 2 .22m
16 .25 .25 1 2 3 2 .34m

.75 .25 1 2 3 2 .45m

.25 .75 1 2 3 2 .17m

.75 .75 1 2 3 2 .31m
17 .25 .25 1 2 2 2 .25m

.75 .25 1 2 2 2 .33m

.25 .75 1 2 2 2 .13m

.75 .75 1 2 2 2 .25m
18 .25 .25 1 3 3 3 .22m

.75 .25 1 3 3 3 .30m

.25 .75 1 3 3 3 .13m

.75 .75 1 3 3 3 .25m
19 .25 .25 1 3 2 3 .16m

.75 .25 1 3 2 3 .22m

.25 .75 1 3 2 3 .10m



● Finally, the configurations 23 to 27 simulate an identical strategic
impact. The most probable location is country H since IPR protec-
tion is higher in that country, Country L is chosen if and only if the
identity of entering competitors is more damaging to profits in
country H, if IPR protection is relatively similar and if the exporta-
tion costs are sufficiently low (configuration 27).

Asymmetric strategic impact
In that case, the multinational firm always locates in country H if the stra-
tegic impact is positive there (Table 10.4, configurations 1 to 8). It chooses
country L only if the positive strategic impact is strong enough and if
exportation costs are relatively low (configurations 9 to 16).
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Table 10.3 (continued)

Parameters

Configuration k 
h nhl nlh nhh nll Results

.75 .75 1 3 2 3 .21m
20 .25 .25 1 2 3 3 .15m

.75 .25 1 2 3 3 .29m

.25 .75 1 2 3 3 .17m

.75 .75 1 2 3 3 .34m
21 .25 .25 2 3 3 3 .16m

.75 .25 2 3 3 3 .24m

.25 .75 2 3 3 3 .08m

.75 .75 2 3 3 3 .17m
22 .25 .25 1 1 3 2 .13m

.75 .25 1 1 3 2 L

.25 .75 1 1 3 2 H

.75 .75 1 1 3 2 H
23 — — 1 1 2 2 H
24 — — 2 2 3 3 H
25 — — 1 1 3 3 H
26 — — 2 1 3 2 H
27 .25 .25 1 2 2 3 H

.75 .25 1 2 2 3 .13m

.25 .75 1 2 2 3 H

.75 .75 1 2 2 3 H

Notes:
H: country H is chosen.
L: country L is chosen.
xm: country L is chosen if sxm (unless indicated).
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Table 10.4 Asymmetric strategic effect

Parameters

Configuration k 
h nhl nlh nhh nll Results

1 — — 2 2 1 3 H
2 — — 2 1 1 2 H
3 — — 2 1 1 3 H
4 — — 3 1 1 2 H
5 — — 3 1 2 2 H
6 — — 3 1 1 3 H
7 — — 3 2 1 3 H
8 — — 3 2 2 3 H
9 .25 .25 2 2 3 1 L

.75 .25 2 2 3 1 L

.25 .75 2 2 3 1 .36m

.75 .75 2 2 3 1 .48m
10 .25 .25 1 2 3 1 .59m

.75 .25 1 2 3 1 .75m

.25 .75 1 2 3 1 .37m

.75 .75 1 2 3 1 .46m
11 .25 .25 1 3 3 1 .48m

.75 .25 1 3 3 1 .55m

.25 .75 1 3 3 1 .37m

.75 .75 1 3 3 1 .44m
12 .25 .25 1 2 2 1 .47m

.75 .25 1 2 2 1 .56m

.25 .75 1 2 2 1 .35m

.75 .75 1 2 2 1 .43m
13 .25 .25 1 3 2 1 .41m

.75 .25 1 3 2 1 .46m

.25 .75 1 3 2 1 .35m

.75 .75 1 3 2 1 .41m
14 .25 .25 2 3 3 2 .32m

.75 .25 2 3 3 2 .42m

.25 .75 2 3 3 2 .22m

.75 .75 2 3 3 2 .29m
15 .25 .25 1 3 3 2 .32m

.75 .25 1 3 3 2 .39m

.25 .75 1 3 3 2 .24m

.75 .75 1 3 3 2 .33m
16 .25 .25 1 3 2 2 .27m

.75 .25 1 3 2 2 .32m

.25 .75 1 3 2 2 .22m

.75 .75 1 3 2 2 .29m

Notes: H: country H is chosen. L: country L is chosen. xm: country L is chosen if s xm
(unless indicated).



10.5 CONCLUSION

This chapter considered how country differences in IPR legislation may
affect multinational subsidiaries’ location choices. It has been demon-
strated that stronger IPR protection may not necessarily entail greater
country attractiveness, provided that market size is important relative to
exportation costs and that the imitation costs in the host countries are
sufficiently high for FDI to deter imitation by local competitors.

How this unexpected relationship really matters should now be appre-
ciated from an empirical standpoint. At this stage, it should be noted that
several studies have shown that the influence of IPR protection on trade
flows depends upon the importing country’s market size and R&D inten-
sity (Maskus and Penubarti, 1995; Smith, 1999). Results on French sub-
sidiaries’ location choices by Pfister (2001, ch. 6) tend to confirm the
empirical relevance of the model presented here but more work is probably
needed to firmly ground these intuitions. More generally, results on the link
between IPR protection and multinational firms’ strategy remains very
fragile.

Finally, this theoretical model has ambiguous implications for the eco-
nomic analysis of the TRIPs agreement. On the one hand, countries that
have implemented the recommendations of the WTO in their IPR legisla-
tion may not register important and positive feedbacks in terms of foreign
direct investment. On the other hand, it still remains that if all developing
countries strengthen IPR protection, foreign direct investment could
increase, especially if technological spillovers are high. Besides, the model
can be taken to explain the reluctance of some countries to implement the
TRIPs agreement. It thus brings some theoretical support to the interven-
tion of the WTO in this matter.

APPENDIX MATHEMATICAL EXAMINATION OF
CONDITION (EQUATION) 10.21

Let � define the discriminant of the second-order equation in s (condition
10.21). It is easily shown that:

��0⇔
h�1350 (10.31)

Since 
h�
l, this condition is systematically verified unless 
l�0.9459. If
A designates the first term in parenthesis and B the second one, the solu-
tions to equation 10.21 can thus be written as:

10
l � 3
6409 � 2970
l
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s1�m s2�m (10.32)

But A’s and B’s signs are undetermined. Indeed:

B10⇒
h�81 (10.33)

Given that 
h�
l, this condition is systematically verified only if 
l
0.9642. Similarly:

A�0⇒
h�54 (10.34)

Given that 
h�
l, this is systematically verified only if 
l�0.9910.
Consider first the case where ��0 (
l 0.94). Then, B0 but A is inde-

terminate. If 
h is high enough, then A�0 and it exists a unique solution s2
�0 under which condition 10.21 is fulfilled. If 
h is too low, A0, s1, and
s2 are negative and the equation 10.21 is always negative.

Consider now the case where B�0. ��0 only if 
l�0.9835. Either 
h is
high enough (A�0) and both s1, and s2 are negative: then, condition 10.21
is always fulfilled. Or 
h is too low (A0) and s1 is the unique positive solu-
tion: country L is chosen if s�s1.

Finally, let us consider the case where �0 (implying 
l�0.9459). The
sign of equation 10.21 is also that of B. If 0.9459
l0.9642, B0, H is
systematically chosen. If 
l�0.9642, either 
h is weak enough and L is
always chosen, or it is high enough and H is chosen.
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NOTES

1. If the litigation/trial costs are too high, a settlement agreement might be preferred or the
trial threat may not be credible. These costs are likely to be very negligible given the sheer
financial strength of the multinational firm.

22
l � 3
521 � 838
l

38
l � 13
1472 � 533
l

� A � �A2 � 4AB
2B

� A � �A2 � 4AB
2B
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2. Here, it is assumed that a defeat at trial does not entail the entry of the second imitator:
the latecomer continues to face a risk of exclusion despite the fact that a first court deci-
sion has ruled that there was no infringement. In other words, a trial defeat does not
entail the invalidation of the IPR. This assumption will also hold for country L. Relaxing
this assumption would diminish the attractiveness of a court-based exclusion strategy
for the risk associated to a trial is much greater (Choi, 1998).

3. See the appendix to this chapter.
4. Hence, nlh denotes the number of imitators in country L when M locates in country H.
5. For instance, if FDI has a positive strategic effect (it reduces the number of local com-

petitors), the first term in A is positive, the second one is negative while the last one is
indeterminate. The same indetermination prevails for B and in the case of a negative stra-
tegic impact.

6. Concretely, the imitation costs are too low for FDI to deter local competition while tech-
nological spillovers are too low to facilite imitation and encourage entry.

7. Thus, it will choose country H when the number of local imitators h is equal to or lower
than the number of local imitators l.

8. This could mean, for instance, that country H has a higher technological capability.
9. Concretely, technological spillovers are too low to compensate for the greater competi-

tiveness of the multinational’s subsidiary.
10. Note that if nllnhh (configuration 16), M locates in L if 
h is weak enough and if the

exports costs are high enough, which seems to contradict our theoretical results.
Actually, M locates where (expected) competition is the lowest. It only seeks to diminish
competition in country H if the exports costs are low enough.

11. When the deterrence effect is stronger in country H (configuration 19), M locates in H
provided that 
h is weak enough. Indeed, in that case, it is very unlikely that the local
competitors in country H will be excluded through a court decision.

12. The technological spillovers due to FDI are sufficiently important to facilitate imitation.
13. Hence, when it is stronger in L (configurations 1 to 11), country H is systematically pre-

ferred.
14. Indeed, if protection is much stronger in country H, the expected number of competi-

tors is lower in that economy, despite the strategic effect of FDI. High exportation costs
also allow firm M to benefit fully from its potential monopoly by being isolated from the
competition in country L.
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